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Preface

The 18th International Conference on Multimedia Modeling (MMM 2012) was
held in Klagenfurt, Austria, January 4–6, 2012, and hosted by the Institute
of Information Technology (ITEC), Alpen-Adria Universität Klagenfurt (Kla-
genfurt University). MMM is a leading international conference for researchers
and industry practitioners to share their new ideas, original research results and
practical development experiences from all multimedia-related areas.

It was a great honor for ITEC to host MMM 2012, one of the most long-
standing multimedia conferences, in Klagenfurt, Austria. ITEC comprises two
research groups with two full professors and currently about 30 scientific, tech-
nical and administrative staff. The institute’s research focuses on distributed
multimedia systems and multimedia communication. The conference venue was
the Lindner Seepark Hotel Congress & Spa, which is directly located on the
lovely Lake Wörthersee, one of the most famous tourism destinations in Aus-
tria. We hope that our venue made MMM 2012 a memorable experience for all
participants.

MMM 2012 featured a comprehensive program including three keynote talks,
ten oral presentation sessions, a poster session, a demo session, four special ses-
sions, and the Video Browser Showdown, which was an interactive video search
competition and a new event in the history of the MMM conference. The 142
submissions from authors of 32 countries included a large number of high-quality
papers in multimedia content analysis, multimedia signal processing and commu-
nications, and multimedia applications and services. We thank our 167 Technical
Program Committee members and reviewers who spent many hours reviewing
papers and providing valuable feedback to the authors. From the 109 submis-
sions to the main track and based on three (for some exceptions two) reviews
per submission, the Program Chairs decided to accept 38 regular papers (34.9%)
and 15 poster papers (13.8%). In total, 24 papers were received for four special
sessions, with 12 being selected, and 9 submissions were received for a demo ses-
sion, with 6 being selected. Video browsing systems of eight teams were selected
for participation in the Video Browser Showdown. Authors of accepted papers
came from 19 countries. This volume of the conference proceedings contains
the abstracts of three invited talks and all the regular, poster, special session
and demo papers, as well as special demo papers of the Video Browser Show-
down. One regular paper was awarded with The Best Paper Award, which was
sponsored by the FascinatE project (FascinatE – Format-Agnostic SCript-based
INterAcTive Experience, FP7-248138).

The technical program is an important aspect but only provides its full impact
if surrounded by challenging keynotes.



VI Preface

We are extremely pleased and grateful to have had three exceptional keynote
speakers, Alan Hanjalic, John R. Smith, and Ralf Steinmetz, accept our invita-
tion and present interesting ideas and insights at MMM 2012.

We are also heavily indebted to many individuals for their significant contri-
bution. We thank the MMM Steering Committee for their invaluable input and
guidance on crucial decisions. We wish to acknowledge and express our deep-
est appreciation to the Local Organizing Co-chair (and Finance Chair), Laszlo
Böszörmenyi, the Special Session Chairs, Mathias Lux and Marco Bertini, the
Demo Chairs, Cees Snoek and Frank Hopfgartner, the Publicity Chairs, Chris-
tian Timmerer and Tao Mei, the Publication Chairs, Werner Bailer and Her-
mann Hellwagner, US Liaisons, Oge Marques and Ketan Mayer-Patel, Asian
Liaisons, Tat-Seng Chua and Tao Mei, European Liaisons, Cathal Gurrin and
Harald Kosch, and – last but not least – the Local Arrangements team (and
Webmaster), Martina Steinbacher, Margit Pertl, Mario Taschwer, and Rudolf
Messner. Without their efforts and enthusiasm, MMM 2012 would not have be-
come a reality. Moreover, we want to thank our sponsors: FascinatE project,
Förderverein Technische Fakultät, Lakeside Labs, MediaEval. Finally, we wish
to thank all committee members, reviewers, session chairs, student volunteers
and supporters. Their contribution is much appreciated.

January 2012 Klaus Schoeffmann
Bernard Merialdo

Alexander Hauptmann
Chong-Wah Ngo

Yiannis Andreopoulos
Christian Breiteneder
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Laszlo Böszörmenyi Klagenfurt University, Austria
Laurent Amsaleg CNRS-IRISA, France
Liang-Tien Chia Nanyang Technological University, Singapore
Lin Yang Google Inc., USA
Luca Celetto ST Microelectronics, Italy
Luiz Fernando Gomes Soares Catholic University of Rio de Janeiro, Brazil
Lyndon Kennedy Yahoo! Research, USA
Lyndon Nixon STI International, Austria
Maia Zaharieva Vienna University of Technology, Austria
Manfred Del Fabro Klagenfurt University, Austria
Marcel Worring University of Amsterdam, The Netherlands
Marcin Detyniecki Laboratoire dInformatique de Paris 6 LIP6,

France
Marco Paleari EURECOM, France
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Tracking Persons in Ultra-HD Panoramic Video . . . . . . . . . . . . . . . . . . . . . . 633
Marcus Thaler, Rene Kaiser, Werner Bailer, and
Andreas Kriechbaum

A Real-Time Life Experience Logging Tool . . . . . . . . . . . . . . . . . . . . . . . . . . 636
Zhengwei Qiu, Cathal Gurrin, Aiden R. Doherty, and
Alan F. Smeaton

Video Browser Showdown

AAU Video Browser: Non-Sequential Hierarchical Video Browsing
without Content Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 639

Manfred Del Fabro and Laszlo Böszörmenyi
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A New Gap to Bridge:

Where to Go Next in Social Media Retrieval?

(Extended Abstract)

Alan Hanjalic

Delft Multimedia Information Retrieval Lab
Delft University of Technology, Mekelweg 4, 2628 CD Delft, The Netherlands

a.hanjalic@tudelft.nl

Abstract. Research in Multimedia Information Retrieval (MIR) aims
at matching multimedia content and user needs and so at bringing im-
age, audio and video content together with users. Users expectations
regarding multimedia content access in terms of semantically rich and
personalized relevance criteria have always been high and have imposed
high demands on the level of sophistication of MIR solutions. The po-
tential to develop MIR technology that meets such high demands has
rapidly grown over the past twenty years by building on intensive in-
ternational research effort. This growth accelerated, however, with the
increasing contextualization of images, video and music in rapidly ex-
panding social networks that link distributed content, diverse metadata
and users of various profiles and interests. It is clear that user demands
regarding the sophistication of MIR technology have further grown in the
social network context in view of new ways of interacting with multime-
dia content and with other people via and about this content. However,
this new context has also brought vast new opportunities for improving
the quality of MIR solutions. These opportunities lie in synergetic inte-
grations of multidisciplinary scientific contributions and rich information
resources found there. Revisiting MIR from the viewpoint of the social
network context, using the approaches that are often jointly referred to
as social media retrieval, can help the field not only resolve the prob-
lems that impeded its development in the past, but also address the new
emerging demands. I will show how contextualizing the MIR in online
networked communities of users can help us achieve a fundamental shift
in the MIR grand challenge, from bridging the research-oriented seman-
tic gap to bridging the much more important, user-oriented utility gap,
that explicitly addresses the overall usefulness of a MIR system output
for the user. I will highlight some of the opportunities in pursuing this
new, utility-oriented MIR grand challenge.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, p. 1, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Mining Multimedia Data for Meaning

(Extended Abstract)

John R. Smith

IBM T. J. Watson Research Center 19 Skyline Drive, Hawthorne, NY 10532
jsmith@us.ibm.com

Abstract. The explosion of images, video and multimedia is creating
a valuable source for insights. It can tell us about things happening in
the world, give clues about a persons preferences or experiences, indicate
places of interest in a new town, and even capture a rolling log of our
history. But, as a non-traditional source for data mining, there are nu-
merous challenges to be overcome in order to handle the volume, velocity
and variety of multimedia data in practice. In this talk, we review several
application areas across Web, social media, mobile and safety/security
and show how they benefit from mining of multimedia data. We review
novel approaches for modeling semantics and automatically classifying
visual contents and demonstrate examples in the context of IBM Multi-
media Analysis and Retrieval System (IMARS).
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Challenges in Serious Gaming as Emerging

Multimedia Technology for Education, Training,
Sports and Health

(Extended Abstract)

Ralf Steinmetz and Stefan Göbel

Multimedia Communications Lab (KOM) TU Darmstadt, FB 18, KOM,
Rundeturmstr. 10, 64283 Darmstadt, Germany

{Ralf.Steinmetz,Stefan.Goebel}@KOM.tu-darmstadt.de

Abstract. Digital computer games are very popular and successful,
both as leisure activity and contemporary information and communi-
cation medium in the digital age, and as relevant economic factor and
prospering market, not only in the creative industries. Games tackle a
diversity of research aspects, e.g. Computer Graphics, AI, Storytelling,
interfaces and sensors, authoring and production, usability and user ex-
perience or other ICT and multimedia technologies. Game technology
and game techniques are broadly used by other application domains
apart from pure entertainment as well. The rather new field of Seri-
ous Games, games with an additional purpose other than mere enter-
tainment, offers a variety of new challenges and new fields of research.
In our opinion, the term Serious Games comprises games for education
(in terms of learning and practice), training, sports, and health. The
core idea of Serious Games is to use the motivation inherited in games
for other purposes like learning, sports, rehabilitation exercises, or even
advertisement or opinion forming. Prominent examples in the field of
Serious Games (games ’more than fun’) are games for health, persuasive
games, advergames or games for education and training, for instance in
the form of multiplayer online games as tools to support collaborative
learning settings. The combination of gaming technologies and gaming
concepts with other research disciplines, technologies, methods and con-
cepts results in a broad range of application do-mains. The resulting
research areas are Authoring of Serious Games, Collaborative Learning
using multiplayer Serious Games, Serious Games in Social Networks,
and sensor technology for Serious Games for Sports & Health. In this
talk, we will review the various aspects and application areas of Serious
Games and point out some of the grand challenges in the field of Seri-
ous Gaming. Some of the core research topics of the Serious Games at
the Technische Universitt Darmstadt and the httc will be reviewed. Sto-
ryTec, an authoring environment for the creation of Serious Games for
non-programmers, will be illustrated, as well as 3D multiplayer Serious
Games for collaborative learning and team (leader) training. Further-
more, Serious Games for sports & health, especially for fall prevention,
rehabilitation, and management of obesity will be outlined.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, p. 3, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Building Semantic Hierarchies Faithful
to Image Semantics
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{Hichem.bannour,Celine.hudelot}@ecp.fr

Abstract. This paper proposes a new image-semantic measure, named
"Semantico-Visual Relatedness of Concepts" (SVRC ), to estimate the
semantic similarity between concepts. The proposed measure incorpo-
rates visual, conceptual and contextual information to provide a measure
which is more meaningful and more representative of image semantics.
We also propose a new methodology to automatically build a semantic
hierarchy suitable for the purpose of image annotation and/or classifica-
tion. The building is based on the previously proposed measure SVRC
and on a new heuristic, named TRUST-ME, to connect concepts with
higher relatedness till the building of the final hierarchy. The built hier-
archy explicitly encodes a general to specific concepts relationship and
therefore provides a semantic structure to concepts which facilitates the
semantic interpretation of images. Our experiments showed that the use
of the constructed semantic hierarchies as a hierarchical classification
framework provides a better image annotation.

1 Introduction

Achieving high level semantic interpretation of images is necessary to match
user expectations in image retrieval systems. Effective tools are then required
to allow a precise semantic description of images and allow at the same time
a good interpretation of them. A wide number of approaches have been pro-
posed for automatic image annotation, i.e. the textual description of images,
to address the well-known semantic gap [23] problem. However in most of the
proposed approaches the semantics is often limited to its perceptual manifes-
tation, i.e. by the learning of high-level concepts from low-level features [3,14].
These approaches adequately describe the visual content of images but are un-
able to extract image semantics as humans can do. They are also faced with
the scalability problem when dealing with broad content image databases [16].
The obtained performance varies significantly according to the concept number
and the targeted data sets as well [13]. This variability may be explained by
the huge intra-concept variability and wide inter-concept similarities on their vi-
sual properties that often lead to uncertain annotations and even contradictory.
Thus, it is clear there is a lack of coincidence between the high-level semantic
concepts and the low-level features, and that semantics is not always correlated

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 4–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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with visual appearance. Therefore, the only use of machine learning seems to be
insufficient to solve the problem of image annotation.

A new trend to overcome the aforementioned problems is to use semantic hi-
erarchies [2]. Indeed, the use of explicit knowledge such as semantic hierarchies
can help reduce, or even remove this uncertainty by supplying formal frameworks
to argue about the coherence of extracted information from images. Semantic
hierarchies have shown to be very useful to narrow the semantic gap [7]. Three
types of hierarchies have been recently explored for image annotation and clas-
sification: 1) language-based hierarchies: based on textual information (ex. tags,
surrounding context, WordNet, Wikipedia, etc.) [18,24,8], 2) visual hierarchies:
based on low-level image features [22,4,26], 3) semantic hierarchies: based on
both textual and visual features [15,9,25]. Although the two first approaches
have received more attention, they showed a limited success in their general
usage. Indeed, conceptual semantics is often not correlated with perceptual se-
mantics, and is then insufficient to build a good hierarchy for image annotation.
Whereas perceptual semantics cannot lead by itself to have a meaningful seman-
tic hierarchy, as it is hard to interpret in higher levels of abstraction. Therefore,
it seems mandatory to combine the both component of image semantics in order
to build a semantic hierarchy faithful to image application purposes. The use of
semantic hierarchies is then more convenient as they consider both, perceptual
and conceptual semantics.

The rest of this paper is structured as follows: Section 2 reviews some related
work. Section 3 introduces our proposal to build suitable semantic hierarchies
for image annotation. Section 4 reports our experimental results on Pascal VOC
dataset. The paper is concluded in Section 5.

2 Related Work

Several methods [15,9,18,24,22,4] have been proposed to build semantic hierar-
chies dedicated to image annotation. A semantic hierarchy classifier based on
WordNet is proposed in [18]. Their hierarchy is built by extracting the relevant
subgraph of WordNet that may link all concepts. ImageNet is proposed in [8],
which is a large-scale ontology of images built upon the backbone of WordNet.
LSCOM [19] aims to design a taxonomy with a coverage of around 1000 concepts
for broadcast news video retrieval. An Ontology-enriched Semantic Space (OSS)
was built in [24] to ensure globally consistent comparison of semantic similar-
ities. The above approaches can be qualified as language-based hierarchies, as
those hierarchies are built upon textual information. While these hierarchies are
useful to provide a meaningful structure (organization) for concepts, they ignore
visual information which is an important part of image semantics.

Other approaches are based on visual information [22,4,26]. An image parsing
to text description (I2T) framework is proposed in [26], which generates text
descriptions for images and videos. I2T is mainly based on an And-or Graph
for visual knowledge representation. Sivic & al. propose to group visual objects
using a multi-layer hierarchy tree that is based on common visual elements [22].
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Bart & al. proposed a Bayesian method to organize a collection of images into
a tree shaped hierarchy [4]. A method to automatically build classification tax-
onomy in order to increase classification rapidity is proposed in [12]. These hi-
erarchies serve to provide a visual taxonomy, and a major problem with them is
how they can be interpreted in higher levels of abstraction. Therefore, building
meaningful semantic hierarchies should be done upon both semantic and visual
information.

Among approaches for building semantic hierarchies, Li & al. [15] proposed
a method based on visual features and tags to automatically build the "seman-
tivisual" image hierarchy. A Semantic hierarchy based on contextual and visual
similarity is proposed in [9]. Fan & al. [10] proposed an algorithm to integrate the
visual similarity contexts between the images and the semantic similarity con-
texts between their tags for topic network generation. Flickr distance is proposed
in [25], which is a novel measurement of the relationship between semantic con-
cepts in visual domain. A visual concept network (VCNet) based on Flickr dis-
tance is also proposed [25]. Semantic hierarchies have great potential to improve
image annotation, particularly through their explicit representation of concepts
relationships that may help to understand image semantics.

2.1 Discussion

Many approaches for hierarchical image annotation use WordNet as a hierarchy
of concepts [18,8]. However, WordNet is not very appropriate to model image se-
mantics. Concepts organization in WordNet follows a psycholinguistic structure,
which may be useful for reasoning about concepts and understand their mean-
ing, but is limited and inefficient to reason about image context or its content.
Indeed, distances between related concepts in WordNet do not necessarily re-
flect an appropriate semantic measure for reasoning about images, i.e. distances
between concepts is not proportional to their semantic relatedness with respect
to image domain. For example, according to the shortest path in WordNet the
semantic relatedness of "shark" and "whale" is 11 (nodes), and of "man" and
"whale" is 7. This is meant that concept "whale" is closer to "human" than to
"shark". This is coherent from a biological point of view because "whale" and
"human" are mammal while "shark" is not. However, in image domain it is more
accurate to have higher similarity between "shark" and "whale" as they live in
the same environment, share many visual features, and it is more common that
they co-appear in a photo, unlike with humans. Then, an appropriate semantic
hierarchy should represent this information or allow it to be deducted to help
understand image semantics.

3 Building of the Hierarchy

Based on the previous discussion, we define the following assumptions underlying
our approach: A suitable semantic hierarchy for image annotation should: 1)
model images context (as defined in the previous section), 2) allow grouping



Building Semantic Hierarchies Faithful to Image Semantics 7

Contextual similarity (γ): 
Cooccurence of concepts 

Visual similarity (φ): 
between images 

Conceptual similarity (π): 
between concepts 
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WordNet 

Combining these measures : 

Fig. 1. The SVRC is based on visual, conceptual and contextual similarities

visually similar concepts in order to obtain better performance of classifiers,
3) reflect image semantics, i.e. the organization of concepts into the hierarchy
and their semantic relatedness reflect image semantics.

Following the above assumptions, we propose in this paper a new method for
building appropriate semantic hierarchies to images annotation. Our approach
is based on a new measure to estimate the semantic relatedness between con-
cepts, which is more faithful to image semantics since it is based on its different
modalities. This measure, named SVRC, is based on 1) a visual similarity which
represents the visual correspondence between concepts, 2) a conceptual similarity
which defines a relatedness measure between target concepts, based on concepts
definition in WordNet, and 3) a contextual similarity which measures the distri-
butional similarity between each pair of concepts (cf. Fig.1). SVRC is then used
in TRUST-ME, a set of heuristic rules that allow deciding the likelihood of the
semantic relatedness between concepts, and help building the hierarchy.

Given a set of pairs image/annotation, where each annotation describes a set
of concepts associated with an image, our approach allows to automatically build
a semantic hierarchy suitable for image annotation. Formally, we consider I =<
i1, i2, · · · , iL > all images of a considered database, and C =< c1, c2, · · · , cN >
the annotation vocabulary of these images, i.e. the set of concepts associated with
these images. The approach we propose consists in identifying M new concepts
that link all the concepts of C in a hierarchical structure that best represents
image semantics.

3.1 Visual Similarity

Let xv
i be any visual representation of an image i (a visual features vector), we

learn for each concept cj a classifier that can associate this concept with its
visual features. For this, we use N binary Support Vector Machines (SVM) [6]
(one-versus-all) with a decision function G(xv):

G(xv) =
∑

k

αkykK(xv
k, xv) + b (1)
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where K(xv
i , xv) is the value of a kernel function for the training sample xv

i and
the test sample xv, yi ∈ {1,−1} the class label of xv

i , αi the learned weight of
the training sample xv

i , and b is a learned threshold parameter. Notice that the
training samples xv

i with weight αi > 0 are the support vectors.
After several tests on the training sample, we decided to use a radial basis

function kernel:

K(x, y) = exp
(‖x − y‖2

σ2

)
(2)

Now, given these N trained SVMs where inputs are images visual features and
outputs are concepts (image classes), we want to define a centroid ϑ(ci) for each
concept class ci that best represent it. These centroids should then minimize the
sum of squares within each set Si:

argmin
S

N∑
i=1

∑
xv

j∈Si

‖xv
j − μi‖2 (3)

where Si is the set of support vectors of class ci, S = {S1, S2, · · · , SN }, and μi

is the mean of points in Si.
The objective being to estimate a distance between these classes in order

to assess their visual similarities, we compute the centroid ϑ(ci) of each visual
concept ci using:

ϑ(ci) =
1

|Si|
∑

xj∈Si

xv
j (4)

The visual similarity between two concepts ci and cj , is then inversely propor-
tional to the distance between their visual features ϑ(ci) and ϑ(cj):

ϕ(ci, cj) =
1

1 + d(ϑ(ci), ϑ(cj))
(5)

where d(ϑ(ci), ϑ(cj)) is the Euclidean distance between ϑ(ci) and ϑ(cj).

3.2 Conceptual Similarity

Conceptual similarity reflects the semantic relatedness between two concepts
from a linguistic and a taxonomic point of view. Several conceptual similar-
ity measures have been proposed [5,21,1]. Most of them are based on a lexical
resource, such as WordNet [11]. A first family of approaches is based on the
structure of this external resource (often used as a semantic network or a di-
rected graph), and the similarity between concepts is computed according to the
distances of the paths connecting them in this structure [5]. However, as afore-
mentioned, the structure of these resources does not necessarily reflect image
semantics, and therefore such measures does not seem suited to our problem.
An alternative approach to measure the semantic relatedness between concepts
is to use their provided definition. In the WordNet case, these definitions are
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known as the glosses and are provided by the synsets associated to each con-
cept. For example, Banerjee and Pedersen [1] proposed a measure of semantic
relatedness between concepts that is based on the number of shared words (over-
laps) in their definitions (glosses).

In this work we used the gloss vector relatedness measure proposed by [20],
in which they suggest to exploit "second order" co-occurrence vector of glosses
rather than matching words that co-occur in it. Specifically, in a first step a
word space of size P is built by taking all the significant words used to define all
synsets of WordNet. Thereby, each concept ci is represented by a context vector−→w ci of size P , where each nth element of this vector represents the number of
occurrences of nth word in the word space in the gloss of ci. The semantic relat-
edness of two concept ci and cj is therefore measured using the cosine similarity
between −→w ci and −→w cj :

η(ci, cj) =
−→w ci · −→w cj

|−→w ci ||−→w cj |
(6)

Some concepts definitions in WordNet are very concise and thus make the mea-
sure unreliable. Consequently, [20] proposed extending the glosses of concepts
with the glosses of adjacent concepts (located in their immediate neighborhood).
Hence, for each concept ci the set Ψci is defined as all the adjacent glosses con-
nected to ci (Ψci={gloss(ci), gloss(hyponyms(ci)), gloss(meronyms(ci)), etc.}).
Then each element x (gloss) of Ψci is represented by −→w x as explained above. The
similarity measure between two concepts ci and cj is then defined as the sum of
the individual cosines of the corresponding gloss vectors:

θ(ci, cj) =
1

|Ψci |
∑

x∈Ψci
,y∈Ψcj

−→w x · −→w y

|−→w x||−→w y| , where|Ψci | = |Ψcj |. (7)

Finally, each concept in WordNet may match several senses (synsets) that differ
from each other in their position in the hierarchy and their definition. A disam-
biguation step is then necessary to identify the good synset. For example, the
similarity between "Mouse" (Animal) and "Keyboard" (device) differs widely
from the one of "Mouse" (device) and "Keyboard" (device). Therefore, we first
compute the conceptual similarity between the different senses (synset) of ci

and cj . The maximum value of similarity is then used to identify the most likely
meaning of these two concepts, i.e. disambiguate ci and cj . Thus, the conceptual
similarity is calculated as following:

π(ci, cj) = argmax
δi∈s(ci),δj∈s(cj)

θ(δi, δj) (8)

where s(cx) is "all synsets that can be associated to the meanings of cx".

3.3 Contextual Similarity

It is intuitively clear that if two concepts are similar or related, it is likely that
their role in the world will be similar, and thus their context of occurrence will
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be equivalent (i.e. they tend to occur in similar contexts, for some definition
of context). The information related to the context of appearance of concepts,
called contextual, is used to connect concepts that often appear together in im-
ages although semantically distant from the taxonomic point of view. Moreover,
this contextual information can also help to infer higher-level knowledge from
images. For example, if a photo contains "Sea" and "Sand", it is likely that the
scene depicted in this photo is the one of beach. It is therefore important to
measure the contextual similarity between concepts. However, unlike the visual
and the conceptual similarity, this one is a "corpus-dependent" measure, and
more precisely depends on the distribution of concepts in the corpus.

In our approach, we define the contextual similarity between two concepts ci

and cj as the Pointwise Mutual Information (PMI) ρ(ci, cj):

ρ(ci, cj) = log
P (ci, cj)

P (ci)P (cj)
(9)

where: P (ci) is the probability of occurrence of ci, and P (ci, cj) is the joint
probability of ci and cj . These probabilities are estimated by computing the
frequency of occurrence and cooccurrence of concepts ci and cj in the database.

Given N the total number of concepts in the database, L the total number
of images, ni the number of images annotated by ci (occurrence frequency of ci)
and nij the number of images co-annotated by ci et cj , the above probabilities
can be estimated by: P̂ (ci) = ni

L , ̂P (ci, cj) = nij

L .

⇒ ρ(ci, cj) = log
L ∗ nij

ni ∗ nj
(10)

ρ(ci, cj) quantifies the amount of information shared between the two concepts
ci and cj . Thus, if ci and cj are independent concepts, then P (ci, cj) = P (ci) ·
P (cj) and therefore ρ(ci, cj) = log 1 = 0. ρ(ci, cj) can be negative if si ci et cj

are negatively correlated. Otherwise ρ(ci, cj) > 0 and quantifies the degree of
dependence between these two concepts. In this work, we only want to measure
the positive dependence between concepts and therefore we set negative values
of ρ(ci, cj) to 0. Finally, to normalize the contextual similarity between two
concepts ci and cj into [0,1], we compute it in our approach by:

γ(ci, cj) =
ρ(ci, cj)

− log[max(P (ci), P (cj))]
(11)

3.4 Semantico-Visual Relatedness of Concepts (SVRC )

For two given concepts ci and cj , their similarity measures: visual ϕ(ci, cj), con-
ceptual π(ci, cj) and contextual γ(ci, cj) are first normalized into the same inter-
val using the Min-Max Normalization. Then, the Semantico-Visual Relatedness
φ(ci, cj) of these concepts ci and cj is defined as:

φ(ci, cj) = ω1 · ϕ(ci, cj) + ω2 · π(ci, cj) + ω3 · γ(ci, cj) ,

3∑
i=1

ωi = 1 (12)
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The choice of weights ωi is very important. According to the target application,
some would prefer to build a domain-specific hierarchy (that best represents
a specific-domain or corpus), and can therefore assign a higher weight to the
contextual similarity (ω3 ↗). Others would be conducted to build a generic
hierarchy, and will therefore assign a higher weight to the conceptual similarity
(ω2 ↗). However if the purpose of the hierarchy is rather to build a hierarchical
framework to image classification, it may be advantageous to assign a higher
weight to the visual similarity (ω1 ↗).

3.5 Heuristic Rules for Hierarchy Building

Once we have estimated the semantic relatedness between each pair of concepts,
it is important to regroup them in a more comprehensive hierarchy despite the
uncertainty introduced by semantic similarity measurements. In the following
we propose a heuristic named TRUST-ME, that allows to infer Hypernym re-
lationships between concepts, and to bring together these various concepts in a
hierarchical structure.

Let us define the following functions to understand the reasoning rules we
used for the building of our hierarchy:

– Closest(ci) returns the closest concept to ci according to the SVRC measure:

Closest(ci) = argmax
ck∈C\{ci}

φ(ci, ck) (13)

– LCS(ci, cj) allows to find the Least Common Subsumer of ci and cj in Word-
Net:

LCS(ci, cj) = argmin
cl∈{H(ci)∩H(cj)}

len(cl, root) (14)

where H(ci) allows to find all of hypernyms of ci in WordNet, root is the root
node of WordNet and len(cx, root) returns the length of the shortest path in
WordNet between cx and root.

– Hits3(ci) returns the 3 closest concepts to ci within the meaning of Closest(ci).

Basically TRUST-ME consists of three rules which are based on the SVRC
measure and on reasoning about the Least Common Subsumer (LCS) to select
concepts to be connected to each other. These rules are illustrated and executed
in the order described in Fig.2. First rule checks whether a concept ci is classi-
fied as the closest relative to more than one concept ((Closest(cj) = ci), ∀j ∈
{1, 2, · · · }). If so and if these concepts {cj} are reciprocal in Hits3(ci), then ac-
cording to their LCS they will be connected either directly to their LCS or in a
tow level structure as illustrated in Fig.2(a). In the second, if (Closest(ci) = cj)
and (Closest(cj) = ci) (can also be written as Closest(Closest(ci)) = ci) then
ci and cj are actually related and are connected to their LCS. The third rule
covers the case when (Closest(ci) = cj) and (Closest(cj) = ck) - cf. Fig.2(b).

The building of the hierarchy is bottom-up (starts from leaf concepts) and
uses an iterative algorithm until it reaches the root node. Given a set of tags
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Ci Ck 

LCS(Ci, Cj) 

if (Closest(cj) = ci) AND (Closest(ck) = ci) then 

Cj 

Ci 

Ck 

LCS(Cj, Ck) 

Cj 

LCS(Ci, Cjk) 

if LCS(ci,cj)=H(LCS(cj, ck)) then if LCS(ci,cj) = LCS(cj, ck) then 

if cj, ck ϵ Hits3(ci) then 

Build Build 

(a) 1stRule

Ci Ck 

LCS(Ci, Cj) 

if (Closest(ci) = cj) AND (Closest(cj) = ck) then 

Cj 

Ci 

Ck 

LCS(Cj, Ck) 

Cj 

LCS(Ci, Cjk) 

if LCS(ci,cj)= H(LCS(cj, ck)) then if LCS(ci,cj) = LCS(cj, ck) then 

if (ci ϵ Hits3(cj)) AND (cj ϵ Hits3(ck)) then 

Build Build 

(b) 3rd Rule

Ci Cj 

LCS(Ci,Cj) 

if Closest(Closest(ci))==ci then 
Build 

(c) 2nd Rule

Fig. 2. Rules in TRUST-Me allowing to infer the relationship between the different
concepts. Preconditions (in red) and actions (in black).

associated with images in a dataset, our method compute the SVRC φ(ci, cj)
between all pairs of concepts, then links most related concepts to each other
while respecting the defined rules in TRUST-ME. Thus, we obtain a new set of
concepts in a higher level resulted by the linked concepts in the lower level. We
iterate the process until all concepts are linked to a root node. Fig.3 illustrates
the built hierarchy on Pascal VOC dataset.

4 Experimental Result

As part of this work, we evaluate our semantic hierarchy by comparing the
performance of a flat image classification versus a hierarchical based one. Pascal
VOC’2010 dataset (11 321 images, 20 concepts) is used for building the hierarchy
and evaluating the classification.

4.1 Visual Representation of Images

To compute the visual similarity of concepts, we used in our approach the Bag-of-
Features (BoF) model, also known as bag-of-visual words. The used BoF model
is built as following: feature detection using Lowe’s DoG Detector [17], feature
description using SIFT descriptor [17] and codebook generation. The generated
codebook is a set of features assumed to be representative of all images features.
Given the collection of detected patches from the training images of all categories,
we generate a codebook of size D = 1000 by performing k-means algorithm.
Thus, each patch in an image is mapped to the most similar visual word in the
codebook through a KD-Tree. Each image is then represented by a histogram of
D visual words, where each bin in the histogram correspond to the occurrence
number of a visual word in that image.



Building Semantic Hierarchies Faithful to Image Semantics 13

4.2 Weighting

As this paper aims to build a hierarchy suitable for image classification/annotation,
we set the weighting factors in an experimental way as follows: ω1 = 0.4, ω2 = 0.3,
and ω3 = 0.3. Our experimentations on the impact of weights (ωi) showed also
that the visual similarity is more representative of concepts similarity, as it will be
illustrated with the produced hierarchies in Fig.3.

4.3 Evaluation

To evaluate our approach, we used 50% of VOC images for learning concepts
and the others for testing. Each image may belong to one or more of the 20 ex-
isting classes. For the flat classification we used N SVM one-against-all, where
the inputs are the BoF images representations and outputs are the desired SVM
responses for each image (1 or -1) - for details cf. Section 3.1. However Pascal
VOC dataset is unbalanced, i.e. many concepts are represented by few hundred
of images among the 11321 images in the database (much more negative data
than the positive ones for many concepts). To overcome this problem we used
cross-validation, taking at each fold as many positive as negative images. Hierar-
chical classification is made by training a set of (N+M) hierarchical classifiers
consistent with the structure of the hierarchy in Fig.3. M is the number of new
concepts created during the building of the hierarchy. For training the classi-
fier of each concept in the hierarchy, we took all images of son nodes (of a given

Fig. 3. The semantic hierarchy built on Pascal VOC’2010 dataset. Double octagon
nodes are original concepts, and the diamond one is the root of the produced hierarchy.
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Fig. 4. Average precision of flat and hierarchical classification on Pascal VOC concepts
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(a) Concept Person (b) Concept Tv_monitor

Fig. 5. Precision/recall curves for hierarchical and flat classification on concepts "Per-
son" and "TV_Monitor"

concept) as positive and all images of son nodes of its immediate ancestor as neg-
ative. For example, to train a classifier for "Carnivore" all images of "Dog" and
"Cat" are taken as positive while images of "Bird", "Sheep", "Horse" and "Cow"
as negative. Thus, each classifier is trained to distinguish one class from others
in the same category. For testing the hierarchical classification, a given image
can take one (or more) path in the hierarchy based on classifiers responses, and
starting from the root node until reaching a sheet node. Results are evaluated
with the recall/precision curves and the average precision score.

Fig.4 compares the performance of our semantic hierarchic classifier with the
performance of a flat classification. Our approach performs a better classifica-
tion than the flat one, with a mean improvement of +8.4%. Using half of the
training images from the VOC challenge (we have used the validation set for
testing) and including the images marked as difficult, hierarchical classification
achieves an average precision of 28.2% when the flat one achieves 19.8%. Fig.5
shows the recall/precision curves for concepts "Person" and "Tv_Monitor" us-
ing hierarchical and flat classification. This comparison shows that hierarchical
classification has the best performance at all levels of recall.

5 Conclusion

This paper proposes a new approach to automatically build a suitable semantic
hierarchy for image annotation. Our approach is based on a new measure of
semantic relatedness, called SVRC, that takes into account the visual similarity,
the conceptual and the contextual ones. SVRC allows estimating the semantico-
visual relatedness of concepts. A new heuristic, TRUST-ME, is also proposed
for reasoning about concepts relatedness, and to link together concepts that
are semantically related in a semantic hierarchy. Our experiments showed that
the built semantic hierarchy improves significantly the classification performance
on Pascal VOC dataset. Our future research will concern the evaluation of our
approach on larger datasets (MirFlicker and ImageNet), and the assessment of
our hierarchy in terms of structure and contribution of knowledge.
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for Automatic Annotation
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Abstract. For the task of assigning labels to an image to summarize its con-
tents, many early attempts use segment-level information and try to determine
which parts of the images correspond to which labels. Best performing meth-
ods use global image similarity and nearest neighbor techniques to transfer labels
from training images to test images. However, global methods cannot localize the
labels in the images, unlike segment-level methods. Also, they cannot take advan-
tage of training images that are only locally similar to a test image. We propose
several ways to combine recent image-level and segment-level techniques to pre-
dict both image and segment labels jointly. We cast our experimental study in an
unified framework for both image-level and segment-level annotation tasks. On
three challenging datasets, our joint prediction of image and segment labels out-
performs either prediction alone on both tasks. This confirms that the two levels
offer complementary information.

Keywords: image auto-annotation, image region labelling, keyword-based im-
age retrieval.

1 Introduction

In recent years, automatic image annotation has received increasing attention
[11,13,17,18]. In its basic version, which we call image-level annotation, the task is to
assign a few semantic labels to a test image, roughly describing its contents (fig. 1(a)).
In its elaborate version, which we call segment-level annotation, the semantic labels are
assigned to every segment in the image (fig. 1(a)d). The union over the segment labels
is then proposed as image labels [2,4,7].

Segment-level annotation poses additional challenges compared to image-level an-
notation. First, labels for the segments in the training images are not given, and must be
estimated from the image labels. As a consequence, segment-levels methods need to be
robust to errors in this estimation. Second, appearance features extracted from segments
are less distinctive than global image features, which incorporate contextual layout in-
formation. Finally, even with perfect segment labels, their union does not always match
user-provided image labels, since the latter focus on the salient objects in the image.
Overall, segment-level annotation is a much more difficult task, which explains why
recent global methods outperform local ones for image-level annotation.

On the other hand, global methods cannot localize labels in the test images, but
merely indicate their presence (fig. 1(a)3). This limits the interpretability of the different
methods and reduces the spectrum of possible applications of the output predictions:

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 16–28, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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(a) (b)

Fig. 1. Left (a): A test image (1) of a bear out of its typical context in the wild (2), highlighting
the need for compositionality. On the other hand, context is a powerful force for recognizing cars
in typical images such as (3). (4) shows a localization of the labels in (3). Right (b): Summary of
image annotation models. For each arrow there are several applicable models. Alternatives are
discussed in the respective sections. For E and F, we present novel methods to combine segment
and image-level models.

image labels are restricted to classification and indexing purposes. With localized labels
instead, it is possible to visualize the learned concepts and identify their spatial extent in
the images. Therefore, segment labels can be used to train object detectors or compute
class-specific features invariant to position and scale. Overall, they provide a deeper
understanding of an image.

Our work builds on the observation that image-level and segment-level techniques
have several complementary strengths. Segment-level methods explicitly attempt to de-
termine which parts of the training images belong to each label. This is typically done
by describing the local appearance of segments and then searching for recurrences over
the training set with a probabilistic model [2,3,5,9,19]. Segment-level methods can rec-
ognize the presence of a class in a test image even if it appears in a context not ob-
served during training (e.g. a bear in a cage while training images show bears in the
wild, fig. 1(a)1+2). This compositional character is a strength of segment-level meth-
ods and endows them with great generalization potential. On the other hand, the global
image layout is more characteristic than the appearance of individual segments, as it
indicates certain combinations of labels (cars-roads in fig. 1(a)3). Recent image-level
methods [17,25] employ global image similarities and predict labels for a test image
based on the labels of its most similar training images. Those methods perform better
on the image-level annotation task [1,11], as they better exploit the large number of
available images annotated by keywords.

The observations above suggest that segment-level prediction is a task of its own,
which should be evaluated on a per-pixel basis, and that combining segment-level and
image-level predictions may help both tasks. The potential for interaction between the
two levels is largely unexplored and very promising. Image labels help reduce the space
of possible segment-level annotations. On the other hand, even imperfect segment labels
carry valuable complementary information about image content.
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In this paper we explore the combination of image and segment levels and make the
following contributions: (i) we present a unified view of existing methods as processing
stages in a generic scheme (sec. 2); (ii) we propose new alternative models to perform
many of the stages (sec. 3 to 6); (iii) we propose novel joint models to combine the pre-
dictions from image and segment levels (sec. 7). In sec. 8 we present the datasets and
features we used. Through extensive experiments, we demonstrate that our combined
models perform better at both segment-level and image-level annotation than either com-
ponent alone (sec. 9). We conclude and draw directions for future research in sec. 10.

Related works. Our work relates to the numerous segment-level and image-level meth-
ods discussed above, as we seek to combine the two strands.

Some earlier works tried to incorporate context in segment-level methods, e.g. by
modeling co-occurence of labels [6] or their spatial relationships [23]. However, these
methods typically do not use global image predictions. Most importantly, their train-
ing scenarios are radically different from ours, where ground-truth segment labels are
available at training time. Therefore, they address a different task, known as semantic
segmentation in the literature [14,20], which can be seen as the fully supervised version
of segment-level annotation.

Note how several earlier methods proposed for image label prediction actually per-
form segment-level annotation. Early methods based on probabilistic models [2,5,19]
describe the image as an orderless bag of segments. Non-parametric mixture models
like multiple bernoulli relevance models [9] also rely on image regions.

2 Models Overview

Before investigating ways to combine segment-level and image-level information, we
present a unified view which incorporates most previous works. Fig. 1(b) shows the two
main existing ways to obtain predictions on a test image using image-level (arrow A) or
segment-level methods (sequence of arrows B-C-D). Image-level methods [1,11,17,25]
directly transfer labels from training images to test images using global image similar-
ities (A). Segment-level methods [2,3,4,5,9,19] first estimate labels for the segments in
the training images (B), then transfer them to the segments in the test image (C). Finally,
they derive a prediction of image labels from these predicted segment labels (D).

In the following sections, we first present various alternatives for the components in
fig. 1(b) (arrows), including new ones that we propose. We then present novel methods
to combine segment and image-level models in sec. 7 (stages E and F) .

3 Image Label Transfer (A)

Transferring labels from training images to test images is the most direct way to predict
image labels. This strategy has recently been shown to be very successful [1,11,17].

Formally, let I be the set of N training images Ii. The dictionary D is the set of
unique labels in the annotations of the training images. There are V labels in D and
we refer to them by their id l ∈ {1..V }. Each training image is annotated with labels
from D. We summarize the annotation as Ll, which is an indicator function for label l.
If image Ii is annotated with label l, then Ll(Ii) = 1, and 0 otherwise.
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Here, we focus on the recent, state-of-the-art TagProp [11]. which transfers labels us-
ing a weighted nearest neighbor approach, but other works fall in this category (A) [17,25].

3.1 TagProp

The label prediction Ll(Y ) for a test image Y is based on a weighted sum over the
training images:

tagpropl(Y ) = p(Ll(Y )|I) =
N∑

i=1

πyip(Ll(Ii)) (1)

Where p(Ll(Ii)) = 1 − ε for Ll(Ii) = 1, ε otherwise. In [11] several variants for πyi

are presented. We summarize here the best performing variant, which produces state-
of-the-art results. Specifically, the weights πyi are

πyi = exp (−dw(Y,Ii))∑
j exp(−dw(Y,Ij))

with dw(Y, i) = wTdyi (2)

where dyi is a vector of base distances between Y and Ii. A separate base distance is
computed for each type of image feature and w is a vector of positive coefficients for
combining these distances. This variant is called ML, for metric learning, because w is
learned so as to maximize the log-likelihood L of the leave-one-out predictions on the
training set

L =
∑
i,l

cil ln p(Ll(Ii)|I\Ii) (3)

where I\Ii is the set of training images without Ii, and cil is a reweighting parameter
for labels. It gives more weight to present labels than to absent ones since the absence
of labels in the annotation is less reliable information [11]. As the log-likelihood (3) is
concave, we maximize it using a projected-gradient algorithm. The first derivative of
eq. (3) with respect to w is

δL
δw =

∑
i,j Wi(πij − ρij)dij with ρij =

∑
l

ciw

Wi
p(Ll(Ij)|Ll(Ii)) (4)

This learning step was shown by [11] to outperform earlier, ad-hoc ways to transfer
labels from image neighbors [17]. Note that, in order to keep learning efficient, the
dyi are only computed for the K nearest neighbors (typically 200) of Y in I. We set
πyi = 0 for all others.

Weighted nearest neighbor models tend to have low recall, since rare labels are un-
likely to appear in many neighbor images. Therefore, [11] further adds a word-specific
logistic discriminant model to boost the probability for rare labels:

p(Ll(Y )|I) = σ(αlxyl + βl) with σ(z) = (1 + exp(−z))−1 (5)

xyl =
N∑
i

πyip(Ll(Ii)) (6)

The parameters (αl, βl) and w are learned in alternating fashion to maximize eq. (3).
See [11] for details.
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4 Segment Label Estimation (B)

We discuss here models to estimate segment labels from image labels during training
(fig. 1(b), arrow B). This stage is necessary since only ground-truth image labels are
available for training. Estimating segment labels from image labels can be seen under
different points of view: as a Multiple Instance Learning problem [12] where an image
forms a bag of instances (segments); as a constrained clustering problem [7]; or the
missing segment labels can be recovered by MRFs [21]. The same task is also referred
to as the Label-to-Region problem by a few authors [16].

Formally, the task is to estimate the labels of every segment s ∈ Si in every training
image Ii, guided by the given image labels Ll(Ii). This involves estimating the proba-
bility p(Ll(s)|{Si}, I) of Ll(s) = 1 for every label l and segment s in every image i.
We present below three alternative approaches for this task (either one can be used).

4.1 Label Copy
As a straightforward approach, labels can be simply copied from an image to its seg-
ments. In this case, all segments in an image are assigned the same labels. We obtain
the following expression for the segment labels

p(Ll(s)|{Si}, I) = Ll(Ii). (7)

This is a conservative approach. It contains noise for the presence of a label, but almost
none for the absence of a label. Some methods for segment label transfer (C) are very
robust to label presence noise and perform surprisingly well with label copy.

4.2 Token Model
This model represents segments by visual words as in [7]. All Ns segments are collected
in the set S = ∪iSi. We describe the appearance of each segment sj ∈ S with a feature
vector fj (sec. 9) and then apply k-means to all vectors to obtain Q cluster centers
cq. Each cq is a visual word and C = ∪qcq is the codebook of visual words. We now
assign each segment sj to its closest cluster center cq and denote the id q as the token
T (sj) of sj . The Token Model represents segments solely by their token. This turns the
estimation of p(Ll(s)|{Si}, I) into

p(Ll(s)|{Si}, I) = p(Ll(T (s))|{T (Sj)}, I). (8)

Representing a segment as a token rather than a feature vector is beneficial because
tokens are discrete and finite, whereas feature vectors live in a continuous and typically
high-dimensional space. Therefore, estimating (8) is easier than estimating the distribu-
tion p(Ll(s)|{Si}, I) directly.

In the spirit of [7], we adopt a simple clustering approach, which assigns exactly one
label zij to each segment sij of image Ii

Ll(sij) =
{

1 if l = zij

0 otherwise.
(9)

From a given segment-label assignment zwe derive the empirical label-token distribution

p(Ll(t)|t, z) = Z

T (sij)=t∑
ij

Ll(sij), (10)

where Z is the normalization factor and t is a token.
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(a) (b)

Fig. 2. Left (a): Example segment label estimations on two training images (ground-truth anno-
tated only at the image level). Right (b): The Global Segprop model. The prediction for a test
image (top) is a mixture over the nearest neighbors of the image’s segments (center, shown with
lines) in the training set (bottom). For clarity, only the first nearest neighbor n1 of each segment
is shown.

To learn the labeling we use an EM-like scheme. We initialize zij with a random
label of image Ii. In the first step, the probability in eq. (10) is estimated using the
last assignments zij . In the second step, zij are estimated using eq. (10) (keeping them
restricted to the labels Ll(Ii) of the ground-truth image labels). The steps are repeated
until convergence.

4.3 Label-To-Region (LTR)

This is the approach described in the recent work of [16]. It consists of two stages. First,
corresponding segments between image with common labels are found. Second, labels
are assigned to segments based on these correspondences.

In the first stage, a segment s in an image Ii is approximated in the feature space
as a sparse linear combination of segments s′ ∈ S′ in other images I\Ii sharing at
least one label. Then, labels are transferred to s from S′ according to the sparse linear
combination. This scheme is repeated for all segments until convergence. The initial
labels for the segments are copied from the image, as in Label Copy (sec. 4.1). For each
segment, this stage returns a probability vector over labels (multinomial distribution).

In the second stage, labels are assigned to segments. For each image, the probability
vectors of the segments are clustered into as many clusters as there are labels for the
image. The resulting clusters are then labeled with the most likely label according to
the centroid. Finally, each segment is given the label of the its cluster.

5 Segment Label Transfer (C)

We present here two alternatives for transferring labels from training segments to seg-
ments in a test image Y . While this is not as direct as image-level predictions (A), it
is more flexible as it can explain the test image as a combination of segments not ob-
served during training. At this stage, segment labels on the training set have already
been derived from ground-truth image labels (B). Throughout this section, S is the set
of segments si in the training set.
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5.1 Token Model

The Token Model trained in (B) is directly applicable to test images. We apply to each
test image segment y the quantization procedure described in sec. 4.2 and obtain its
token t=T (y). Then, the multinomial distribution p(Ll(t)|t) in (10) is used to predict
the label of y

tokenmodell(y) = p(Ll(t)|t) ∝
T (s)=t∑

s∈S

Ll(s). (11)

For any given token, this is the vector of frequencies of estimated segment labels in the
training set.

5.2 SegProp

As a novel alternative to the Token Model, we propose here an approach analog to
TagProp (sec. 3) to transfer labels from training segments to test segments. We refer to
it as SegProp, for Segment-level Propagation. The output of SegProp for label l for a
test image segment y is

segpropl(y) = p(Ll(y)|S) =
Ns∑
i=1

πyip(Ll(si)), (12)

where pk(Ll(s)) = 1 − ε for Ll(s) = 1, ε otherwise. Therefore, the label prediction
of a segment is a weighted sum over the training segments si. As in sec. 3, we restrict
ourselves to the K nearest neighbors, set πyi = 0 for all others, and use the same
projected-gradient method to learn this model. Note that, for a test segment y, SegProp
outputs a vector of probabilities with one entry per label (e.g. [p(L1(y)) . . . p(LV (y))]).

6 Image Labels from Segment Predictions (D)

The last stage of predicting image labels using segments is to transfer labels to the
image from the predicted labels of its segments. When each segment label is predicted
as a multinomial or multiple Bernoulli distributions, it is natural to combine them, for
instance using a mixture model. We detail two alternatives below. Let Y denote a test
image and {yr} the set of its segments.

6.1 Maximum Prediction

In this approach, we combine segment-level predictions into an image-level one by
keeping, for each label, the largest prediction over the segments. This procedure takes
advantage of the compositionality of segments. If two regions are predicted to have
different labels, it indeed transfers both labels to the image. Formally, we define:

p(Ll(Y )|{yr}) = max
r

p(Ll(yr)). (13)

6.2 Global SegProp

Instead of considering each segment to have the same importance in the final prediction,
an alternative is to use a mixture over the segments. This is the base of our new Global
SegProp model. Specifically, Global SegProp outputs an image-level prediction as a
mixture of the labels of the training neighbors of its R largest segments {yr} (largest
area relative to image):
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p(Ll(Y )|{yr}) =
Ns∑
i=1

πyip(Ll(si)) (14)

Where p(Ll(s)) = 1 − ε for Ll(s) = 1, ε otherwise. The components for dyi (see
eq. (2)) are the feature space distances for segment si to the R largest segments {yr}.
As before, we compute the K nearest neighbors for every of the R largest segments,
take the union set, and set πyi = 0 for segments not in this set.

Importantly, the weights are now optimized for image-label prediction during train-
ing, whereas SegProp optimizes them for segment-label prediction. Hence, this model
perform stages (C) and (D) jointly (fig. 2(b)).

7 Joint Label Prediction

In this section we propose several models for combining the image and segment levels
for predicting labels of a test image Y . This is desirable as the information that the
two levels offer is orthogonal. The global, image-level models are more distinctive be-
cause they capture context. The local, segment-level models are more flexible thanks to
compositionality. Moreover, they can annotate the test image at the segment level. By
doing the prediction jointly, we can hope to bring some contextual information into the
segment-level predictions as well as improving image annotation by exploiting compo-
sitionality.

We devise three alternatives to combine TagProp (A) with segment-level predictions
(C), for achieving both segment-level prediction (E) and image-level prediction (F). The
first two are rather simple and based on multiplying the output probabilities (sec. 7.1
and 7.2). Last, we propose a more complex one, based on combining neighborhoods of
image-level and segment-level models (sec. 7.3).

7.1 Joint Segment-Level Prediction by Product (E)

In this joint model, the image-level prediction acts as a prior to guide the segment-level
prediction. To include the prediction for image Y to predict its segment yi, we compute
p(Ll(yi)|Y ) as:

p(Ll(yi)|Y ) = p(Ll(Y ))p(Ll(yi)), (15)

where p(Ll(Y )) is the output of any image-level method (A), and p(Ll(yi)) of any
segment-level prediction (C).

For (A), we have only considered TagProp, so p(Ll(Y )) = tagpropl(Y ). For (C),
p(Ll(yi)) can be set to either tokenmodell(yi) or segpropl(yi) (sec. 5), leading to com-
binations that we refer to as “TagProp×Token” and “TagProp×SegProp”.

7.2 Joint Image-Level Prediction by Product (F)

In order to achieve the effect of improving image-level prediction using segment-level
prediction, we propose to combine the output of any image-level method (A) with the
image-level prediction (D) corresponding to a segment-level method (C):

p(Ll(Y )|{yi}, Y ) = p(Ll(Y )|Y )p(Ll(Y )|{yr}). (16)
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Table 1. Summary of pixel annotation results on the MSRC-21 dataset

Name (Parameters) A B C E Overall acc.
Token Model (Q=2300) - Token Token - 24.4%
SegProp (Q=2300, K =50) - Token SegProp - 25.6%
SegProp (K =50) - LTR SegProp - 29.6%
SegProp (K =50) - Copy SegProp - 31.4%
TagProp+Token TagProp Token Token Prod. 27.8%
TagProp+SegProp TagProp Copy SegProp Prod. 33.8%

Again, TagProp will be used for p(Ll(Y )|Y ), while p(Ll(Y )|{yr}) can be obtained
by Maximum Prediction (D) from any segment-level method, or by using Global Seg-
Prop (sec. 6.2). As in the previous section, we refer to these as “TagProp×Token” and
“TagProp×SegProp”.

7.3 Tagprop + Global SegProp (F)

We propose a novel and more elaborate technique to predict image labels by combining
image-level and segment-level information. We include both segment neighbors (as in
Global Segprop) and image neighbors (as in Tagprop)

p(Ll(Y )|{yr}, I)=
Ns∑
i

πs
yip(Ll(si)) +

N∑
i

πI
yip(Ll(Ii)) (17)

Note that there are two sets of weights, πS for segment neighbors, and πI for image
neighbors. By fixing one set of weights, we can maximize the log-likelihood over the
other set as done for eq. (3). So, we learn both sets in alternation. As done in sec. 3.1, for
efficient learning we only consider the K nearest neighbors of Y for image neighbors.
For segment neighbors, we include the T nearest neighbors for each of the R top largest
segments in Y . In total, there are K + RT neighbors. We set to 0 the π weights for
training images/segments not in this set.

8 Data Sets and Features

In this section, we describe the datasets we experiment on, and the image/segment fea-
tures we use. Note that to properly evaluate our approaches on segment-level annotation
from image labels, datasets with ground-truth pixel annotation are required (MSRC-21,
SIFT-Flow).

The MSRC-211 dataset contains 591 images of 23 object classes, annotated at the
pixel level. We adopt the evaluation protocol of [21] and keep the 21 most frequent
classes and void, leaving horses and mountain out. As in [21,24], we use a random
selection of 531 images for training and the other 60 for testing.

The SIFT-Flow2 dataset [15] contains 2688 images with a total of 33 objects and
background classes annotated at the pixel level (sky, sea, etc.). We use the training and
test subsets defined in [15], with 200 images for testing and the rest for training.

1 http://research.microsoft.com/en-us/projects/
objectclassrecognition/

2 http://people.csail.mit.edu/celiu/CVPR2009/

http://research.microsoft.com/en-us/projects/objectclassrecognition/
http://research.microsoft.com/en-us/projects/objectclassrecognition/
http://people.csail.mit.edu/celiu/CVPR2009/
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The Corel 5k3 dataset [7] is commonly used for image auto-annotation. It comes
with pre-defined training and test images that have been manually labeled with at most
5 keywords out of a vocabulary of 260. The training set consists of 4500 images while
the test set has 499 images, which we use to evaluate image-level prediction. There is
no pixel-level annotation for this dataset.

To describe images globally, we adopt the features of [11]. They consist of GIST,
color histograms (RGB, LAB, HSV) with 16 bins per channel, and bag-of-features his-
tograms. For the latter, SIFT and Hue [22] descriptors are computed on a multiscale grid
of points and at Harris interest points. These descriptors are quantized using K-means
with 1000 centroids for SIFT and 100 for Hue. Additionally, histograms over three hor-
izontal regions are also computed for all descriptors except for GIST. This results in 15
different descriptors. For the base distances, we use L2 for GIST, L1 for color, χ2 for
bag-of-features.

For segments, we adapt the descriptors described above. First, color histograms are
computed with only 12 bins per channel to reduce the dimensionality. Quantized local
descriptors are accumulated in individual histograms of segments based on the location
of the interest points. In total, there are 7 descriptors. The base distances are com-
puted analog to the image-level case. For the Token Model, we have reimplemented the
segment features of [2]: relative size and position in the image, average and standard
deviation of pixel RGB and LAB, and shape features such as ratio of area to perimeter,
eccentricity and ratio of area to convex hull. Here, L2 is used as a distance measure.
Our segments are computed using [8].

9 Experimental Evaluation

We present here the experimental protocols and our results for both segment and image
label prediction tasks.

Segment-level prediction. Segment-level prediction is evaluated using a standard mea-
sure for semantic segmentation [15,20,21]: the percentage of correctly predicted pixels
over all pixels (overall pixel accuracy).

In tab. 1, we summarize the different methods that we compare for segment-level
annotation on the MSRC-21 dataset. The Token Model achieves an overall accuracy of
24.4%. Our proposed SegProp model performs considerably better, reaching 29.6% in
conjunction with LTR for stage B, and 31.4% with the simple label copy mechanism
for stage B. As SegProp is very robust to the presence of label noise, it performs well
in conjuction with label copy.

More importantly, when combining the segment-level predictions with image-level
predictions from TagProp, we obtain significant improvements: +2.2% for SegProp and
+3.4% for the Token Model. The larger improvement for the Token Model can be ex-
plained by the higher complementarity of the methods and features, compared to Seg-
Prop. Our TagProp+SegProp combination achieves the best overall accuracy of 33.8%.

In tab. 2, we give the accuracy on the SIFT-Flow dataset. The same conclusions can
be drawn: SegProp is superior to the Token Model for segment-level annotation, and

3 http://kobus.ca/research/data/eccv_2002/

http://kobus.ca/research/data/eccv_2002/
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Table 2. Pixel annotation results on the SIFT-Flow dataset

Name (Parameters) Overall acc.
Token Model (Q=2300) 18.5%
SegProp (K =50) 34.2%
TagProp+Token 31.1%
TagProp+SegProp 35.9%

Table 3. Image annotation results on the Corel5k dataset. TagProp is abbreviated as TP and
SegProp as SP.

Name (Parameters) A B C D E BEP
Token Model (Q=2300) - Token Token Max. - 8.2%
SP (Q=2300, K =50) - Token SP Max. - 11.2%
SP (K =50) - Copy SP Max. - 14.9%
Global SP (R=10, K =5) - Copy Global SP - 19.8%
TP (K =200) TP - - - - 36.2%
TP+Token TP Token Token Max. Prod. 22.2%
TP+SP TP Copy SP Max. Prod. 27.9%
TP+Global SP (K =200, R=10, T =5) - Copy - - TP+G SP 37.0%

the combination with TagProp improves both models. In fig. 3, we illustrate the benefit
of using image-level prediction to guide segment-level prediction.

Note that several works [15,20] report higher scores than ours for both datasets.
However, they operate in the fully supervised scenario, i.e. using ground-truth pixel
labels for training, whereas we use only image labels. Those methods are able to train
strong appearance classifiers, and can leverage position and smoothness priors.

Image-level prediction. Following previous works [10,11], we measure the Break-Even
Point score (BEP). To compute the BEP, first the images are ordered by the predicted
probability for a label l. This list is truncated to the length of the true number of relevant
images (using ground-truth).The BEP measures the percentage of relevant images in this
truncated list, averaged over all labels l = 1 . . . V . Some works [7,11,17] additionally
measure precision/recall after assigning the 5 highest-scoring labels to each test image.
However, as many test images have fewer than 5 ground-truth labels, the algorithm per-
formance is incorrectly penalized. As a result, the maximum achievable precision is not
100%. We report BEP scores and agree with [10,11] that they are more meaningful.

Tab. 3 summarizes the performance of the methods we compare on the Corel5k dataset.
The Token Model achieves a low performance of 8.2%, in line with the published results
of a similar model [2]. As in the segment-level evaluation, our SegProp model improves
over the Token Model for stage C and reaches 11.2%. Moreover, the gain is higher when
using label copy in stage B: 14.9%. Further improvement is obtained by fusing the C and
D stages in our newly proposed Global SegProp model: 19.8%.

As the ‘TagProp’ row shows, consistent with previous observations [11,17], directly
predicting image labels using a global similarity outperforms segment-level methods on
this task. Note that our result of 36.2% using TagProp with K = 200 closely matches
the best variant of TagProp reported in [11] (36.3%).
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Fig. 3. Example images from the MSRC-21 (top row) and SIFT Flow (bottom row) data set. The
first column shows a test image for each. The ground-truth segmentations with their labels are
shown in the second column. The last two columns highlight the benefits of using image-level pre-
dictions to help segment level prediction. Label predictions using SegProp and TagProp+SegProp
(top row), Token and TagProp+Token respectively (bottom row), are shown. In both cases, the
combined method improves over the segment-level one.

Our integrated TagProp+Global SegProp method brings a large improvement over
Global SegProp (+17.2%). Importantly, it also improves over state-of-the-art TagProp
alone. Therefore, our method also improves over other works such as [9,13], which
were outperformed by TagProp (see scores for MBRM or TGLM within [11]).

10 Conclusion

We have presented a unified view on image-level and segment-level methods, where
existing works can be casted in a common framework. We have proposed new models
for some of the stages and, importantly, novel models to perform joint prediction on
both levels.

We have conducted extensive experiments on two challeging data sets for pixel-level
annotation and on a third one for image-level annotation. Our evaluation confirms that
combining image-level and segment-level models brings better results than either model
alone, on both tasks. The improvement is particularly strong for the segment labeling
task. This shows that both levels have complementary strengths. Finally, note that our
combined method TagProp+SegProp performs both tasks at the same time. It labels both
the pixels and the whole image, unlike TagProp and image-level methods in general,
which only deliver image labels.

References
1. Babenko, B., Branso, S., Belongie, S.: Similarity metrics for categorization: from monolithic

to category specific. In: ICCV (2009)
2. Barnard, K., Duygulu, P., de Freitas, N., Forsyth, D., Blei, D., Jordan, M.: Matching words

and pictures. JMLR (2003)
3. Barnard, K., Fa, Q., Swaminatha, R., Hoog, A., Collin, R., Rondo, P., Kaufhold, J.: Evalua-

tion of localized semantics: data, methodology, and experiments. IJCV (2007)



28 D. Kuettel, M. Guillaumin, and V. Ferrari

4. Barnard, K., Forsyth, D.A.: Learning the semantics of words and pictures. In: ICCV (2001)
5. Blei, D., Jordan, M.: Modeling annotated data. In: Proceedings of the ACM SIGIR Confer-

ence (2003)
6. Choi, M., Lim, J., Torralba, A., Willsky, A.: Exploiting hierarchical context on a large

database of object categories. In: CVPR (2010)
7. Duygulu, P., Barnard, K., de Freitas, J.F.G., Forsyth, D.A.: Object Recognition as Machine

Translation: Learning a Lexicon for a Fixed Image Vocabulary. In: Heyden, A., Sparr, G.,
Nielsen, M., Johansen, P. (eds.) ECCV 2002, Part IV. LNCS, vol. 2353, pp. 97–112. Springer,
Heidelberg (2002)

8. Felzenszwalb, P., Huttenlocher, D.: Efficient graph-based image segmentation. IJCV 59(2)
(2004)

9. Feng, S., Manmatha, R., Lavrenko, V.: Multiple Bernoulli relevance models for image and
video annotation. In: CVPR (2004)

10. Grangier, D., Bengio, S.: A discriminative kernel-based model to rank images from text
queries. PAMI 30(8), 1371–1384 (2008)

11. Guillaumin, M., Mensink, T., Verbeek, J., Schmid, C.: TagProp: discriminative metric learn-
ing in nearest neighbor models for image auto-annotation. In: ICCV (2009)

12. Jin, R., Wang, S., Zhou, Z.H.: Learning a distance metric from multi-instance multi-label
data. In: CVPR (2009)

13. Li, J., Li, M., Liu, Q., Lu, H., Ma, S.: Image annotation via graph learning. Pattern Recogni-
tion 42(2), 218–228 (2009)

14. Lim, Y., Jung, K., Kohli, P.: Energy Minimization under Constraints on Label Counts. In:
Daniilidis, K., Maragos, P., Paragios, N. (eds.) ECCV 2010. LNCS, vol. 6312, pp. 535–551.
Springer, Heidelberg (2010)

15. Liu, C., Yuen, J., Torralba, A.: Nonparametric scene parsing: Label transfer via dense scene
alignment. In: CVPR (2009)

16. Liu, X., Cheng, B., Yan, S., Tang, J., Chua, T., Jin, H.: Label to region by bi-layer sparsity
priors. In: ACM Multimedia (2009)

17. Makadia, A., Pavlovic, V., Kumar, S.: A New Baseline for Image Annotation. In: Forsyth, D.,
Torr, P., Zisserman, A. (eds.) ECCV 2008, Part III. LNCS, vol. 5304, pp. 316–329. Springer,
Heidelberg (2008)

18. Me, T., Wan, Y., Hu, X., Gon, S., Li, S.: Coherent image annotation by learning semantic
distance. In: CVPR (2008)

19. Monay, F., Gatica-Perez, D.: PLSA-based image auto-annotation: constraining the latent
space. In: ACM Multimedia, pp. 348–351. ACM (2004)

20. Shotton, J., Winn, J.M., Rother, C., Criminisi, A.: TextonBoost: Joint Appearance, Shape
and Context Modeling for Multi-class Object Recognition and Segmentation. In: Leonardis,
A., Bischof, H., Pinz, A. (eds.) ECCV 2006, Part I. LNCS, vol. 3951, pp. 1–15. Springer,
Heidelberg (2006)

21. Verbeek, J., Triggs, B.: Region classification with Markov field aspect models. In: CVPR
(2007)

22. van de Weijer, J., Schmid, C.: Coloring Local Feature Extraction. In: Leonardis, A., Bischof,
H., Pinz, A. (eds.) ECCV 2006, Part II. LNCS, vol. 3952, pp. 334–348. Springer, Heidelberg
(2006)

23. Yuan, J., Li, J., Zhang, B.: Exploiting spatial context constraints for automatic image region
annotation. In: ACM Multimedia (2007)

24. Zha, Z., Hua, X., Mei, T., Wang, J., Qi, G., Wang, Z.: Joint multi-label multi-instance learning
for image classification. In: CVPR (2008)

25. Zhang, H., Berg, A., Maire, M., Malik, J.: SVM-KNN: Discriminative nearest neighbor clas-
sification for visual category recognition. In: CVPR (2006)



K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 29–39, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Multi-layer Local Graph Words for Object Recognition 

Svebor Karaman1, Jenny Benois-Pineau1, Rémi Mégret2, and Aurélie Bugeau1 

1 LaBRI - University of Bordeaux, 351, Cours de la Libération, 
33405 Talence Cedex, France 

{Svebor.Karaman,Jenny.Benois-Pineau,Aurelie.Bugeau}@labri.fr 
2 IMS - University of Bordeaux, 351, Cours de la Libération 

33405 Talence Cedex, France 
Remi.Megret@ims-bordeaux.fr 

Abstract. In this paper, we propose a new multi-layer structural approach for 
the task of object based image retrieval. In our work we tackle the problem of 
structural organization of local features. The structural features we propose are 
nested multi-layered local graphs built upon sets of SURF feature points with 
Delaunay triangulation. A Bag-of-Visual-Words (BoVW) framework is applied 
on these graphs, giving birth to a Bag-of-Graph-Words representation. The 
multi-layer nature of the descriptors consists in scaling from trivial Delaunay 
graphs - isolated feature points - by increasing the number of nodes layer by 
layer up to graphs with maximal number of nodes. For each layer of graphs its 
own visual dictionary is built. The experiments conducted on the SIVAL and 
Caltech-101 data sets reveal that the graph features at different layers exhibit 
complementary performances on the same content. The combination of all 
layers, yields significant improvement of the object recognition performance. 

Keywords: Feature representation, Structural features, Bag-of-Visual-Words, 
Graph Words, Delaunay triangulation, Context Dependent Kernel. 

1 Introduction 

Visual object retrieval in images and videos is one of the most active fields of 
research. One of the most popular techniques relies on the use of local features, e.g. 
using for instance SIFT (Scale Invariant Feature Transform) of Lowe  [1] or SURF 
(Speed-Up Robust Features) of Bay  [3]. SIFT and SURF key points descriptors are 
robust and discriminative local features. In the trending approach of Bag-of-Visual-
Words  [2], the features are quantized in visual dictionaries by clustering and images 
are modeled by a distribution of the visual words within them. The Bag-of-Visual-
Words approach is an adaptation of the text retrieval approach Bag-of-Words (BoW) 
to images. The BoVW operates on local visual features such as key points when the 
BoW operates on words. The semantic power of a word is much higher than which of 
a local key point, a visual word is also much more ambiguous than a text word. 
Moreover, the BoVW approach discards all spatial information about the relations 
between key points. Having a similar local distribution of key points in two images 
indicates a stronger similarity of content than sparse isolated key points. 
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Fig. 1. Flowchart of the Bag-of-Words framework applied to our multi-layer features 

To overcome this limitation of the BoVW, some approaches have been developed 
in the past few years. The spatial pyramid matching proposed in  [4] compares the 
distributions on several areas generated by splitting the image spatially. However, 
such an approach is not invariant to affine transformations loosing the most important 
characteristic of points invariant local features. In  [5] an approach called “Visual 
Phrases” is introduced to group visual words according to their proximity in the image 
plane as a sequence of features. The visual phrases are represented by a histogram 
containing the distribution of the visual words in the phrase. In these works, the 
common idea is to build local signature according to a visual dictionary from an 
arbitrary splitting for the spatial pyramid matching or on a set built by a proximity 
criterion for visual phrases. Compared to these works, our approach consists in 
introducing the local topological information within the visual features. 

In this paper we propose a spatial embedding of features with local Delaunay 
graphs. Thanks to the invariance of Delaunay triangulation with regard to affine 
transformations of image plane: rotation, translation and scale, the graphs inherit the 
invariance of key point features such as SURF. We propose to combine the structural 
information injected by the Delaunay graph with the robustness brought by the 
BoVW approach. We therefore consider multiple local Delaunay graphs as visual 
words, and plunge them into a Bag-of-Visual-Words framework, by building visual 
dictionaries obtained by clustering the sets of local graphs. Then state-of-the-art 
visual signatures are used for object retrieval. Increasing the number of nodes of the 
local graphs yields a layered approach where each layer induces a stronger spatial 
embedding within graph features. We call this approach “nested”, as each local graph 
is obtained by adding nodes to a local graph from the previous layer. It combines 
visual signatures of all graphs from trivial graphs which are isolated SURF points to 
larger graphs that contain about ten nodes. The proposed framework is summarized in 
the flowchart presented in Figure 1. 
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The paper is organized as follows, in section 2 we discuss the process of building 
these graphs and introduce their nested construction. In section 3, we introduce the 
dissimilarity measure used to compare graphs and built visual dictionaries by 
clustering. The latter are presented in section 4. Experiments with these new features 
are presented in section 5. Conclusions and perspectives are given in section 6. 

2 Graph Feature Construction 

Let us consider a graph G=(X,E) with X a set of nodes corresponding to some feature 
points xk,k=1,.,K, in image plane and E={ekl},k=1,.,K,l=1,.,K, where ekl=(xk,xl), a set of edges 
connecting these points. We call such a graph a “graph feature”. We will build these 
features upon sets of neighboring feature points in image plane. Hence we propose a 
spatial embedding of local features with graphs. To build such graphs two questions 
have to be addressed: i) the choice of feature points sets X and ii) the design of 
connectivity as edges E. 

To define the feature point sets X upon which graphs will be built we are looking 
for a set of feature points that we call the “seeds”. Around them, other feature points 
will be selected to build each graph feature. Selected seeds have to form a set of 
SURF points which are more likely to be detected in various instances of the same 
object. SURF points are detected where local maxima of the response of the 
approximated Hessian determinant are reached  [3]. The amplitude of this criterion is a 
good choice for selecting the seeds, as SURF points with higher response correspond 
to more salient visual structures and are therefore more likely to be more repeatable. 
Hence, the seeds considered for building the graphs will be the SURF points with 
highest responses. Considering a fixed number of seeds NSeeds, we can define the set 
of seeds S: 

 = , … ,  (1) 

Given S, our aim is to add partial structural information of the object while keeping 
the discriminative power of SURF key points. We will therefore define graphs over 
the seeds and their neighboring SURF points.  

Finding the k spatial nearest SURF neighbors of each seed si gives the set of 
neighbors Pi: 

 = , … ,  (2) 

Hence the set of nodes for each graph upon a seed point is built. For the edges we use 
the Delaunay triangulation which is invariant with regard to affine transformations of 
image plane preserving angles: translation, rotation and scaling. Furthermore, 
regarding the future extensions of this work to video, the choice of Delaunay 
triangulation is also profitable for its good properties in tracking of structures  [6]. The 
set of all vertices used for building the graph Gi is XGi, the union of the seed and its 
neighborhood: 

 = , … ,  =  (3) 
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B once the topology has been taken into account. We can therefore define the 
dissimilarity measure that will be used for clustering: 

 
( , ) = ∑ ( ) 0,1,( , ) = ( , ) ( , ) 2 ( , ) 0,1  (8) 

This dissimilarity measure will be applied separately on each layer. However, for the 
bottom layer, since there is no topology to take into account for isolated points we 
will use directly the “entrywise” L2-norm of the difference between SURF features. 

4 Visual Dictionaries 

The state-of-the-art approach for computing the visual dictionary of a set of features is 
the use of the K-means clustering algorithm [2] with a large number of clusters, often 
several thousands. The code-word is either the center of a cluster or a non-parametric 
representation like a K-Nearest Neighbors (K-NN) voting approach. 

Both of these approaches are not suitable for the graph-features as using the 
K-means clustering algorithm implies iteratively moving the cluster centers with 
interpolation whereas defining a mean graph is a difficult task; and a fast K-NN 
requires an indexing structure which is not available in our graph feature space since 
it is not a vector space. Therefore, we present in the following section the selected 
method which is a two pass agglomerative hierarchical clustering. The model of a 
cluster is chosen to be the median instead of the mean. 

4.1 Clustering Method 

In order to quantize a very large database, it can be interesting to use a two pass 
clustering approach as proposed in  [8], as it enables a gain in terms of computational 
cost. Here, the first pass of the agglomerative hierarchical clustering will be run on all 
the features extracted from training images of one object. The second pass is applied 
on clusters generated by the first pass on all objects of the database. To represent a 
cluster, we use the following definition of the median: 

 = argmin ∑  (9) 

With V – a cluster and vi – members of a cluster, G the candidate median and     is 
a distance or dissimilarity measure in our case. 

For the first pass, the dissimilarities between all the features, of the same layer, 
extracted on all the images of an object are computed. For the second pass, only the 
dissimilarities between all the medians of all object clusters are computed. Each layer 
being processed independently, we obtain a visual dictionary for each layer of graphs 
with 1, 3, .., Nmax nodes. 

4.2 Visual Signatures 

The usual representation of an image in a BoVW approach is to compute a histogram 
of all the visual words of the dictionary within the image. Each feature extracted from 



 Multi-layer Local Graph Words for Object Recognition 35 

an image is assigned to the closest visual word of the dictionary. We use this 
representation without rejection, a feature is always assigned to a word in the 
dictionary. The signatures are then normalized to sum to one by dividing each value by 
the number of features extracted from the image. Once the visual signatures of images 
have been computed, one can define the distance between two images as the distance 
between their visual signatures. In preliminary experiments we have compared results 
using Hamming distance, Euclidean distance and L1 distance for this task. The L1 
distance giving better results, final results are presented using this measure only. 

5 Experiments 

The experiments are conducted on two publicly available datasets. The first one, the 
SIVAL (Spatially Independent, Variable Area, and Lighting) data set  [9] includes 25 
objects, each of them being present in 60 images taken in 10 various environment and 
different poses yielding a total of 1500 images. This data set is quite challenging as the 
objects are depicted in various lighting conditions and poses. It has also been chosen as 
the longer term perspective of this work is the recognition of objects of the daily living 
that may appear in different places of a house, for example a hoover that may be 
moved in all the rooms in one’s house. The second one is the well known Caltech-101 
 [10] dataset, composed of 101 object categories. The categories are different types of 
animals, plants or objects. See a snippet of both datasets in Figure 4a and b. 

We separate learning and testing images by a random selection. On each dataset, 
30 images of each category are selected as learning images for building the visual 
dictionaries and for the retrieval task. Some categories of Caltech-101 have several 
hundred of images when others have only a few more than 30. The testing images are 
therefore a random selection of the remaining images up to 50. We only take into 
account the content of a bounding box of each object as the focus of this paper is only 
object recognition and not yet localization. SURF key points of 64 dimensions are 
extracted within the bounding box, the numbers of seeds for the graphs building 
process is fixed to 300. The second layer corresponds to graphs built upon the seeds 
and their 3 nearest neighbors, the third layer with the 6 nearest neighbors and the  

 

 
(a) SIVAL dataset 

   
(b) Caltech dataset 

Fig. 4. Excerpts from image datasets 
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Fig. 5. Average MAP on the whole SIVAL data set. Isolated SURF features are the dotted 
curves, single layer Graphs Words are drawn as dashed curves and the multi-layer approach in 
solid curves. 

fourth and last layer with the 9 nearest neighbors. For the CDK, α is set to 0.0001, β 
to 0.1 (ensuring K is a proper kernel) and the number of iterations is fixed to 2, as H. 
Sahbi  [7] has shown that the convergence of the CDK is fast. The first pass clustering 
compute 500 clusters for each object. The final dictionary size varies in the range 50-
5000. Each layer will yield its own dictionary. We compare our method with standard 
BoVW approach. For that purpose, we use all the SURF features available on all 
images of the learning database to build the BoVW dictionary. The visual words are 
obtained by performing k-means clustering on the set of all these descriptors. Each 
visual word is characterized by the center of a cluster. 

The graph features are not built using all available SURF points, therefore to analyze 
the influence of this selection, signatures are computed for the set of SURF which have 
been selected to build the different layers of graphs. These configurations will be 
referred to as SURF3NN, SURF6NN and SURF9NN corresponding respectively to all 
the points upon which graphs with 3, 6 and 9 nearest neighbors have been defined. In 
this case the dictionaries are built with our two pass clustering approach as for graphs. 

For each query image and each database image, the signatures are computed for 
isolated SURF and the different layers of graphs. We have investigated the 
combination of isolated SURF and the different layers of graphs by an early fusion of 
signatures i.e. concatenating the signatures. For SIVAL that concatenation has been 
done with the signature from the selected SURF corresponding to the highest level 
whereas for Caltech-101we use the classical BoW SURF signature. Finally, the L1-
distance between histograms is computed to compare two images. The performance is 
evaluated by the Mean Average Precision (MAP) measure. For each test images, all 
images in the learning set are ranked from the closest (in terms of L1 distance between 
visual signatures) to the furthest. The average precision is evaluated for each test 
image of an object, and the MAP is the mean of these values for all the images of an  
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Fig. 6. MAP for the object “banana” from SIVAL where isolated SURF features (dotted 
curves) outperforms graphs (dashed curves). The multi-layer approach is the solid curve. 

object in the test set. For the whole database we measure the performance by the 
average value of the MAP i.e. we do not weight the MAP per class by the number of 
query as this would induce more consideration to categories with more testing. 

5.1 SURF Based BoW vs Graphs Words 

First of all, it is interesting to analyze if the graph words approach where each layer is 
taken into consideration separately obtains similar performances compared to the 
classical BoVW approach using only SURF features. This is depicted in Figure 5 
where isolated SURF points are depicted as dotted lines, single layer of graph words 
are dashed lines and the combination of SURF and different graphs layers are plotted 
as continuous lines. At first glance, we can see that for SIVAL isolated SURF features 
perform the poorest, separated layers of graphs performs better and the combination of 
different layers of graphs and the SURF features upon which the highest layer have 
been computed obtain the best performances. Our clustering approach seems to give 
worst results for very small size of dictionaries but better results for dictionaries bigger 
than 500 visual words, which are the commonly used configurations in BoVW 
approaches. Each layer of graph words performs much better than the SURF upon 
which they are built. The introduction of the topology in our features have a significant 
impact on the recognition performance using the same set of SURF features. 

The average performance hides however some differences in the performance of 
each feature on some specific objects. To illustrate this we select two object 
categories where graph features and SURF give different performances in Figure 6 
and 7. For the object “banana” from SIVAL, the isolated SURF features outperform 
the graph approach, see Figure 6, but for the “Faces” category from Caltech-101 the 
graphs features perform better, see Figure 7. This unequal discriminative power of 
each layer leads to the use of the combination of all layers in a single visual signature. 
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Fig. 7. MAP for category “Faces” from Caltech-101 where graphs (dashed curves) outperforms 
isolated SURF features (dotted curves). The multi-layer approach is the solid curves. 

5.2 The Multi-layer Approach 

The combination of graphs and SURF features upon which the graphs have been built 
is done by the concatenation of the signatures of each layer. The three curves in solid 
lines in Figure 5 correspond to the multi-layer approach using only the two bottom 
layers (SURF + 3 nearest neighbors graphs) in red, the three bottom layers (SURF + 3 
nearest neighbors graphs + 6 nearest neighbors) in green and all the layers in blue. 
The improvement in the average MAP is clear, and each addition of layer improves 
the results. The average performance of the combination always outperforms the 
performance of each layer taken separately. For Caltech-101, the average MAP values 
of all methods are much lower which is not surprising as there are much more 
categories and images. Single layer of graphs gives results in the range 0.050-0.061 
while the classical BoVW framework on SURF features performances are within 
0.057-0.073 of average MAP values. The combination of all layers outperforms here 
again SURF or graphs used separately with average MAP values in the range of 
0.061-0.077. The detailed results presented in Figure 6 and 7 show that the 
combination of the visual signatures computed on each layer separately performs 
better or at least as well as the best isolated feature. 

6 Conclusion and Perspectives 

In this paper, we have presented new graph features built upon SURF points as nodes 
and expressing spatial relations between local key points. The multi-layer approach 
using growing neighborhoods in several layers enables to capture the most 
discriminative visual information for different types of objects. Using growing spatial 
neighborhood clearly improves the results while each layer taken separately yields 
smaller improvements. Moreover, this approach introduces spatial information within 
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the features and is therefore complementary and compatible with other recent 
improvements of the BoW framework for tacking geometry into account, such as the 
Spatial Pyramid Matching. 

The future of this work is the application of the method to the recognition of 
objects in videos. The approach could be enhanced by refining some steps of the 
graphs construction and comparison. For instance, the selection of seeds could be 
performed by an adaptive method and the topology matrix be defined with a soft 
connectivity. In order to be efficient when processing a large amount of images, i.e. in 
videos, a graph embedding procedure could be applied to use an indexing structure 
that would speed up the recognition process. 
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Abstract. State-of-the-art systems for video concept detection mainly
rely on visual features. Some previous approaches have also included
audio features, either using low-level features such as mel-frequency cep-
stral coefficients (MFCC) or exploiting the detection of specific audio
concepts. In this paper, we investigate a bag of auditory words (BoAW)
approach that models MFCC features in an auditory vocabulary. The
resulting BoAW features are combined with state-of-the-art visual fea-
tures via multiple kernel learning (MKL). Experiments on a large set of
101 video concepts from the MediaMill Challenge show the effectiveness
of using BoAW features: The system using BoAW features and a support
vector machine with a χ2-kernel is superior to a state-of-the-art audio ap-
proach relying on probabilistic latent semantic indexing. Furthermore, it
is shown that an early fusion approach degrades detection performance,
whereas the combination of auditory and visual bag of words features
via MKL yields a relative performance improvement of 9%.

Keywords: Visual concept detection, video retrieval, bag of words, bag
of auditory words, audio codebook, multiple kernel learning.

1 Introduction

The detection of audiovisual concepts in video shots is an essential prerequi-
site for semantic video retrieval, navigation and browsing. State-of-the-art sys-
tems concentrate on high-level features serving as intermediate descriptions to
bridge the “semantic gap” between data representation and human interpreta-
tion. Hauptmann et al. [6] stated that less than 5000 concepts, detected with
a minimum accuracy of 10% mean average precision, are sufficient to provide
search results comparable to text retrieval in the World Wide Web.

Current approaches mainly focus on visual features based on local keypoints
and scale-invariant feature transform (SIFT) descriptors [15] that currently
achieve top performance in visual recognition tasks. Such descriptors are clus-
tered to create a visual vocabulary (codebook), where the cluster centers are
regarded as “visual words”. Similar to the representation of documents in the
field of text retrieval, an image or a video shot can then be represented as a bag

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 40–50, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



Multimodal Video Concept Detection via Bag of Auditory Words and MKL 41

of visual words (BoVW) by mapping local descriptors to the visual vocabulary.
In some previous approaches, audio features are used for visual concept detec-
tion, either by using low-level features such as mel-frequency cepstral coefficients
(MFCCs) or by using detection results of specific audio events such as silence,
speech, music and noise as mid-level features for subsequent training of video
concept classifiers.

In this paper, we leverage the bag of words approach for audio features to
enhance video concept detection and propose multiple kernel learning (MKL)
as the appropriate fusion scheme for these bag of auditory words (BoAW) and
state-of-the-art BoVW features. First, MFCC audio features are extracted from
each video shot. Then, an auditory vocabulary is created via k-means cluster-
ing. This vocabulary or codebook, respectively, is then exploited to describe and
represent a shot via a histogram (bag) of auditory words. These histograms are
used to train audio models for video concepts using support vector machines
(SVM) and to finally classify video shots based on these models. Experimental
results show that a χ2-kernel is more appropriate for BoAW features than a
radial basis function (RBF) kernel, and the proposed system relying on the au-
ditory vocabulary significantly outperforms a state-of-the-art approach that uses
probabilistic latent semantic indexing (pLSA). In addition, BoAW features are
combined with state-of-the-art visual features (visual vocabulary based on dense
sampled SIFT descriptors) via MKL. In contrast to an early fusion approach, the
system relying on MKL for fusing auditory and visual features clearly improves
a state-of-the-art concept detection system.

The paper is organized as follows. Section 2 discusses related work. Section 3
describes the construction of the auditory vocabulary and the multimodal con-
cept detection system. Experimental results are presented in section 4. Section
5 concludes the paper and outlines areas for future research.

2 Related Work

In recent years, researchers have shifted their attention to generic video concept
detection systems, since the development of specialized detectors for hundreds
or thousands of concepts seems to be infeasible. Continuous progress has been
reported in the field of visual concept detection using bag of (visual) words ap-
proaches (BoW). The top 5 official runs at the TRECVid 2010 semantic indexing
task rely on BoW representations [20].

In addition to the visual modality, the audio signal of videos carries important
information that can help to improve the performance of generic video concept
detection systems. Most of the approaches that incorporate audio information
directly use additional low-level features such as MFCCs, ΔMFCCs, pitch, zero-
crossing rate, energy, or log-power to classify semantic concepts [1][5][14]. For
example, Bredin et al. [1] have extracted low-level features including MFCCs
and their derivatives to build Gaussian mixture models (GMM) for each of the
semantic concepts.
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In other approaches, the results of audio event detectors are used as addi-
tional mid-level features. Besides acoustic events such as speech, non-speech,
background and gender, Snoek et al. [21] detected the occurrence of 16 addi-
tional audio events such as “child-laughter”, “baby-crying”, “airplane-propeller”,
“sirens”, “traffic-noise”, “car-engine”, “dog-barking”, or “applause” and used the
results as additional inputs for concept classifiers like SVMs. Inspired by classi-
cal text document analysis, Lu and Hanjalic [16] try to automatically determine
these audio elements by regarding them as natural clusters of the audio data.
Between 2 and 20 elements are discovered per audio document using an iterative
spectral clustering method.

The audio concept classification framework used by Feki et al. [4] first removes
segments of silence and then separates the audio signal into speech, music and
environmental sound. The environmental sound segments are further classified
using a time-frequency analysis based on MFCC features. For video concept
detection, visual features and the previously described audio classification results
are fed into a fuzzy reasoning system to fuse the different modalities [3].

Jiang et al. [9] have introduced a novel representation called short-term audio-
visual atoms. Audio features based on a matching pursuit representation [17] of
the audio signal and region-based color, texture, edge, and motion features are
combined and a joint audio-visual codebook is built using multiple instance
learning.

Inoue et al. [7] have used a statistical framework to combine visual and au-
dio features for video concept detection. The distribution of SIFT descriptors
for each shot are described by GMMs, and a SVM with a GMM-kernel that
compares GMMs was used for training and classification. In addition, hidden
Markov models (HMM) were built for each concept based on audio features,
including MFCCs, log-power and the correponding derivatives. The final classi-
fication result is a weighted combination of log likelihood ratios from the audio
models and from the SIFT GMMs. Using additional audio features, the results
for 20 semantic concepts on documentary films could be improved from 15%
mean average precision to 16.4%. At the TRECVid [20] evaluation in 2010, the
GMM kernel was also applied for MFCC features [8] resulting in a noticeable
relative performance improvement for several concepts like “singing”, “dancing”,
“cheering” or “animal”.

Peng et al. [18] have proposed a method that performs an audio-only analysis
of the video data and investigates the use of an audio pLSA model for video con-
cept detection. An audio vocabulary based on MFCC features from acoustically
homogenous segments is built and the latent audio topics are discovered using
pLSA. Each shot is then described by the probabilities of the discovered latent
topics and classified by a SVM. Results are reported on 85 hours of news videos
for 10 concepts from the MediaMill Challenge. Diou et al. [2] have combined
BoW audio features based on MFCCs with visual features in an early fusion
scheme. However, for the 30 evaluated concepts of the TRECVid 2010 semantic
indexing task, the additional use of BoW audio features clearly decreased the
performance from 4.5% to 3.5% mean inferred average precision.
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The bag of auditory words approach has recently been successfully applied in
the fields of music information retrieval and multimedia event detection. Riley
et al. [19] have represented songs as a bag of auditory words showing robust
results for a variety of signal distortions and Jiang et al. [12] combined bag of
words representations for audio and visual features using a late fusion scheme
to detect events like “making a cake” or “assembling a shelter”.

3 Concept Detection System

In this section, our approach for multimodal video concept detection is presented.
We describe the BoAW approach and the MKL framework that is proposed as
an appropriate fusion scheme for the combination of BoAW and BoVW features.
The application of the BoW representation to auditory features is presented in
Section 3.1. SVMs have proven to be powerful for visual concept detection [20]
and they are used to build audio models and to classify video shots based on
these models. Besides the linear and the RBF-kernel, the χ2-kernel is applied
due to the representation of features as histograms. The used kernel functions for
the SVMs are described in Section 3.2. The state-of-the-art visual features and
the proposed MKL framework to combine the feature representations of both
modalities are presented in Section 3.3.

3.1 Bag of Auditory Words

Since the BoW representation based on local SIFT descriptors achieves superior
performance in the field of visual concept detection [20], we leverage the BoW
paradigm for audio features. Using a time-frequency analysis of the audio signal,
12-order MFCCs (Mel-Frequency Cepstral Coefficients) are extracted from audio
frames of 20 ms length with an overlap of 50%. Thus a video shot is represented
as a set of 12-dimensional MFCC vectors. Based on these MFCC vectors, an
auditory vocabulary is generated using the k-means clustering algorithm, and
the final cluster centers can be interpreted as “auditory words”. Similar to the
representation of documents in the field of text retrieval, a video shot can then
be represented as a bag of auditory words that are the results of a vector quanti-
zation process using the generated vocabulary or codebook, respectively. Finally
a shot is described as a histogram, counting the occurences of auditory words.
To diminish the quantization loss during histogram generation, a soft-weighting
scheme similar to the one proposed by Jiang et al. [10] is used. Instead of map-
ping a MFCC vector only to its nearest neighbor, the top K nearest auditory
words are selected. Using an auditory vocabulary of N auditory words, the im-
portance of an auditory word t in a shot is represented by the weights of the
resulting histogram bins w = [w1, . . . , wt, . . . , wN ] with

wt =
K∑

i=1

Mi∑
j=1

sim(j, t), (1)

where Mi is the number of MFCC vectors whose i-th nearest neighbor is the
auditory word t.
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3.2 Kernel Choice

Since SVMs are used to train audio models and to finally classify video shots,
a kernel function needs to be specified. A kernel function intuitively measures
the similarity between two data instances. Commonly used kernels are the linear
and the radial basis function (RBF) kernel:

klinear(x, y) = xT y, (2)

kRBF (x, y) = e−γ
∑

i(xi−yi)
2
. (3)

Since histogram representations are used in the proposed approach, we also apply
the χ2-kernel. It is based on the corresponding histogram distance:

kχ2 (x, y) = e−γχ2(x,y) with χ2(x, y) =
∑

i

(xi − yi)2

xi + yi
. (4)

Jiang et al. [11] have used the χ2-kernel successfully for BoVW features in the
context of visual concept detection. In their study, the χ2-kernel has outper-
formed both the linear and the RBF-kernel.

3.3 Multimodal Fusion

In a multimodal fusion setting, BoAW features are combined with state-of-the-
art visual features. For visual features we use the BoVW representation and
extract densely sampled local SIFT descriptors from the keyframes using the
implementation of the Vision Lab Features Library (VLFEAT) [24]. Color infor-
mation is integrated using RGB-SIFT, where the SIFT descriptors are computed
independently for the three channels of the RGB color model (red, green, blue).
Thus, the final feature vector is the concatenation of the individual descriptors.
Based on these local descriptors, a global visual vocabulary is generated using
the k-means algorithm. Each keyframe or shot, respectively, is described as a
histogram indicating the presence of each “visual word”. Again, the previously
described soft-weighting scheme is applied to consider the similarities of the local
descriptors to the codebook entries.

The easiest way to combine BoAW and BoVW features is the early fusion
scheme. Using this method, visual and audio features are simply concatenated
and directly fed into a SVM. A more sophisticated approach to combine the
capabilities of different modalities is MKL. It is applied to find an optimal kernel
weighting

kmultimodal = α · kaudio + β · kvisual with α ≥ 0, β ≥ 0 (5)

where the kernel functions kaudio and kvisual take both feature modalities into
account. We use the l2-norm to control the sparsity of the weights α and β for
audio and visual features, respectively. Throughout our experiments, we use the
MKL framework provided by the Shogun library [23] in combination with the
SVM implementation of Joachims [13], called SV M light.



Multimodal Video Concept Detection via Bag of Auditory Words and MKL 45

0.05 

0.1 

0.15 

0.2 

0.25 

0.3 

500 1000 2000 4000 

M
ea

n 
av

er
ag

e 
pr

ec
is

io
n 

Codebook size 

Linear 
RBF 
χ² 

Fig. 1. Performance evaluation of different kernel functions and codebook sizes using
BoAW features

4 Experimental Results

In this section, the performance impact of BoAW features in the field of video
concept detection is investigated. For this purpose, the MediaMill Challenge [22]
is used. It offers a dataset based on the TRECVid 2005 [20] training set with
an extensive set of 101 annotated concepts, including objects, scenes, events and
personalities. It consists of 86 hours of news videos containing 43,907 completely
annotated video shots. These shots are divided into a training set of 30,993 shots
and a test set of 12,914 shots.

4.1 Evaluation Criteria

To evaluate the concept retrieval results, the measure of average precision (AP)
is used. For each concept, the implemented system returns a list of ranked shots,
which is used to calculate the average precision as follows:

AP (ρ) =
1
|R|

N∑
k=1

∣∣R ∩ ρk
∣∣

k
ψ(ik) (6)

where ρk = i1, i2, . . . , ik is the ranked shot list up to rank k, N is the length of
the ranked shot list, R ist the set of relevant shots and

∣∣R ∩ ρk
∣∣ is the number of

relevant shots in the top k of ρ. The function ψ(ik) = 1 if ik ∈ R and 0 otherwise.
To evaluate the overall performance, the mean AP score is calculated by taking
the mean value of the average precisions for the individual concepts. Further-
more, the official partial randomization test in the TRECVid evaluation [20] is
used to determine whether our system is significantly better than a reference
system, or whether the difference is only due to chance.
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Fig. 2. Performance evaluation of BoAW features in a multimodel setting using early
fusion and MKL

4.2 Results

We have performed several experiments to investigate the performance impact
of BoAW features both alone and in combination with visual features.

In a first experiment based on an audio-only analysis of the data, different
auditory vocabulary sizes and kernel methods have been taken into account. We
have compared the linear, RBF and χ2-kernel in combination with codebook sizes
between 500 and 4000 auditory words. The experimental results are presented
in Figure 1. The χ2-kernel significantly outperformes the linear as well as the
RBF-kernel. Using 4000 auditory words, the χ2-kernel yields 43.3% improvement
compared to the RBF-kernel. A larger vocabulary also has a positive impact on
the overall performance. In combination with the χ2-kernel, a vocabulary size
of 4000 auditory words achieves a mean AP of 26.7% compared to 23.2% for
500 words. Based on these results, the χ2-kernel and a vocabulary size of 4000
auditory words are used exclusively in the experimental evaluations below.

In a second experiment, we have investigated the impact of BoAW features
in a multimodal concept detection system. The state-of-the-art baseline system
performs a visual-only analysis of the data using dense sampled RGB-SIFT de-
scriptors with a vocabulary of 4000 “visual words”. Both modalities, visual and
audio features, are combined using MKL and by using a simple early fusion
scheme. In order to save computation time, we have trained the models using a
reduced number of negative training samples per concept. The results of the two
different fusion strategies are presented in Figure 2. While the early fusion strat-
egy causes a slight performance decrease, the fusion of visual and audio features
via MKL achieves a relative performance improvement of 8.9% compared to the
baseline system. In total, 31 concepts yield a relative performance improvement
of more than 10%. In particular, the concepts representing personalities profit
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Table 1. Performance comparison between the visual only baseline system and the
multimodal system using MKL, showing average precision values of concepts with
relative performance improvements of at least 18%

AP [%] BoVW BoVW+BoAW

Motorbike 0.3 4.1
Cycling 13.7 91.7
Racing 11.4 52.3
Bicycle 17.6 80.0
Baseball 0.7 1.6
Natural disaster 8.7 18.0
Boat 18.3 34.1
Golf 36.4 51.3
Waterbody 36.9 49.4
Aircraft 16.6 21.8
Football 54.6 70.6
River 69.9 89.8
Entertainment 55.0 70.2
Sports 49.3 62.2
Table 10.9 13.7
Food 52.6 64.2
Basketball 54.6 65.7
Soccer 72.4 85.6

from the additional audio features, increasing the mean AP for this group of
concepts from 9.2% to 11.1%. Further concepts with relative improvements of
at least 18% are shown in Table 1.

4.3 Discussion

The experiments indicate that the kernel choice is a critical decision for the
performance of the BoAW approach. While the RBF-kernel concentrates on the
largest histogram differences due to the quadratic exponential decay, the χ2-
kernel considers the bins more equally. This seems to be beneficial regarding the
large intra-class variations of audio signals. Keeping in mind that the ground
truth annotation of the 101 semantic concepts is based upon a visual inspection
of the video shots, the BoAW approach achieves an impressive performance of
26.7% mean AP on the MediaMill Challenge. The performance is even signif-
icantly better than the baseline system provided by the MediaMill Challenge
with 21.6% mean AP, which uses local as well as global texture information.
The state-of-the-art approach of Peng et al. [18] relying on audio pLSA attained
a mean AP of approximately 20.7% on a subset of 10 concepts from the Me-
diaMill Challenge. On the same subset, we achieve a superior performance of
26.8% mean AP using BoAW features, yielding a relative improvement of ap-
proximately 30%. Besides the mean AP, Peng et al. displayed AP scores for half
of the ten concepts. For these concepts, performance comparisons between the
BoAW method and the audio pLSA approach are shown in Figure 3.
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Fig. 3. Performance comparison between the BoAW method and the audio pLSA ap-
proach of Peng et al. [18]

Via MKL, additional BoAW features clearly improve the performance of a
state-of-the-art video concept detection system that relies on visual features only.
The weak performance of the early fusion strategy confirms the results of Diou
et al. [2] at the TRECVid 2010 challenge, where the additional use of BoW audio
features in an early fusion scheme clearly decreased the performance. This is not
surprising, since audio information is more or less important depending on the
semantic concept. While “racing” or “motorbike”, for example, are characterized
by engine noise, there is no discriminative audio information for concepts such
as “house” or “gras”. In this case, audio features can be even misleading for
the classification process. MKL instead of early fusion learns optimized kernel
weights that provide information about the relevance of both modalities for the
discrimination of semantic concept classes. Hence, audio features are more or
less considered depending on the corresponding concept.

5 Conclusions

In this paper, we have presented a bag of auditory words approach for video
concept detection that models MFCC features in an auditory vocabulary. This
vocabulary is used to describe video shots via histograms of auditory words.
SVMs are employed to build the audio models and to finally classify the video
shots. Experimental results on a large set of 101 semantic video concepts have
shown the effectiveness of the proposed approach. Using BoAW features in com-
bination with the χ2-kernel yields almost 45% improvement compared to the
RBF-kernel.

The proposed system relying on BoAW features outperforms a state-of-the-
art audio approach that uses pLSA [18] and is even significantly better than the
baseline system provided by the MediaMill Challenge, which used local as well
as global texture features.
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Furthermore, the resulting BoAW features are combined with visual features
via MKL. Using MKL instead of an early fusion scheme significantly improves
the results of a state-of-the-art video concept detection system that relies on
visual features only.

Areas for future work are the integration of temporal information beyond the
scope of audio frames and the investigation of features based on the matching
pursuit method instead of MFCCs.
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cation and Research (BMBF, D-Grid) and by the German Research Foundation
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Abstract. In this paper, we propose an audio-visual approach to video
genre categorization. Audio information is extracted at block-level, which
has the advantage of capturing local temporal information. At temporal
structural level, we asses action contents with respect to human per-
ception. Further, color perception is quantified with statistics of color
distribution, elementary hues, color properties and relationship of color.
The last category of descriptors determines statistics of contour geome-
try. An extensive evaluation of this multi-modal approach based on on
more than 91 hours of video footage is presented. We obtain average
precision and recall ratios within [87% − 100%] and [77% − 100%], re-
spectively, while average correct classification is up to 97%. Additionally,
movies displayed according to feature-based coordinates in a virtual 3D
browsing environment tend to regroup with respect to genre, which has
potential application with real content-based browsing systems.

Keywords: video genre classification, block-level audio features, action
segmentation, color perception, contour geometry, video indexing.

1 Introduction

The automatic labeling of video footage according to genre is a common require-
ment when dealing with indexing of large and heterogenous collection of video
materials. This task may be addressed, either globally, or locally. Global-level
approaches aim at classifying videos into one of several main genres, e.g. car-
toons, music, news, sports, documentaries, etc.; or even more fine-grained into
sub-genres, e.g. identifying specific types of sports (football, hockey, etc.), movies
(drama, thriller, etc.), and so on. On the other hand, with local-level approaches
video segments are labeled according to specific human-like concepts, e.g. out-
door vs. indoor scenes, action segments, violence scenes, etc. (see TRECVid
campaign [1]). In this paper we focus on the global classification task only and
video genre classification is consequently interpreted as a typical machine learn-
ing problem that involves two fundamental steps: feature extraction and data
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classification. Especially the choice of a suitable task specific feature set is crit-
ical for the success of such a classification approach and an ideal feature set
should contain as many genre specific cues as possible. In the literature so far,
various sources of information have been exploited [2]. Some sources of infor-
mation may provide more informative cues than others, like for instance visual
elements compared to text or even some audio descriptors. The most reliable ap-
proaches (which also target the wider range of genres) are however multi-modal,
i.e. multi-source.

In the following we shall highlight the performance of several approaches we
consider relevant for the present work. A simple, single modal approach is the
one proposed in [3]. It addresses the genre classification task using only video
dynamics. Motion information is extracted at two levels: background camera
motion and foreground or object motion. A single feature vector is constituted
in the DCT transformed space. This is to assure low-pass filtering, orthogonality
and a reduced feature dimension. A Gaussian Mixture Model (GMM) based
classifier is then used to identify 3 common genres: sports, cartoons and news.
Despite the limited content information used, when applied to a reduced number
of genres, it is able to achieve detection errors below 6%.

A much more complex approach which uses spatio-temporal information is
proposed in [4]. At temporal level, video contents is described using average shot
length, cut percentage, average color difference and camera motion (4 cases are
detected: still, pan, zoom, and other movements). Spatial features include face
frames ratio, average brightness and color entropy. The genre classification task is
addressed at different levels, according to a hierarchical ontology of video genres.
Several classification schemes (decision trees and several SVM approaches) are
used to classify video footage into main genres: movie, commercial, news, music
and sports; and into sub-genres, movies into action, comedy, horror and cartoon,
and finally sports into baseball, football, volleyball, tennis, basketball and soccer.
The highest precision for video footage categorization is around 88.6%, while for
sub-genres, sports categorization achieve 97% and movies up to 81.3%.

A truly multi-modal approach, which combines several categories of content
descriptors, is proposed in [5]. Features are extracted from four informative
sources, which include visual-perceptual information (color, texture and motion),
structural information (shot length, shot distribution, shot rhythm, shot clusters
duration and saturation), cognitive information (face properties, such as num-
ber, positions and dimensions) and aural information (transcribed text, sound
characteristics). These features are used for training a parallel Neural Network
system and achieve an accuracy rate up to 95% in distinguish between seven
video genres, namely: football, cartoons, music, weather forecast, newscast, talk
shows and commercials.

In our approach, we exploit for genre classification both audio and visual
modalities. The proposed set of audio features are block-level based, which com-
pared to classic approaches, e.g. Mel-Frequency Cepstral Coefficients - MFCC
[6], have the advantage of capturing local temporal information by analyzing se-
quences of consecutive frames in a time-frequency representation. On the other
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hand, visual information is described with temporal information, color and con-
tour geometry. Temporal descriptors are first derived using a classic confirmed
approach, i.e. analyzing the frequency of shot changes [4]. However, the novelty
is in the way we measure action content, which is based on the assessment of
action perception. Color information is extracted globally. Compared to most
of the existing approaches which use mainly local or low-level descriptors, e.g.
predominant color, color variance, color entropy, frame based histograms [2],
the novelty of our approach is in the analysis of color perception. Using a color
naming system, color perception is quantified in terms of statistics of color dis-
tribution, elementary hues distribution, color properties (e.g. amount of light
colors, cold colors, saturated colors, etc.) and relationship of color. The final vi-
sual descriptors are related to contour information, which was hardly exploited
with genre classification [2]. Instead of describing closed region shapes, as most
of the existing approaches do, e.g. MPEG-7 visual descriptors [7], we broke con-
tours into segments and describe curve contour geometry, individually and in
relation with neighbor contours.

The main contribution of our work is however the combination of the pro-
posed descriptors, which together form a highly descriptive feature set that is
especially well-suited for video genre classification. The remainder of the paper
is organized as follows: Section 2, Section 3, Section 4 and Section 5 deal with
feature extraction: audio, temporal, color and contour, respectively. Experimen-
tal results are presented in Section 6 while Section 7 presents the conclusions
and discuses future work.

2 Audio Descriptors

Audio information is an important cue when addressing automatic genre classi-
fication. Most of the common video genres have very specific audio signatures,
e.g. music clips contain music, in news there are a lot of monologues/dialogues,
documentaries have a mixture of natural sounds, speech and ambience music, in
sports there is the specific crowd noise, etc.

To address this specificity we propose audio descriptors which are related to
rhythm, timbre, onset strength, noisiness and vocal aspects [8]. The proposed set
of audio descriptors, called block-level audio features, have the key advantage
of capturing also local temporal information from the audio track. Temporal
integration is realized by analyzing sequences of consecutive frames called blocks,
in a time-frequency representation, instead of using single frames only. Blocks
are of variable length and can be overlapping (e.g. by 50% of their frames). After
converting the video soundtrack into a 22kHz mono signal, we compute short-
time Fourier transform and perform a mapping of the frequency axis according
to the logarithmic cent-scale to account for the logarithmic human frequency
perception. Then, the following complex audio features are derived:

Spectral Pattern (SP ): characterize the soundtrack’s timbre via modeling
those frequency components that are simultaneously active. Dynamic aspect of
the signal are kept by sorting each frequency band of the block along the time
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axis. The block width varies depending on the extracted patterns, which allows
to capture temporal information over different time spans.

Delta Spectral Pattern (DSP ): captures the strength of onsets. To emphasize
onsets, first the difference between the original spectrum and a copy of the
original spectrum delayed by 3 frames is computed. Then, each frequency band
is sorted along the time axis similar to the spectral pattern.

Variance Delta Spectral Pattern (V DSP ): is basically an extension of the
delta spectral pattern and captures the variation of the onset strength over time.

Logarithmic Fluctuation Pattern (LFP ): captures the rhythmic aspects
of the audio signal. In order to extract the amplitude modulations out of the
temporal envelope in each band, periodicities are detected by computing the
FFT along each frequency band of a block.

Spectral Contrast Pattern (SCP ): roughly estimates the ”tone-ness” of an
audio track. For each frame, within a block, the difference between spectral peaks
and valleys in 20 sub-bands is computed and the resulting spectral contrast
values are sorted along the time axis in each frequency band.

Correlation Pattern (CP ): To capture the temporal relation of loudness chan-
ges over different frequency bands, the correlation coefficient among all possible
pairs of frequency bands within a block is used. The resulting correlation matrix
forms the so-called correlation pattern.

These audio features in combination with a Support Vector Machine (SVM)
classifier constitute a highly efficient automatic music classification system. Dur-
ing the last run of the Music Information Retrieval Evaluation eXchange, this
approach ranked first with respect to the task of automatic music genre classifica-
tion [8]. However, the proposed approach has not yet been applied to automatic
video genre classification. Existing approaches are limited to use standard audio
features, e.g. a common approach is to use Mel-Frequency Cepstral Coefficients
(MFCC) or to compute time domain features, e.g. Root Mean Square of signal
energy (RMS), or Zero-Crossing Rate (ZCR) [2] (preliminary tests proved the
superiority of the block-based representation over classic MFCC features).

3 Temporal Structure Descriptors

As stated in the Introduction, temporal descriptors are derived using a classic
confirmed approach, i.e. analyzing the frequency of shot changes [4]. Compared
to existing approaches, we determine the action content based on human per-
ception. Temporal based information is strongly related to movie genre, e.g.
commercials and music clips tend to have a high visual tempo, commercials use
a lot of gradual transitions, documentaries have a reduced action content, etc.

One of the main success factors of temporal descriptions is an accurate pre-
ceding temporal segmentation. To this end we detect both cuts and also grad-
ual transitions. Cuts are detected using an adaptation of the histogram-based
approach proposed in [9]. Fades and dissolves are detected using a pixel-level
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statistical approach [10] and the analysis of fading-in and fading-out pixels (adap-
tation of [11]), respectively. Then, the temporal descriptors are computed, thus:

Rhythm. To capture the movie’s visual changing tempo, first we compute the
relative number of shot changes occurring within a time interval T = 5s, denoted
ζT . Then, the rhythm is defined as the movie average shot change ratio, E{ζT }.
Action. We aim at highlighting two opposite situations: video segments with
a high action content (denoted hot action, e.g. fast changes, fast motion, visual
effects, etc.) with ζT > 3.1, and video segments with low action content (i.e.
containing mainly static scenes) with ζT < 0.6. Thresholds were determined
experimentally. Several persons were asked to manually label video segments
into the previous two categories. Based on this ground truth, we determined the
average ζT intervals for each type of action content. Further, we quantify the
action content with two parameters, hot-action ratio (HA) and low-action ratio
(LA): HA = THA/Ttotal, LA = TLA/Ttotal, where THA and TLA represent the
total length of hot and low action segments, respectively, and Ttotal is the movie
total length.

Gradual Transition Ratio. High amounts of gradual transitions are in general
related to a specific video contents, therefore we compute: GT = (Tdissolves +
Tfade−in + Tfade−out)/Ttotal, where TX represents the total duration of all the
gradual transitions of type X . This provides information about editing techniques
which are specific to certain genres, like movies or artistic animated movies.

4 Color Descriptors

Color information is an important source to describe visual content. Most of the
existing color-based genre classification approaches are limited to use intensity-
based parameters or generic low-level color features, e.g. average color differences,
average brightness, average color entropy, variance of pixel intensity, standard
deviation of gray level histograms, percentage of pixels having saturation above
a certain threshold, lighting key (measures how well light is distributed), object
color and texture, etc. [2].

We propose a more elaborated strategy which addresses the perception of the
color content [12]. One simple and efficient way to accomplish this is with the help
of color names; associating names with colors allows everyone to create a mental
image of a given color or color mixture. We project colors on to a color naming
system and colors properties are described using: statistics of color distribution,
elementary hue distribution, color visual properties (e.g. amount of light colors,
warm colors, saturated colors, etc.) and relationship of color (adjacency and
complementarity).

Our strategy is motivated by the fact that different genres have different
global color signatures, e.g. animated movies have specific color palettes and
color contrasts (light-dark, cold-warm), music videos and movies tend to have
darker colors (mainly due to the use of special effects), sports usually show a
predominant hue (e.g. green for soccer, white for ice hockey), and so on.
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Prior to parameter extraction, we use an error diffusion scheme to project
colors into a more manageable color palette, i.e. the non-dithering 216 color
Webmaster palette (which provides an efficient color naming system). Further,
the proposed color parameters are computed as follows:

Global Weighted Color Histogram is computed as the weighted sum of each
shot color histogram, thus: hGW (c) =

∑M
i=0

[
1

Ni

∑Ni

j=0 hj
shoti

(c)
]
· Tshoti

Ttotal
, where M

is the total number of video shots, Ni is the total number of the retained frames
for the shot i (we use temporal sub-sampling), hj

shoti
is the color histogram of

the frame j from the shot i, c is a color index from the Webmaster palette
(we use color reduction) and Tshoti is the length of the shot i. The longer the
shot, the more important the contribution of its histogram to the movie’s global
histogram.

Elementary Color Histogram. The next feature is the distribution of ele-
mentary hues in the sequence, thus: hE(ce) =

∑215
c=0 hGW (c)|Name(ce)⊂Name(c),

where ce is an elementary color from the Webmaster color dictionary (colors are
named according to color hue, saturation and intensity) and Name() returns a
color’s name from the palette dictionary.

Color Properties. With this feature set we aim at describing color properties.
We define several color ratios. For instance, light color ratio, Plight, reflects the
amount of bright colors in the movie, thus: Plight =

∑
hGW (c)|Wlight⊂Name(c),

where c is a color with the property that its name contains one of the words
defining brightness, i.e. Wlight ∈ {”light”, ”pale”, ”white”}. Using the same
reasoning and keywords specific to each property, we define dark color ratio
(Pdark), hard saturated color ratio (Phard), weak saturated color ratio (Pweak),
warm color ratio (Pwarm) and cold color ratio (Pcold). Additionally, we capture
movie color wealth with two parameters: color variation, Pvar, which accounts
for the amount of significant different colors and color diversity, Pdiv, defined as
the amount of significant different color hues.

Color Relationship. Finally, we compute Padj , the amount of similar percep-
tual colors in the movie and Pcompl, the amount of opposite perceptual color
pairs.

5 Contour Descriptors

The last category of descriptors provide information based on visual structures,
that is on contours and their relations. So far, contour information was only
limitedly exploited within genre classification. For instance, some approaches
use MPEG-7 inspired contour descriptors [7], e.g. use of texture orientation
histograms, edge direction histograms, edge direction coherence, which are highly
low-level edge pixel statistics.

Our approach in contrast, proposes a novel method which uses curve parti-
tioning and curve description [13]. The contour description is based on a char-
acterization of geometric attributes for each individual contour, e.g. degree of
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curvature, angularity, ”wiggliness”, and so on. These attributes are taken as
parameters in a high-dimensional image vector and have been exploited in a
(statistical) classification task with good success. For instance, the system has
achieved the benchmark in the photo-annotation task of the ImageCLEF com-
petition 2010 where this approach ranks in the upper third of all performances.

Contour Characterization. Contour processing starts with edge detection,
which is performed with the Canny edge detection algorithm. For each contour,
a type of curvature space is created. This space is then abstracted into spectra-
like functions, from which in turn a number of geometric attributes are derived,
such as the degree of curvature, angularity, circularity, symmetry, ”wiggliness”
and so on. In addition to those geometric parameters, a number of ”appearance”
parameters are extracted. They consist of simple statistics obtained from the lu-
minance values extracted along the contour, such as the contrast (mean, standard
deviation; abbreviated cm, cs respectively) and the ”fuzziness”, obtained from
the convolution of the image with a blob filter (fm, fs, respectively).

Pair Relations. In addition to the attributes for individual contours, we also
obtain attributes for pairs of contours which are selected based on spatial prox-
imity (i.e. either their contour endpoints are proximal or in the proximity of
the other segment). For each selected pair, a number of geometric attributes are
determined such as the angular direction of the pair, denoted γp; distance be-
tween the proximal contour end points, denoted dc; distance between the distal
contour end points, denoted do; distance between the center (middle) point of
each segment, denoted dm; average segment length, denoted l; symmetry of the
two segments, denoted y; degree of bendness of each segment, denoted b1 and
b2; structural biases, abbreviated with ŝ, that express to what degree the pair
alignment is a L feature (ŝL), T feature (ŝT ) or a ”closed” feature (two curved
segments facing each other as ’( )’, ŝ()).

The structural information is extracted only from a summary of the movie.
In this case, we retain around 1% of each shot frames (uniformly distributed).
For each image, contour properties are captured with histograms. To address
the temporal dimension, at sequence level, resulting feature vectors are averaged
forming so the structure signature of the movie.

6 Experimental Results

To evaluate the descriptive power of the proposed audio-visual content descrip-
tors we have selected seven of the most common video genres, namely: animated
movies, commercials, documentaries, movies, music videos, news broadcast and
sports. The data set consists of 30 sequences for each genre, summing up more
then 91 hours of video footage. Video materials were retrieved from several TV
programmes, thus: 20h30min of animated movies (long, short clips and series,
sources: Folimage - France, Disney, Pixar and DreamWorks animation compa-
nies); 15min of commercials (source 1980th TV commercials and David Lynch
clips); 22h of documentaries (wildlife, ocean, cities and history, source BBC,
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IMAX, Discovery Channel); 21h57min of movies (long, episodes and sitcom, e.g.
Friends, X-Files, Sex and the City series); 2h30min of music (pop, rock and
dance video clips, source MTV Channel); 22h of news broadcast (source TVR
Romanian National Television Channel); 1h55min of sports (various clips from
the Internet). Prior to analysis, a basic normalization is adopted by converting
all sequences to a reference video format.

For our classification experiments we have selected three binary classifiers,
namely: K-Nearest Neighbors (KNN, with k=1, cosine distance and majority
rule), Support Vector Machines (SVM, with a linear kernel) and Linear Discrim-
inant Analysis (use PCA to reduce dimensionality). Method parameters were
tuned based on preliminary experimentations. All evaluations are conducted us-
ing a cross-validation approach, i.e. generating all possible combinations between
training and test data. Additionally, we vary the amount of training data (from
10% to 70%) and test different combination of descriptors.

To assess performance, at genre level we evaluate average precision (P ) and
recall (R) ratios, thus: P = TP/(TP + FP ), R = TP/(TP + FN), where
TP , FP and FN represent the average number of true positives, false positives
and false negatives, respectively, computed over all experimentations for a given
amount of training data. As a global measure of performance we compute Fscore

ratio and average correct classification (CD), thus: Fscore = 2 · P · R/(P + R),
CD = NGD/Ntotal, were NGD is the average number of good classifications
(in both classes, target and others) and Ntotal is the number of test sequences.
Experimental results are presented in the following.

6.1 One Genre at a Time Classification

In Figure 1 we present average precision against recall for different amounts of
training data and different descriptor combinations, as well as the overall correct
detection CD (descriptors are combined based on early fusion). We obtain very
promising results considering the content similarity of some of the genres and also
compared to the literature (see Section 1). We obtain P ∈ [87.5%; 100%] (from
which P > 95% for music, news, commercials and sports), and R ∈ [77.6%; 100%]
(excluding animated movies and commercials, we achieve R > 95%). At global
level, the overall correct classification ratio ranges from 92.2% to 97.2% while the
highest Fscore is up to 90.6%. One may observe that the overall performance is
high, even for a reduced amount of training data, thus CD > 92% with only 10%
of data as training data (i.e. from 189 sequences, in average 174 were correctly
assigned to one of the two classes, target genre and others).

The most interesting result is however that each descriptor set highlights
relatively different properties of the video contents, as the most efficient ap-
proach (both in terms of overall classification performance and genre precision
and recall) is the combination of all audio-visual descriptors (i.e. audio-contour-
color-action, see SVM results depicted with the red line in Figure 1). Table 1
summarizes the precision and recall in this case (these results are encircled in
Figure 1).
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Fig. 1. Precision (P ) against recall (R) for different runs and amounts of training data
(increases along the curves from 10% to 70%) and overall correct classification (CD)

Table 1. SVM vs. KNN and LDA (using all audio-visual descriptors)

genre
Precision (P ) Recall (R)

SVM KNN LDA SVM KNN LDA

animated 74.3% 72.3% 43.2% 88.4% 58.2% 83.3%

documentaries 87.4% 77.2% 72.6% 95.1% 96.3% 93.5%

movies 87.1% 65% 53.9% 94.9% 89.6% 85.8%

music 95.1% 79.3% 57% 95.4% 65.2% 87.3%

sports 99.3% 97.7% 96.3% 96.7% 86.9% 89.2%

news 95.2% 76.9% 60.8% 99.8% 99.9% 99.1%

commercials 99.5% 91.5% 53.3% 68.3% 40.9% 69.4%
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Globally, the lowest accuracy is obtained for animated movies and commer-
cials, which is mainly due to their heterogenous contents and resemblance with
other genres, e.g. many commercials include animation, music clips are similar
to commercials, movies may contain commercial-like contents, etc. On the other
hand, the best performance (as anticipated) is obtained for genres with a cer-
tain repetitiveness in content structure, i.e. news and sports (average precision
or recall up to 100%).

In what concerns the informational sources, compared to visual information,
audio information proves to be highly efficient to this task, alone leading to
very good classification ratios (depicted with Maroon in Figure 1). At genre
level, audio features are more accurate for classifying music, sports, news and
commercials, which have specific audio patterns. On the other hand, contour
and color-action information used alone, prove to be less efficient. Contour pa-
rameters, compared to color-action parameters, provide better performance for
documentaries, sports and news, which have specific signatures, e.g. skyline con-
tours, people silhouettes, etc. (depicted with Cyan in Figure 1). Compared to
contours, color-action features perform better for music, commercials, movies
and news (which can be assigned to the specific rhythm and color diversity, de-
picted with Green in Figure 1). Compared to audio, visual descriptors together
are more discriminative for animated, movies and documentaries (depicted with
Blue in Figure 1). As stated before, the best performance in classifying each
individual genre is however achieved when using all audio-visual information.

6.2 Descriptor-Based Visualization

In our final experiment we try to find out whether the proposed features are
discriminative enough to provide genre-based separation for real browsing appli-
cations. Movies were displayed on a 3D spherical coordinate system according to
the first three principal components of the audio-visual descriptors, thus: incli-
nation (θ) - 1st component (normalized in [0; π]), azimuth (ϕ) - 2nd component
(normalized in [0; 2π]) and radius (r) - 3rd component (normalized in [0; 1]). Sev-
eral screenshots taken from different angles are presented in Figure 2 (a demo is
available at http://imag.pub.ro/~bionescu/index_files/MovieGlobe.avi).

Although, we use only the first three principal components (which account
for up to 94% of the initial data variance), one may observe that certain genres
are visibly grouping together, which is quite an interesting result. Due to the
similarity of the content and structure, the mostly regrouped are the news (see
view C) and sports (see view D). Other genres tend to be more ”interleaved”
(e.g. documentaries, see view B), which is at some point expectable, considering
the fact that even for human observer is difficult to draw a sharp delimitation
between genres. Nevertheless, sequences with similar contents tend to regroup
around a basis partition (see in view A).

Enhanced by genre labeling provided by the SVM classification, this might be
a powerful genre-based browsing tool. Even though this experiment proves the
potential of our descriptors with real browsing applications, these are however
preliminary results and more elaborated tests are to be conducted.

http://imag.pub.ro/~bionescu/index_files/MovieGlobe.avi
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Fig. 2. Feature-based 3D movie representation (each movie is represented with one
image). View A to D are screenshots made from different perspectives (the used points
of view are synthesized with the system diagram presented in the center).

7 Conclusions

In this paper we addressed the issue of automatic video genre categorization and
we have proposed four categories of content descriptors: block-level audio fea-
tures, temporal structure-based action descriptors, perceptual color descriptors
and contour statistics.

Although these sources of information have already been exploited in the liter-
ature, the main contribution of our work is the way we compute the content de-
scriptors and the high descriptive power of the combination of these descriptors.
An extensive evaluation was performed based on 91 hours of video footage. We
achieve average precision and recall ratios within [87%−100%] and [77%−100%],
respectively, while average correct classification is up to 97%.

Additionally, preliminary experiments based on a prototypical video brows-
ing system demonstrate the prospective application potential of our approach.
Future work will mainly focus on more detailed sub-genre classification and on
extending the scope of our work towards web media platforms (e.g. blip.tv, see
MediaEval campaign).
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Abstract. We present a novel data-driven category-based approach to
automatically assess the aesthetic appeal of photographs. In order to
tackle this problem, a novel set of image segmentation methods based on
feature contrast are introduced, such that luminance, sharpness, saliency,
color chroma, and a measure of region relevance are computed to gener-
ate different image partitions. Image aesthetic features are computed on
these regions (e.g. sharpness, colorfulness, and a novel set of light expo-
sure features). In addition, color harmony, image simplicity, and a novel
set of image composition features are measured on the overall image.
Support Vector Regression models are generated for each of 7 popular
image categories: animals, architecture, cityscape, floral, landscape, por-
traiture and seascapes. These models are analyzed to understand which
features have greater influence in each of those categories, and how they
perform with respect to a generic state of the art model.

Keywords: Image Analysis, Image Aesthetics, Regression.

1 Introduction

We live in a multimedia-rich world, where the ubiquity of camera-phones and
digital cameras, combined with increasingly popular photo-sharing websites and
online social networks result in billions of consumer photographs available on the
Web, as well as in personal photo repositories. In this scenario, computational
approaches to automatically assess the aesthetic value of photographs are be-
coming increasingly important to, e.g. enable novel automatic photo story-telling
applications [18], and aesthetics based image re-ranking [14,17].

In the world of photography, the term aesthetics refers to the concept of
appreciation and judgement of beauty and taste in photographic images, which is
generally a subjective measure, highly dependent on image content and personal
preferences. There is no universally agreed upon objective measure of aesthetics.
However, despite this major challenge, photographic theory [7] proposes a set of
rules, regarding composition, exposure, contrast, and color harmony, etc., which
seem to generate appealing images for humans in general.

Philosophers have tried for a long time to unify the aesthetic judgements
across different categories of objects [11], – i.e., a house vs. a sunset vs. a horse.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 63–76, 2012.
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Similarly, different photographic categories, may have common criteria that ap-
ply across categories, but each photo category may also have its own intrinsic
aesthetic criteria. Consequently, is not a surprise that new aesthetic photo cat-
egories are introduced regularly in the aesthetics community in order to under-
stand the criteria that work best for each new category [1].

The main contributions of this paper are four-fold, namely:

(1) Two novel aesthetically meaningful low-level features: (a) a set of exposure
features to better represent the luminance histogram, which is one of the critical
tools to render a highly aesthetic photograph; and (b) an image edge map based
composition feature set;

(2) A new approach to measure low-level features on the image’s contrasting
regions that are generated using sharpness, chroma, saliency, luminance, and a
measure of region relevance. In our experiments, we show that this representation
increases the discriminative power of the low-level features;

(3) A publicly available image dataset composed of seven image categories,
each of them with 300 images rated by at least 5 people on DPChallenge.com;

(4) Seven category-dependent image aesthetics models, one for each category.

The remainder of the paper is organized as follows. In Section 2 we present
the related work in the literature. Section 3 contains a description of the image
corpus used to evaluate our approach. The features used for aesthetic appeal
prediction are presented in Section 4. In Section 5 we describe the machine
learning methodology followed to build our models that are presented in Sections
5.1 and 5.2. Results are described in Section 6, and finally we conclude and
highlight our lines of future research in Section 7.

2 Prior Art

The field of image aesthetics assessment has recently gained increased attention
as a result of the ubiquity of digital visual information and related applications.
Datta et al. in [4] propose an algorithm for classifying images into one of two
aesthetics categories – high versus low, with an accuracy of 70.12% on a set of
images collected from photo.net, which contains image aesthetics ratings in the
range 1 to 7.

Wong et al. in [23] proposed a saliency region extraction method to clas-
sify images into 2 classes; professional photos versus snapshots. The approach
emphasizes the features extracted from the salient regions of the image. The
method achieved a 78.8% classification accuracy –based on an SVM classifier.
The experiments were conducted on the same photo.net set as in [4].

Li et al. in [13] focused on predicting aesthetics quality scores for consumer
photographs with faces. The dataset of images with ratings was obtained af-
ter conducting a subjective study. The algorithm extracts image features from
the face region of an image. The algorithm classifies an image into one of 5
classes of aesthetic ratings using an SVM classification model with 68% accu-
racy. Additionally, the authors carried out a linear and SVM regression on the
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collected ground truth, achieving only up to a 25% improvement over random
score prediction. Recently, Bhattacharya et al. [2], presented a system for photo
enhancement, based on a two category image composition aesthetic analysis, i.e.,
one category is related to outdoor photographic compositions with a single fore-
ground object, whereas the other category relates to landscapes and seascapes
that lack a dominant object.

Finally, each of the approaches described above has its shortcomings. [23]
only classifies into 2 classes and does not predict a continuous score that corre-
lates with the human judgement of aesthetics quality. [4] presents both results
for classification into 2 classes and a polynomial regression, but does not take
categories into account. [13] proposed a method only tailored towards images
with faces, and hence the approach is not directly generalizable across all photo
categories. In addition, the two categories presented in [2] are not very diverse.

In view of all previous work, we turn our attention to understanding the
importance of image content in the characterization of image aesthetic appeal.
We propose and experimentally validate a novel category-based approach to
image aesthetic appeal prediction. In addition, for each category we study in
detail the role that different image features play in defining the aesthetic appeal
of the images.

3 The Image Corpus

In order to train and evaluate computational models of image aesthetics, a set
of labeled images is needed as ground truth [4,14,20,23]. The DPChallenge.com
image contest website was chosen as our source of data for the following reasons:
1) It has image categories labeled by the photographers; 2) It provides an im-
age count within each category. It was hence possible to determine what image
categories had the largest number of photographs in order to determine which
were the most dominant; 3) It has subjective photo score ratings ranging from
1 to 10, where 10 is the highest aesthetics score; 4) Each photo has metadata
about how many people voted for it, which can be used as a confidence mea-
sure –in our case, we consider images which received at least 5 votes; and 5) it
has already been used by other researchers in the literature of image aesthetics
[14]. After avoiding visually incoherent categories, the seven categories of inter-
est were, namely, architecture, animals, cityscape, floral, landscape, portraiture,
and seascapes. After visual inspection only 300 images from the seascapes cate-
gory were selected as semantically relevant, and therefore we decided to use 300
images per category in order to train our models1. See Fig. 3 for a few examples
of each image category.

4 Aesthetic Feature Extraction

The features extracted from each image include: (1) simplicity features; (2) global
features that are computed on the whole image; and (3) a novel approach to
1 The full 7 categories datasets, along with their ratings are available at

http : //mm2.tid.es/categoryBasedAesthetics
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Fig. 1. The composition templates used [20]. The naming convention is Ti, with i
starting at 1 top-left, and incrementing left to right, and top to bottom, down to T22.

measure low-level features in contrasting regions of the image in order to increase
their discriminative power. Note that we avoid using high-level semantic features,
such as face pose or expression [13], and also features that require the comparison
of the image at hand with the rest of the images in a certain dataset – i.e., the
familiarity measure in [4] – and focus on more traditional photographic features
[7] like exposure, colorfulness, color harmony, composition, and clarity – i.e.,
contrast and sharpness.

4.1 Simplicity Features

An important rule in photography is simplicity. Simplicity is attained by avoiding
distracting objects and clutter that could divert the attention of the observer
away from the main subject. In highly aesthetic photos, the main subject tends
to be isolated from the rest of the image so that it can be easily segmented
out from the background [7]. For instance, in low depth of field images, the
main subject is in good focus, i.e., sharp, whereas the rest of the image is out
of focus, i.e., blurred; professional photographers also accomplish simplicity by
placing their subjects in front of monochromatic backgrounds, etc. We use four
measures of simplicity, M1 to M4: M1 is the overall number of regions generated
by the efficient graph-based image segmentation algorithm in [6]; M2 and M3

are the overall number of segmented regions whose sizes are larger than 5% and
10% of the image size, respectively – intuitively, an image that is segmented
into many distinct regions cannot be a simple image; finally, M4 is given by
the background’s homogeneity. M4 is calculated using the approach presented
in [19], where a well isolated subject from the background yields M4 << 1.

4.2 Global Features

A total of 38 global low-level features are extracted from each image:

(1) Three luminance features: the average (L), the minimum (Lm), and the
maximum luminance (LM ) measures;

(2) The image root mean square contrast (N1) as in [21];
(3) Five measures of colorfulness, namely, the distance to the neutral axis

(μab, a.k.a. color chroma) of the centroid of the pixel cloud in the color plane of
CIELab color space (C1); σab =

√
σ2

a + σ2
b , with σa and σb being the standard

deviation of that cloud on each of the color axes (C2); the D parameter as defined
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in [8] (C3); and M̂ (1) as defined in [10] (C4), where both (C3) and (C4) are linear
combinations of μab and σab; And a novel colorfulness measure (C5) set to 1 for
σab < 10, and set to 2 for σab > 20, and linear with σab for 10 ≤ σab ≤ 20;

(4) Seven color harmony features, which have been found to be pleasing to the
eye, and are described by their relative positions around the color wheel (Hue
coordinate, in HSV color space). We compute these features as in [16], where the
normalized Hue-histogram of the image is convolved with each of 7 templates.
We do however keep the 7 results, one for each template, in order to enrich our
model. Our feature H1 corresponds to template i, H2 to V , H3 to L, H4 to I,
H5 to T , H6 to Y , and H7 to X , where the template definitions are the same as
the ones proposed in [3].

(5) Image composition features that are extracted using the templates pre-
sented in [20], which include the rule of thirds, the golden mean and the golden
triangles, along with each of its individual segments, see Fig. 1. Contrary to [20],
instead of detecting the centroid of the image regions on those templates, we
intersect the image edge map – calculated as in [15] – with each of the templates
and extract the percentage of edge energy that they capture – T1 −T22. In early
experiments, we found that these edge-based composition features provided bet-
ter discriminative power than the region centroids.

4.3 Contrasting Region Features

Another important factor that contributes to creating an interesting and aes-
thetic photograph is the contrast or tension between features in different regions
of the image [7]. For instance, the Chiaroscuro [5] photographic style is character-
ized by strong contrasts between bright and dark. We hypothesize that low-level
features calculated on each of these regions may help discriminate aesthetics
in a different way, depending on which of the regions they were calculated on
– i.e., high levels of sharpness in the bright region of the image may be more
discriminative than high levels of sharpness in the dark region of the image.

Luo et al. [14] made a first attempt at capturing features in contrasting sharp-
ness regions. They captured the ratio of luminance and the ratio of clarity be-
tween the sharp region – i.e., the subject – and the regions that were not sharp.
In [23], Wong et al. calculate a set of global features, some of which (exposure,
saturation, hue, blurriness, and texture details) are also computed for both the
salient – i.e., foreground – and background regions. They use global features in
their approach, as well as the squared differences between the features measured
in the background and in the foreground. In our models, instead, we keep the fea-
ture values for each of the contrasting regions. We now proceed to describe how
the contrasting regions are calculated, followed by a description of the low-level
features that are extracted from each contrasting region.

Contrasting Regions. We analyze five different types of features that can
generate contrasting regions in a photograph: 1) sharpness or focus (F ) – sharp
vs. non-sharp region; 2) luminance (L) – bright vs. dark region; 3) chroma (C)
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Original Segments Relevance Sharpness Saliency Chroma Luminance Edges

Fig. 2. Spring lilly pads, by jseyerle; its segmentation map; its 5 different contrasting
regions binary maps –each with two regions, with white being the regions above the
threshold, and black the regions below the threshold – and its edge map

– colorful vs. non-colorful region; 4) relevance (R) – relevant vs. non-relevant
region; and 5) saliency (S) – salient vs. non-salient image region.

First, a thumbnail version of the image – whose largest side is 128 pixels – is
segmented using the algorithm in [6]. After segmentation, each segmented region
is assigned a value for each of the contrasting features:

1. Sharpness F: The maximum sharpness value within the segmented region,
as defined in [17];

2. Luminance L: The average luminance, in CIELab color space, over the seg-
mented region;

3. Chroma C: μab, as described in Section 4.2, calculated in the segmented
region;

4. Relevance R: The average relevance of the segmented region, similar to the
region appeal measure defined in [17]. This is a sharpness dependent, linear
combination of the maximum sharpness in the segmented region, its contrast
and its μab.

5. Saliency S: The maximum saliency value, which is obtained by extracting
the saliency map of the image, as defined in [9]; then performing a thinning
operation with a circle structuring element of diameter 21 pixels; finally the
maximum of the resulting map in each segmented region is selected.

Once these segmented region-based maps are generated, they are thresholded to
yield 5 binary maps – see Fig. 2, composed of a total of 10 regions, i.e., 5 above
and 5 below the threshold. The threshold is set to one half the maximum level
of each specific contrasting feature.

The contrasting region identifiers, FH , LH , CH , RH , and SH , for the con-
trasting regions that are above their corresponding threshold, and FB, LB, CB,
RB, and SB, for the contrasting regions that are below the threshold, will be
used as subscripts of each low-level feature to be calculated on those regions, as
explained next.

Features on the Contrasting Regions. A set of low-level features is com-
puted on each of the ten contrasting regions.

1. Sharpness, f : Weighted average of maximum sharpness.
2. Exposure, l, lσ, lQ0, lQ1, lQ2, lQ3, lQ4: Photographic theory explains that the

real scene brightness should be rendered in a realistic manner in the final
photograph. This means that, for certain categories, a specific luminance



Towards Category-Based Aesthetic Models of Photographs 69

distribution in one of the contrasting regions may be due to a good rendition
resulting in a highly aesthetic photo, or vice-versa – i.e., due to over or under
exposure situations. We therefore represent the luminance distribution in
each region by a set of 7 statistical values: mean (l), standard deviation (lσ,
a measure of contrast), minimum (lQ0), 1st (lQ1), 2nd (lQ2) and 3rd (lQ3),
quartiles, and finally, maximum (lQ4).

3. Chroma, c: Weighted average of μab.
4. Saliency, s: Weighted average of maximum saliency.

where the averages of features f , c and s are weighted by the sizes of the seg-
mented regions that conform each of the contrasting region.

In the following, we shall refer to each low-level feature with the subscript of
the contrasting region where it has been computed. For instance, the low-level
feature sharpness (f) calculated in the luminance (L) contrasting region above
(H) the threshold will be denoted as fLH .

After this process, a total of 100 contrasting region-based features are ob-
tained. However, note that LM = lQ4

LH –max luminance– and Lm = lQ0
LB –min

luminance, yielding a total of 98 contrasting region-based features. Overall, we
compute 140 features on each image: 4 simplicity features, 38 global features
and 98 contrasting region-based features. The most discriminative features of
this pool of 140 will be automatically selected both for the generic and the
category-dependent aesthetics models, as it is described in the following section.

5 Aesthetics Models

We proceed to extract the 140 features from each of the images in our image
corpus. The feature extraction is followed by feature selection in order to build
the category-based aesthetic models, as well as the generic model.

Each of the experiments reported in this paper was done using a regression
Support Vector Machine, and each result was averaged over 50 cross-validation
runs. The cost (ν, where ν ∈ (0, 1)) and the tube width or insensitivity (ε) pa-
rameter were optimized in our experiments; and, finally, the ksvm() [12] function
that we use selects a near optimal γ hyper-parameter.

We use a filter and wrapper-based approach for feature selection, similar to [4].
For each of the models and for each individual feature, we obtain first the 5-fold
cross validation mean squared error (MSE). We keep the top 50% performing
individual features – i.e., 70 features – discarding the rest. We then pick the
top performing feature out of those 70, followed by the feature that predicts
scores the best in conjunction with the feature that was picked in the iteration
before it, and so on. All of these experiments show a similar MSE pattern, with
a global minimum between 9 and 34 features, see Table 1. The set of features
corresponding to that global minimum, for each category, is the one that is finally
selected to build each model.

The models that result from these experiments are described next, with a
brief discussion of the most discriminative features for each category.
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Table 1. Performance of our aesthetics models on each categories: variance of the
ratings on the entire category dataset; 5-way cross validation MSE ± standard deviation
over the 50 runs on the category dataset; % reduction of the 5CV MSE over the variance
for the category dataset; improvement over the performance of the generic model –i.e.,
8%; optimal ν and ε ksvm parameters; number of selected features that reach the 5CV
MSE minimum; number of features to reach 80% reduction on the 5CV MSE over what
the first selected feature – i.e., the most discriminative one – obtains

Category σ2 5CV % Red. Improv. ν ε #Feat. #F. 80%

Animals 0.50 0.42 ± 2.2% 16.2% 102% 0.4 0.1 22 11

Architecture 0.38 0.32 ± 2.1% 14.9% 86% 0.6 0.7 24 13

Cityscape 0.50 0.39 ± 2.2% 22.0% 175% 0.5 0.5 14 7

Floral 0.38 0.34 ± 2.0% 10.5% 31% 0.3 0.1 6 6

Landscape 0.50 0.38 ± 2.3% 24.4% 205% 0.3 0.5 28 19

Portraiture 0.58 0.51 ± 1.8% 12.0% 50% 0.3 0.7 9 7

Seascapes 0.55 0.42 ± 2.4% 24.0% 200% 0.7 0.3 17 9

Generic 0.49 0.45 ± 0.6% 8.0% - 0.4 0.3 34 14

5.1 Category-Based Aesthetic Models

The models described in this section have been generated with all the images
from each data set – i.e., 300 images for each category, and 7×300 for the generic
model. In this discussion, we will use the term clarity features to include both
sharpness (f) and contrast (N and lσ) features, since it helps to abstract the
clarity high-level feature that humans perceive [7]. In the following sections we
list the features that accomplish an 80% reduction over the MSE obtained by the
most discriminative feature alone for each of the specific models –see Table 1.
Fig. 3 shows a ranking example with the presented models for a test set, with
respect to their ground truth ranking.

Animals Category. The animals category-based model is composed of 22
features, which reduces the ratings’ variance by 16.2%. The top 11 features in
the animals category, ordered by importance, are: C5, cLB, cRB , lQ0

CB, cCH , lSB,
N1, lQ0

CH , lLH , T13, lQ4
LB. Notice the strong influence that chroma features have

in this model (top three features, and a total of 4 out of the 11, i.e., 4
11 ), both

globally and in contrasting regions – dark region and non-relevant region are
usually background regions. Out of the 5 selected luminance features, two of
them are on the contrasting chroma regions (average and minimum luminance).
One clarity feature and one composition feature are also selected. Finally, eight
out of the 11 features are calculated on the contrasting regions, being the chroma
and luminance the most discriminative contrasting regions.

Architecture Category. The architecture category-based model is composed
of 24 features, which reduces the ratings’ variance by 14.9%. The top 13 features
in this category are, ordered by importance: fSH , M4, lQ4

SH , T5, lσCB, lQ0
FB, M3,

fFH , fCB, lσCH , sRH , C1, and lQ0
CB. In this category, we find a large dominance
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e d c b a

D. 256354. C. 249254. E. 338321. B. 120614. A. 329801.

B. 339079. E. 339643. D. 339701. C. 233266 A. 112694

D. 275645. E. 330948. C. 251600. A. 291453. B. 173863.

C. 342490. E. 140562. B. 335554. A. 261682. D. 139224.

E. 328300. C. 346639. D. 132622. A. 254620. B. 114883.

A. 321957. D. 340183. C. 171910. B. 125869. E. 230233.

E. 223267. C. 288866. B. 172118. D. 244286. A. 128141.

Fig. 3. Categories in rows ordered as in Table 1. Images ranked by our models
from left (e –highest) to right (a –lowest aesthetics). Images sampled at each of
the quartiles of aesthetic ground truth, out of a test set of 40 images –created
using stratified sampling. Each image shows its ground truth aesthetic ranking
(E –highest), and their DPChallenge ID, useful to access them online at http :
//www.dpchallenge.com/image.php?IMAGE ID = 123456, for an ID=123456. The
photographers are, in order: notesinstones, suemack, Saker, camelotnorth, sandeep-
salwan45, NathanWert, birkin, DemonLlama, Germaine, rayg544, jaysvette, Marjo,
Femme du monde, floydrowe, jfaulkner, jseyerle, rscorp, tfarrell23, rRishinicolai, Ter-
ramar, arngrimur, Artifacts, nico blue, barka, camelotnorth, tfarrell23, LalliSig, bob-
daveant, Bkerr, heida, Falc, mexico, Bran-O-Rama, janruss, saffronism.
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of clarity features ( 6
13 ) – the first feature is the sharpness inside the salient re-

gion, which is usually the photographed building itself. Simplicity features are
also important ( 2

13 ) – the second feature is the background homogeneity which
points out the importance of having the building well isolated from the back-
ground; followed by luminance features ( 3

13 ) – the third feature is the maximum
luminance inside the salient region. One composition and one chroma feature are
also picked. Nine out of 13 features are calculated on the contrasting regions,
being the saliency contrasting regions the most discriminative, followed by the
chroma and sharpness contrasting regions.

Cityscape Category. The cityscape category-based model is composed of 14
features, which reduces the ratings’ variance by 22%. The top 7 features are,
ordered by importance: lQ2

SB, fLH , Lm, T1, lQ3
SH , fFH , and lQ2

SB. Luminance fea-
tures are predominant in this category (4

7 ) – the first feature is the median of the
luminance in the low saliency region, i.e., the background of the cityscape itself.
Next in importance are clarity features (2

7 ) – the second feature is the sharpness
in the high luminance region, which in most images it turns out to be areas of
the cityscape itself, since a large percentage of the photos are taken at twilight,
or against a dark blue sky. One composition feature is also picked. Five out of 7
features are calculated on the contrasting regions, being the saliency contrasting
region the most discriminative.

Floral Category. The floral category-based model is composed of 6 features,
which reduces the ratings’ variance by 10.5%. The 6 features, ordered by im-
portance in the model are: T16, lQ0

LH , M2, T6, lQ4
CB and sFB. In this category,

edge-based composition features are very important (2
6 ) – the first feature is

the left vertical segment template for the golden mean, which implies a framing
preference for positioning of flowers or stems; followed by luminance (2

6 ) – the
second feature is the minimum luminance in the bright region, which, most of
the times, it is the flower itself; and finally simplicity (1

6 ) – the third feature is
the number of regions larger than 5% of the image size. One saliency feature is
also selected. Three out of 6 features are calculated on the contrasting regions,
being the luminance and chroma regions the most discriminative.

Landscape Category. The landscape category-based model is composed of 28
features, which reduces the ratings’ variance by 24.4%. The top 19 features in
the landscape category are, ordered by importance: cLB, Lm, lQ4

CB, T14, lQ0
CB, T2,

lσCB, T8, T4, lRB, T7, M2, lσLH , lQ2
CH , M3, lQ0

SH , M1, lQ0
FB, fRB . The most discrimi-

native feature is the chroma in the dark region, i.e., the non-sky regions usually
with grass, rocks or trees. Luminance-based features dominate ( 7

19 ) – the second
feature is the global minimum luminance level, and, actually, the minimum level
of luminance has been selected 3 more times for different contrasting regions;
the third feature is the maximum luminance level in the non chromatic region.
The next features in importance are the composition features ( 5

19 ) – the fourth
feature is the top horizontal segment of the golden mean, which indicates one of
the preferred positions for the horizon in landscape photography. Three clarity
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and three simplicity features are also selected. Ten out of 19 features are calcu-
lated on the contrasting regions, being the chroma contrasting regions the most
discriminative, followed by relevance.

Portraiture Category. The portraiture category-based model is composed of
9 features, which reduces the ratings’ variance by 12%. The top 7 features in
this category are, ordered by importance: H1, T2, lQ0

FH , C1, lCH , H4, and lQ1
SH .

Color harmony turns out to be important in portraits (2
7 ) – the first feature is

the analogous color harmony feature, which means that very close hues should
be the norm in the portrait. The second feature is one of the diagonals (bottom-
left to top-right) of the composition templates, which favors a certain portrait
pose. Finally, luminance-related features are the most important (3

7 ) – the third
feature is the minimum luminance level in the sharp region, which is usually
either the face and hair, or the eyes and teeth in softer focus portraits. Three
out of the 7 features were calculated on contrasting regions, being focus the most
discriminative.

Seascapes Category. The seascapes category-based model is composed of 17
features, which reduces the ratings’ variance by 24%. The top 9 features in this
category are, ordered by importance: lQ1

FH , Lm, N1, lQ0
CH , H3, lσCH , sRB, LM , C5.

Luminance is the dominant feature (4
9 ), being the minimum and first quartile

the most discriminative luminance features – the first feature is the first quartile
of luminance in the sharp region, which is usually the coast in the image; lower
lQ1 provides better aesthetic appeal, which points at the fact that the images
with sharp white surf are less favored than images with more tranquil waters;
the second feature is the global minimum level of luminance. Next in importance
are clarity features (2

9 ) with the third feature being the global contrast of the
image. Note that the clash color scheme H3 is also selected, which accounts
for the blue-green color contrast in tropical beaches. Four out of the 9 features
were calculated on contrasting regions, being sharpness and luminance the most
discriminative.

5.2 Generic Aesthetics Model

The generic model is composed of 34 features, which reduces the ratings’ vari-
ance by 8%. We list the 14 most discriminative features in order of importance:
lFH , lQ2

LH , T10, fLB, Lm, T22, T17, lQ3
LH , lRH , fRH , C5, lQ4

FH , fSH , and T8. We ob-
serve that luminance is the most important feature for the generic model ( 6

14 ):
the most discriminative feature is the average luminance in the sharp region,
which in most of the cases is the subject of interest; the second feature is the
median luminance in the bright region. Next in importance are the composi-
tion features ( 4

14 ), with the third feature being one of the golden triangles, T10,
with the intersection of the two segments – a.k.a. power point – on the right.
Note that the other golden triangle template with the power point on the right,
T8, is also selected. It is hypothesized that the direction of writing could bias
observers towards a certain region of the image, rendering certain power points
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more powerful than others, i.e., it would be culture dependent [22]. This might
explain the preference for templates T10 and T8 in this generic model2. The other
composition templates that are selected are T22 and T17, which are the tradi-
tional golden mean, and rule of thirds, with no orientation preference. Finally,
sharpness ( 3

14 ) and chroma ( 1
14 ) features are also selected. Eight out of the 14

features are calculated on contrasting regions, with the luminance contrasting
region being the most discriminative, followed by sharpness.

Since this is the combination of all categories, we expected the selected fea-
tures to be generic and make good photographic sense, as it turned out to be,
i.e., good average exposure on the subject, good sharpness, and generic compo-
sition rules. In the following section we compare how well the individual models
perform with respect to this generic model in estimating the aesthetic value of
the photographs in our dataset.

6 Experimental Results

In order to see whether our generic feature set is competitive with the state-of-
the-art, we trained a model using the same approach described in Section 5 on the
data set presented in [4]. After performing our feature selection, and optimizing
ν = 0.45 and ε = 0.9, we ended up with a generic model consisting of 31 features
yielding a 5-way cross validation MSE of 0.55. This is comparable to what Datta
et al. obtained (MSE=0.50) in [4] by using 5 polynomial terms for each of the
56 low-level features they proposed. As an exercise, we trained a generic model
on a subset of our entire DPChallenge dataset – 16777 images – that generated
consistent results with the generic model trained on the combination of the 7
categories datasets, i.e., var=0.52, 5CV MSE = 0.46.

When we compare the 5-way cross-validation MSE for each of the category-
based models with respect to the original variance of the ratings in each data set
– the same regression performance measure used in [4] – we see that the category-
based models yield significantly better performance than the one obtained by the
generic model, with an average of 121% (min=31%, max=205%) improvement
over the generic model. See Table 1. This confirms our hypothesis that category-
dependent aesthetic models improve the prediction of the aesthetic appeal of a
photograph.

In particular seascapes, landscape and cityscape models perform better than
the other categories, which might be due to the fact that the background is more
predictable –i.e., usually a large patch of sky– and also the variability of main
subjects is less profound than for all other categories.

The floral category obtains the lowest improvement over the generic model,
and we hypothesize that it may be due to the similarity of the features selected
in both the floral and generic models, i.e., big focus on composition and exposure
features. The portraiture category also yields low improvement over the generic
2 For cultures where writing is from left to right, the eye enters the picture frame

through the left side of the picture frame, travels to the center being intersected by
the diagonal, which guides the eye to the power point.
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model. We hypothesize that this poor performance is due to the importance of
the emotional message conveyed by the facial expressions in portraits, combined
with artistic resources that are hard to capture in our small data set. Moreover,
as Li et al. presented in [13], specific face features, such as pose, eyes closed/open,
etc., would be needed in order to better capture the aesthetics of the images in
this category.

7 Conclusions and Future Work

In this paper we have presented a novel category-based approach to automat-
ically estimate image aesthetic appeal. We have created a new image dataset
composed of seven categories, each of them with 300 images that have been se-
mantically selected, and rated by at least 5 people on the DPChallenge.com web
site. We have made this dataset available to the research community. A new ap-
proach to measuring low-level features on contrasting regions of the image, using
sharpness, chroma, saliency, luminance, and a measure of region relevance, has
been introduced. We have shown that this contrasting regions approach increases
the discriminative power of the low-level features. We have also introduced a new
set of low-level features to better represent the luminance histogram, which is
one of the critical tools to render a highly aesthetic photograph, and an im-
age edge map based composition framework. In experiments with real images
from DPChallenge.com, we have shown how the category-based models improve
over the performance of a generic model. Future work would include closing the
loop by building a complete system that automatically labels the image into
one of the categories – either by analyzing a text query, or by an image recog-
nition algorithm – and performs the aesthetic appeal prediction with the right
category-based model. We are aware that the size of each category dataset is
relatively small (300), and therefore future work will focus on increasing the size
of these datasets. Also, more image category-based datasets would be welcome,
some of which might be a combination of the basic categories.
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Abstract. We propose a novel video signature called scene signature
which is defined as a collection of SIFT descriptors. A scene signature
represents the visual cues from a video scene in a compact and compre-
hensive manner. We detect Near Duplicate Keyframe clusters within a
news story and then for each of them we generate an initial scene sig-
nature including most informative mutual and distinctive visual cues.
Compared to conventional keypoint-trajectory-based signatures, we take
the co-occurrence of SIFT keypoints into account. Moreover, we utilize
keypoints describing novel visual clues in the scene. Next, through three
steps of refinements on the initial scene signature we shorten the semantic
gap to obtain more compact and semantically meaningful scene signa-
tures. The experimental results confirm the efficiency, robustness and
uniqueness of our proposed scene signature compared to other global
and local video signatures.

Keywords: Scene signature, Near-Duplicate Keyframe, News retrieval.

1 Introduction

The problem of an effective representation of a video sequence is an impor-
tant one since it has a direct bearing on the performance of several tasks like
content-based video retrieval, near duplicate video detection, topic detection and
threading and etc. In this paper, we propose a robust and compact video signa-
ture to describe news videos. The proposed signature is generated at the scene
level as opposed to earlier approaches that were generated at the frame-level
(i.e., using individual frames or keyframes) [6,7,8] or at the shot-level [12]. The
scene-level video signature would enable much of the semantics to be encoded
in the signature, as we shall illustrate.

In this paper, we focus on the news video domain where similar stories share
duplicate/near-duplicate or partially near-duplicate visual clues. Unlike datasets
used in [6, 7, 8], the similarity between videos is more challenging in the news
video domain. For instance, Figure 1 shows keyframes from the similar news
stories broadcast in ABC, NDTV, and CNN channels. We notice a significant
difference in the visual cues, even though they address the same topic. In addition
the number of keyframes as well as their temporal order is different. They also
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Fig. 1. An example of similar news stories

include dissimilar visual contents irrelevant to the main topic, like anchorwoman
and reporter. Such unconstrained news videos also contain significant variations
in lighting conditions, object displacements, viewpoints and etc, causing tasks
like near-duplicate video detection to fail.

The proposed video signature aims to represent a news story in a compact as
well as in a semantically meaningful way. Since the signature is generated at the
scene-level, we call it a scene signature, abbreviated as SS. Given the keyframes
of a news story, the first step in generating a scene signature is to group the
keyframes using near duplicate keyframe (NDK) clustering. The SIFT keypoints
in each cluster are categorized into connected keypoints and isolated keypoints
(i.e., they do not have any matching keypoints in other frames within the cluster).
These two categories are analyzed to generate an initial scene signature for each
cluster. Through three refinement steps we merge some of the clusters which, in
turn, are represented by more compact and discriminative scene signatures.

The rest of this paper is organized as follows. In Section 2 we indicate related
work and point out their usability and drawbacks in the context of news story
retrieval. In Section 3 we explain our proposed approach to generate the scene
signature. In Section 4 we conduct extensive experiments to show the effective-
ness, robustness and compactness of the proposed scene signature compared to
other video signatures.

2 Related Work

In the video retrieval literature, wide range of approaches have been proposed
for duplicate/near-duplicate [4, 6, 7]/partially near duplicate [5] video detection
tasks with the main focus on the accuracy or/and the efficiency of the proposed
approach. Two main groups of these methods are signature matching based and
sequence matching based approaches.

Signature matching based approaches can be subdivided into the global and
local signatures. Typical example of global signature are the use of global color
histogram [2] or employing color information to average frames in video as a
tiny fingerprint [6]. In [3] authors proposed random histogram to project low-
level features and embed them into a high dimensional space using locality sensi-
tive hashing. Although global features are straightforward to extract and known
to perform well for copies with low level of variations in global features, but
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their accuracy is typically low because they change dramatically under intense
photometric variations such as brightness and contrast changes. Moreover, they
take the whole frame as input which leads to poor distinguishing power when
we deal with keyframes that have a fixed logo, banner or captions which often
exist in news videos.

In local signature matching based methods [6, 12, 7, 8, 11] a bag of keyframe
local features is considered as the representation of the whole video. Using a
keyframe to represent a shot is a well-known method in the area of video retrieval
[6]. Although these methods have been most robust methods against wide range
of transformations such as lighting changes, object occlusion, cropping, view
point changes and etc, but as mentioned in [12] bottlenecks of local-feature-based
approaches are: First, the stability of local interest points may be unsatisfactory
when working with unconstrained video content since the detection rate of near-
duplicates in keyframe-based approaches is dependent on the result of keyframe
selection to certain extent. Second, the number of local interest points that needs
to be determined for a video frame/keyframe is typically high, which results in an
expensive computational cost when a large video database is in use. To cope with
these challenges, authors in [12] proposed shot-based interest points for effective
and efficient near-duplicate video retrieval. They assume that the variation of
the keypoints in a shot frame is diverse. They use the reference extraction (RE)
approach to find the local descriptors with higher occurrence frequencies.

As another group of local signature matching based methods, trajectory-based
approaches track keypoints along the video sequence to enrich keypoint features
with spatio-temporal information. In [8] the whole shot is represented using a bag
of trajectories where each trajectory in turn is described as temporal patterns
of discontinuities.

In the sequence matching approaches the temporal structure of videos plays
an important role in the near-duplicity detection. While generally due to using
the global features, these methods facilitate fast retrieval of duplicate videos,
the localization of duplicate video segments are often being carried out in a
heuristic manner. In [5] authors address the issue of partial near-duplicate de-
tection and localization. The connections across videos are established through
partially aligning video content. They convert partial alignment problem to a
network flow problem. In [4] authors introduce a compact yet effective video sig-
nature called video distance trajectory (VDT). This method suffers from severe
information loss. Since generally speaking similar news stories have short shots
and different length and even temporal order (e.g. Figure 1), sequence matching
based approaches do not work well in this domain.

3 Framework to Generate Scene Signature

The proposed framework to generate a scene signature for a given news story
is illustrated in Figure 2. The first step is to extract keyframes by sampling the
video frames at a constant interval. These keyframes are clustered using the NDK
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Fig. 2. Our proposed framework for generation of scene signature

clustering algorithm of [10] where the SIFT descriptors are used to find matching
keypoints across keyframe pairs. The connected keypoints and isolated keypoints
are analyzed and an initial scene signature is generated for each cluster. These
clusters are then refined so that some of them are merged and the final scene
signature which is more compact and discriminative is created for each cluster.
We explain each of the blocks of the framework in the following.

3.1 Keyframe Sampling and NDK Clustering

News videos often contain styles like picture-in-picture or complex scene tran-
sitions like fade in, fade-out or dissolve, causing detection of shot boundaries
to be erroneous. As a result keyframe extraction using shot boundary detection
becomes inadequate. Hence, we employ uniform sampling at a rate of one frame-
per-second. Although this leads to more keyframes and subsequently higher com-
putational costs for the scene signature generation. Note that the scene signature
can be generated through an off-line process for each new story, which allows
the on-line video retrieval to be significantly more efficient and effective using
scene signature rather than sampled keyframes as we will explain in Section 4.1.

Next, we extract SIFT keypoints and corresponding descriptors from each
sampled keyframe. Keypoints located on the logo or banner which some channels
watermark on their own published news stories, contribute to keypoint matches
across the frames. Similarly, keypoints extracted from textual regions (i.e. close
captions, subtitles or inserted static texts in the keyframe) also contribute to the
matches. These irrelevant matches may contribute to erroneous NDK detection.
Therefor the keypoints, located in these regions, are removed by the process
described in [9].

Near duplicate keyframes within a news story are detected using the NDK
detection algorithm of [10], which is based on matching of SIFT keypoints. In-
stead of brute-force pairwise comparisons across all extracted keyframes, we look
for NDK pairs within a predefined temporal sliding window since two keyframes
that are temporally close to each other are more likely to be NDKs. This allows
us to reduce the computational expense dramatically from O(n2) to O(n) for
the window size of one where n indicates the number of keyframe within the
news story. The NDK clusters are formed by grouping together those keyframes
which detected as NDKs.
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Fig. 3. Connected keypoint analysis

3.2 Processing of SIFT Keypoints

The first step in generating the scene signature is to categorize all keypoints
within the keyframes in a cluster into two categories - connected and isolated.
The former refers to matching keypoints that contribute to the NDK detection
and therefore, they address the mutual visual cues in the NDK cluster. The
latter refers to the rest of the keypoints that did not find any matches, yet they
can convey novel visual cues for the keyframes in the cluster. In the following,
we analyze these two groups of keypoints individually to generate a compact and
representative scene signature for each cluster.

Connected Keypoint Analysis. We represent each set of connected key-
points, detected along the NDK cluster, by the keypoint with the largest scale
and determine its degree as the number of connected keypoints minus one. Then
we study co-occurrence of the connected keypoints in the NDK cluster. An NDK
cluster will typically have a main object as shown in Figure 3(a). Line segments a,
b and c in Figure3(a) denote sets of matching keypoints between the frames where
the line starts and it ends, e.g., a represents matching keypoints between every
pair of keyframes. However, in an NDK cluster that contains keyframes with
split screen (which often exists in news videos) or with large camera or object
motion, there may not be matching keypoints between every pair of keyframes.
For instance, in Figure 3(b) the visual cues carried by keypoint sets d and f are
irrelevant to each other. Thus, we can divide a scene containing a large number of
keyframes into sub-scenes with the coherent visual content and take into account
the co-occurrence of keypoints to generate a more precise scene signature.

To study co-occurrence of the connected keypoints in the NDK cluster, we
employ the concept of frequent itemset pattern identification. For each cluster,
we determine a transaction database where its items are all connected keypoints
and its itemsets are keyframes within the cluster. We find the maximal pattern
for each cluster transaction database considering the minimum support of one
using Apriori algorithm [1] and use them to consider the co-occurrence of con-
nected keypoints as shown in Figure 3(c). Returning to Figure 3, the maximal
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Fig. 4. Isolated keypoints selection.(a) and (c) connected and isolated keypoints, (b)
and (d) connected keypoints neighborhoods.

pattern set for Figure 3(a) and (b) are {a, b, c} and {{d, e}, {e, f}}, respectively.
Thus, we obtain a set of keypoints that represents a particular visual content
in the corresponding scene better. Note that if we simply consider all connected
keypoints together to generate the scene signature, we ignore the fact that some
of them did not appear together. In Section 3.3, we utilize this co-occurrence
information inherent with max-patterns for each NDK cluster to determine sim-
ilarity between scene signatures and between a scene signature and a keyframe.

Isolated Keypoint Analysis. As stated earlier, isolated keypoints refer to
keypoints that have not been matched through NDK clustering process and
we assign zero degree to them. Isolated keypoints arise either because there is
indeed no matching keypoint in other keyframes, e.g., Figure 4(c) or the NDK
detection algorithm fails to identify other matching keypoints due to lighting
changes or partial occlusion, e.g., Figure 4(a). In either case, isolated keypoints
possess valuable visual information which could even be the most informative
visual content, e.g., in Figure 4(b), the isolated keypoints marked in blue circles
are semantically more meaningful compared to the connected keypoints on the
background shown in Figure 4(a). In such cases ignoring the isolated keypoints
and solely considering the connected keypoints can lead to an ineffective scene
signature since the desired scene signature must cover all visual contents in the
scene.

Since roughly more than 80% of the keypoints are isolated keypoints, it is im-
portant to select the most discriminative among them. They should be spatially
as far away as possible from the keypoints that have been matched. In other
words, isolated keypoints near a bunch of matching keypoints does not carry
sufficient discriminative information. Hence, we need to identify a neighborhood
of connected keypoints from which the isolated keypoints must be removed. Fig-
ure 4(a) shows a pair of keyframes that belongs to a particular news story and
their matching keypoints. Each matching keypoint is depicted as a circle in Fig-
ure 4(b) whose radius is proportional to the scale. We remove isolated keypoints
from within the circle, which serves as the neighborhood. The union of the re-
maining isolated keypoints in each keyframe in the NDK cluster gives the final
set of isolated keypoints. Figure 4(c) shows another pair of NDK frames whose
neighborhood of matched keypoints are shown in circles in Figure 4(d).
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3.3 Scene Signature Generation and Similarity

An initial scene signature is generated by first defining a fixed budget for the
connected keypoints (i.e. Nc = 800) and determining a dynamic budget for
isolated keypoints as Ni = min(max(0, 400 − 0.4 × nc), ni), where nc and ni

are the number of connected keypoint representatives and isolated keypoints,
respectively. The importance of the ith keypoint is determined by Si = di +
scalei/max(scalei), i = 1, 2, .., nc or ni, where di and scalei refer to the degree
and the scale of the keypoint, respectively. di is equal to zero for isolated key-
points as mentioned earlier. We simply rank connected keypoints representatives
and isolated keypoints based on their scores and pick the best Nc and Ni ones
respectively to form the initial scene signature.

To calculate scene signature (SS1 and SS2) similarity, we take co-occurrence
information into account and first determine the co-occurrence matrix C =
[cij ]nall×nmp for each generated scene signature where nall refers to all keypoints
within the NDK cluster and nmp indicates the number of detected max-patterns
and

cij =
{

1 if (KPi ∈ MPj) or (∃KPm ∈ MPj |KPm ∈ KFi),
0 Otherwise (1)

where KPi indicates the ith keypoint in the NDK cluster and MPj refers to the
jth max pattern and KFi indicates keyframe containing KPi. For instance, co-
occurrence matrix for Figure 3(a) is a column of one while co-occurrence matrix
for 3(b) has two columns marking the first and the second max-pattern sets of
keypoints (i.e. d,e and e,f ) and the corresponding isolated keypoints.

Next, we determine affinity matrix S = [sij ]n1×n2 where n1 and n2 are the
numbers of keypoints in SS1 and SS2, respectively. sij is equal to 1 if the ith

keypoint from first scene signature is matched with the jth keypoint from the
second scene signature. The final similarity score between two scene signatures
is determined as:

Sim(SS1, SS2) = 1 − e−
max(CT

1 .S.C2)
τ (2)

where C1 and C2 are n1×np1 and n2×np2 co-occurrence matrices of SS1 and SS2

where np1 and np2 are numbers of max-patterns of SS1 and SS2, respectively.
τ is set to 17. To determine scene signature-keyframe similarity we can use the
same formula by considering a unit vector (n2×1) as C2 where n2 is the number
of keypoints in the keyframe of interest.

3.4 Refinement of Initial Scene Signature

In some news stories, there will be NDKs that are temporally far from each
other and which would not be clustered together through the proposed NDK
clustering scheme, since we limited the exploring area for each keyframe using a
sliding window. Considering the fact that the scene signature is basically bag-of-
SIFT, we can use the same NDK clustering approach stated in the Section 3.1
for scene signature clustering as well. Therefore, we utilize the same keypoint
matching method to match keypoints across scene signatures. After clustering
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the near-duplicate scene signature (i.e. which are scene signatures sharing ad-
equate matching keypoints), we can generate the second generation of scene
signatures similar to the first generation but with the different configuration.

A further refinement of the scene signatures is done by re-clustering all
keyframes again using the second generation of scene signatures as cluster cen-
troids and soft-assigning each keyframe to the clusters whose centroid is similar
to based on the equation 2. From our observations, this step results in a more
enriched and semantic cluster since some similar keyframes could not be clus-
tered together in the earlier stages. This semantic improvement is obtained by
the integration of relevant visual clues obtained in the second generation of scene
signatures.

The final refinement step involves the transitivity property of keyframes within
a cluster, i.e., we assume that clusters sharing the same keyframes are associated
to each other and their scene signatures can be merged accordingly to come up
with the more semantic and compact scene signature. We re-use the first step
of the refinement procedure, explained in the first paragraph of this Section to
merge corresponding scene signatures.

4 Experimental Results

In this Section, first we evaluate the distinguishing power of our proposed scene
signature against other global and local signatures. We also illustrate the effi-
ciency of the proposed scene signature and explain the role of keypoint budgeting
to reach a unique and compact representation of the news story. Finally, we eval-
uate our proposed scene signature performance through the retrieval task.

The dataset consists of 100 news stories from different channels downloaded
from YouTube in Feb. 2011. They have a wide range of lengths from 2 to 5
minutes covering worldwide events.

4.1 Discriminative and Compactness Analyses of the Scene
Signature

In this part, we try to detect the NDK clusters in each news video story using dif-
ferent video signatures. We compare the clustering performance of our proposed
scene signature against other global and local video signatures listed in Table
1. As global signature we use gray-scale histogram(GH), color histogram(CH)
and edge orientation histogram(EOH) while as local signature we utilize SIFT
descriptor in different basis of keyframes (BOSK), NDK cluster (BOSC) where
we aggregate all keypoints within the NDK cluster, average of connected key-
points per NDK cluster(ACKP), connected keypoints representative per NDK
cluster(CKPR), and our proposed scene signature (MSS). As the dissimilarity
measure we utilize Bhattacharya coefficients and Cosine similarity for the global
signature while we measure SIFT-based signature dissimilarity based on number
of matching keypoints through an exponential function.
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Table 1. Global and local video signature and their description and similarity mea-
sures

Symbol Signature Description Dissimilarity measure

GH Gray-scale histogram normalized 32-dimensional intensity histogram d(H1, H2) = 1 −
√

1 − ∑
I

√
H1(I).H2(I)√∑

I H1(I).
∑

I H2(I)

CH Color (RGB) histogram normalized 96-dimensional color histogram

EOH Edge Orientation histogram (16 × 8)-dimensional edge d(H1, H2) = 1 −
∑

I H1(I).H2(I)√∑
I H2

1 (I).
∑

I H2
2 (I)

orientation histogram extracted from 4 × 4 blocks

BOSK Bag-of-SIFT per Keyframe

BOSC Bag-of-SIFT per NDK cluster n keypoints described by 128-dimensional d(B1, B2) = e−
n
12

ACKP Average of Connected keypoints per NDK cluster SIFT descriptor
CKPR Connected keypoints Representative per NDK cluster where n is the number of matching keypoints

MSS merged scene signatures per NDK cluster d(SS1, SS2) = 1 − Sim(SS1, SS2) (2)

We compute the mean and variance of within-cluster sum of squares (WSS)
and between-cluster sum of squares (BSS) as

WSS = 1
n

∑nC

i=1
1

|Ci|
∑

x,y∈Ci
d2(x, y), (3)

BSS = 1
n

∑nC

i=1
1

n−|Ci|
∑

x∈Ci,y /∈Ci
d2(x, y), (4)

where x and y refer to data points. |Ci| is the size of the ith cluster. d(, ) is
determined for each signature based on Table 1. n and nC refer to the num-
ber of data points and number of clusters, respectively. As shown in Table 2,
the lowest WSS-to-BSS ratio belongs to MSS while the highest BSS belongs to
BOSK. Although the lowest WSS belongs to BOSC, it is not discriminative and
its corresponding BSS is relatively high. Among the global signatures, EOH per-
forms reasonably well and GH signature outperform CH both in terms of BSS
and WSS-to-BSS ratio.

Table 2. WSS, BSS, and WSS-to-BSS ratio for different video signatures

Signature GH CH EOH BOSK [10] BOSC ACKP [12] CKPR Our

WSS 0.17 ± 0.16 0.17 ± 0.18 0.16 ± 0.15 0.22 ± 0.33 0.12 ± 0.29 0.21 ± 0.33 0.17 ± 0.34 0.16 ± 0.33

BSS 0.56 ± 0.17 0.50 ± 0.57 0.64 ± 0.36 0.92 ± 0.08 0.63 ± 0.25 0.85 ± 0.13 0.86 ± 0.14 0.85 ± 0.13

WSS/BSS 0.30 0.34 0.28 0.24 0.21 0.24 0.20 0.18

To study discriminative characteristic of local signaturesBOSK, BOSC, ACKP,
CKPR and MSS and their difference in more detail, we determine their perfor-
mance (in terms of BSS and WSS) for NDK clusters with different numbers of
keyframes. As shown in Figure 5(a), WSS decreases with increasing number of
keyframes since (except for BOSK) other local signatures will have more keypoints
describing the identical scene. It ends up with more matching keypoints between
keyframes within the NDK cluster.

To study the compactness of the proposed scene signature, we show the dis-
tribution of keypoints with different degree within the scene signature extracted
from NDK clusters with different number of keyframes in Figure 6(a). For all
NDK clusters, most of the information is contained in the fist-degree keypoints.
In Figure 6(b) we show the same plot after imposing the budget determined
in Section 3.3. Depending on the number of keyframes within NDK cluster, we
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Fig. 5. WSS and BSS values of different local signatures for NDK clusters with different
number of keyframes

Fig. 6. Distribution of keypoint degrees in the scene signatures normalized with the
number of keypoints in the NDK cluster with different number of keyframes

could compact the visual information by about 17% − 40% in terms of number
of keypoints. This compactness in indexing of visual clues accelerate the news
story retrieval process dramatically (roughly by 50 times), since we deal with
quadratic comparison of signatures of two stories.

4.2 Retrieval Using Scene Signature

After within-story analysis of our proposed scene signature, we aim to study the
uniqueness of the proposed scene signature through the retrieval task. For each
story we group extracted keyframes into two sub-stories of odd and even keyframes
based on their extraction time stamp as shown in Figure 7(a) and (b). Basically,
for every shot longer than 4 sec we expect to have equivalent NDK cluster and
consequently similar video signature in each sub-story like cluster 1 and 3 in Figure
7(a) and cluster 1 and 2 in Figure 7(b). Note that they will not be the same due
to possible slight to intense variations across successive keyframes.

We use 2070 manually labeled NDK clusters extracted from the mentioned
dataset. We consider each of them as the query and measure the similarity
between the query and all reference clusters using different local signatures in-
dicated in Table 1 and then rank them, accordingly. In Figure 8, we show top-k
NDK cluster retrieval results. The retrieval performance is quantified by the
probability of retrieving the corresponding NDK cluster in the top-k position of
the ranked list given as P (K) = Zc/Z, where Zc is the number of queries that
rank their corresponding NDK cluster within the top-k position and Z is the
total number of queries(2070).
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Fig. 7. An example of two sub-stories including (a)odd and (b)even keyframes ex-
tracted from original news story and their equivalent NDK clusters

Fig. 8. Rank P(K) NDK cluster retrieval using different local signatures

In Figure 8, we also illustrate NDK cluster retrieval result based on the
keyframe-level similarity across their keyframes. Through NDK1 and NDK2,
we use the least and most detected similar keyframes across NDK cluster to de-
termine the cluster similarity, respectively. The results show that even if we do
not consider the effect of keyframe selection, in the best case (i.e. NDK2) we will
not obtain the retrieval performance as good as the scene signature approach.
Note that performance of keyframe-level approach can vary between NDK1 and
NDK2 depending on the selected keyframes from NDK clusters. It should be
mentioned that in addition to the better retrieval performance gained through
our approach compared to NDK1 and NDK2, the former is much faster (up to 50
times) due to the compact structure of the generated scene signature explained
in Section 4.1.

We also compare the proposed MSS with the keyframe-level bag-of-word
(BOW) [11] approach for the news video retrieval task. To do so, after find-
ing similar scenes /keyframes, we determine between-story similarity as |Si ∩
Sj |.(1/|Si|+1/|Sj|), where Si refers to the set of scene/keyframe signatures con-
tained in Si. We use one month TRECVID 2006 dataset including more than
800 news stories out of which there are 132 similar news videos with the similar
visual clues( e.g. Figure 1). We could improve average top-3 retrieval results from
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38.7% to 43.3% using merged scene signature. While both BOW and MSS are
based on SIFT, but integration of the informative visual clues through merged
scene signature results in the better retrieval performance.

5 Conclusion

In this paper we proposed a novel video signature called scene signature which
can be applicable for variety of tasks in the unconstrained news video domain.
Since scene signature is solely based on the visual cues presented in the video
scene context and does not consider the temporal information, it is also ro-
bust against variations in the temporal order, story/shot lengths and addi-
tional/redundant visual information which is common in news videos. The ex-
perimental results show the efficiency as well as robustness and uniqueness of our
proposed scene signature compared to other global and local video signatures.
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Abstract. In this paper, we propose a new approach of visual vocabulary 
optimization with spatial context, which contains important spatial information 
that has not been fully exploited. The novelty of our method mainly lies in two 
aspects: when spatial information is considered, and how spatial information is 
used. For the first aspect, the existing methods generally consider spatial 
information after the visual vocabulary is built, while we employ the spatial 
information in the construction of visual vocabulary, to produce more accurate 
visual vocabulary. For the second aspect, different from existing methods which 
use spatial information to re-rank the original retrieval results, to generate the 
local keypoint groups such as visual phrases, or in spatial pyramid matching 
kernel, etc, we propose a novel method that employs spatial information as side 
information to constrain the construction of visual vocabulary. Instead of 
simply assigning keypoints to the nearest cluster centers, we also take the 
spatial context of keypoints into consideration in the clustering process. With 
the proposed approach, more accurate visual vocabulary can be generated, and 
the evaluation results can be improved in both image annotation and 
classification tasks. Experiments on widely-used 15-scenes dataset demonstrate 
the effectiveness of the proposed approach.  

Keywords: Bag-of-Visual-Words, Visual Vocabulary Optimization, Spatial 
Context, Constrained Clustering. 

1 Introduction 

Bag-of-visual-words (BoVW) model [1], which derives from the bag-of-words 
(BoW) representation of text documents, has become a popular representation of 
images. The BoVW method models an image as a bag of its local image patches, 
which are usually detected or densely-sampled keypoints in state-of-the-art 
approaches [1,2,3,4,8,11]. In this way, an image in BoVW model corresponds to a 
text document in BoW model, while a local image patch corresponds to a single text 
word occurrence. In the BoVW model, the vocabulary (or dictionary) is usually 
generated by clustering the local image patches, and the cluster centers are used as 
                                                           
∗ Corresponding author. 
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visual words. In the quantization step, a local image patch is usually assigned to the 
nearest visual word in feature space. The BoVW model has been applied in image 
applications such as image annotation, image classification and image retrieval. 

Despite the popularity of BoVW model, it still has the following two problems: (1) 
Visual vocabulary, especially the visual vocabulary with small number of visual 
words, is not accurate and discriminative enough to describe the complex content of 
image. (2) Useful information other than the visual statistics of local image patches, 
such as the spatial information between keypoints and semantic information of 
images, has not been fully exploited. Recent approaches try to improve the BoVW 
model from the following aspects: (1) increase the efficiency of vocabulary 
construction to generate large visual vocabulary; (2) employ spatial information to 
improve performance; and (3) make better use of semantic information. 

With regard to the first aspect, several approaches have been proposed to 
improve the flat vocabulary [1] generated by k-means algorithm, which is difficult to 
scale to large vocabularies. For example, Nister et al. propose the vocabulary tree [2] 
as an integrated quantization and indexing scheme. They use a hierarchical tree with 1 
million leaf nodes as visual vocabulary, which improves both effectiveness and 
efficiency. Yeh et al. [6] propose to build vocabulary forest that consists of multiple 
vocabulary trees. The multiple vocabulary trees are combined to reduce the 
quantization effects near the boundaries of nodes in individual trees. Philbin et al. 
propose approximate k-means [3][4], which is based on approximate nearest neighbor 
methods. A forest of randomized k-d trees [5] is built over the cluster centers, and the 
computation of nearest neighbors between data points and cluster centers are replaced 
by the computation of approximate nearest neighbors based on the random forest. 
With the approximate k-means approach, large-scale flat visual vocabulary could be 
generated efficiently. In the above approaches, only visual statistics of local image 
patches is used in the generation of visual vocabulary. 

With regard to the second aspect, many methods have been proposed to exploit 
the spatial information in applications based on BoVW model. These methods can be 
divided into the following categories: 

(1) Use spatial information in the post-processing steps: For example, Sivic et al. [1] 
first conduct video frame retrieval without spatial information, and then re-rank 
the result list based on the spatial consistency between matching keypoint pairs. 
Philbin et al. [3] use RANSAC algorithm [7] to generate transformation 
hypotheses between query and test images, and re-rank the top-ranked images 
based on how well its keypoint locations are predicted by the estimated 
transformation.  

(2) Use spatial information in local groups of keypoints: Zhang et al. [8] propose to 
use descriptive visual words and visual phrases as the visual correspondences to 
text words and phrases. Visual phrases refer to the frequently co-occurring visual 
word pairs, and they are used to improve the performances in image retrieval, 
image re-ranking, and object recognition. Zheng et al. [10] construct visual 
phrases from frequently co-occurring visual word-sets with similar spatial 
context, and further cluster visual phrases into visual synsets based on class 
probability distribution.  



 Visual Vocabulary Optimization with Spatial Context for Image Annotation 91 

(3) Use spatial information in kernels: For example, Lazebnik et al. [11] propose 
“spatial pyramid matching kernel” based on the spatial pyramid representation of 
image, which partitions an image into increasingly fine sub-regions and computes 
the histograms of keypoints found inside each sub-region. Lu et al. [25] propose 
spatial mismatch kernels, which is a new class of 2D string kernels, to capture the 
spatial dependencies across visual keywords within the image. The images are 
firstly represented as 2D sequences of visual keywords, and then decomposed 
into row-wise and column-wise 1D sequences. After that, the proposed spatial 
mismatch kernels are used to measure image similarity based on shared 
occurrences of 1D subsequence.  

(4) Other methods: Perdoch et al. [12] propose to learn a highly memory-efficient 
representation of local geometry associated with visual words, based on 
minimization of average re-projection error in the space of ellipses. Qin et al. 
[29] propose contextual visual words for image classification, which introduce 
contextual information from the coarser scale and neighborhood regions into 
densely-sampled keypoints. 

All the above approaches consider spatial information after the visual vocabulary is 
constructed. Without the use of spatial information in the construction of visual 
vocabulary, inaccurate visual vocabulary may be generated and the inaccuracy may 
propagate to the following steps. The above approaches could partially eliminate the 
influence of inaccurate visual vocabulary, but do not solve the problem at root. 

With regard to third aspect, several approaches have been proposed to exploit 
the semantic information (class labels) of images. For example, Ji et al. [23] present a 
semantic embedding framework to integrate semantic information from Flickr labels 
for supervised vocabulary construction. Cai et al. [30] present a codebook learning 
approach, which learn a weighted similarity metric to satisfy that the similarity 
between images with the same label is larger than the similarity between images with 
different labels with largest margin. 

In the above three aspects, we focus on the second aspect in this paper. 
Different from existing methods that use spatial information after the construction of 
visual vocabulary, we propose to use spatial information at an earlier stage with a 
novel method, to optimize the visual vocabulary. We propose a modified version of k-
means algorithm that takes the spatial relationship between keypoints into 
consideration, to generate more accurate visual words by iterative expectation-
maximization (EM) steps: In the E step, we propose to modify the distance between a 
keypoint and a visual word according to the keypoint’s spatial context in image. That 
is to say, the assignment of a keypoint is dependent on the assignemt (in last iteration) 
of its contextual keypoints. In the M step, the cluster centers (visual words) are 
updated according to the new assignment of keypoints.  

The proposed method is similar to the COP-kmeans algorithm [20], which is 
applied to the problem of lane finding in GPS data, in that both methods use side-
information other than the data points to constrain the clustering process. Our 
proposed method differs from COP-kmeans in the following ways: (1) The COP-
kmeans algorithm uses two types of pair-wise constraints, namely must-link and 
cannot-link, which respectively specify that two data points should be in the same or 
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different clusters. In our method, the constraints are in the form of contextual 
keypoints in the same image. (2) In the COP-kmeans algorithm, all the constraints 
have to be obeyed, otherwise the clustering process fails. In our proposed method, we 
use the spatial constraints to modify the distance between data point and cluster 
centers, which are more robust to the noise in constraints.  

In summarization, the contribution of this paper can be summarized as follows: we 
propose a novel method of utilizing spatial information in the optimization of visual 
vocabulary. The novelty of our method mainly lies in two aspects: when spatial 
information is considered (at an earlier stage, in the optimization of visual 
vocabulary), and how spatial information is used (with a modified k-means algorithm 
constrained by spatial context). With the proposed approach, more accurate visual 
vocabulary can be generated, quantization errors can be reduced, and thus 
performance improvements can be achieved. 

The rest of this paper is organized as follows: We will present the motivation and 
the detailed algorithm of the proposed approach in Section 2 and Section 3 
respectively. In Section 4, experiment results on fifteen scene categories (15-scenes) 
dataset are reported. Finally, we conclude this paper in Section 5. 

2 Motivation 

As stated in Section 1, the existing methods generally use spatial information after the 
visual vocabulary is constructed. Without the use of spatial information in the 
construction of visual vocabulary, inaccurate visual vocabulary may be generated.  

We have observed the following phenomenon from the experiments: in the 
quantization (keypoint assignment) step, some keypoints are simultaneously close to 
several visual words in the feature space, and the difference between the distance to 
the nearest visual word and the distance to the second nearest visual word is not 
significant. These keypoints are more likely to be influenced by the inaccuracy of 
visual vocabulary, and are prone to errors in the quantization step. Since these 
problematic keypoints lie in the border area between visual words, we name this 
phenomenon as the “border keypoint” problem.  

Under this situation, the usual weighting methods such as TF and TF-IDF would 
suffer from the inaccuracy of visual vocabulary. Soft-weighting [9][13] method can 
partially eliminates the influence of inaccurate visual vocabulary by assigning one 
keypoint to several nearest visual words with different weights, but does not solve the 
problem at root. 

We propose to consider the spatial context in the quantization of keypoint, which is 
illustrated in Fig. 1. The top part (in dotted rectangle) shows four sample images, 
while the bottom part shows the relative position of the keypoints (empty circles) and 
visual words (black solid circles) in feature space. The red keypoints in the first three 
images are assigned to visual word w1, and the blue keypoints belong to w3. Since w1 
and w3 co-occur frequently in the first three images (and also in many other images 
not shown in Fig. 1), they form a visual phrase (w1,w3). In the fourth image, the 
purple keypoint belongs to w1, since w1 is much closer to the purple keypoint than the 
second nearest word w2. 
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Fig. 1. Keypoint assignment considering spatial context (empty cirles represent keypoints, 
while black solid circles represent visual words). For clarity and simplicity, irrelevant keypoints 
are not plotted, and the angle and scale information are not demonstrated in the denotation of 
keypoint. Please notice that this is a contrived demo for clear illustration. 

The yellow keypoint is a “border keypoint”, since it is almost the same distance 
from visual word w3 and visual word w4. In this case, the keypiont-word distance 
alone is not dependable enough for accurate quantization and we propose to take the 
yellow keypoint’s spatial context into consideration. The purple keypoint which is 
close to the yellow keypoint in the fourth image, lies in the spatial context of the 
yellow keypoint. Since the purple keypoint belongs to w1, it “supports” or “suggest” 
that we should assign the yellow keypoint to word w3, which would result in a new 
instance of visual phrase (w1,w3). This “support” or “suggestion” could be considered 
as kind of indirect soft constraint, which can be used in constrained clustering 
methods. 

The scope of spatial context depends on the scale of keypoint. For example, the 
green keypoint in the fourth image, which is also a “border keypoint”, is not 
influenced by the purple keypoint, since they are too far away from each other (the 
scale information is not shown in Fig. 1). Generally speaking, keypoints with greater 
scale values would have bigger scope of spatial context. However, spatial context will 
not be used for keypoints with too large scale values, due to heavy noises.   

 



94 Z. Yang, Y. Peng, and J. Xiao 

3 Our Approach 

Motivated by the above observation, and inspired by the COP-kmeans algorithm [20] 
in constrained learning, we propose a modified k-means algorithm that takes the 
spatial context of keypoints as side information, to constrain the clustering process, 
and to generate more accurate visual vocabulary. 

The context of keypoint  is defined as the set of keypoints that are located within 
a certain range in the same image:  =  P  I = I   ·                 (1) 

where P = , , … , PN   denotes the set of keypoints, and PN is the number of 
keypoints in all images;  I , , and  respectively denotes the id of image 
containing keypoint , the position of keypoint   in image, and the scale of 
keypoint   ;  is a parameter that controls the range of spatial context. A large  
is necessary to make full use of the spatial information between keypoints, but a large 

 is more prone to noise and also increases computational cost. According to Zhang 
et al. [8], we set = 6, which shows a good tradeoff between effectiveness and 
efficiency. 

The proposed vocabulary optimization algorithm consists of the following steps: 

(1) Generate the initial visual vocabulary:  
Cluster the set of keypoints into WN groups, where WN is the pre-specified 
cluster number. Use the cluster centers as the original visual words, denoted as  W( )  =  ( ) , ( ) , … , ( )WN                    (2) 

where w( )  is the ith visual word. The number 0 in bracket on the top right 
corner means this is the 0th iteration step, that is, the initialization step. 

(2) Optimize the visual vocabulary in iterative EM steps as follows:  
a) Keypoint assignment without spatial information:  

Assign each keypoint to the visual word with the shortest distance in the 
feature space, and generate the quantization vector: Q(T)  = q(T) , q(T) , … , q(T)PN                    (3) 

where  q(T)  =  argmin WN D , w(T)                   (4) 

is the index of visual word (in current vocabulary) that is closest to the ith 
keypoint  in the feature space.  

b) Generate visual phrases according to keyword assignment result:  
Adopt rotation-invariant spatial histogram [22] to count the frequency of 
co-occurrence of visual word pairs, which is similar to the work by  
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Zhang et al. [8]. Then the top FN pairs of visual words with the highest 
frequency are selected as visual phrases, which is denoted as: F(T)  =  f (T) , f (T) , … , f (T)FN                     (5) 

where f (T) = ( , )  represents that visual words w(T)  and w(T)  
form a visual phrase.  
 
 

c) Keypoint assignment with spatial context:  
Taking the spatial context of keypoint into consideration, we modify the 
distance function between keypoint  and visual word  w(T)  as: DS( , w(T) )  =  D , w(T)  α C( , (T) )               (6) 

where 0 1 is a pre-specified parameter, and |C( , w(T) )| is the 

number of keypoints in ’s spatial context that “supports” or “implies” 
that keypoint  belongs to visual word w(T) , that is,  

       C( , w(T) )  =  |   I = I   , q(T) F(T)           (7) 

where I = I  means  and  are in the same image, and j, q(T)F(T) means keypoints  and  will form an instance of visual phrase if 
 belongs to w(T) .  

Assigning each keypoint to the visual word with the minimum value of the 
modified distance function, we get the new quantization vector: QS(T)  = qs(T) , qs(T) , … , qs(T)PN                  (8) 

where  qs(T)  =  argmin WN DS , w(T)                  (9) 

d) Update visual vocabulary:  
Calculate the mean value of the keypoints that belong to each visual word 
according to QS(T), and generate the new visual vocabulary:   V(T )  =  w(T ) , w(T ) , … , w(T )WN                (10) 

where  w(T )  =  ∑ SS                            (11) S = |qs(T) =                            (12) 

(3) The iteration stops when the visual vocabulary does not change between two 
iterations, or the pre-specified number of iteration is reached. 
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The proposed algorithm can be summarized as in Fig. 2. 
 

Algorithm: Optimizing Visual Vocabulary with Spatial Information 
Input:  
 Keypoints detected from images: P  

Visual word number: WN 
Visual phrase number: FN 
Maximum number of iteration: NT 

Initialization:
   P V( )   Visual vocabulary initialization (1) 
Iterative EM Steps:  while{ V(T ) V(T) and T NT } do  
 E Step: 
  P, V(T), D Q(T)   Assignment without spatial information (2).a 
  P, Q(T) F(T)   Visual phrases selection (2).b 
  P, V(T), DS QS(T ) Assignment considering spatial context  (2).c 
 M Step: 
  P, QS(T ) V(T )  Update visual vocabulary  (2).d 
Output: 
 Optimized visual vocabulary V  

Fig. 2. The proposed algorithm to optimize visual vocabulary with spatial context 

4 Experiments 

In our experiments, the tasks of image annotation and image classification are carried 
out to evaluate the effectiveness of the proposed visual vocabulary optimization 
algorithm. Generally speaking, the image annotation task annotates whether an image 
can be described by a label, while the image classification task decide which one of 
pre-specified categories an image belongs to. In our experiments, we firstly carry out 
image annotation task using the image category information as concept labels, and 
then carry out the image classification task based on the predicted concept probability 
in image annotation task. Adopting the one-against-all strategy, each time images in 
one category are used as positive samples while the rest categories are considered as 
negatives samples, based on which classifiers are trained. For image annotation task, 
the models are used to predict the probability of existence of the current concept 
(category) on the test images. For image classification task, the test images are 
classified into the category with the highest predicted probability.   

Mean average precision (MAP [15]) is used as the overall evaluation metric for the 
image annotation task, where the average precision of each category reflects the  
quality of the ordered list sorted by the prediction score. Mean accuracy (MAC) is 
used to evaluate the performance of the image classification task. The test images are 
assigned to the category with the highest prediction score, based on which a confusion 
matrix is constructed. MAC is the mean value of the diagonal elements of the 
confusion matrix. Higher MAP and MAC results mean better performance in image 
annotation and image classification respectively. 
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We adopt the classic BoVW approach [1] with soft-weighting as our baseline: 
Keypoints are detected by detectors such as Difference-of-Gaussian (DoG) [16], 
Harris Laplace [17] and Dense Sampling [11], and described by SIFT [16] feature. 
Then the keypoints’ feature vectors are clustered into visual words, which form the 
visual vocabulary. In the quantization step we adopt the soft-weighting method 
[9][13], and assign each keypoint to 4 nearest visual words simultaneously with 
different weights according to the keypoint-word distance. A histogram of visual 
words is generated for each image, forming the BoVW representation. In the baseline 
method, no spatial information is used. 

We conduct the comparison experiments on fifteen scene categories (15-scenes) 
dataset [11]. The 15-scenes dataset contains 15 categories and 4485 images in total. 
The major sources of the images include the COREL collection, personal 
photographs, and Google image search. Several researchers contribute to this dataset: 
Oliva and Torralba [18] collected eight categories, then Fei-Fei and Perona [19] added 
five more categories, and finally Lazebnik et al. [11] contributed the rest two 
categories. The number of images belonging to each category ranges from 200 to 400, 
and the average image size is about 300 × 250 pixels. Fig. 4 shows some sample 
images of the 15-scenes dataset, which are resized due to space limitation. The 15-
scenes dataset is adopted extensively in the research area of image classification.  

As described above, two tasks are evaluated on 15-scenes dataset for 
comprehensive comparison: image annotation and image categorization. The 
experimental results are shown in Table 1. Following the same experiment procedure 
of [11] and [21], we randomly select 100 images per class for training and use the rest 
for testing. The experiments are carried out on 10 different random splits, and the 
mean value and standard deviation of MAP and MAC are given, which can evaluate 
objectively the performance of our approach. 

We adopt SVM as classifier, with LibSVM implementation, histogram intersection 
kernel and default parameters. The number of visual words WN, the number of visual 
phrases FN and the number of iterations NT are all important parameters that would 
influence the performance of the proposed approach. We adopt the following 
parameter settings heuristically: FN = 100, and NT = 10, while optimal parameters 
could be selected by cross-validation. 

For more comprehensive comparison, the same experiments are done for three 
different keypoint detectors separately: Difference-of-Gaussian (DoG) [16], Harris 
Laplace [17] and Dense Sampling [11].  From Table 1, we can see that the proposed 
approach improves the results of both image annotation and image classification 
tasks, and for all the three keypoint detectors.  

We further check the robustness of the proposed approach by varying the size of 
visual vocabulary. The experimental results for DoG and Harris Laplace detectors are 
shown in Tables 2 and 3 respectively. We can see that the proposed approach keeps 
improving the performance consistently with different visual vocabulary sizes, for 
both DoG and Harris Laplace detectors. We do not carry out this experiment for 
Dense Sampling keypoint detector, due to its heavy computation cost. 

In Fig. 3, we take DoG detector for example, and further illustrate the reason why 
the proposed approach can improve the performance of image annotation and image  
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Table 1. Comparison between baseline and our approach for different keypoint detectors 
(WN=1000) 

 Annotation(MAP) Classification(MAC) 

Baseline Our Baseline Our 

DoG 0.739±0.006 0.753±0.006 0.720±0.005 0.733±0.004 

Harris Laplace 0.769±0.004 0.789±0.004 0.743±0.006 0.755±0.006 

Dense Sampling 0.805±0.004 0.817±0.006 0.788±0.005 0.801±0.006 

 
classification. The horizontal ordinate represents the number of iterations, while the 
vertical ordinate represents the ratio of “border keypoints” whose r21 value is lower 
than a specified threshold (T=1.05), where the r21 of a keypoint is defined as the ratio 
of its distance to the second-nearest visual word versus its distance to the nearest 
visual word. In Fig. 3, we can see that the percentage of “border keypoints” decreases 
quickly as the iteration continues, which keeps true for different sizes of visual 
vocabulary. This shows that the proposed approach can effectively optimize the visual 
vocabulary, by reducing the percentage of “border keypoints” and achieving more 
accurate keypoint assignment in the quantization step of the clustering process. 

Table 2. Comparison between baseline and our approach for different visual vocabulary sizes 
(with DoG detector) 

WN 
Annotation(MAP) Classification(MAC) 

Baseline Our Baseline Our 

500 0.722±0.006 0.736±0.007 0.703±0.009 0.715±0.005 

1000 0.739±0.006 0.753±0.006 0.720±0.005 0.733±0.004 

1500 0.745±0.006 0.755±0.006 0.724±0.004 0.736±0.006 

2000 0.749±0.006 0.766±0.007 0.729±0.008 0.742±0.005 

2500 0.754±0.006 0.766±0.006 0.735±0.007 0.743±0.006 

3000 0.758±0.007 0.770±0.006 0.739±0.005 0.751±0.006 

Table 3. Comparison between baseline and our approach for different visual vocabulary sizes 
(with Harris Laplace detector) 

WN 
Annotation(MAP) Classification(MAC) 

Baseline Our Baseline Our 

500 0.748±0.005 0.764±0.004 0.723±0.006 0.736±0.006 

1000 0.769±0.004 0.789±0.004 0.743±0.006 0.755±0.006 

1500 0.776±0.004 0.793±0.005 0.750±0.006 0.762±0.006 

2000 0.784±0.005 0.797±0.005 0.757±0.007 0.770±0.005 

2500 0.788±0.005 0.803±0.005 0.760±0.006 0.773±0.007 

3000 0.790±0.005 0.802±0.005 0.763±0.006 0.776±0.008 
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Fig. 4. Sample images of 15-Scenes dataset (resized due to space limit) 

In Table 5, we further compare the performance of our proposed approach with 
some state-of-the-art methods, where we can see our proposed approach achieves 
comparable result. For the purpose of fair comparison, in our approach we do not fuse 
the results with different keypoint detectors, although this is a trivial way to further 
improve performance. 

From the above experiments, we can see that our proposed approach can improve 
the performance both in independent usage, and in combination with existing methods 
that utilizes spatial information such as the SPM method, which shows the 
effectiveness of our approach and its complementation with existing methods. This 
also supports our argument that spatial information, which has already been 
considered in several related works, has not been fully exploited yet. Our proposed 
approach, which uses spatial information at an earlier stage, fills the gap. 

5 Conclusion 

In this paper, we propose a new visual vocabulary optimization method based on 
spatial context for image annotation and classification. Different from existing 
methods that use spatial information after the construction of visual vocabulary, we 
propose to use spatial information to optimize the visual vocabulary. The novelty of 
our method mainly lies in two aspects: when spatial information is considered (at an 
earlier stage, in the optimization of visual vocabulary), and how spatial information is 
used (with a modified k-means algorithm constrained by spatial context). With the 
proposed approach, more accurate visual vocabulary can be generated, quantization 
errors can be reduced, and thus performance improvements can be achieved. 

Future work will be carried out focusing on the following aspects: (1) More 
effective visual vocabulary initialization methods such as Vocabulary Tree [5] and 
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Approximate K-means [3][4] will be used, generating larger visual vocabulary with 
more visual words, which could be further optimized by the proposed method. (2) We 
will combine the proposed approach with other existing methods such as spatial re-
ranking to achieve better performance. 
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Abstract. In current colorization techniques, major user intervention is
required in the form of tedious, time-consuming scribble drawing. More-
over, color leakage usually occurs across contours and object boundaries.
In this paper, we focus on automatic scribble generation and structure-
preservation mechanism, which are still open issues of colorization. Firstly,
we generate scribbles automatically along points where the spatial distri-
bution entropy achieves locally extreme value.Given the color scribbles, we
compute quaternion wavelet phases to conduct colorization along equal-
phase lines. These lines across scribbles and monochrome patches locate
textureswith similar pattern distribution. Contour ’strength’ model is also
established in scale space to direct color propagation among similar edge
structures. Finally, we reconstruct color image patches as vector elements
using polar representation in quaternion algebra, well-preserving interre-
lationship between color channels. The experimental results demonstrate
that the proposed colorization method can achieve natural color transi-
tions between different objects with automatically generated scribbles.

Keywords: colorization, automatic scribbles generation, structure-
preservation mechanism, quaternion algebra.

1 Introduction

Colorization is an image processing technique which allows us to add colors to
monochrome images with the help of manual work. The basic idea of colorization
is to set up a mapping from scalar-valued intensity image to vector-valued color
image using a few color scribbles provided by users. Therefore, color scribbles
should be selected carefully to provide sufficient color reference for monochrome
regions. Correct and rapid color propagation should also be triggered from these
color scribbles using a color optimization process. In addition, scribbling can
be tedious for images with complex details, and requires some skill to obtain
natural-looking results.

In scribble-based colorization techniques, most researches are motivated by
Levin et al. ’s work [1], taking the simple premise that nearby pixels in space-time
� Corresponding author.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 103–114, 2012.
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that have similar gray levels should also have similar colors. Color leakage tends
to occur across contours and object boundaries, lacking structure preservation
mechanism. To achieve more natural appearance in colorization results, Drew
makes the assumption that the contrast in the colorized image should match the
gradient perceived in the original grayscale image [9]. To produce more reliable
edge-preserving colorization results, Kim et al. enforce color consistency in the
areas bounded by the edges [11]. Lezoray’s work requires the user to provide more
complex scribble guidance to achieve encouraging results, where colorization is
considered as a graph regularization problem for a function mapping vertices
to chrominance [12]. Heu et al. establishes priority propagation mechanism for
colorization, ensuring the structure related area with the highest priority can be
most reliably colorized [13]. Two basis issues are important in these works, that
is, reliable scribble guidance and structure preservation.

Recently, some authors present example-based colorization techniques using
one grayscale target image and multiple color reference images. Welsh et al. [2]
transfer color from reference color image to target monochrome image by match-
ing luminance and texture information between the images. Rather than relying
on a series of independent pixel-level decisions, Irony et al. [3] develop a new
strategy that attempts to account for the higher-level context of each pixel us-
ing spatial consistency constraint. X.P. Liu et al. focus on tackling illumination
differences between grayscale target and color reference images by separating an
image into a reflectance (albedo) component and an illumination (shading) com-
ponent [14]. Sykora et al. [10] design a colorization scheme especially suitable for
cartoon, which can exploit good image segmentation results prior to colorization.
In these methods, the quality of colorized image greatly relies on the similarity
between reference image and target image. Moreover, the reference image dataset
might be difficult to achieve. In this paper, we are still interested in scribble-
based colorization work with attempts to provide automatic scribble generation
technique and well preserve image structures during color optimization process.
Figure 1 shows the main steps of our colorization algorithm with comparison be-
tween our colorization result and the original color image as a rough illustration
of our algorithm. The proposed algorithm automatically generates reliable and
precise scribbles on input grayscale images based on spatial distribution entropy
(SDE). As a result, users only need to decide the color schemes of the scribbles.
Given the color scribbles, we compute quaternion wavelet phases to conduct col-
orization along equal-phase lines. These lines across scribbles and monochrome
patches locate textures with similar pattern distribution. A structural priority
mechanism based on contour ’strength’ model is also established in scale space to
direct color propagation among edge structures with different priority. Finally,
we reconstruct color image patches as vector elements using polar representation
in quaternion algebra, thus, avoid color distortion resulted from isolation of each
color channel during colorization process.

The rest of this paper is organized as follows. In Section 2, automatic scrib-
ble generation technique is presented in detail. Section 3 proposes a new color
optimization process, in which magnitude and phases are separately recovered
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Example of colorization algorithm in this paper: (a) the input grayscale image:
peppers; (b) rough image segmentation for scribble generation; (c) generate scribbles
automatically; (d) choose color for scribbles; (e) colorization result; (f) the original
color image

under a quaternion color representation framework. Equal-phase lines and con-
tour ’strength’ model are computed to direct color propagation among similar
image structures. This is followed by the experimental results in Section 4, where
a comparison with the state-of-art methods is provided. Finally, conclusion re-
marks are drawn in Section 5.

2 Automatic Scribble Generation

Scribble plays a significant role in colorization. It contains all the color infor-
mation that can be used in colorization process. However, images with complex
structure need a large amount of careful scribbles by an experienced user, and
also, hand-made scribbles will not necessarily trigger the most effective color
propagation in consideration of extensive image contents. In this section, we
propose an automatic scribble generation algorithm based on spatial distribu-
tion entropy, placing scribbles within the regions of high information density.
As a result, the requested color information of each homogeneous segment is
dominantly contained in the neighborhood of these scribbles.
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2.1 The Spatial Distribution Entropy Concept

To measure the spatial distribution of information density in one area, we de-
fine the spatial distribution entropy(SDE) at one point in this section. Annular
distribution model [5] which performs in a similar way to human visual system
is adopted to define the scope of statistics. (see Figure 2 (b)).

Denote:

1. [pxy]M×N be the image matrix, where pxy is the grayscale value at point (x, y).
2. UA = {(x, y)|(x, y) ∈ A} be the set of all the pixels in area A.
3. Q be the number of possible values for a single pixel (Q = 256 for a typical
grayscale image). And the values are represented as V1, V2, ..., VQ

4. Sl = {(x, y)|(x, y) ∈ A, px,y = Vl} be the set of all the pixels in UA that have
value Vl.
5. M be the number of annulars in one scope.
6. Cl = (xl, yl) be the center of area Sl where xl = 1

|Sl| ×
∑

(x,y)∈Sl
x, yl =

1
|Sl| ×

∑
(x,y)∈Sl

y.
7. Operator | · | counts the number of elements in a set.

We define the spatial distribution entropy at point p as:

Ep = −
M∑

m=1

VQ∑
v=V1

|svm|
|Um| × log2

|svm|
|Um| (1)

According to the entropy concept in information theory, signals with higher en-
tropy is comparatively harder to predict. SDE measures efficiently this attribute
which varies with position parameter in a 2D image signal.

2.2 Scribble Searching Strategy

To avoid one single scribble striding across different homogeneous segments,
the image is first oversegmented into closed areas using Graph-Based Image
Segmentation algorithm [4]. Then, we perform a search in each segment for the
points, around which high information density is accessible. Spatial distribution
entropy is adopted to compute information density. In the end, these points are
interpolated to form smooth scribbles.

To ensure that there is enough color information for colorization process in a
limited number of scribbles, we locate the scribbles at the places possessing high
spatial distribution entropy(SDE). Figure 2 intuitively illustrates the details of
this procedure. The search starts with the point Cl (the starting point) defined
in Section 2.1. Implementation details of adaptive scope radius and selection
of scopes in 8 directions are given in caption of Figure 2. Our search strategy
allows backtracking of arbitrary number of steps to avoid a bad path brought
by any unwise step in this procedure. In addition, it is possible that points are
densely selected in a small area due to high entropy. We treat this situation
as re-entry and avoid it by measuring the concentration of selected points in
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(a) (b)

(c)
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(d)

(e)

Fig. 2. Implementation details of our scribble generation algorithm (a) Searching pro-
cedure are conducted inside one segmented region (red) for each scribble line. (b)
Adaptive scope radius is linearly related to the minimum distance between center of
scope and region edge (red arrow). (c) Candidate scopes in 8 directions partially overlap
with the current(central) scope and the searching path possesses 8 degrees of freedom.
(d) Histogram of SDE in 8 directions of the current scope. (e) Fitting all the points on
searching path with smooth curve, then one scribble line is generated (the white line
in red region).

current scope. To direct the scribble drawing in a homogenous area, we concern
about those candidate scopes whose correlation coefficients to current scope are
higher than a threshold. Correlations between two scopes are measured by their
correlation coefficient of grayscale histograms. Once all the possible scopes in 8
directions fail to satisfy this constraint, we need to backtrack to the previous
step to redirect the searching path. Iterate this process until backtracking path
is exhausted. We show the flow diagram of our searching strategy in one segment
in Figure 3.

3 Colorization Process Based on Quaternion Algebra

This section will first introduce how we characterize image pattern using hy-
peranalytic signal representation and structural priority in scale space. Then we
will focus on color optimization process to propagate color across similar image
patches using polar quaternion color formulation.

3.1 Image Structure Analysis Using Quaternion Gabor Phases

Colors often differ in different structural parts in image. Luminance distribution
does carry some of the image structure information; however, it cannot act as
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Fig. 3. Scribble searching strategy flow diagram

a useful tool for image analysis under irregular illumination variations. Mean-
while, complex Gabor phases have been extensively exploited to represent image
pattern due to the robustness to illumination changes and scale disturbance. In
recent work, quaternion Gabor phase is found to provide a better representa-
tion of image pattern since it can realize the analysis of intrinsically 2D features
(corner-like)[8]. In contrast, complex Gabor phase can only provides a power-
ful tool for intrinsically 1D features (edge-like) analysis [6]. Considering that
(quaternion) Gabor is a windowed (quaternion) Fourier transformation, we can
use the Fourier shift theorem to explain it,

F{f(x − x0, y − y0)} =
∫ +∞

−∞

∫ +∞

−∞
f(x − x0, y − y0)e−i2πuxe−i2πvydxdy

= F{f(x, y)}e−i2π(ux0+vy0) = F{f(x, y)}e−iΔΦ (2)

Fq{f(x − x0, y − y0)} =
∫ +∞

−∞

∫ +∞

−∞
f(x − x0, y − y0)e−i2πuxe−j2πvydxdy

= Fq{f(x, y)}e−i2πux0e−j2πvy0 = Fq{f(x, y)}e−iΔϕe−jΔθ (3)

where F{·} and Fq{·} denote complex Fourier transform and quaternion Fourier
transform, separately. It is noted that quaternion Gabor can encode the relative
location shifts x0 and y0 using two separate phases Δϕ and Δθ, while complex
Gabor can provide only one phase Δφ and merges this important information.
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In this section, we use quaternion Gabor phases to measure structural simi-
larity between two neighborhoods. Firstly, we establish octave-band quaternion
Gabors,

Gq
σα(x,u) =

1
2πσ2

e
−(x2+y2)

2σ2 e−i2πux′
e−j2πvy′

(4)

(
x′

y′

)
=

(
x
y

) (
cosα sin α
− sinα cosα

)
(5)

where Gq
σα represents the quaternion Gabor kernel with scale σ and orientation

α. Then we get three quaternion Gabor phases ϕ, ψ, θ following the quaternion
algebra rule in [6] strictly,

Φσα{ϕ, ψ, θ} = arg(I ∗ Gq
σα) (6)

where Φσα denotes quaternion phase vector and I represent the monochrome
image.

Now we define a metric to estimate the structural homogeneity between two
neighboring pixels pa, pb under scale σ and orientation α,

Hσα(pa,pb) =
1
4
(|ρ(pa)ϕq

σα(pa) − ρ(pb)ϕq
σα(pb)|2π)

+
1
2
(|ρ(pa)θq

σα(pa) − ρ(pb)θq
σα(pb)|π)

+(|ρ(pa)ψq
σα(pa) − ρ(pb)ψq

σα(pb)|π
2
)

(7)

where ρ is the amplitude of polar quaternion representation, the scalars 1
4 and 1

2
are used to keep the same value range of three quaternion phases. It should be
noted that mod operator | · |β(β = 2π, π, π

2 ) is used to deal with phase wrapping
problem when we conduct subtraction operation between two phases. In section
5, we will demonstrate in experiments that quaternion Gabor phase surpass
complex Gabor phase in colorization application.

3.2 Scale-Space Contour ’Strength’

In this section, we will introduce a structural priority framework based on scale-
space contour ’strength’ in order to measure the structural importance of global
contours and local contours. In our algorithm, contours are extracted to char-
acterize the structures of objects in an image and act as a compensation of
quaternion Gabor phase pattern. Furthermore, global contours and local ones
would be differently treated since contours in larger scale scope stand for more
critical structures.

We define the importance of a contour as strength and propose an algorithm
to calculate strength value. Our algorithm is based on multi-scale canny edge
representation [7], where scale factor is denoted as σi and the successive scales
ranging from σ1(σmin) to σn(σmax) satisfy σi = σ1 + (i − 1)Δσ. As a result,
the contour image C(σi) is expected to contain coarse structures and less fine
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Table 1. Algorithm for calculation of Contour ’Strength’ of an image

Calculate ’Strength’ based on Multi-Scale Canny Edge Detection

1: Initialize: Strength = C(σ1)
2: for i = 2 to n
3: dilate C(σi) with radius i − 1 obtaining a dilated image di

4: for each edge pixel p(x, y) in di

5: if p(x, y) is also the edge pixel of C(σi−1)
6: Strength(x, y) = Strength(x, y) + 1
7: end if
8: end for
9: dilate di with radius i − 1 obtaining another dilated image d′

i

10: for each non-edge pixel p(x, y) in d′
i

11: if p(x, y) is the edge pixel of C(σi)
12: Strength(x, y) = Strength(x, y) + i
13: end if
14: end for
15: end for

details. Further, a contour should be assigned a large strength value if it has
a long lifetime in scale space since these contours always represent the most
significant structures of an image. This means that it should have higher priority
in colorization process. Since multi-scale contours might not exactly match at
the same location throughout the scale space, we use morphology algorithm
dilating to achieve more reasonable strength estimation. The proposed algorithm
is illustrated in table 1.

3.3 Color Diffusion

The final step in colorization process is color diffusion based on quaternion phase
pattern and contour strength designed above. We implement the color diffusion
process by minimizing a cost function in which variables are quaternion color
phases. In quaternion color space, each pixel is represented by a pure quaternion
q = a+ bi+ cj+dk where a = 0 and b, c, d are RGB values. In polar coordinates,
the quaternion can be formed as amplitude and phases which can be calculated
as described in [6].

Vector operation in color space allows different color channels to be treated
as a unity rather than channel being independently manipulated. Illumination
variation has little impact on quaternion phases of color image. Hence, it is more
reasonable to perform colorization by reconstructing quaternion phases vector
in the minimization process.

Inspired by Levin’s work [1], We build the cost function to be minimized as
follows.

Φopt = Arg min
Φ

∑
p

∣∣∣∣∣∣∣Φ(p) −

∑
q∈N(p)

WpqΦ(q)∑
q∈N(p)

Wpq

∣∣∣∣∣∣∣ , Φ = {ϕ, ψ, θ} (8)

As a matter of fact, the optimization problem is treated as three independent
minimization problems about three phase components φ, ψ, and γ.

Wpq = WStrength
pq × WQGabor

pq (9)
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WStrength
pq = exp(−|strength(p) − strength(q)|) (10)

WQGabor
pq = exp(−

∑
σ

∑
α

Hσα(p,q)) (11)

Where N(p) is the 3 by 3 neighborhood of pixel p. WQGabor
pq is designed to

restrict the neighboring pixels in one homogeneous area to have similar color.
Value of WStrength

pq tend to emphasize the colorization of contours with high
strength. It keeps constant in non-contour area as defined in Section 3.2. This
weight leads to promising color propagation along the edge. We use Matlab’s
built- in least squares solver for sparse linear systems.

4 Experimental Results

Here we show our colorization results, where scribbles are generated automat-
ically. Performance comparison with other colorization algorithms is also pro-
vided in this section. It should be noted that our algorithm only needs a rough
over-segmentation of the input image in automatic scribble generation process.
Hence, we simply set the area of the smallest segment part as M × N × 5%,

(a) (b) (c)

(d) (e) (f)

Fig. 4. Colorization results compared with the original color images: (a) automatically-
produced scribbles (house); (b) colorization result (house); (c) original color image
(house); (d) automatically-produced scribbles (Lena); (e) our colorization result (Lena);
(f) original color image (Lena)
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where M ×N stands for the image resolution. In our simulation, the correlation
threshold (see Section 2.2) for the M th scope on the searching path has the value
TM+1 = 0.6

M

∑M
i=2 ri, where ri represents the correlation between the ith scope

and the (i − 1)th one.
Figure 4 gives two colorization results on house image and Lena image, where

automatically-produced scribbles are marked using white curves. As shown in
Figure 4, scribbles are automatically located in those regions which are supposed
to contain critical color structures. No scribble strides across different colors.

(a) our algorithm (b) our algorithm (c) our algorithm

(d) Levin’s algorithm (e) Levin’s algorithm (f) Levin’s algorithm

(g) complex Gabor (h) complex Gabor (i) complex Gabor

(j) Original image (k) Original image (l) Original image

Fig. 5. Comparison with other algorithms; (a), (b), (c): Our algorithm; (d), (e), (f):
Levin’s algorithm; (g), (h), (i): Algorithm using complex Gabor; (j), (k), (l): Original
color image
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The original images in the third column are listed to provide visual evaluation
of colorization performance. We can see that our algorithm reconstructs the
missing color information very well.

In figure 5, we compare our algorithm with those methods depending on
intensity similarity or complex Gabor phases, proving that quaternion Gabor
phases and scale-space contour strength model can represent fundamental im-
age structures. The quality of the colorization results in figure 5 are measured by
PSNR. PSNR of our results: baboon(a) 23.81dB, peacock(b) 20.88dB, fruits(c)
21.73dB. PSNR of Levin’s results: baboon(d) 23.58dB, peacock(e) 21.59dB,
fruits(f) 21.94dB. PSNR of results using complex Gabor phases: baboon(g)
22.78dB, peacock(h) 19.85dB, fruits(i) 20.80dB. Levin’s results and our results
have very small differences in PSNR. Results by algorithm using complex Gabor
phases are about 1dB lower than ours and Levin’s, which leads to unsatisfying
visual effects. Comparing with Levin’s algorithm in PSNR, our algorithm per-
forms better on baboon image(a), while a little bit worse on peacock image(b)
and fruits image(c). However, our colorization results promisingly recover the
complex color texture in baboon’s villus, peacock plumage and citrus peel. We
also achieve almost zero color leakage around object contours, which cannot be
achieved by other two algorithms. From the close-up image in Figure 5, we can
see that our results have better visual effects than algorithm based on intensity
similarity(Levin’s algorithm) under similar PSNR. Human visual perception is
highly adapted for extracting structural information from a scene [15], which
explains why our structure-preserving colorization results are more visually sat-
isfying.

It takes about 11s in average to generate high quality scribbles automatically
for each of these input images on PC. Manual scribbles usually take at least
several minutes to sketch with professional guidance. Automating this time-
consuming process in colorization is user friendly and greatly shortens the overall
time of colorization.

5 Conclusion

The evaluation criterion for an outstanding colorization algorithm is whether it
can achieve prospective effect requiring as little manual input as possible. Our
work achieves this goal by proposing a colorization algorithm based on quater-
nion algebra with automatic scribble generation. Users are expected to enjoy the
convenience of choosing colors for scribbles that have already been created. At
the same time, colorization effects are improved in complex color texture regions
under quaternion color representation and hyperanalytic signal analysis. Con-
cept of structure priority based on scale-space contour strength together with
quaternion phases forms a reliable structure-preserving colorization foundation.
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Abstract. Eye tracking technologies offer sophisticated methods for
capturing humans’ gaze direction but their popularity in multimedia
and computer graphics systems is still low. One of the main reasons for
this are the high cost of commercial eye trackers that comes to 25,000
euros. Interestingly, this price seems to stem from the costs incurred in
research rather than the value of used hardware components. In this
work we show that an eye tracker of a satisfactory precision can be built
in the budget of 30 euros. In the paper detailed instruction on how to
construct a low cost pupil-based eye tracker and utilise open source soft-
ware to control its behaviour is presented. We test the accuracy of our
eye tracker and reveal that its precision is comparable to commercial
video-based devices.

Keywords: eye tracking, human computer interfaces, eye tracker accu-
racy, computer graphics.

1 Introduction

Eye tracking is a technique of gathering real-time data concerning gaze direction
of human eyes. In particular, position of the point, called point-of-regard, that
a person is looking at is captured. Interestingly, eye tracking is not popular in
imaging and computer visualisation applications despite its undeniable potential.
A human is able to see details only by the fovea - a part of the eye located in the
middle of the macula on the retina. Fovea covers about 2◦ of the human viewing
angle, therefore, information about gaze direction can be very useful in many
multimedia applications.

In the last decade much work has been done in the study of using eye tracking
as a user interface to multimedia systems [5]. Capturing of the visual attention
was considered in the context of supporting multimedia learning [6], understand-
ing web page viewing behaviour [7], and many others [9]. Eye trackers are used
in real time graphics systems, e.g. in serious games to support activity reha-
bilitation [8], to reduce computation time (e.g. render with non-uniform pixel
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distribution [1], simplified scene geometry [2]) or support 3D rendering (e.g. to
locate the accommodation plane during depth-of-field rendering [25]). Our goal
is to popularise the eye tracking technology in multimedia systems, especially in
applications that use the 3D visualisation techniques.

The main issue of the contemporary eye trackers is their high price. A precision
below 0.5◦ of the visual angle (roughly 10 pixels on a 17” display observed
from 60 cm distance) is possible to achieve only with the use of very expensive
intruisive eye trackers. This type of devices requires that the observer would
place her head on the chin rest or use the bite bar that further hinders the
practical use of the device. Even less accurate devices with precision of about 1◦

cost over 20,000 euros [3]. The high cost of the commercial eye trackers seems to
stem from the costs incurred in research rather than the price of the hardware
components.

In this work we argue that eye tracker with sufficient accuracy can be built
in the budget of 30 euros. As a proof of concept, we have designed and built
a low-cost head-mounted eye tracker, called Do-It-Yourself (DIY) eye tracker.
Its construction is based on a web camera and the 3rd party ITU Gaze Tracker
software [4]. To estimate accuracy of DIY eye tracker we conduct subjective
experiments measuring its precision for a number of observers. As a case of
study we test DIY eye tracker in our virtual environment software in which the
depth-of-field rendering is controlled by captured gaze direction (see Section 4.5).

The paper starts with a survey of eye tracking techniques (Section 2). In
Section 3 we present the DIY eye tracker and describe details of its construc-
tion. Section 4 describes the conducted experiment and depicts its results. We
conclude the paper in Section 5.

2 Eye Tracking Technologies

Tracking of humans’ gaze direction is acquired in numerous ways encompassing
intruisive and remote techniques.

Intruisive eye trackers require some equipment to be put in physical contact
with the user. In early works a coil embedded into a contact lens was used [10].
The eye gaze was estimated from measuring the voltage induced in the coil
by an external electro-magnetic field. In another electro-oculogram technique
(EOG) [11] electrodes are placed around the eye. Eye movement is estimated by
measuring small differences in the skin potential. In general, intruisive techniques
are very accurate and often used in scientific experiments (accuracy reaches
0.08 deg of human visual angle) but due to intruisive nature are rather useless
in the most computer graphics and imaging applications.

More suitable for vision systems are remote techniques that use cameras to
capture image of the eye. Even if they require some intrusive head mounted
devices [12, Sect. 6], they are still acceptable for many applications, e.g. for
virtual environments and augmented reality.

The most common remote eye trackers apply the corneal reflection (CR)
method. The eyes are exposed to direct invisible infra-red (IR) light, which
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results in appearance of Purkinje image with reflection in the cornea (see Fig. 1,
left). The reflection is accompanied by image of the pupil. Captured by a video
camera sensitive to the infra-red spectrum, the relative movement of both pupil
and corneal reflections are measured, which enables the estimation of observer’s
gaze point. It is reported that commercial eye trackers can achieve the accuracy
below 0.5◦ [3]. The CR eye trackers require calibration to establish a mapping
between the reflection-pupil vector and the actual screen-space target point.

Fig. 1. Left: the corneal reflection in the infra-red light, relative location of the pupil
and the corneal reflection are used to estimate observer’s gaze point. Right: Purkinje
images.

There are eye trackers that simultaneously process more than one corneal
reflection. The first Purkinje image (used in CR eye tracking) corresponds to the
reflection from the external surface of the cornea. The three remaining images
are created by reflections from internal surface of the cornea, and both surfaces
of the lens (see Fig. 1, right). In literature various eye tracking systems based
on 1st and 4th Purkinje images [13], as well as 3rd and 4th [14] were proposed.
The most popular are DPI (dual Purkinje image) eye trackers that estimate gaze
point with very high accuracy of about 1 min of arc. Their drawback is the need
of using a chin rest and/or a bite bar for head stabilisation [12, Sec. 5.4].

The sufficient eye tracking accuracy can be achieved detecting pupil’s centre.
In our project, we built the pupil-based eye tracker suitable for many computer
graphics tasks including free-walking in virtual environments (if combined with
the head tracker system). The detailed description of our eye tracker is presented
in Section 3.

A similar low-cost head-mounted eye tracker was constructed by Li et al. [15]
(openEyes project). The authors report that accuracy of this CR-based eye tracker
is close to 0.6◦ (for the 4th generation of the device). EyeSecret project (continu-
ation of openEye) presents auto-calibration eye tracker of accuracy about 1◦ [16].
The mentioned projects were inspired by Pelz et al. [17] work, in which analog
camera and mini-DVD camcorder were used to record user’s eye. Then, analysis
of the video was performed off-line to capture points of regard. In contemporary
solutions analog camera and a camcorder can be replaced with a digital camera
and wireless data transfer techniques to allow remote connection between an eye
tracker and a computer. Another low-cost solution was presented by Augustin et
al. in [19]. The authors tested performance of target acquisition and eye typing of
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the developed webcam-based eye tracker. They assessed the ability of using the
eye tracker as a user interface rather than measured its geometric accuracy. Their
eye tracker must be held with observer’s teeth what seems to be inconvenient for
users.

Detailed reviews of eye tracking techniques are presented in [18,20] and [12].

3 Do-It-Yourself Eye Tracker

We designed and constructed a prototype eye tracker called Do-It-Yourself eye
tracker (DIY). The main goal of this work was to develop an eye tracker suitable
for computer graphics applications. We assumed that this device should base on
remote gaze tracking technique, it should be cheap and possible to build with
components available at consumer market.

We constructed the eye tracker which can be used for free-walking tasks in
virtual environments. However, it would require the head tracker to capture the
head position.

The DIY eye tracker operation is based on the detection of centre of the
pupil. In our system, the accompanying ITU Gaze Tracker software (see Sec-
tion 3.2) analyses an infrared image of the eye and locates position of the pupil.
Coefficients gathered during the calibration phase are used to compute the gaze
position in screen coordinates.

3.1 DIY Hardware

The DIY eye tracker consists of two main components: a modified safety goggles
that act as a frame and a capture module attached to the goggles (see Figure 3,
right).

The capture module is based on a typical web camera (we used Microsoft
Lifecam VX-1000, working in 640x480 pixels resolution). This camera is placed
in 5 cm distance from the left eye. The camera should be as small as possible to
avoid occluding the observer’s field of view. The original VX-1000 camera was
modified by removing the chassis and replacing the infrared light blocking filter
with the visible light blocking filter. For this purpose we used a fragment of the
overexposed analog camera film which filters light in a similar way as infrared
filter does, but this solution is much cheaper. In Figure 2 differences between
images taken with various filters are presented.

The capture module is equipped with infrared photodiodes to additionally
illuminate the eye in the infrared spectrum. Position of photodiodes was care-
fully chosen to assure correct illumination of the eye and avoid strong corneal
reflection which could influence results of the software pupil detection algorithm.
We found that three photodiodes (45 mW/sr) spread in the triangle topology
around the camera lens give satisfactory results (see Figure 3 left).

The capture module is mounted on the safety goggles. A flexible connection
based on aluminium rod allows to adjust position of the camera in relation to
the eye. The plastic glass of goggles was removed to avoid image deformation
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Fig. 2. Image of the human eye, from left: image captured by a regular web-camera,
without the infrared light blocking filter, and with visible light blocking filter (with a
fragment of the burned analog camera film). Notice that the dark pupil is very clearly
visible in the rightmost image.

Fig. 3. Left: topology of the photodiodes used to illuminate the eye. Right: DIY eye
tracker hardware.

and unwanted reflections. The capture module is connected to computer via the
USB cable which acts also as a power source for the camera and photodiodes.
Detailed description of the DIY construction is available on the project web
site1.

The total cost of all components needed for building the DIY eye tracker is
under 30 euros. The eye tracker can be assembled by a student in a few hours.
After installation of a typical USB driver for the camera module, DIY eye tracker
is automatically detected by the ITU Gaze Tracker software (see Section 3.2)
and there is no need for additional configuration of its software.

3.2 ITU Gaze Tracker Software

We use the ITU Gaze Tracker software [4] to control the communication between
a PC computer and the DIY eye tracker and to execute the eye tracking func-
tionalities. The ITU Gaze Tracker software is developed at the IT University
of Copenhagen. It is delivered as a C# open source package under the GPLv3
license.

The ITU Gaze Tracker front-end allows to calibrate eye tracker and then
computes a current position of the gaze point. The software captures images
taken by the DIY camera module. The images are analysed to find the pupil

1 http://rmantiuk.strony.wi.ps.pl/projects/diy/index.html

http://rmantiuk.strony.wi.ps.pl/projects/diy/index.html
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centre. Detection of pupil position is supported by the OpenCV package and
the algorithm parameters can be adjusted with the ITU Gaze Tracker interface.
Pupil detection implemented in ITU is based on image thresholding and points
extraction in the contour between the pupil and iris. The points are then fitted
to an ellipse using RANSAC technique [21].

Each eye tracking session starts with the calibration procedure. Observer is
asked to watch at the target points that appear in different positions on the
screen. The target points are displayed one by one in random order. After calibra-
tion, a current gaze position in the screen coordinates is computed and transfer
using UDP protocol to an external application.

4 Evaluation of DIY Eye Tracker Accuracy

The main goal of the tests was to measure the accuracy of DIY eye tracker. We
present detailed description of the measurement procedure and the way in which
the achieved data were analysed.

4.1 Participants

Nine observers with an age from 21 to 27 participated in our experiment with an
average of 22.8 years, standard deviation 2.044, all male. Eight participants had
normal vision, one of them had corrected vision with contact lenses. We asked
each participant to repeat the experiment twice. We have performed 18 measure-
ment sessions in total. No session took longer than 4 minutes for one participant
to avoid fatigue. Participants were aware that accuracy of the eye tracker is
tested, however they were not informed about the details of the experiment.

4.2 Hardware and Software Setup

Our experimental setup is presented in Figure 4. It consists of DIY eye tracker
controlled by the ITU Gaze Tracker software (version 2.0 beta) and PC with
2.8 GHz Intel i7 930 CPU equipped with NVIDIA GeForce 480 GTI 512MB
graphics card and 8 GB of RAM (Windows 7 OS). The experiments were run on
a 22” Dell E2210 LCD display with the screen dimensions of 47.5x30 cm, and
native resolution of 1680x1050 pixels (60Hz). The second monitor was used to
control the eye tracker through the ITU Gaze Tracker software. Observers sit in
the front of the display in 63 cm distance and were asked to use the chin-rest
(adopted from the ophthalmic slit lamp). The illumination in the laboratory was
subdued by black curtains to minimise the effect of display glare and to focus
observers’ attention on experiment tasks.

We developed a software which implements the validation procedure. This
software is responsible for communication with external applications (in our
case with ITU Gaze Tracker ). It collects eye tracking data using the UDP
protocol interface, renders graphics, supports user interactions required during
experiment, and stores experiment results. The software was implemented in
C++ and as Matlab scripts using Psychtoolbox.
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Fig. 4. Hardware setup used for the experiments

4.3 Stimuli and Experimental Procedure

Following [23] recommendation, the experiment started with a training session in
which observers could familiarise themselves with the task, interface, chin rest,
and how to wear DIY eye tracker. After that session, they could ask questions
or start the main experiment.

The experiment started with DIY eye tracker calibration controlled by the
ITU Gaze Tracker software. This procedure took about 20 seconds and con-
sisted of observation of the markers displayed in different screen areas. In the
next step, the actual validation of eye tracker accuracy was performed. During
this procedure controlled by our validation software, participants were asked
to look at a set of 25 target points that acted as known and imposed fixation
points. As observers used the chin-rest, we knew estimated geometrical position
of these points in relation to participants’ eyes. The target points were displayed
in random order for 2 seconds each. The location of the points on the screen is
depicted in Figure 5 (yellow dots).

4.4 Results

Captured positions of gaze points together with positions of corresponding target
points were transformed from screen coordinates (pixels) to degrees of the visual
angle. We used geometrical dimensions of the hardware setup to compute the
transformation, assuming perpendicular view direction at a half of the screen in
the horizontal direction and 1/3rd from top in the vertical direction. The gaze
direction error angle was computed as a difference between direction towards a
target point and towards gaze point captured during observer’s fixation on this
target point.

The results of the experiment for the individual target points are depicted in
Figure 5. Average error for all target points amounts to 1◦. Before computation
of the average error, we removed 10% of gaze point outliers for every target
point. ANOVA analysis did not reveal dependence of the mean results on po-
sitions of target points (p=0.0632). However we noticed that the accuracy error is
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Table 1. Average error angle in degrees of the visual angle (GP-gaze points)

DIY eye tracker RED250 eye tracker

observer no. of GP mean error [◦] std [◦] no. of GP mean error [◦] std [◦]
observer A 5507 0.8125 0.4174 1478 1.2784 0.6363
observer B 5035 1.0866 0.5320 5229 1.2282 0.6177
observer C 3363 1.1619 0.4956 5438 1.0800 0.5968
observer D 5281 1.1492 0.4436 5357 1.2180 0.6147
observer E 5175 1.1365 0.5717 2728 1.4723 0.6794
observer F 4466 1.3932 0.6152 5590 0.9771 0.5242
observer G 4995 1.2167 0.5851 5303 1.2469 0.6350
observer H 5669 0.9424 0.4415 3302 1.4808 0.7697
observer I 5754 0.7510 0.3988 4718 1.2998 0.6247

all observers 45245 1.0557 0.5371 39143 1.2218 0.6425
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Fig. 5. Gaze direction error measured for 25 target points. The yellow dots denote posi-
tions of the target points, the red crosses - positions of median of gaze points (captured
individually for every target point), the green circles - median of gaze direction error,
and the grey circles - maximum value of gaze direction error (after outliers filtering).

observer dependent. Figure 6 depicts means of the error angle for every observer
and their significant statistical difference. In Table 1 number of samples (cap-
tured gaze points), average error angles and their standard deviations for every
individual observer are presented.

We conducted the same experiment for commercial RED250 eye tracker and
achieved average error amounts to about 1.2◦ which favours our device (see
Table 1 ).
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Fig. 6. The average error angle for each observer. The red circle denotes value of the
average error angle and the horizontal line is the 95% confidence interval. Note that
observers’ average gaze directions are significantly different (red lines for observers C,F,
and G denote observations significantly different than results for observer A).

Fig. 7. Example screenshots from the virtual reality renderer

4.5 Application

We tested whether DIY eye tracker can be used to control the depth of field effect
rendering in a computer-generated virtual environment. The gaze direction read
from the eye tracking system’s output can be used to estimate an exact 3D point
in the displayed scene. By reading its virtual camera-space depth from the z-
buffer, a physical model can be used to calculate the blurriness of different parts
of the screen simulating an image viewed through a real optical lens [24]. The
user can have a more realistic impression of the scene’s depth (see Figure 7).

To measure the actual users’ impressions, we have conducted a perceptual
experiment (details are presented in [25]). The results show that the gaze-
dependent simulation of a depth-of-field phenomenon affects the observer’s im-
mersion and has a significant advantage over the non-interactive version of this
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visual effect. During the experiment we noticed however that the gaze data’s
accuracy offered by DIY is still inadequate to provide a completely comfortable
and realistic simulation comparable with the expected image. The methods for
filtering data has to be improved for this use, so as the actual eye tracker’s
accuracy.

5 Conclusions and Future Work

A price of eye tracking devices inevitably determines the universality of this
technology. In this work we describe how to build eye tracker within a very
limited budget. We evaluate our eye tracker’s accuracy conducting subjective
experiments measuring the accuracy of DIY eye tracker for a number of ob-
servers. The resulting accuracy (1◦ of the visual angle) is acceptable for many
applications and comparable with similar devices.

The main drawback of DIY eye tracker is the necessity of using a chin rest.
We plan to reconstruct our device so that it also supported the head tracking.
Interesting solution was proposed in [22] where four infrared photodiodes are
located in the corners of a monitor screen. Infrared camera captures image of
the eye and reflections of the photodiodes’ light are detected in the image. The
solution does not require calibration and combines the eye tracking with the
head tracking. However, reported accuracy of about one degree of the visual
angle could be increased.

Acknowledgements. This work was supported by the Polish Ministry of Sci-
ence and Higher Education through the grants no. N N516 193537 and no. N
N516 508539.
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Abstract. Many trackers have been proposed for tracking objects individually
in previous research. However, it is still difficult to trust any single tracker over a
variety of circumstances. Therefore, it is important to estimate how well each
tracker performs and fusion the tracking results. In this paper, we propose a
symbiotic black-box tracker (SBB) that learns only from the output of individ-
ual trackers, which run in parallel, without any detailed information about these
trackers and selects the best one to generate the tracking result. All trackers are
considered as black-boxes and SBB learns the best combination scheme for all
existing tracking results. SBB estimates confidence scores of these trackers. The
confidence score is estimated based on the tracking performance of each tracker
and the consistency performance among different trackers. SBB is employed to
select the best tracker with the maximum confidence score. Experiments and
comparisons conducted on the “Caremedia” dataset and the “Caviar” dataset
demonstrate the effectiveness of the proposed method.

Keywords: Object tracking, information propagation, data association, multi-
tracker.

1 Introduction

Effective and efficient object tracking is a challenging task in computer vision appli-
cations [1] and real time multimedia application. Extensive research efforts have been
dedicated to object tracking in recent years. However, it is still difficult to track objects
accurately in real situations.

There have been many trackers proposed by different researchers [4,5,6,7,8] that
employ different types of visual information, e.g., optical flow, color information, etc.
Extended Kalman filtering is widely used in tracker fusion[14,15,16,17]. For object
tracking, tracker fusion is a hot topic about how to improve the tracking performance.
Generally, tracker fusion can be divided into two categories: multi-sensor (camera) fu-
sion [2] and multi- tracker fusion [3], which is also referred to as multi-sensor fusion or
soft multi-sensor fusion. Multi-sensor fusion utilizes different views/videos from mul-
tiple cameras (sensors) to locate the target object positions. Multi-tracker fusion aims
to optimally generate the object track information using multiple single tracker results.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 126–137, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Generally, traditional fusion methods get tracking results by learning weights of differ-
ent trackers and weights of their tracking results. However, these traditional methods
need to create the pixel level analysis, which process has high computational cost and
therefore limit their real time applications.

In this work, we propose an efficient spatial-temporal multi-tracker fusion algorithm
for object tracking without requiring detailed information of individual trackers. Dif-
ferent from existing methods, our proposed symbiotic black-box tracking (SBB) is for-
mulated as a two-stage information propagation procedure. One stage is the frame-to-
frame (F2F) intra-tracker prediction, and the other stage is the tracker-to-tracker (T2T)
propagation procedure. Our objective is to estimate confidence scores, which are used
to select the best tracking results. Since the proposed method only requires tracking
results from other trackers for tracking fusion, it is efficient and suitable for real time
tracking applications.

The rest of this paper is organized as follows. In Section 2, we briefly review related
work. Section 3 introduces the proposed spatial-temporal multi-tracker fusion algo-
rithm. Experimental results on the “Caremedia” dataset and the “Caviar” dataset are
provided in Section 4. Section 5 concludes the paper.

2 Related Work

Multi-tracker fusion aims to optimally generate object track information using multiple
single tracker tracking results (e.g. [3]). Many works track multiple objects at the same
time [2].

Ensemble tracking [3] and Multiple Instance Learning [10] employ Ada-boost or
SVM to train models from image pixels. The pixel features inside the bounding box are
used as positive samples and pixel features outside the bounding box are used as nega-
tive samples. In [3], the best target bounding box is selected using mean-shift. However,
this selection is problematic because the mean-shift clustering method can potentially
lose the original object information if there is no consistent template. Du [8] propose a
Linked Hidden Markov Model that combines particle filters with different cues and be-
lief propagation in a Hidden Markov Model, while the correlation of different trackers
is ignored. Grabner et al. [9] employ online boosting and evaluate a large pool of 250
weak classifiers. Zhong et al. [7] use a graphic model, which infers the true bounding
box at time T and an estimate of “image difficulty”, as well as tracker accuracy using
an Expectation-Maximization algorithm based on the output bounding boxes from all
trackers only. However, their online learning is computationally expensive and hard to
perform in real time.

Rasmussen et al. [4] combine multiple trackers using tracker confidence based on
distinctiveness and occlusion probability with a probabilistic data association filter,
which is based on Kalman filtering. Stenger et al. [6] propose a method to select fu-
sion methods for multiple different tracker results using training data about the trackers
gathered earlier The problem with this method is it is an off-line tracking method. Multi-
ple features including color information are employed in [5] to evaluate several trackers
in parallel and subsequently select one by switching between them.

In contrast to these methods, our proposed method is computational effective. SBB
focuses on how to enable real time tracking with multiple symbiotic trackers running
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Fig. 1. The framework of the proposed SBB algorithm

in parallel. Our approach employs the same trackers throughout. Our intuition is to
estimate the confidence of each tracker based on the tracking performance of the tracker
(F2F confidence) and the consistency of tracking performance among different trackers
(T2T consistency). We propagate the outputs of all trackers using the confidence of each
tracker and the correlation between each tracker pair to evaluate the trackers in parallel.
Without processing any detailed features, such as pixel information, and without any
online learning, the computational cost is linear in the number of trackers. Therefore,
the system is able to run in real time.

3 Symbiotic Black-Box Tracking

3.1 The Framework

In this section, we introduce the proposed SBB tracking algorithm. First, we define
the tracker features that employed in the proposed algorithm, and then describe the
temporal correlation analysis by F2F intra-tracker prediction and the spatial correlation
analysis by T2T propagation. Finally, the Maximum Likelihood tracker selection using
confidence and consistency of all trackers is presented.

The architecture of SBB is shown in Figure 1. In the first step, green rectangle is
tracking status of the tracking result in frame n − 1, n, and n + 1 by individual tracker
Ti(i = 1, . . . , M). The red dashed boxes and red solid boxes are predicted result by F2F
prediction. In the second step,the blue circles are the status of individual trackers, and
these circles are alternated by the blue solid circles, which are tracker status initialed by
step 1 and updated by the T2T propagation processing. The red solid circles with blue
edges are the consensus bounding boxes generated by neighbor trackers’ status. Brown
arrows are propagation procedures. Brown arrows with blue edges are the consensus
generation procedures.
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3.2 Features for Trackers

Here we introduce the definition of “features” for trackers. Assume there are M track-
ers, and each tracker has its own approach, which influences the correctness of the
results at each frame, we define following “features” for the i-th tracker.

– Bounding box Center cn
i . Bounding box center of the i-th tracker in frame n obeys

a corresponding distribution cn
i ∼ p(cn

i ). The distribution of correct object center is
formulated as a Gaussian model: ci∼ p(c|μn

i ,σn
i ), which shows the probability of

the true bounding box center’s consensus with the detected bounding box center for
the ith tracker.

– Vertical/horizontal information for bounding box vn
i /hn

i .Vertical/horizontal infor-
mation is represented with a corresponding distribution vn

i ∼p(vn
i ), hn

i ∼p(hn
i ). The

vertical/horizontal distributions reflect all possible correct object bounding box dis-
tributions for each tracker’s results. The distribution is formulated by Gaussian
model:vn

i ∼ p(v|μn
i ,σi) and hn

i ∼ p(h|μn
i ,σi).

– F1 score. The F1 score (F1(.)) combines Precision (P (.)) and Recall (R(.)), and
it scales between 0 and 1. A higher F1 score (close to 1) indicates better tracking
performance. Denote bi as the bounding box of the to-be-evaluated tracker, and bj

as the reference bounding box. Then F1 score is defined by:

F1 (bi, bj) =
2 × P (bi, bj) · R (bi, bj)
P (bi, bj) + R (bi, bj)

, (1)

P (bi, bj) =
A (bi ∩ bj)

A (bj)
, R (bi, bj) =

A (bi ∩ bj)
A (bi)

, (2)

where A(.) is the area operator.

In our work, following kernels are employed to measure the transition influence values
between different nodes of our tracking graph. The nodes are the confidence scores of
each tracker that are shown in Figure 2. Using different kernels, distance measurement
differs.
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Fig. 2. Feature distribution of three trackers. Tracker 1, in red, is the particle filter using RGB
feature. Tracker 2, in green, is the Mean-shift, and tracker 3, in blue, is the particle filter using
HOG feature. (a) Center error bounding box distribution. X and Y axes are the Euclidian distance
between tracking results (bounding box) and groundtruth. (b) Vertical error bounding box distri-
bution. X axis is the error between the trackers and groundtruth, and Y axis is the frame number.
(c) Horizontal error distribution of bounding boxes. X and Y axes are defined the same as (b).
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3.3 F2F Tracker Prediction

The features of each tracker show the distribution of the correct bounding box informa-
tion generated by the tracking results. An illustration is shown in Figure 2.

To exploit the temporal correlation within each tracker, F2F tracker prediction em-
ploys the previous tracking results to predict the trackers’ confidence score for the cur-
rent frame. The framework of the F2F tracker prediction for the i-th tracker is shown in
Figure 2 and introduced in Section 3.1.

Here H previous frames are selected to estimate the current object position by a
Kalman filter tracker like dynamic model [13]. Denotes Sn

i as the confidence score of
the the i-th tracker in the n-th frame. Denotes the dynamic model built by H historical
bounding boxes of the i-th tracker as bn

i (xn
i ,yn

i ,vn
i ,hn

i ). A trace b(x,y,v,h) = f(t)
is generated to fit these consensus of bounding boxes, and the virtual bounding box
b′(x′,y′,v′,h′) for the current frame will be predicted using the curve function.

Given the i-th tracker’s tracking result, the normalized distance between bn−1
i and

bn
i will be used to estimate the relationship between previous tracking results and the

current tracking result of the i-th tracker in nth frame. Here the F2F temporal transition
value tffn

i employs the F1 score to model this relationship:

tffn
i = F1(bn

i , bm
i )(m ∈ Z). (3)

This transition method guarantees that only nearby detected results will be used to en-
hance tracker confidence.

Based on these transition values and previous confidence scores of different trackers,
the confidence scores for different trackers in the n-th frame Sn

i are calculated by:

Sn
i = ωiS

(H)
i + (1 − ωi) tffn

i Sn−1
i (4)

where ωi is the weight for the i-th tracker and w ∈ [0, 1].

3.4 T2T Propagation

To address the spatial correlation of different trackers, T2T propagation takes the rela-
tionship among different trackers within the current frame into consideration. The T2T
spatial propagation procedure is shown in Figure 2. Given the different tracking results
in one frame, we first define a T2T transition value between the ith tracker and the jth
tracker as tttnji. Suppose these confidences of trackers’ (Sn

i ) are from some underlying
manifold. We expect that each bounding box of trackers and its neighbors to lie on or
close to a locally linear patch of the manifold too. Therefore, we characterize the local
geometry of these patches by linear coefficients that reconstruct each bounding boxes
from their neighbors. Reconstruction errors are measured by the cost function:

ε(tttni ) =
∑

i

∣∣∣Sn
i −

∑
j
tttnjiS

n
j

∣∣∣2, (5)

This function adds up the squared distances among all the bounding boxes and their
reconstructions. The wight tttni summarizes the contribution of the j-th reconstruction.
To compute the weight tttnji, we minimize the cost function subject to two constrains:
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First,each bounding box’s confidence Sn
i is reconstructed exclusively from its neigh-

bors, enforcing tttnji = 0, if Sn
i is not belong to the set of neighbors, in another word,

the bounding box is too far away from the other bounding boxes. Second, the sum of

rows of the weight matrix equals to one:
N∑
j

tttnji = 1.

In our work, K(cn
i ,cn

j ) is calculated by:

tttni =

⎧⎨⎩ exp
(
− d2(c′,cn

i )
σ2

tt

)
if d (c′, cn

i ) < T1

0 otherwise
. (6)

The confidence score of each tracker is computed by:

Snk

i = α1S
nk−1

i + (1 − αi)
1

M − 1

∑
j �=1

tji
ttS

nk

j (7)

where k is the propagation iteration times, Sn
i equals to Snk

i after converge, cn
i (xn

i , yn
i )

and cn
j

(
xn

j , yn
j

)
are the detected object centers for the i-th tracker and the j-th tracker,

respectively.
The transition value tttnij is determined by the distance between detected object

results, i.e., the two trackers with closer object centers have larger transition values.
This transition method guarantees that only nearby detected results will be used to en-
hance related trackers. Transition values will be normalized as ttt

n
i = tttn

i∑
j tttn

j
and

N∑
j

ttt
n
i = 1. Based on these T2T transition values, the confidence scores for different

trackers are updated with the equation 7.
We employ the output confidence scores Sn

1 , Sn
2 , . . . , Sn

M to generate the final SBB
tracking result.

3.5 The Tracking Fusing Strategy

The final SBB result is obtained by selecting the tracker with the maximum confidence
with the consensus of the other trackers. The size of the consensus is generated by the
expectation of the above distributions. This result is the default result of SBB.

4 Experiments

4.1 Experiment Setting

We evaluate the effectiveness of our proposed approach on a subset of the Caremedia
surveillance dataset [20] and the “Caviar” dataset [21].

The “Caremedia” dataset is obtained from 23 cameras recording activities in a local
nursing home over the course of multiple days. In our evaluation dataset, two residents
are tracked from a stationary initial position until they disappear from the view. In some
video, only parts of the subject’s body appears. There are 13 clips of surveillance video,
with the resolution of 720×480. The targets’ appearances vary significantly. Frame
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Table 1. Properties of the Caremedia Dataset

Video ID Number of
frames

Half tracker
lost (%)

Average
Lost(frames)

Average F1
score

Best F1score

c102 538 75.0929 103.2 0.4083 0.7311
c102g 199 0.0000 20 0.7156 0.9198
c102m 896 29.9107 180.8 0.3896 0.8334
c102r 2842 74.7713 1012.8 0.3033 0.81
c102w 89 0.0000 15.4 0.6198 0.7856
c106 483 81.7805 197 0.3058 0.5498
c122 187 35.2941 45.2 0.2694 0.4085
c131 348 0.0000 60.6 0.5289 0.7492
c197 404 22.0297 85.6 0.2856 0.4176
c198 190 90.5263 55.8 0.4687 0.7476
c206 1585 97.1609 559.8 0.3788 0.9422
c211 437 76.4302 147.2 0.3238 0.5768
c216 412 88.5922 143.8 0.2936 0.6497
Average 662.30 51.66 202.09 0.40 0.71

Table 2. Tracker list

No. Name Description No. Name Description
1 PFRGB Particle filter based on RGB

feature[19]
6 BSS Beyond semi-supervised

[12]
2 PFHoG Particle filter based on HOG

feature
7 MIL Multiple instance learning

tracker[10]
3 MS Mean-shift[18] 8 BG Background tracker
4 B Online Boosting tracker[9] 9 OF Optical flow tracker
5 SS Semi-supervised tracker[11] 10 PFRGBOL Online update with last frame

(a) Results comparison using 5 trackers

(b) Results comparison using 10 trackers

Fig. 3. Comparison of tracking results using two different tracker sets on the “Caremedia” dataset.
The red rectangle shows SBB’s result, and the black rectangle shows the individual tracker’s
result.



Symbiotic Black-Box Tracker 133

Fig. 4. SBB results using the first set of 5 trackers. In the graph, the black solid line is the perfor-
mance of our approach.

numbers in these videos range from 89 frames to 2842 frames. Table 1 shows the prop-
erties of videos from “Caremedia” dataset.

The “Carviar” dataset focuses on the city center surveillance, and wide angle lens
was widely used in this dataset. There are 419 person tracking tasks in 79 videos from
“Carviar” dataset.

In our experiments, we used 10 trackers (see Table 2). In order to evaluate the fusion
tracking result, we set 2 tracker sets. Tracker set 1 has tracker No.6 to No.10, tracker set
2 has tracker No.1 to No.10. Table 2 lists the 10 trackers that been used in our tracking
fusion task.

Figure 3 shows the comparison of tracking results using two different tracker sets on
the “Caremedia” dataset.

To get a clear idea of which tracker has the best result. We test the five trackers in
tracker set 1 and SBB tracker on the “Caremedia” dataset. Figure 4 shows the results.
It can be seen that SBB has the best result, except for 2 video clips, where it has the
second best result.

4.2 Parameter Tuning

We further explore the influence of different parameters on the proposed SBB frame-
work. In our experiment, we use different weights in the F2F and the T2T procedures
to measure influence of different parameters.

The results of calculating tiff and tijtt using the F1 score and the results distribution
of different parameters is shown in Figure 5. The overall performance comparison is
given in Table 4, using the Caremedia dataset, and selecting different tracker sets to get
the result with estimated w and α weights in the F2F step and the T2T step. Figure
5 shows the tracking results(F1 score) distribution with different parameter settings,
where w ∈ [0, 1] and α ∈ [0, 1]. When ω = 0.7 and α = 0, the proposed method
achieves the best tracking performance.
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Fig. 5. The tracking results in terms of F1 score with different parameter settings

4.3 Comparison with Other Methods

To evaluate the effectiveness of the proposed method, following methods are employed
as the compared methods.

– Individual tracker (best). In this method, the best tracking result from all trackers
for each frame is selected.

– Trackers with average score. In this method, all tracker are fused with the same
confidence score.

– Simple fusion. Simple fusion [17] uses the average distribution of each tracker
result for the final hypothesized bounding box.

– Kalman filter.

Table 3. The tracking performance improvement by SBB in terms of F1 score compared with
other methods in “Caremedia” dataset

SBB’s performance improvement
Tracker Set 1 Tracker Set 2

Individual tracker(best) +28.89% +26.63%
Simple fusion +41.55% +38.6%
Kalman filter[17] +10.53% +10.16%

Comparisons with other methods on the two testing datasets are provided in Table 3
and Table 4. As shown in these two tables, for two tracker sets, SBB has the best per-
formance among individual trackers, Simple fusion, and Kalman filter.

In Table 5, we estimate the SBB performance in two tracker sets. This SBB tracker
using the F1 score with a setting of weight w =0 and α = 0.3. “Lost target” indicates
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Table 4. The tracking performance improvement by SBB in terms of F1 score compared with
other methods in “Caviar” dataset

SBB’s performance improvement
Tracker Set 1 Tracker Set2

Individual tracker(best) +20.64% +28.38%
Simple fusion +55.55% +52.23%
Kalman filter +28.74% +26.53%

the average number of frames where SBB loses the target. “Trackers lost aver.” shows
the average number of frames when the target is lost. “Trackers lost min.” is from the
tracker which loses the least frame of target. “Trackers lost max.” is the opposite. “SBB
improvement over max.” denotes the percent improvement in the SBB’s F1 score over
the best individual tracker’s F1 score. “SBB improvement over aver.” denotes the per-
cent improvement in the SBB’s F1 score over the individual trackers’s average F1 socre.
Time cost per frame is SBB algorithm’s processing time duration per frame. SBB pro-
cesses 6 tracker hypotheses in one frame when using tracker set 1, and processes 10
tracker hypotheses when using tracker set 2.

Table 5. The tracking performance comparison of the proposed SSB method and other methods
on “Caremedia” dataset

Tracker set 1 Tracker set 2
Time cost per frame (s) 0.0084 0.0203
SBB Lost target (frame numbers) 4.53 3.07
Trackers lost aver.(frame numbers) 202.09 226.7462
Trackers lost min.(frame numbers) 10.53 10.5385
Trackers lost max.(frame numbers) 585.38 606.46
SBB F1 Score 0.9028 0.9029
SBB improvement over max. +28.89% +26.63%
SBB improvement over aver. +53.08% +53.08%

5 Conclusion

In this paper, we propose a Symbiotic Black-Box (SBB) approach for object tracking.
Compared to other individual trackers that run symbiotically, SBB focuses exclusively
on the bounding boxes that are generated by each individual tracker. The weights of
the tracking hypotheses of each tracker are generated from both an F2F intra-tracker
prediction and T2T inter-tracker propagation. The best results are obtained using the
maximum confidence individual tracker for the current frame. Experiments conducted
on the “Caremedia” dataset and “Caviar” dataset show that SBB improves the tracking
results significantly . In the 5 and 10 trackers experiments, SBB achieves better track-
ing performance than the best individual tracker by more than 20%. In contrast to other
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multiple sensor fusion tracking methods, SBB does not require significant time learning
a model based on detailed of tracking features. Therefore, it is appropriate for real-time
applications.
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Abstract. Assuming that eye tracking will be a common input device
in the near future in notebooks and mobile devices like iPads, it is possi-
ble to implicitly gain information about images and image regions from
these users’ gaze movements. In this paper, we investigate the principle
idea of finding specific objects shown in images by looking at the users’
gaze path information only. We have analyzed 547 gaze paths from 20
subjects viewing different image-tag-pairs with the task to decide if the
tag presented is actually found in the image or not. By analyzing the
gaze paths, we are able to correctly identify 67% of the image regions
and significantly outperform two baselines. In addition, we have investi-
gated if different regions of the same image can be differentiated by the
gaze information. Here, we are able to correctly identify two different
regions in the same image with an accuracy of 38%.

Keywords: region identification, region labeling, gaze analysis, tagging.

1 Introduction

To describe the semantics of images on social media platforms such as Flickr1

and social networking sites like Facebook2 users can allocate tags to the images.
Nevertheless, tagging describes the semantics of the images in a limited way.
One step towards improving the understanding of image semantics is to anno-
tate specific image regions instead of the entire image. Although tagging image
regions is in principle possible on these platforms and sites, the annotation is
manual and thus quite tedious. In this paper, we are investigating if it is in
principle possible to automatically assign tags to objects by analyzing the users’
gaze paths. In order to analyze the gaze paths in a controlled manner, we have
designed an experiment in which 20 subjects have viewed a sequence of 51 tag-
image-pairs each. For each tag shown to the subjects, they had to decide whether
or not an object corresponding to that tag can be found in the image. During
the experiment, the users’ gaze paths with the fixations are recorded. Fixations
1 http://www.flickr.com/
2 http://www.facebook.com/
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are the phases of highest visual perception in the movements of the eyes, which
are briefly focused on a particular point on the screen. A fixation measure is a
function on the users’ gaze path. It is calculated for each image region over all
users viewing the same image-tag-pair. The tag is assigned to the region with the
highest fixation measure value. We have applied 13 fixation measures to explore
their performance on determining these tag-to-region assignments. The results
show a maximum precision of 67% that significantly outperforms two baselines.
In addition to finding specific objects in images, we have investigated if it is
possible to differentiate different objects shown in the same image by looking at
the gaze paths. The results show an accuracy of 38% of two correctly identified
objects in the same image and show potential for future improvements.

2 Related Work

The simplest approach for annotating image regions is manual labeling. For ex-
ample, the photo sharing platform Flickr allows its users to manually mark image
regions by drawing rectangle boxes on it and writing a comment to it. Other web
platforms like LabelMe [9] allow for the more precise creation of regions by draw-
ing polygons on the images. These regions are annotated with a tag. “Games
with a purpose” trigger the human play instinct in order to obtain manually
created image regions [12].

With respect to the automatic segmentation and labeling of images, Rowe [8]
presents an approach to find the visual focus of an image by applying image
processing in terms of segmentation and low-level features. Goal is to link the
visual focus with the image caption. This approach is designed for images with a
single object only [8]. In addition, it has many limitations concerning the position
and characteristics of the shown object.

Usability studies are a standard use case for applying gaze information. For de-
tailed analysis, regions of interest (ROI) are marked on the investigated medium,
e.g., a web page or an image showing a commercial. Based on these ROIs, the
users’ attention is analyzed in order to optimize the object that is under exami-
nation [1]. These ROIs are manually created, have usually simplified shapes like
rectangles, and do not aim at correlating image regions with tags for the purpose
of region annotation.

In information retrieval, several approaches use eye-tracking to identify im-
ages in a search result as attractive or important and use this information as
implicit user feedback to improve the image search, e.g., [6,2,5]. Jaimes et al. [3]
carried out a preliminary analysis of identifying common gaze trajectories in
order to classify images into five, predefined semantic categories. They do not
consider image regions and the categories are very general. Santella et al. [10]
present a method for semi-automatic image cropping using gaze information in
combination with image segmentation. Goal is to find the most important image
region but not to conduct a general identification of image objects. Klami et
al. [4] present an approach to identify image regions relevant in a specific task
using gaze information. Based on several users’ gaze paths, heat maps are created
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that identify the regions of interest. The work revealed that the region identified
depends on the task given to the subject before viewing the image. However
the given task was very general and thus the work does not aim at identifying
single objects in the images from the generated heat map. Finally, the work of
Ramanathan et al. [7] aims at localizing affective objects and actions in images
by using gaze information. Thus, the image regions that are affecting the users
are identified and correlated with given concepts from an affection model. The
affective image regions are identified using segmentation and recursive cluster-
ing of the gaze fixations. General identification of image regions showing specific
objects is not conducted.

The related work shows that it is in principle possible to relate image regions
with gaze path information. In contrast to our work, current research does not
tackle the identification of objects in images based on the users’ gaze information.

3 Experiment Design

The setup of our experiment was designed such that the users’ gaze paths are
obtained in a controlled manner. In our experiment application, we show tags
to the subjects instead of asking them to enter own tags. In addition, the exper-
iment application is designed such that first a tag and subsequently an image
is shown to the subjects. The subjects were asked to decide whether or not an
object described by the tag is shown on the image. 20 subjects (4 female) have
participated in our experiment. The age of the subjects is between 23 to 40
years (average: 29.6 years). Their professions are undergraduate students (6),
PhD students (12), and office clerks (2).

As data set, we use LabelMe3 with 182.657 user contributed images (download
August 2010). The LabelMe community has manually created image regions by
drawing polygons into the images and tagging them. These manually created and
annotated regions are used as ground truth in our experiment. The labels are
used as tags and the regions as a manual, thus high quality image segmentation.
For our experiment, we have randomly selected 51 images from the LabelMe
data set. The images selected for our experiment have a minimum resolution of
1000x700 pixels and contain at least two labeled regions. We have created two
sets of 51 tags and assigned one tag of each set to one image. Thus, each image has
two tags. The two sets of tags are needed for the second part of our experiment
aimed at discriminating two different objects shown on the same image. For
every tag selected and assigned to the images, we have randomly decided if it
should be a “true” or “false” tag. Here, “true” means that an object described by
the tag can actually be seen on the image. The true tags are obtained from the
labeled regions belonging to an image. The other tags were ”false” and cannot
be seen on the image. They were randomly selected from other LabelMe images.
We had to manually replace images from the selected ones when a) the randomly
selected false tags by coincidence correlate to some actually visible parts of the
image and thus were true tags. We also replaced images where b) the tags where
3 http://labelme.csail.mit.edu/
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incomprehensible or expert knowledge is required and nonsense tags. In some
cases there is c) a tag associated to a region like bicycle but multiple bicycles
are depicted on the image and not all regions are explicitly marked as such.
Thus, not all instances of the object the tag is referring to are actually labeled
in the image. Finally, we have also removed images, where d) the object of
interest is obstructed by other objects like a bicycle behind a car. Please note
that the purpose of creating true and false image-tag-pairs is to keep the subjects
concentrated during the experiment.

The experiment was performed on a screen with a resolution of 1680x1050
pixels. The subjects’ gaze was recorded with a Tobii X60 eye-tracker at a data
rate of 60Hz and an accuracy of 0.5 degree. The experiment was running as a
simple web page in Microsoft’s Internet Explorer. For each image-tag-pair, the
following three steps are conducted as illustrated in Figure 1.

1. First, the tag with the question “Can you see the following thing on the
image?” is presented to the subjects (see Figure 1, left). After pressing the
“space” button, the application continuous with the next screen.

2. In this screen, a small blinking dot in the upper middle is displayed for one
second (see Figure 1, middle). The subjects were asked to look at that point
in order to let all subjects start viewing the images from the same position.
The red dot let all subjects start viewing the image (which is shown next)
from the same gaze position. The dot is placed above the actual image that
is shown in the third screen.

3. Finally, the image is shown to the subjects (see Figure 1, right). Viewing the
image, the subjects had to judge whether the thing shown in the first screen
can be seen on the image or not. The decision is made by pressing the “y”
(yes) or “n” (no) key.

Fig. 1. Steps Conducted for Identifying Image Objects

The first image-tag-pair is used to introduce the application to the subjects
and is not used for the analysis. Each subject did evaluate one of the two sets
consisting of 51 image-tag-pairs from the data set described above. The subjects
were told that the goal of the experiment is not to measure their efficiency in
conducting the experiment task. They could take as much time as they like to
make the decision.
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Besides recording the raw gaze data, we have also measured the time the sub-
jects took to make a decision per image and the correctness of the answers.The
average answer time over all images and users is about 3,003 ms. 5.7% of the
given answers of all subjects were incorrect. The proportion of wrong answers
is the same for given true and false tags. Subsequently to the experiment, the
subjects were asked to provide subjective feedback in a questionnaire. The eye
tracker and the experiment situation did not much influence the users’ comfort.
85% of the subjects strongly agreed or agreed on the statement that they felt
comfortable during the evaluation.

4 Analysis of Gaze Fixations on the Images

The preprocessing of the raw eye-tracking data was performed with the fixation
filter offered by Tobii Studio with the default velocity threshold of 35 pixels
and a distance threshold of 35 pixels. The extracted fixations are the base for
our measure analysis. We have analyzed the gaze paths for images with a true
tag and where the subjects gave a correct answer. In cases where the subjects
gave incorrect answers, we do not know if the subjects did not took enough
time to examine the image, did not understand the given tag, or if they had
other problems. 547 gaze paths have been collected during the experiment that
fulfill our requirement. 476 (87 %) of these gaze paths have at least one fixation
inside or near a correct region. With this data, we are able to investigate the
best fixation measure to identify the correct region in the image, i.e., finding
the region of the image the tag shown in the experiment refers to. Please note
that we do not use the images with the false tags, as the false image-tag-pairs
have only been created in order to keep the subjects concentrated during the
experiment (see Section 3). Investigating if it is possible to detect from the gaze
path whether a subject had looked at a true image-tag-pair or false image-tag-
pair is part of future work.

4.1 Calculating the Precision of Tag-to-Region-Assignments

The procedure for calculating the precision of the tag-to-region assignments is
illustrated in Figure 2. The single steps performed for this calculation are:

1. For every LabelMe region in an image (b) a value for a fixation measure is
calculated for every gaze path (c).

2. For every region, the measure results for every gaze path are summed up.
From this, we obtain an ordered list of image regions for a fixation measure
that determines the favorite region (d).

3. The label of the favorite region is compared with the tag (a) that was given
to the subject in the experiment. If the label and tag match, the assignment
is true positive (tp) otherwise it is a false positive (fp). We have summed up
the total number of correct and incorrect assignments over all images and
calculate the precision P for the whole image set using the following formula:

P =
tp

tp + fp
(1)
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Fig. 2. Overview of Calculating the Tag-to-Region-Assignments

4.2 Considered Fixation Measures

We have selected 13 fixation measures and compared their performance to iden-
tify the correct favorite region. The measures including their units are presented
below. The way the favorite region is calculated using the measure is summarized
in brackets after the measure. It can be, e.g., the minimum of fixation counts
on the different image regions (min count), the maximum distance between two
fixations in centimeters (max centimeter), or the maximum fixation duration on
the regions in milliseconds (max millisecond).

The standard measure (1) firstFixation (min count) computes the number of
fixations on the image before fixating on a region r. The favorite is the region
that was fixated first that means the region with no previous fixations on the
image. The measure (2) secondFixation (min count) ignores the first fixation, be-
cause this fixation is influenced by the first visual orientation on an image [13].
We have also used a modification of the secondFixation measure called (3) fixa-
tionsAfter [4] (min count) to examine also the fixations on the image after the
subjects made their decision, i.e., have pressed the “n” or “y” key. 96% of the
gaze paths contain fixations after making the decision by pressing the button
on the keyboard. This is due to the inherent reaction time of the experiment
setup. The average duration of the recording after making the decision is 834
milliseconds. We have investigated the fixations around the moment of decision
with the new measures (4) fixationsBeforeDecision (min count) and (5) fixationsAf-
terDecision (min count). The last measure includes also fixations at the moment
of decision. The (6) fixationDuration (max millisecond) describes the sum of the
duration of all fixations on a region r. The Tobii measure (7) firstFixationDuration
(max millisecond) considers the order of the fixations and describes the duration
of only the first fixation on a region r. Also the measure (8) lastFixationDuration
(max millisecond) was investigated. It provides the duration of the last fixation
on the region. The last fixations were taken into consideration in [11]. The stan-
dard measure (9) fixationCount (max count) counts the fixations on a region r.
The three measures (10) maxVisitDuration (max millisecond), (11) meanVisitDura-
tion (max millisecond) and (12) visitCount (max count) are based on visits. A visit
describes the time between the first fixation on a region and the next fixation
outside. The last measure (13) saccLength (max centimeter) [6] provided good



144 T. Walber, A. Scherp, and S. Staab

results for the relevance feedback in image search. Thus, we have also considered
it in our experiments. The assumption is that moving the gaze focus over a long
distance (i.e., long saccade) to reach an image region r shows high interest in a
region.

For our analysis, only fixations on the image are considered. Fixations on the
experiment screen but outside the evaluated image are ignored.

4.3 Extending Object Boundaries and Weighting Small Objects

When comparing the fixation measures, we have investigated two further param-
eters: The first parameter is an extension of region boundaries to deal with the
inaccuracy of eye-tracking data. Based on our prior investigations [13], we use
an extension of 13 pixels. The second parameter deals with the fact that larger
image regions have the advantage of being more likely fixated than smaller im-
ages. To support smaller regions, we investigate a linear weighting function with
the highest weighting factor 4 [13]. The weighting depends on the image region
size in relation to the total image size. All image regions smaller than 5% of
the image size are weighted. The detailed analysis of the region extension and
weighting parameters can be found in [13].

5 Results of Finding Objects in Images

Comparing the different fixation measures, we have received the best results for
the measure (11) meanVisitDuration with precision P = 0.54 (cf. Figure 3). That
means, 54% of the image regions selected by the gaze analysis belonged to the tag
that was shown to the subjects. Two measures reach the second best value (P =
0.53): (4) fixationsBeforeDecision and (8) lastFixationDuration. With P = 0.50, the
measure (6) fixationDuration provides the third best result. The lowest precision
values are 0.21 and 0.26 for (1) firstFixation and (2) secondFixation.

Fig. 3. Precision Values for the Fixation Measures from Section 4.2
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Taking the image region extension and the weighting from Section 4.3 into
account, we receive for meanVisitDuration the best precision value P = 0.67. The
following analysis and computations are based on this measure and parameters.
Figure 4 shows some positive and negative examples. As we have investigated,
the size or the position of an object in the image does not have in principle an
influence of the correctness of the assignments (see [13] for details). However, we
have identified some characteristics of the images with incorrect assignments.
First, in some scenes with a small given object the wrongly selected favorite
object is also small and located next to the correct object. This problem can be
based on the accuracy of the eye-tracker (5 of 19 wrong assignments belong to
this category). Second, the object is sometimes located within another object
(cf. Figure 4, image 5). In these cases, the outer region is identified as favorite
(5 of 19 wrong assignments). Finally, further images show scenes with an object
that seems to be very easy to identify. For example large objects like road (cf.
Figure 4, image 6) or sky might be perceived even in the corner of the human
eye or based on context knowledge (7 of 19 wrong assignments).

Fig. 4. Correctly (1. - 4.) and incorrectly (5., 6.) identified favorite objects

5.1 Compare with Baselines

We use two baselines that have been applied to evaluate relevance feedback from
gaze information in [6] and [5]. We compare the precision P for image-tag-pair
assignments calculated from the baseline “naive” (a) and the baseline “ran-
dom” (b) with the mere measure meanVisitDuration (c) and the meanVisitDuration
measure including region extension and weighting (d). The naive baseline makes
the assumption that the largest area in an image should be the favorite one.
The random baseline randomly chooses one of the labeled regions of the image
as favorite. The results in Figure 5 show, the naive approach has a precision of
0.16 and the random baseline of 0.21 compared to the gaze-based approach with
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a precision of 0.54 and the extended and weighted of 0.67. The identification
of assignments based on gaze information or on gaze information including ex-
tension and weighting performs better than both baseline approaches. Applying
Chi-square tests shows that the gaze assignments are significantly better than
the baselines (all with α < 0.001).

Fig. 5. Precision for two baselines and
gaze based analysis

Fig. 6. Effect of aggregation of gaze paths
from one up to ten users

5.2 Effect of Aggregation of Gaze Paths on Precision

We have investigated how strong the influence of the aggregation over multiple
subjects on the precision. We present precision values for aggregations of 1 to 10
subjects for the measure meanVisitDuration, including extension and weighting.
Precision P is calculated for every possible subset of subjects and averaged for
all subgroups of the same size. As Figure 6 shows, the influence of the number
of users is very high. With the gaze paths of only a single user, we have re-
ceived an average precision (over all users and all images) of P = 0.31. For the
aggregated data for all 10 users we got a precision P = 0.67. This corresponds
to an improvement of 109%. The biggest improvements take place between the
first group sizes. For example between one and two users per group we have an
improvement of 46%. Between nine users and ten users per group, there is only
an improvement of 4%.

The results based on multiple gaze paths are considerably better than the
ones calculated from only a few gaze paths. However, the improvement of the
precision gets lower when aggregating more gaze paths. Compared with the two
baselines from Section 5.1, the results for single users are still significantly better
than the naive or random baseline. The Chi-square test provides for the naive
approach α < 0.001 and for the random approach α < 0.002.

6 Results of Discriminating Objects in Images

As an extension to the experiment described above, we have investigated if it
is possible to differentiate objects by analyzing the users’ gaze paths given that
different tags of the same image are shown to the subjects. For this experiment,
we have used the two tag sets assigned to the 51 images as described in Section 3.
We use the measure meanVisitDuration, including extension and weighting, to
calculate the results. For 16 images with two correct tags, the favorite image
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regions were calculated. In 6 images, two correct image regions were identified.
This is a proportion of 38%. In Figure 7, some examples with two correctly
identified regions are shown. As the figure shows, the two tags sky and sea could
be distinguished in the upper image. Also the tags water pot and teas in the
lower image could be identified using gaze information. The average probability
to identify the correct region in one image is 67% (see Section 5). For two images,
the probability of identifying correct assignments for both tags is 44%. With a
value of 38% for two image regions in one image, the probability is close to the
probability for two image regions in two different images. Thus, it is possible
to identify different image regions in one image with an accuracy close to the
accuracy of the single assignments.

Fig. 7. Example images with two correctly identified regions (white borders)

7 Conclusions

In this paper, we have shown that it is possible to identify image regions by
analyzing the gaze paths of users viewing the image with a given tag and given
image regions at a precision of 67%. In addition, we have shown that two different
regions can be differentiated in the same image with an accuracy of 38%. The re-
sults are gained in a controlled experiment with manually segmented images from
the LabelMe data set. We have used LabelMe instead of applying automatic seg-
mentation based on low-level features because of the additional error that would
have been introduced in the experiment by automatic segmentation. The next
step will be to apply the experiment on automatically segmented images. Such
automatic segmentation can be improved by using the gaze information [10].
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Abstract. Video recommendation is a hot research topic to help people access
interesting videos. The existing video recommendation approaches include CBF,
CF and HF. However, these approaches treat the relationships between all users
as equal and neglect an important fact that the acquaintances or friends may be a
more reliable source than strangers to recommend interesting videos. Thus, in this
paper we propose a novel approach to improve the accuracy of video recommen-
dation. For a given user, our approach calculates a recommendation score for each
video candidate that composes of two parts: the interest degree of this video by
the user’s friends, and the relationship strengths between the user and his friends.
The final recommended videos are ranked according to the accumulated recom-
mendation scores from different recommenders. We conducted experiments with
45 participants and the results demonstrated the feasibility and effectiveness of
our approach.

Keywords: Video Recommendation, Relationship Strength, Activity Domain.

1 Introduction

Driven by the proliferation of digital capture and the advent of near-ubiquitous broad-
band Internet access, videos on the internet are growing at an explosive rate [3]. For
example, it is estimated that the most popular video sharing website YouTube1 stores
over 150,000,000 videos in its repository. Therefore, today’s online users always face a
daunting volume of video clips when they search for interesting videos from the repos-
itories. As a result, there is an increasing demand of video recommendation service
which is able to help users to find “interesting” or “highly related” videos [10].

Currently, there are three prevalent approaches widely used in video recommenda-
tion, namely, content-based filtering (CBF), collaborative filtering (CF), and hybrid fil-
tering (HF). The CBF approaches recommend videos based on the similarity between
the unseen videos and the past videos viewed by the user [6], while the CF approaches

1 http://www.youtube.com
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predict video preference of the given user based on the ratings of the other users whose
tastes are similar to him/her. Combining both of the above two approaches, HF ap-
proaches could achieve a better performance [1].

However, the above approaches ignore an important fact that a user’s friends can be a
more reliable source to recommend interesting videos rather than strangers. For exam-
ple, a user is more likely to be interested in the videos recommended by his friends than
that from strangers since he and his friends may have more common interests and know
each other well. Moreover, for different friends, the user may share interests on differ-
ent domains. This will affect video recommendation results. For example, a user usually
discusses with friend A about the “sport” topic, then the sport videos recommended by
friend A may be of more interest to the user. While he may share “diet” topic with friend
B, and thus the diet videos from friend B may be good candidates to be recommended.
Not only the relationship strength between users, the video interest is another important
factor to be considered in video recommendation task. For example, a user has a strong
relationship with a friend on the domain “sport”, but his friend may be more interested
in “football” than “basketball”, thus the videos about “football” viewed by his friend
are more important than those of “basketball”. Therefore, the interest degree of video
is another important factor in video recommendation task.

Based on these motivations, in this paper, we propose a novel video recommendation
framework by considering both user relationship strength and the interest degree of
video. For a given user, we calculate a recommendation score for each video candidate.
The recommendation score is composed of two parts: the interest degree of this video
by the user’s friends, and the relationship strengths between the user and his friends. We
measure the interest degree of each video based on its textual and visual similarity with
the other viewed videos. The relationship strengths between users are inferred through
online social network. For each pair of users, we employ a graph model to estimate
the relationship strength by considering the users’ profile information, the interaction
activities as well as the activity domains. The final recommended videos are ranked
according to the recommendation scores.

We summarize the main contributions of this paper as follows:

1. To the best of our knowledge, this is the first work that integrates the relation-
ship strength information derived from online social network into a personalized
video recommendation framework. We not only utilize relationship strength be-
tween users, but also consider them in different activity domains.

2. We also propose an approach to identify the interest degree between a candidate
video and the recommender. The interest degree is calculated using the textual and
visual similarity between the video and the other videos viewed in the past.

The rest of this paper is organized as follows. In section 2, we review the related work.
Section 3 details of the proposed methodology of interest degree estimation and the
relationship strength estimation. The initial experiment results and evaluations are pro-
vided in Section 4. Finally, we conclude the paper and discuss the directions of future
works in Section 5.
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2 Related Work

There are three prevalent approaches widely used in video recommender system, namely
content-based filtering (CBF), collaborative filtering (CF), and hybrid filtering (HF) that
combines the above two approaches. For CBF approaches, videos can be recommended
based on the contents of previously viewed videos. For example, Mei et al. [11] pre-
sented an online video recommendation system, VideoReach, using multi-modal rele-
vance between videos and users’ click-through data. They considered three modalities,
textual, visual and aural, and combined the relevance scores from them by using the
attention fusion function. The CF approaches compare a user’s ratings of videos with
those of hundreds of others, find people who share similar preferences, and then rec-
ommend videos that are interesting for those people with similar preferences [12]. For
example, Baluja et al. [2] built a user-video graph which represents the co-view infor-
mation among different users and its recommendation was performed by a graph prop-
agation in which the label of each node was obtained from its neighbors. However, the
CBF approach neglects the fact that different users may share similar interestingness
and the performance of CF approach is decreased when there is a shortage of user’s
ratings such as user can only view a very small portion of the videos from a large-scale
online video database. Thus, HF approaches, which combine both of the above two ap-
proaches in a single framework, are proposed. For example, Burke [4] employed mixture
models which build the recommendation based on a linear combination of voting, the
content-based prediction and the collaborative prediction.

The growth and popularity of online social networks, such as Facebook and
Google+2, have led to a surge in research focusing on estimating the relationship
strength between different users in online social network. Gilbert et al. [7] presented a
predictive model that maps the social media data to the strength of ties between friends.
However, these works only consider the binary prediction task of distinguishing the
strong ties from the weak ties. Xiang et al. [16] developed an unsupervised model to
estimate the relationship strength between different users from the interaction activity
(e.g., communication, tagging) and the user similarity. However, it mixes all the inter-
action activities from various activity domains together and did not consider the fact
that the relationship strengths between the same user pair may be different in various
activity domains.

In this paper, we utilize the relationship strength between different users in different
domains to help recommend videos to the user. Meanwhile, we also consider the interest
degree of video candidates from each recommender’s viewing history.

3 Approach

Give a set of users U = {u1, u2, . . . , uK} associated with a dataset of viewed videos
V = {v1, v2, . . . , vH}, the video recommendation service aims to provide a video list
for each user uk. Here, we calculate a recommendation score for each video with respect
to the user uk (1 ≤ k ≤ K), and then return a rank list of videos to this user according to
the recommendation scores. As shown in Fig. 1, for a given video vh (1 ≤ h ≤ H), its

2 http://plus.google.com/
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Fig. 1. The schematic illustration of the proposed video recommendation strategy that explores
the user’s viewing history and the relationship strengths in various activity domains

recommendation score to the user uk is determined by two factors: the interest degree
of the video vh by the user ut (t �= k) who has viewed it before, and the relationship
strength between the user uk and ut in the specific activity domain in which video vh

belongs to. Next, we will describe these two factors in detail.

3.1 Interest Degree Estimation

Give a set of videos V = {v1, v2, . . . , vH}, we estimate the interest degree I(vh, uk) of
the video vh by the user uk as follow:

I(vh, uk) = μ(vh, uk)U(vh, uk) (1)

where μ(vh, uk) is an indicator whether uk has viewed vh before; U(vh, uk) reflects
the importance of the video vh among all the viewed videos by uk.

Generally, for a given user uk, the importance of the video vh U(vh, uk) could be
estimated according to the textual and visual information of all the viewed videos by
uk. Take the textual information as an example, if some words of the video vh, such as
“football” etc, frequently appear in the other viewed videos by uk, then this video vh is
very important for user uk since user uk likes this topic “football”. Based on this idea,
in our approach, we adopt a linear function to calculate the importance value I(vh, uk)
based on textual and visual sources as:

U(vh, uk) = αUt(vh, uk) + (1 − α)Uv(vh, uk) (2)

where Ut(vh, uk), Uv(vh, uk) denote the importance of vh measured by the textual and
visual information respectively, and α is the balance weight which we empirically set
in experiments.

Textual Importance Estimation. For a user uk, the textual importance of video vh is
calculated by averaging the textual similarities between vh and the other viewed videos
by uk, which we express it as:

Ut(vh, uk) =
1

num(vo|uk)

L∑
o=1

μ(vo, uk)St(vh, vo) (3)
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where num(vo|uk) is the number of videos viewed by the user uk, and St(vh, vo) is
the similarity between the video vh and vo measured based on textual information [14].
Here, the textual information includes video’s title, description, tag and category etc.
We represent each video vo as a set of words Wo, and the the similarity between video
vh and vo is calculated as:

St(vh, vo) =
1

|Wo||Wl|
∑

wo∈Wo,wl∈Wl

exp(−NGD(wo, wl)
σ

) (4)

where NGD(wo, wl) is the normalized Google distance [5] between the word wo and
wl, and σ is a scaling parameter.

Visual Importance Estimation. The visual importance Uv(vh, uk) is calculated by
averaging the visual similarities between vh and the other viewed videos by uk, which
we express as:

Uv(vh, uk) =
1

num(vo|uk)

L∑
o=1

μ(vo, uk)Sv(vh, vo) (5)

where num(vo|uk) is the number of videos viewed by user uk, and Sv(vh, vo) is the
similarity between video vh and vo measured based on visual information. We represent
each video as a set of key-frames. For each key-frame, we extract
428-dimensional global visual features, including 255-dimensional block-wise color
moment, 128-dimensional wavelet texture, and 75-dimensional edge direction
histogram [8][17][18]. The visual similarity Sv(vh, vo) is calculated by averaging the
similarities between their key-frames:

Sv(vh, vo) =
1

|vh||vo|
∑

xi∈vh,xj∈vo

(1 − cos(xi,xj)) (6)

where xi, xj are key-frames in vh and vo respectively, |vh|, |vo| represent the key-frame
numbers contained in the corresponding videos, and cos(xi,xj) is the cosine distance
between these two key-frames [13].

3.2 Relationship Strength Estimation

As Fig. 2 shows, the relationship strength estimation is composed of three steps: data
preprocessing, activity domain assignment and graph-based relationship strength esti-
mation. We will introduce these three steps in the rest of this subsection.

Data Preprocessing. Given the set of the interaction activities (messages, news feeds
and events) downloaded from the Facebook website, there are three main sequential
steps in our data preprocessing: word correction by Aspell3, stop word removed, and
stemming by WordNet4. After that, we obtain the dataset composed of the interaction

3 http://aspell.net
4 http://wordnet.princeton.edu/
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Fig. 2. A general framework to measure the relationship strength between different users in vari-
ous activity domains in social network, where the (number,domain) pairs on the edges of the right
network represent the value of relationship strength in that activity domain

activity documents D = {d1, d2, . . . , dN}, where N is the number of documents. For
each interaction activity document dn, its related users refer to those users sending or
receiving this document. We record this user-document relationship by a matrix UD =
{udkn}k=K,n=N

k,n=1 , where udkn indicates whether document dn is related to user uk.

Activity Domain Assignment. Given the activity domains A = {A1, A2, . . . , AL},
we assign an activity domain Al to each document dn in D before estimating the re-
lationship strength. Here, we define seven activity domains as “diet”, “entertainment”,
“shopping”, “sports”, “work”, “tourism”, and “others”. We represent each document
dn as a set of words. Let Sem(dn, Al) be the relatedness degree between document dn

and activity domain Al, which is calculated as:

Sem(dn, Al) =
∑

wn∈Wn

tfn ∗ NGD(wn, Al) (7)

where tfn is the normalized frequency of the word wn in Wn, and NGD(wn, Al) is
the normalized Google distance [5] between wn and the domain name Al. For each
document dn, the domain Al with the highest relatedness degree is assigned only if
Sem(dn, Al) is larger than a threshold, otherwise, this document belongs to “others”.

Graphical Model Based Relationship Strength Estimation. To estimate the relation-
ship strength between different users in various activity domains, we build a graphical
model (described in Fig. 3) based on two observations:

1. For two users ui and uj , given a specific activity domain Al, the relationship

strength T
(i,j)
l in this domain is determined by S(i,j) , the profile similarity be-

tween these two users.
2. The relationship strength T

(i,j)
l between ui and uj in activity domain Al impacts

their interaction activities on this domain (denoted as D
(i,j)
l ).
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Fig. 3. Graphical model for estimating the relationship strength in various activity domains

Furthermore, to increase the accuracy of the graphical model, we introduce an auxiliary
variable Z

(i,j)
l for each D

(i,j)
l . The detailed descriptions of these variables in Fig. 3 are

as follow:

– S(i,j) = (s(ij)
1 , s

(ij)
2 , . . . , s

(ij)
P ) is the similarity vector between the users ui and

uj , where P is the number of attributes in the profile. For the p-th attribute fp with

discrete values, we set s
(ij)
p = 1 if ui and uj have the same values on fp, and

s
(ij)
p = 0 otherwise. On the other hand, if the values on fp are continuous, s

(ij)
p is

determined according to:

s
(ij)
p = 1 − |fi

p−fj
p |

max
1≤k1,k2≤K

|fk1
p −f

k2
p | (8)

where f i
p represents the value of user ui on the p-th attribute.

– T
(ij)
l is the relationship strength between users ui and uj in activity domain Al.

– D
(ij)
l is the strength of interaction activities between users ui and uj in activity

domain Al. We measure it based on their related documents in this domain, which
is calculated as:

D
(ij)
l =

N∑
n=1

Sem(dn, Al) ∗ udin ∗ udjn (9)

– Z
(ij)
l is an auxiliary variable. We set Z

(ij)
l to 1 in our experiment.

As illustrated in Fig. 3, our graphical model represents the likely causal relationships
among all the variables by modeling their conditional dependencies. Based on these
dependencies, the joint distribution decomposes as follows:

P (T (ij)
1 , . . . , T

(ij)
L , D

(ij)
1 , . . . , D

(ij)
L |S(ij), Z

(ij)
1 , . . . , Z

(ij)
L )

=
L∏

l=1

P (T (ij)
l |S(ij))P (D(ij)

l |T (ij)
l , Z

(ij)
l )

(10)
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In this work, we adopt the widely-used Gaussian distribution to model the conditional
probabilities P (T (ij)

l |S(ij)) and P (D(ij)
l |T (ij)

l , Z
(ij)
l ), which are expressed as:

P (T (ij)
l |S(ij)) = N (wT

l S(ij), v)
P (D(ij)

l |T (ij)
l , Z

(ij)
l ) = N (αlT

(ij)
l + βlZ

(ij)
l , v)

(11)

where wl is a P -dimensional weight vector to be estimated, αl, βl are two coefficients,
and v is the variance in Gaussian model, which is configured to be 0.5 in our experi-
ments. To avoid over-fitting, we put L2 regularizes on parameters wl and αl, βl, which
can be regarded as Gaussian priors:

P (wl) ∝ e−
λ1
2 wT

l wl

P (αl, βl) ∝ e−
λ2
2 (α2

l +β2
l )

(12)

Among all the variables, S(ij), D
(ij)
l , Z

(ij)
l are all visible, and wl, αl, βl are to-be-

learned parameters. Given the samples of the user pairs P = U×U , the joint probability
is expressed according to Eq. (10)-Eq. (12):

L∏
l=1

P (P|wl, αl, βl)P (wl)P (αl, βl)

=
L∏

l=1

∏
(i,j)∈P

P (D(ij)
l |Z(ij)

l , T
(ij)
l , αl, βl)P (T (ij)

l |S(ij),wl)P (wl)P (αl, βl)

∝
L∏

l=1

∏
(i,j)∈P

e−
1
2v (wT

l S(ij)−T
(ij)
l )2e−

1
2v (αlT

(ij)
l +βlZ

(ij)
l −D

(ij)
l )2e−

λ1
2 wT

l wle−
λ2
2 (α2

l +β2
l )

(13)
Since the joint probabilities of L activity domains in Eq. (13) are independent, we can
divide Eq. (13) into L independent joint probabilities, and infer the solution for each
activity domain separately. In our implementation, we use a gradient-based method to
optimize it over the parameters wT

l , αl, βl, and variable T
(ij)
l . Due to the limited space,

the detailed implementation is not presented here.

3.3 Video Recommendation

Given a user uk, in this step, we calculate the recommendation score R(vh, uk) for each
video vh. Aforementioned, the recommendation score R(uk, vh) is determined by two
factors: the interest degree of video vh by user ut (t �= k) (denoted as I(vh, ut), see
Section 3.1), and the relationship strength between ut and uk in the special domain Al

that vh belongs to (denoted as T
(tk)
l , see Section 3.2). We multiple these factors as:

R(vh, uk) =
K∑

t=1,t�=k

I(vh, ut)T
(tk)
l μ(vh, Al) (14)

where μ(vh, Al) is an indicator to represent whether vh belongs to domain Al,
μ(vh, Al) = 1 indicates that video vh belongs to domain Al, and μ(vh, Al) = 0 oth-
erwise. In our approach, we represent video vh as a word set, where the words inside
are collected from the textual description associated with vh. Based on the approach
in Section 3.2, we can assign a domain to video vh. According to the recommendation
scores in Eq. (14), we return a rank list of videos to each user.
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4 Experiments

4.1 Experimental Settings

The dataset is downloaded from the Facebook website, which is a popular online so-
cial network site with over 600 million members worldwide. To download data from
Facebook, we first selected 9 active users from three countries (Singapore, China and
America) as the seed nodes. After obtaining their consents, we collected all the friends
of these 9 users, which results in a total of 632 people. Since it is hard to collect the
viewing history of all people, we only sampled 45 persons who have at least three com-
mon acquaintances. We downloaded each user’s profile information, including location,
language, religion, interests and etc. Besides, we downloaded the interaction activities
(messages, news feed, etc.) for each user between Sep. 2010 and Oct. 2010. This results
in a total of 22,500 interaction activity documents. Meanwhile, the video viewing be-
haviors of these users on YouTube were tracked in a one-month period (from Dec. 2010
to Jan. 2011). Video links from each user’s log were extracted. The video itself and the
corresponding title, tag, category, description information were downloaded and stored
in our database. It is shown that there are about 150 videos viewed per user on average.

For each user, we split the viewed videos into two parts, the first part is the videos
viewed in the previous two weeks and the second part is the videos viewed in the next
two weeks. The second part is used for testing. In other words, we regard videos in the
second part as the relevant samples for recommendation. We assign the relevant score of
1 to the videos in the second part, and 0 to the other videos for a user. It is worth noting
that this setting actually underestimates the performance, as the user may also be inter-
ested in the videos out of the second part. Though a more rigorous approach for ground
truth establishment is to let users label all videos with interestingness, our approach is
still reasonable for comparing different algorithms. For performance evaluation metric,
we adopted the normalized discounted cumulative gain (NDCG) [9] [15].

4.2 Experimental Results

To comprehensively evaluate our approach, we consider two types of classical recom-
mendation methods as baselines:

1. Content-based filtering method (CBF): the videos are recommended based on the
similarity between the unseen video and the videos previously viewed by the user.
The similarity between these two videos is calculated using Eq. (4) and Eq. (6).

2. Collaborative filtering method (CF): it predicts the preference to a video based
on the ratings of similar users. The distance of vectors which represent the user’s
viewing history is adopted to measure the similarity between different users.

Fig. 4 illustrate the comparison of average NDCG@20 in various activity domains. We
can see that our approach outperforms the other methods in almost every domain ex-
cept for “work” domain. One possible reason is that the representative words in “work”
domain are diverse. On the other hand, “sports” domain contains very highly repeti-
tive words such as “basketball”, “swimming” and “jogging”, and thus the relationship
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Fig. 4. The performance of the three video recommendation methods in different active domains

Fig. 5. The performance of the three recommendation methods for each user

strength in the “sports” domain can be estimated more accurately. In addition, people
rarely use the social network to discuss work related topics.

Fig. 5 illustrates detailed NDCG@20 results for the 45 users. We can see that for
most users our approach achieves better results than the other two methods. The reason
is that the two main components in the ranking score function Eq. 14 integrates the pos-
itive aspects of both CBF and CF methods. One component is the relationship strength
in the activity domain in which the video to be recommended belongs to. It is estimated
based on user’s profile information and the interaction activities between different users.
The other component is the interest degree to the video given by the recommender. It
is estimated based on the recommender’s viewing history. So its performance is obvi-
ously better than the other two methods. Fig. 6 illustrates the top relationship strength
in different activity domains for a user in a social network and the different ranking
lists produced by three video recommendation strategies for this user. We can see that
the user’s main interest is “sports”, which is estimated by our proposed relationship
strength measurement. From Fig. 6(b), we can see that our proposed approach recom-
mends more relevant videos given the user’s interest.
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Fig. 6. The relationship strength network for a user and the recommended videos to him by the
three video recommendation strategies

5 Conclusion and Future Works

In this paper, we proposed a novel approach to improve the accuracy of video recom-
mendation by utilizing the relationship strength information from social network. First,
the interest degree of each viewed video by a user’s friends was calculated. Second,
the relationship strengths between different users were measured, taking into consider-
ation not only the user’s profile information, interaction activities, but also the activity
domains. Third, the recommended videos viewed by the friends of a user were ranked
based on their interest degree of each video and the user’s relationship strengths with
the friends in different domains. We conducted experiments with 45 participants and
the results demonstrated the feasibility and effectiveness of our approach. In our future
work, we will conduct experiments with more users and will also consider integrating
more contextual factors in video recommendation, such as the time and location.
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Abstract. Content-based filtering is a popular framework for item rec-
ommendation. Typical methods determine items to be recommended by
measuring the similarity between items based on the tags provided by
users. However, because the usefulness of tags depends on the annota-
tor’s skills, vocabulary and feelings, many tags are irrelevant. This fact
degrades the accuracy of simple content-based recommendation meth-
ods. To tackle this issue, this paper enhances content-based filtering by
introducing the idea of tag ranking, a state-of-the-art framework that
ranks tags according to their relevance levels. We conduct experiments
on videos from a video-sharing site. The results show that tag rank-
ing significantly improves item recommendation performance, despite its
simplicity.

Keywords: recommendation, content-based filtering, tag ranking.

1 Introduction

The number of multimedia contents on the Web is dramatically increasing. This
is making it more and more difficult for users to find interesting items. Many
recommendation approaches have been proposed to support users in reaching
their goal. The most popular approach, collaborative filtering, measures the
similarity between items based on users’ logs [1] [2]. If the log amount is suffi-
cient, collaborative filtering works well. However, it fails when the log amount is
small[3].

Content-based filtering that measures the similarity between item contents
is a promising approach for resolving this issue. Multimedia contents sharing
web services such as YouTube1 and Flickr2 use keywords associated with item

1 http://www.youtube.com/
2 http://www.flickr.com/
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roger federer novak djokovic us u.s. open 2009 tennis 

spectacular shot amazing phenomenal sport sports ny new 

york flushing meadows point match crazy 

Fig. 1. Tags associated with a YouTube video

meta-data called “tags” for classification of items. Typically, these methods mea-
sure the similarity between a pair of items based on the tags associated with
them. For instance, the number of co-occurring tags can be used [4]. As two
items share a greater number of common tags, the similarity between them
increases.

However, using tags in a näıve manner does not always work well because
some are irrelevant to the item [5]. Because tags are provided by users, their
quality depends on the users skills, vocabulary, and feelings. Fig. 1 shows an
example of a list of tags associated with the video uploaded to YouTube titled
“Federer Amazing Shot at the US Open 2009 Semifinal”3. For instance, “2009”
and “crazy” are clearly less relevant to the video than “tennis” and “federer”.
The first two degrade the performance of item recommendation, because items
sharing such irrelevant tags are not similar.

Recently, Liu [6] et al. reported that the performance of auto-tagging and
image search can be improved by ranking the tags associated with an image
according to their relevance levels to the image content. The idea is very simple
and suitable for practical usage.

We here raise a question: is the tag ranking approach effective in the context
of item recommendation? If tag ranking is effective for item recommendation,
degradation by irrelevant tags can be suppressed in a simple manner. In this
paper, we introduce tag ranking into content-based filtering. A ranking of tags
is created based on item relevance, and the similarity between items is deter-
mined by comparing tag rankings of items. For validating the effectiveness of
tag ranking, we conducted some experiments. The results show that tag rank-
ing is effective for recommendation, and content-based filtering can be improved
simply by introducing tag ranking.

2 Recommendation Based on Tag Ranking

Fig. 2 overviews a recommendation scheme based on tag ranking. At first, the
tags set on each item are ranked according to their importance. If items share
several tags that have high ranking, the similarity between them is assessed to
be high. Items that are highly similar to those in a user’s log are recommended
to the user.

3 http://www.youtube.com/watch?v=RJuEzJEQ9N4
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Fig. 2. Overview of recommendation based on tag ranking

2.1 Creating Tag Ranking

There are several approaches on which tag ranking can be based. One simplest
approach is TF-IDF [7], a general indicator of the importance of keywords based
on the frequency of the keyword in the item (TF) and the inverse of the number
of items that were assigned the keyword (IDF). In the case of social tagging, the
same tag is not usually associated with an item more than once, so TF value is
always {0, 1}. The IDF value of a keyword rises if it is contained in fewer items.
However, such rare tags are not always relevant to the item. Therefore, TF-IDF
is not appropriate for social tags.

The tag ranking proposed by Liu [6] estimates tag relevance levels by apply-
ing a probabilistic method and random walk-based refinement. This approach
is effective for ranking tags according to their relevance to items. However, it
requires image features for ranking tags, so some modifications would be needed
to apply this approach to other media such as videos.
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A more typical approach for capturing the relevance of tags is co-occurrence.
This approach is based on the idea that semantically related tags co-occur
frequently. For instance, “wimbledon” frequently co-occurs with “tennis”, be-
cause these tags are related to each other. This co-occurrence based approach
is very simple and is applicable to various media, so we adopt it for tag rank-
ing. We extract two different bits of information from tag co-occurrence data:
Co-occurrence Depth and Co-occurrence Width.

If many tags that are semantically related to each other are associated with
an item, they may be important tags for it. This is because if these tags are
strongly related to the item, users may associate it with the item even when
other semantically related tags are already associated with the item.

Co-occurrence Depth scores are calculated based on the co-occurrence between
tags associated with the same item. As an example, we describe the calculation
of Co-occurrence Depth score for the tags associated with the item “Wimbledon
tennis highlight”. Some tags such as “tennis”, “wimbledon”, “game”, “singles”
or “sport” are associated with the item. “Tennis” often co-occurs with many
tags associated with the same item such as “wimbledon” , “singles” or “sport”.
On the other hand, “game” often co-occurs with tags for video games and more
rarely found with tags about tennis. The score of “tennis” should be higher than
that of “game”, because “tennis” is more relevant to the item than “game”.
Co-occurrence Depth score increases if the tag co-occurs with tags on the same
item more frequently.

We denote a certain item in the item database as in, and tags associated with
in as T in = {tin

m |m = 1, 2, ..}. Co-occurrence Depth score Sd(in, tin
m) of tag tin

m ,
which is associated with item in, is calculated as follows.

Sd(in, tin
m) =

∑
tl∈T in s.t.tl �=tin

m

C(tl, tin
m) (1)

C(tx, ty) is a chi-square value whose null hypothesis is that tags appear inde-
pendently in the item database. The value of C(tx, ty) increases when tags tx
and ty have high positive correlation. If there is a negative correlation between
tx and ty, the sign of C(tx, ty) flips to minus.

By calculating scores based on only Co-occurrence Width, both scores of
“wimbledon” and “sport” can be high in the same way. However, “wimbledon”
is more relevant to the item than “sport”, because “wimbledon” is more specific
than “sport”. We also use the specificity of the tag for creating tag ranking.

Co-occurrence Width scores are calculated based on the variety of co-occurring
tags in the item database. For instance, the score of “wimbledon” should be
high because it is associated with items only about tennis and the variety of
co-occurrence tags is small. On the other hand, the score of “sport” should be
low because it is also associated with items other than tennis such as football,
baseball, golf and so on. Co-occurrence Width score increases if the tag co-
occurrence with other tags in the database do not vary widely.
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The Co-occurrence Width score of a tag is calculated from entropy, which is
an indicator of degree of variability. Co-occurrence Width score Sw(tin

m) of tag
tin
m is calculated as follows.

E(tin
m ) = −

∑
tl∈T in

m

Ntin
m ,tl

N in
m

log
Ntin

m ,tl

N in
m

(2)

Sw(tin
m ) = e−E(tin

m ) (3)

T in
m is a set of tags associated with the same items with tin

m . Ntin
m ,tl

is the num-
ber of items with which both tin

m and tl are associated. N in
m is calculated by∑

tl∈T in
m

Ntin
m ,tl

.
Although tag ranking can be created from either of these co-occurrence scores,

we simply combine them by multiplying them first. The importance score
S(in, tin

m) of tag tin
m associated with item in is calculated as follows.

S(in, tin
m) = Sd(in, tin

m)Sw(tin
m ) (4)

Tag ranking for item in is created by ordering the tags associated with it in
descending order of importance score.

2.2 Ordering Items Based on Tag Ranking

If two items share tags that are placed high in their tag rankings, those items
may be similar. Thus similarity Ri(im, in) between items im and in is calculated
as follows.

Ri(im, in) =
∑

i

∑
j

1
ij

δ(tim

i , tin

j ) (5)

tim

i is the i-th tag in the tag ranking associated with im. δ(tim

i , tin

j ) is a function
whose value is 1 when tim

i is equal to tin

j and 0 otherwise. The value of Ri(im, in)
increases when im and in share many common tags with high ranking.

Items that have high similarity with items in the user’s access log are recom-
mended to the user. When items I = {ik|k = 1, 2, ..} are in the user’s access log,
the recommend score R(I, in) of item in is calculated by the following equation.

R(I, in) =
∑
ik∈I

Ri(ik, in) (6)

Items are ordered in descending order of their recommend scores and recom-
mended to the user.

3 Experiments

3.1 Experimental Conditions

We conducted experiments to validate the performance of tag ranking in the
context of item recommendation. We used 14,159 videos downloaded from a
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popular video sharing site in the experiments. They contained 20 categories of
genre, and one genre was assigned to each video. Evaluations of recommendation
methods generally use the precision of predictions as discerned from users’ access
logs [9]. In this work, we performed an evaluation by taking the comment logs of
users as access logs. In our dataset, 850,881 comments were attached to videos
by 708,947 users. Fig. 3 shows the distribution of the number of videos viewed
by individual users. In the experiments, we used the logs of 2,774 users, each of
whom watched over 6 videos, for evaluating the dependency of precision on the
amount of users’ logs. We divided them into 1,387 learning users and 1,387 test
users. Recommendation precision was taken to be the precision with which the
user’s 6th video (called target video) in the test user’s log was predicted; each
method assessed the 1st to the 5th item in the user’s log to predict the 6th item,
which is viewed next by the user. We evaluated the precision of each method by
mean average precision (MAP) [10]. We compared the following 6 methods.

– Content-based Methods
Tag-Rank: bases recommendations on tag ranking
Jaccard: calculates similarities between items from Jaccard coefficients of

tags
Genre: recommends items whose genre is the same as the item randomly

selected from the user’s access log
– Log-based Methods

Item-CF: calculates similarities between items using accessed user logs of
items (item-based collaborative filtering)

User-CF: calculates similarities between users using accessed item logs of
users (user-based collaborative filtering)

Ranking: recommends items that have higher rank in access ranking but
have not yet been accessed by the user
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We conduct two different experiments. First, we compare each single method.
Next, we validate accuracy when combining Tag-Rank with log-based methods.
In each experiment, we measure MAP under the conditions of changing the
number of items accessed by a user and MAP under the condition of changing
the popularity of the target video.

3.2 Comparing Single Methods

In the experiments, we compared three content-based methods and three log-
based methods.

MAP vs. User Log Number. We evaluated MAP values of the target video
while varying the number of entries in each user’s log from 1 to 5. Fig. 4 shows
the results of the experiment. The horizontal axis of the figure is the number of
accessed items per user, and the vertical axis is MAP value.

The results show that Tag-Rank was the best of the 6 methods. The 3 log-
based methods do not work when the users’ access logs had few items. On the
other hand, because Tag-Rank uses tags associated with videos for recommen-
dation, it is able to measure similarity between videos precisely even when the
users’ access logs have few items. If each user’s access log held many items,
log-based methods are expected to top Tag-Rank. However, this situation is not
common and Tag-Rank provides adequate performance for practical numbers
of items. Moreover, precision can be improved by combining Tag-Rank with a
log-based method as described below.

Among the 3 content-based methods, Tag-Rank and Jaccard are better than
Genre. Since many videos were assigned the same genre, genre information was
not discriminatory enough to assess the similarities between videos. Tag-Rank
had higher MAP than Jaccard. We performed the Wilcoxon signed rank test for
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Fig. 5. MAP vs. view number (single)

Tag-Rank and Jaccard while varying the items in each user’s log from 1 to 5.
There was a significant difference at the 1% significant level in all conditions.

MAP vs. View Number. We evaluated MAP values of target videos with
different levels of popularity.

In this experiment, we divided test users into 3 groups according to the number
of the target videos viewed.

Tail: the target item is in the bottom one third of all videos
Mid: the target item is in the mid third of all videos
Head: the target item is in the top one third of all videos

We evaluated MAP values of the target videos in each group. Fig. 5 shows the
results. The vertical axis is MAP value calculated from the 1st to the 5th videos
in each user’s log.

The results show that Tag-Rank had the best MAP values for the Tail group
and the Mid group. User-CF had the best MAP values for the Head group.
When using log-based methods for item recommendation, prediction accuracy is
relative high if user logs contain many items, i.e. training data is sufficient. Since
Tag-Rank does not depend on the number of times the target video is viewed,
MAP offers high performance even when log amount is small.

Comparing the methods, Tag-Rank has higher MAP than Jaccard in all
groups. Because Jaccard does not consider relevance levels of tags, it frequently
recommends unsuitable videos. On the other hand, Tag-Rank emphasizes tags
relevant to the video, so Tag-Rank offers high MAP. Item-CF and User-CF have
high MAP when recommending videos in the Head group, but low MAP when
recommending videos in the Tail group.

The precision of log-based methods varies according to log amount, but that of
Tag-Rank is high and does not depend on item popularity. Tag-Rank is especially
effective when recommending items with low view counts.



Improving Item Recommendation Based on Social Tag Ranking 169

0

0.02

0.04

0.06

0.08

0.1

0.12

1 2 3 4 5

M
A
P

videos per user

Item-CF+
Tag-Rank

Item-CF+
Jaccard

Tag-Rank

Jaccard

Item-CF

(a) Combination with Item-CF

0

0.02

0.04

0.06

0.08

0.1

0.12

1 2 3 4 5

M
A
P

videos per user

User-CF+
Tag-Rank

User-CF+
Jaccard

Tag-Rank

Jaccard

User-CF

(b) Combination with User-CF

Fig. 6. MAP vs. user log number (hybrid)

3.3 Hybrid Methods

Combining log-based methods with content-based filtering approaches is a simple
way of achieving high performance in a wider variety of situations [11] [12].

We evaluated MAP values when combining a content-based method: Tag-
Rank or Jaccard with a log-based method: Item-CF or User-CF. The scores
were calculated by summing up the normalized scores of the methods used.

MAP vs. User Log Number. We evaluated MAP values of the target video
while varying the number of items in each user’s log from 1 to 5. Fig. 6 shows
the results. The horizontal axis is the number of items accessed per user, and
the vertical axis is MAP value.

The MAP values show that Tag-Rank combinations are superior to the Jac-
card combinations in all conditions. Combining Item-CF or User-CF with Tag-
Rank yields MAP values above the MAP values of the constituent methods used
in isolation.

MAP vs. View Number. We also evaluated the MAP values of target videos
with different levels of popularity. Fig. 7 shows the results for a content-based
method with Item-CF. Fig. 8 shows the results for a content-based method with
User-CF. The vertical axis is the MAP value when each user’s log contains from
1 to 5 videos.

The results show that the Tag-Rank combinations are superior to the Jaccard
combinations in all conditions. Tag-Rank well compensates the weak point of
log-based methods with regard to recommending items in the Tail group. Even
in the Mid group and the Head group, Tag-Rank can improve the MAP values
of log-based methods.

From the results of the above experiments, we conclude that Tag-Rank im-
proves recommendation performance despite its simplicity.
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Fig. 7. MAP vs. view number (hybrid, combination with Item-CF)
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Fig. 8. MAP vs. view number (hybrid, combination with User-CF)

3.4 Effect of Co-occurrence Depth Score and Co-occurrence Width
Score

In this work, we create tag ranking based on two co-occurrence scores: Co-
occurrence Depth score and Co-occurrence Width score. Co-occurrence Depth
score indicates the relevance of the tag to the item. Co-occurrence Width score
indicates the specificity of the tag. Tag ranking can be created based on com-
bining them and also based on either of them. We compared the MAP value of
each co-occurrence score when each user’s log contained from 1 to 5 items. Fig. 9
shows the results.

For 1 or 2 items, Co-occurrence Width score yields higher MAP but above 2,
the combination of Co-occurrence Depth score and Co-occurrence Width score
offers the best performance. In this experiment the combination of co-occurrence
scores is calculated by simple multiplication. For example, the MAP values might
be improved by attaching a high weight to Co-occurrence Width scores when
the log amount is small.
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4 Conclusions

We proposed herein the idea of introducing tag ranking to improve recommen-
dation precision. Tag ranking reflects tag importance as calculated by their co-
occurrence. The similarity between items is measured by comparing their tag
rankings. Items similar to those in the user’s log are recommended to the user.
In order to validate the effectiveness of tag ranking, we performed experiments on
data from logs of a video sharing site. The experiments showed that our simple
tag ranking approach can well improve the precision of content-based filtering.
We also confirmed that the precision is improved by combining content-based
methods with our proposed simple tag ranking method. We plan to validate the
effect of tag ranking in detail by performing experiments on larger datasets and
on other type of datasets. We also plan to examine other tag ranking methods.
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Abstract. Multimedia Event Detection is a multimedia retrieval task
with the goal of finding videos of a particular event in an internet video
archive, given example videos and descriptions. We focus here on min-
ing features of example videos to learn the most characteristic features,
which requires a combination of multiple complementary types of fea-
tures. Generally, early fusion and late fusion are two popular combination
strategies. The former one fuses features before performing classification
and the latter one combines output of classifiers from different features.
In this paper, we introduce a fusion scheme named double fusion, which
combines early fusion and late fusion together to incorporate their ad-
vantages. Results are reported on TRECVID MED 2010 and 2011 data
sets. For MED 2010, we get a mean minimal normalized detection cost
(MNDC) of 0.49, which exceeds the state of the art performance by more
than 12 percent.

Keywords: Feature Combination, Early Fusion, Later Fusion, Double
Fusion, Multimedia Event Detection.

1 Introduction

In recent years, due to its great potential for many applications, the explosive
growth of the user generated online videos and the prevailing online communities
such as YouTube, Hulu etc., automatic detection of complex events in uncon-
strained videos has received a lot of interest from the research community [1] [2]
[3]. However, most current tools only focus on single modality such as automatic
transcription of speech from audio signal, scene recognition using color features
or action detection based on time-related features. How to combine these state-
of-the art approaches to build an accurate, fast and robust multimedia system
to help users to study these overwhelming video data is still an open question.
Many research in progress during the past few years still focus on the following
two tracks: the design of highly discriminative and robust features [4] and the
combination of multiple complementary features based on different modalities
such as visual, audio and text [5] [6] [7] [9] [10]. For example, in 2010, NIST held
the first Multimedia Event Detection (MED) evaluation [7] [10], which emphasis
the importance of combining multiple modalities for event detection. As shown
in Fig. 1, the task is: given an Event Kit (including an description of the con-
cepts and some example videos), find videos that belong to the event defined by
the Event Kit. In this paper, we will deal with the same task.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 173–185, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The illustration MED task

Many research papers [5] [7] [8] [9] [10] state that a multimodal approach
helps to obtain an effective retrieval/classification performance on image and
video. In general, there are two types of combination strategies, namely early
fusion and late fusion [9]. Early fusion combines feature before performing clas-
sification, such as multi-kernel learning [11] [12]. Late fusion combines output of
classifiers from different features, such as average fusion, committee voting [13]
and co-regularized least squared regression [14]. There is no universal conclusion
of which strategy is the preferred method for multimedia content analysis and
retrieval. [9] found that early fusion is better than late fusion in semantic index-
ing based on their results on TRECVID 2004 benchmark. While studying data
on TRECVID 2006, [15] found that early fusion gets better results on most of
concepts while late fusion is more robust and can tackle some harder concepts.
To incorporate the advantages of both methods, we introduce a simple yet effi-
cient fusion strategy called double fusion. In double fusion, we first perform early
fusion to generate different combinations of features from subsets on the single
features pool. After that, we train classifiers on each feature or feature combina-
tion and carry out late fusion on the output of these classifiers. For example, as
shown in Fig. 2, we first extract three kinds of features (visual, audio and text)
from three training and three testing videos. After that, pairwise early fusion
(visual+audio, visual+text) are carried out in these three features based on their
kernel matrice. In the training step, five classifiers are trained based on five fea-
tures and feature combinations (visual, audio, text, visual+audio, visual+text).
For each video, there are thus five output scores indicating how likely it is that



Double Fusion for Multimedia Event Detection 175

this video belongs to the event. In the last step, late fusion is used to fuse five
output score vectors into one score vector, on which the final interpretation can
be executed. Experimental results on the TRECVID MED 2010 and MED 2011
data sets with about 484 hours’ video clips for 18 events show the effectiveness
of double fusion. For MED 2010 we get a mean minimal normalized detection
cost (MNDC) of 0.49, which exceeds the state of the art performance [7] by more
than 12 percent.
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Fig. 2. The illustration of our MED system

The remainder of the paper is organized as follows. Section 2 briefly intro-
duces different fusion strategies. Section 3 presents the details of our implementa-
tion, including feature representation, bag-of-words scheme, classifiers and fusion
schemes. Section 4 demonstrates and analyzes experimental results on MED 2010
and MED 2011. Finally, section 5 concludes the paper and outlines our future
work.

2 Fusion Scheme

Early Fusion [9] is a combination scheme that runs before classification. Both
feature fusion and kernel space fusion are example of early fusion. The main
advantage of early fusion is that only one learning phase is required. However,
it is hard to combine features into a common representation [9]. Multiple kernel
learning is one of the most popular early fusion technologies. Its drawback is the
curse of high dimensionality, usually accompanied by limited training data.

In contrast to early fusion, late fusion [9] happens after classification. While
late fusion is easier to perform, in general, it needs more computational effort and
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has potential to lose the correlation in mixed feature space. Normally, another
learning procedure is needed to combine these outputs, but in general, because
of the overfitting problem, simply averaging the output scores together yields
better or at least comparable results than training another classifier for fusion.

As shown in paper [9], there is no conclusion about which fusion scheme will
get better performance. For some concepts such as stock quotes, early fusion get
better result, for other concepts such as road, late fusion get better performance.
Could we come up a solution to combine the strengths of both early and late
fusion? In this paper, we introduce a method called double fusion, which com-
bines early fusion and late fusion together. Specifically, for early fusion, we fuse
multiple subsets of single features by using standard early fusion technologies;
for late fusion, we combine output of classifiers trained from single and combined
features. By using this scheme, we can freely combine different early fusion and
late fusion techniques, and get benefits of both.

Two early fusion strategies, i.e., rule-based combination and multiple kernel
learning [12], are used to combine kernels from different features. For rule-based
combination, we use the average of the kernel matrix. Multiple kernel learning
[12] is a natural extension of average combination. It aims to automatically learn
the weights for different kernel matrix. Our experimental results show that the
performance of multiple kernel learning is slightly better than average combi-
nation. However, because of the explosive number (the number of combination
is 2n − 1, n is the number of features) of combination, it is time consuming
to use all possible feature combination when the feature space becomes large.
To address this problem, our first possible solution is by combing features be-
longing the same categories. For each category or single feature, we train one
classifier. The number of classifiers for late fusion will be n+c, in which c is the
number of category. Our second solution is to combine all features together in
early fusion and perform late fusion with all single feature classifiers that results
in n+1 classifiers need to be fused in later fusion. In this paper, we use both
approaches and train n+c+1 classifiers for late fusion, in which there are c early
fusion classifiers built on category-based features, n single feature classifiers and
one early fusion classifier trained on the combination of all features. This allows
us to exploit the advantages of single feature classifier, category-based classifier
and complete-feature classifiers.

3 Implementation

As shown in Fig. 2, there are four key steps in our system. In step one, we
perform feature extraction on visual, textual and audio modality. After modality
specific data processing, bag-of-words representation is used to aggregate the
point features into whole video features. Early fusion is applied in step two after
calculating the kernel matrix. In step three, classifiers are trained to perform
the classification. The outputs of different classifiers are combined by using late
fusion strategies in step four.
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Feature Extraction and Feature Representation. Feature representation
is critical for video content understanding. In TRECVID MED System, we ex-
plore three feature modalities including visual features, audio features and text
features.

Visual Feature. We use five visual features, namely SIFT [20], CSIFT [16],
MoSIFT [17], STIP [18] and GIST [4] .

For SIFT feature and CSIFT, the harris-laplace key point detector is used to
detect key points. As processing all MED video frames will be computationally
expensive, we only extract features from key frames extracted by a shot boundary
detection algorithm. Specifically, the algorithm calculates the color histogram
for every five frames and subtracts the histogram with the histogram of the
previous frame, if the subtracted value is larger than a certain threshold, which
is empirically setted, the key frame will be a shot boundary. After detecting the
shot, we use the frame in the middle of the shot to represent that shot. By using
this algorithm, we extracted 114992 key frames from MED 2010 and 364747 key
frames from MED 2011 development data.

While SIFT and CSIFT describe 2D local structure in images, space-time
interest points (STIP) and MoSIFT capture space time volumes where the image
values have significant local variations in both space and time. STIP and MoSIFT
are different in both key points detector and descriptor. STIP uses 3D Harris
corner detectors and its key points are represented in two parts: the first part
is HOG (Histograms of Oriented Gradients; 72 dimensions) which indicates the
spatial appearance and the second part is HOF (Histograms of Optical Flow;
90 dimensions) describing the motion information. MoSIFT uses a Difference
of Gaussian (DoG) based detector and represents by another descriptor which
is also concatenated from two parts: the first part is SIFT (128 dimensions)
which indicates the spatial appearance and the second part is also HOF (128
dimensions).

For the GIST feature, we follow the suggestion from [4] and set the dimension
of feature points to 960.

Audio Feature. For the audio feature, we used Automatic Speech Recognition
(ASR) feature, which is extracted as described in [10].

Textual Feature. Following the work of [10], we use Optical Character Recog-
nition (OCR) feature extracted by the Informedia system to represent the text
feature.

Bag-of-words Representation. After extracting above features from given
videos, a formal Bag-of-words representation is adopted to cast features of key
frames into fixed length feature vector. First, vector quantization (VQ) technique
is used to cluster feature descriptors into a large number of clusters (i.e. ’words’
) using k-means clustering algorithm. For visual features, the code book size
is 4096 except for GIST, which has 960 dimensions. Second, by mapping these
features into their cluster centroid, we can get a feature representation for each
key frame. Here, we adopt a soft-weight strategy in which we choose the ten



178 Z. Lan et al.

nearest clusters and assigned a rank weight for them. For using these words to
represent the videos, we need to cast image feature into video feature. For SIFT,
CSIFT and GIST, we first normalize feature vectors of each key frame in a video
and then sum them together to represent the video. For STIP and MoSIFT,
we just sum all the feature points in a video together and normalize it. As for
ASR and OCR, we simply count the number of words or tokens found in videos.
There are a total of 11618 unique words and 180228 unique tokens extracted for
ASR and OCR, respectively.

Spatial Pyramid Matching. Since the classic bag-of-words method loses all
information about the spatial layout of features,[19] adopt the pyramid matching
scheme by repeatedly subdividing the image and computing histograms of local
features for each sub-regions. Specifically, besides the bag-of-word representation
for the whole image, we divided the keyframe into 2x2 and 1x3 sub-regions, and
computed the bag-of-word representation for each sub-region. Thus, the feature
dimension for the spatial pyramid matching is 8x4096=32768. We applied this
simple yet effective method for SIFT and CSIFT features.

Classifier. A large variety of classifiers exist for mapping the feature space into
score space. In this paper, we adopt two classifiers, i.e. non-linear support vector
machine (SVM) [21] and kernel regression (KR) [14]. SVM is one of the most
commonly used classifier due to its simple implementation, low computational
cost, relatively mature theory and high performance. In TRECVID MED 2010,
most of the teams [7] [8] use SVM as their classifiers. Compared to SVM, KR
is a simpler but less used algorithm. However, our experiment shows that the
performance of KR is consistently better than the performance of SVM.

Fusion. In our feature set, only visual feature set has multiple features, while
all other features represent each category by its own. By performing visual fea-
ture (SIFT, CSIFT, MoSIFT, STIP, GIST) combination and all-feature (SIFT,
CSIFT, MoSIFT, STIP, ASR, OCR, GIST) combination, we have two feature
combination and seven single features (SIFT, CSIFT, MoSIFT, STIP, ASR,
OCR, GIST). For late fusion, we use two rule-based fusion methods to combine
the output of above 9 classifiers. One is average combination, another one is
weighted combination using weight learned from cross-validation. The detail of
the weight calculation will be given in the experimental part.

4 Experiment

4.1 Data

For TRECVID MED 2010, we used both the annotated training and testing data,
which consists of 114 hours of video clips and three event kits, i.e., ”Making a
cake”,”Batting a run” and ”Assembling a shelter”. For MED 2011, currently,
we only have the annotated development data of MED 2011, which consists of
about 370 hours of video clips and 15 events including 5 training events (At-
tempting a board trick, Feeding an animal, Landing a fish, Wedding ceremony
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and Working on a woodworking project) and 10 testing events (Birthday party,
Changing a vehicle tire, Flash mob gathering, Getting a vehicle unstuck, Groom-
ing an animal, Making a sandwich, Parade, Parkour, Repairing an appliance and
Working on a sewing project). To test the performance of our system on MED
2011 dataset, we manually split the 10 testing events into same size of training
and testing data. After the splitting, we have 3135 video clips for training and
a 6687 video set for testing on MED 2011.

We ran our program on the Carnegie Mellon University Parallel Data Lab
cluster, which contains 300 cores and it took us about 57000 CPU hours to
extract features and perform the bag-of-words mapping.

4.2 Evaluation

For performance comparison, two evaluation schemes are adopted: the first one
is the MNDC, which, as indicated in formula 1, is an evaluation criteria for
NIST to evaluate MED 2010 and MED 2011. Lower MNDC indicates better
performance. For better understanding, we also use maximum F1 Score by using
test label to search the best threshold. Considering that we have 100 times
negative sample than positive samples for each event, MNDC is still a better
criteria for evaluation since it gives more weight on the cost of false alarm.
However, both of above two criteria are highly depended on threshold and are
not stable for evaluation.

NDC(S, E) =
CM ∗ PM (S, E) ∗ PT + CFA ∗ PFA(S, E) ∗ (1− PFA(S, E))

MINUMUM(CM ∗ PT , CM ∗ (1− PT ))
(1)

where PM (S, E) is the missed detection probability for system S, event E while
PFA(S, E) is the false alarm probability for system S, event E. CM = 80 is the
cost for missed detection, CFA = 1 is the cost for false alarm and PT = 0.001.

4.3 Parameter Selection

For both SVM and KR, we used a χ2 kernel [22] since all of our features are
histogram features and the χ2 kernel has been extensively used for histogram
features. A parameter γ is needed for χ2 kernel. For SVM, we have one additional
regularization parameter C. To optimize these parameters, we ran two-folded
cross-validation 10 times by randomly spliting the training data into two folds.
Then, the average MNDC of two folds are used to choose the best parameters.
We also use the average MNDC to generate weights to perform weight averaging
for late fusion. The search ranges for both C and γ are 10−3 to 103, in multiples
of 10. We did try small step size search for parameter selection suggested by [23],
but didn’t find much difference.

4.4 Results

To get a statistically meaningful experiment, for each setting, we run 10 times
and calculate the mean and standard deviation for that setting. Because running
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Table 1. Comparison of single features on TRECVID MED2010. Two evaluation cri-
teria including MMNDC and MMF1 are adopted. For MMNDC, lower score indicates
better performance; for MMF1, higher score means better performance.

Feature MMNDC %± STD MMF1%± STD

CSIFT 60.6 ± 0.7 52.5 ± 0.6

SIFT 60.5 ± 1.4 53.3 ± 1.1

MoSIFT 63.9 ± 1.4 50.6 ± 0.9

STIP 69.1 ± 0.5 48.2 ± 1.8

GIST 82.9 ± 1.5 33.7 ± 0.7

ASR 89.1 ±4.7 22.5 ± 4.1

OCR 85.7 ± 0.1 28.8 ± 0.8

MMNDC MMF1

Fig. 3. Comparison of single feature on TRECVID MED2010. Two evaluation criteria
including MMNDC and MMF1 are adopted. For MMNDC, lower score indicates better
performance; for MMF1, higher score means better performance.

all the combination of fusion strategies and classifiers will be computational
expensive and meaningless to our concern, we first compare all the classifiers,
early fusion and late fusion strategies on MED 2010 and choose the best strategy
for each step to perform further experiments on MED 2011.

Single Feature Comparison. First, we compare the mean MNDC (MM-
NDC) (lower MMNDC indicates better performance) and mean MF1 (MMF1)
(higher MMF1 indicates better performance) of single features on MED 2010. As
shown in Table 1 and Fig. 3, the performance of different features vary dramati-
cally from event to event. Generally, four local features including CSIFT, SIFT,
MOSIFT and STIP consistently outperform other three features. In these four
features, motion based features including MOSIFT and STIP get much better
results than static features including SIFT and CSIFT in ”Assembling a shelter
” event, which has a lot of motion. Contradictorily, static features are obviously
superior to other features in ”Batting a run” event and ”Making a cake”, be-
cause of their relatively monotonous background. Different matched situation for
different features shows that above features are complementary to each other.
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Table 2. Comparison of classifiers, early fusion and late fusion strategies on TRECVID
MED 2010. Two evaluation criteria including MMNDC and MMF1 are used. For MM-
NDC, lower score indicates better performance; for MMF1, higher score means better
performance.

Classifiers Early Fusion Late Fusion

KR SVM MKL Average Weighted Average
Fusion Fusion Fusion

MMNDC% ± STD 60.5 ± 1.4 62.3 ± 1.1 50.6 ± 0.8 50.7 ± 0.6 52.5 ± 1.5 57.6 ± 1.9

MMF1% ± STD 53.3 ± 1.1 50.7 ± 2.9 61.4 ± 0.1 61.2 ± 0.6 59.7 ± 1.1 54.4 ± 1.6

MMNDC MMF1

Fig. 4. Comparison of double fusion with early fusion and late fusion on MED
2010. Two evaluation criteria including MMNDC and MMF1 are adopted. For MM-
NDC, lower score indicates better performance; for MMF1, higher score means better
performance.

Also, the performances of ASR and OCR features are much worse than those
visual feature. All of these indicate that giving different weights for different
features is a promising fusion strategy.

KR versus SVM. We further compared the performance of different classifiers
by simply using the best single feature, which is SIFT. From Table 2, we can
see that, compared to SVM, KR has lower MMNDC and higher MMF1, which
indicate that KR is a better classifier for TRECVID MED task. From now on,
we will use KR as our classifier for further experiments in this paper.

Early Fusion Strategies Comparison. For early fusion, we choose either
multiple kernel learning oraverage fusion. As indicated in Table 2, we can see that
MKL only gets comparable results to simple average fusion, this is consistent
with what was suggested by [12]. Considering that the performances of some
features are much worse than other features, it is quite unreasonable to give
them equal weight. However, finding a better weight strategy is still an open
question.

Late Fusion Strategies Comparison. Table 2 shows the results of late fusion
using weighted fusion and average fusion. The result of weighted late fusion is
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Fig. 5. Comparison of double fusion with early fusion and late fusion on MED 2011
by suing MMNDC criteria. Lower MMNDC indicates better performances.

Fig. 6. Comparison of double fusion with early fusion and late fusion on MED 2011
by using MMF1 criteria. Higher MMF1 indicates better performances.

much better than the result of average late fusion. This indicates that different
features have different contributions to the final results, especially when the
performance varies dramatically between features. We will only use the weighted
combination for late fusion for further comparison.

Double Fusion Versus Early Fusion and Late Fusion. The result of double
fusion is shown in Table 3. From the table, we can see that double fusion gives
much better results than both early and late fusion. The current best result
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Table 3. Comparison of double fusion with early fusion and late fusion on MED2010.
Two evaluation criteria including MMNDC and MMF1 are adopted. For MMNDC,
lower score indicates better performance; for MMF1, higher score means better perfor-
mance.

MED 2010 MED 2011

Early Late Double Early Late Double
Fusion Fusion Fusion Fusion Fusion Fusion

MMNDC% ± STD 50.6 ± 0.8 52.5 ± 1.5 48.9 ± 0.7 65.6 ± 0.7 68.2 ± 1.3 60.6 ± 0.8

MMF1% ± STD 61.4 ± 0.1 59.7 ± 1.1 62.9 ± 0.6 41.1 ± 0.5 37.4 ± 3.8 44.3 ± 0.9

on TRECVID MED 2010 was achieved [7] using the MMNDC criteria and the
performance was 0.565. Compared to this result, we get more than 12 percentages
improvements in MMNDC, though results are not perfectly comparable due to
different features and machine learning methods. Fig. 4 shows that double fusion
gets consistently better performance than early fusion and late fusion on all of
three events in MED 2010. MED 2011 is much harder and more diverse than
MED 2010 since we have 15 events now, but Fig. 5 and Fig. 6 indicate that
double fusion still gets better performance than early fusion and late fusion on
11 of 15 events. For the other 4 events, double fusion still gets similar results
to the best methods for those events, which indicates that double fusion does
capture advantages of both early fusion and late fusion.

5 Conclusion

In this paper, we presented an analysis of early fusion and late fusion which
aims at combining features from different modalities for multimedia event de-
tection and introduced a double fusion scheme which combines early fusion and
late fusion together. Our experiments on about 484 hours of videos come from
TRECVID MED 2010 and 2011 showed that this simple strategy is very ef-
fective and had a substantial advantage over both early fusion and late fusion
strategies. Moreover, we found that weighted combination is better than aver-
age combination for late fusion but not for early fusion. How to learn weight
for early combination is still an open question, our future work will focus on
learning weight for early fusion.
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Abstract. We propose a multi-modal approach to retrieve associated
news stories sharing the same main topic. In the textual domain, we uti-
lize Automatic Speech Recognition (ASR) and refined Optical Character
Recognition (OCR) transcripts while in the visual domain we employ
a Near Duplicate Keyframe detection method to identify stories with
common visual clues. In addition, we adopt another visual representa-
tion namely semantic signature, indicating pre-defined semantic concepts
included in the news story, to improve the discriminativness of visual
modality. We propose a query-class weighting scheme to integrate the
retrieval outcomes gained from visual modalities. Experimental results
show the distinguishing power of the enhanced representation in individ-
ual modalities and the superiority of our fusion approach performance
compared to existing strategies.

Keywords: Semantic signature, Refined Optical Character Recogni-
tion, News video retrieval.

1 Introduction

Associated news stories refer to news stories addressing the same main topic.
Examples of associated news stories are shown in Figure 1. For instance, in Figure
1(a), there are three news stories from ABC, CCTV and CNN channels discussing
the same topic of ”Bush press conference”. The objective of this research is to
retrieve associated news stories from different channels in daily broadcast news
videos through the multi-modal approach. This task can be seen as a prior stage
for other tasks like event-based information organization, topic detection and
tracking (TDT), news story summarization and etc.

The broadcast news stories include enriched auditory, textual and visual cues
which can be utilized for the news story retrieval. For example, in reader, which
is a type of news article read without accompanying video or sound, the spoken
words carry the major part of semantics. Accordingly, applying ASR and retriev-
ing spoken words would be essential for the story retrieval task. In addition to
ASR transcript and OCR transcript which generally can be extracted from tex-
tual regions, visual elements play a critical role especially since humans receive
much of their information of the world through their sense of vision. However,
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Fig. 1. Associated news story categories

finding the visual similarity of associated news stories often can be a challenging
task.

To clarify this issue we visually categorize the associated news story into
two major groups. (i) Associated news stories covering the same news object in
usually the same venue and within the same context. They may come from the
same or different video footages as shown in Figure 1(a). Finding mutual visual
clues across associated news stories from this category can get problematic due
to the high degree of variation of camera angles, camera lens settings and etc.
(ii) Associated news stories addressing an event which is not visually related to
specific objects or occurs at a specific venue like news story addressing “Katrina
storm” or “Fire in Oklahoma” as shown in Figure 1(b). Visually, the storm
or fire will be similar irrespective of where it happens. Modalities like textual
information or high-level visual annotations could possibly be more informative
and discriminative than routine visual representations like local signatures in
these cases.

The rest of this paper is as follows. In Section 2 we explain related work. In
Section 3 we explain our proposed approach to measure enhanced textual and
visual similarities across news stories. In Section 4 we evaluation the retrieval
performance through different uni- and multi-modal frameworks.

2 Related Work

During last years multi-modal fusion has absorbed much attention due to the
benefit it provides for various multimedia analysis tasks. The integration of mul-
tiple media features is referred to as the early fusion while the integration of
the intermediate decisions is referred to as the late fusion [1]. In the late fu-
sion framework, the textual and visual units provide the local decisions which
later combined through a decision fusion unit to obtain the final decision. The
late fusion strategies can be categorized into two major groups of (i) Rule-based
(e.g MIN, MAX, Ranked list, query (in)dependent weighting fusion and etc),
(ii) Classification-based fusion (e.g. SVM , Bayesian inference and etc) as com-
prehensively discussed in [1]. In this paper, we focus on query-class weighting
solutions to fuse different visual modalities.
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Query-dependent or query-class weighting can be considered an evolution of
query independent weighting since it tackles many query independent weighting
failures. The focal point of this approach is that given training references and
an appropriate set of training queries, query clusters (i.e. query-classes) can be
found such that queries within each cluster share some similar properties which
differentiate them from other queries in the collection (where properties may be
artifacts such as semantic similarity, performance similarity, distance and etc).
By partitioning a set of training queries into discrete query classes, it is possible
to optimize for each query-class an instance of the weighting matrix RC, such
that each class should have a different set of weights for local decisions. The
query-class concepts was introduced by Yan et al. [11] for content-based video
retrieval where four classes of Named person, Named object, General object, and
Scene were defined based on which they assign different weights to different low-
level classifiers. Later in [10] they developed probabilistic latent query analysis
(pLQA) which is able to discover latent query classes automatically without
using prior human knowledge, to assign one query to a mixture of query classes,
and to determine the number of query classes under a model selection principle.
Xie et al. [9] propose a query-dependent fusion strategy that dynamically builds
a class using training queries that are the closest to the testing query, based on
light-weight query features defined on the semantic analysis results on the query
text.

Using late fusion framework in the textual domain, authors in [2] use an ad-
vanced pre-processing approach for each individual frame to provide qualified
inputs to the OCR engine, the output of which is coupled with the ASR tran-
script for the search task. This approach is computationally expensive due to its
inefficient text box verification step. In [3] authors compare n-gram analysis and
dictionary look up techniques to correct OCR error for the text-based video re-
trieval. The former generates a new set of n-gram strings to match the unedited
OCR outputs. These n-gram strings include strings with an edit distance of 1
character and all substrings with at least 3 characters. The second method uses
the global dictionary to correct spelling errors. In [13] authors propose the key-
words expansion method to compensate noisy ASR and OCR transcripts for
TV commercial classification task. They also used the encyclopedia and English
dictionary to correct misspelled terms and come up with keywords. Note that
unlike TV commercial where background music degrades the ASR transcript
quality, in the news domain ASR transcripts usually possesses higher accuracy.
However, in the news domain the quality of OCR transcript varies depending
on the video resolution, the font size and the complexity of the background of
the text region. To refine the OCR output, we also propose the local dictionary
concept using determined ASR transcripts.

3 Enhanced Multi-modal Content Similarity

In our proposed multi-modal solution, in the textual domain we propose a novel
early fusion strategy applied in the feature-level to suppress the OCR errors
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and boost up the retrieval performance by generating enhanced textual features
using both ASR and refined OCR transcripts. In the visual domain, we utilize the
local-feature-based visual similarity and the semantic similarity. In the former,
we use keypoint matching scheme to determine the visual similarity between
keyframes of stories, while in the latter we calculate the visual similarity between
news stories based on the pre-defined visual concepts they include. Then we fuse
those two visual modalities through a query-class weighting scheme to address
failings of the former and shorten the existing semantic gap. At the end, we
combine the enhanced visual and textual similarities through different fusion
strategies to improve the retrieval performance.

3.1 Enhanced Textual Content Similarity

In the textual domain, we aim to utilize the spoken words transcript obtained by
an ASR engine and OCR transcripts together. Unlike documents, overlaid texts
in news videos possess a wide range of sizes, fonts, colors, and mostly complex,
dynamic, or/and transparent backgrounds. These complicating factors cause the
OCR output to be highly erroneous. For instance, the word accuracy for detected
text was estimated to be only 27% for VOCR used in [3]. Hence, first we aim to
correct the OCR errors to reach the enhanced textual representation.

Optical Character Recognition. In news videos, overlaid text is mostly lo-
cated at the bottom of the screen. We create a profile for each of 7 channels in
the dataset that specifies the spatial information of overlaid components in the
screen. This area is highlighted as a box in Figure 2(I). For the overlaid text
extraction, first we spatially filter the gray-scale keyframe with respect to the
position of overlaid text box in the broadcasting channel as shown in Figure
2(I)(a). The gray-scale text box is binarized using Otsu method (Figure 3(b))
and input to the OCR engine [5]. The output of the OCR is a series of highly
erroneous terms for each keyframe, if any (Figure 2(I)(c)).

OCR Output Recovery. We use the spell-checker engine, called ASPELL [4],
which generates a group of candidate words for each incorrectly spelled OCR
output. The candidate words are ranked in the ascending order of their similarity
to the raw OCR output. This similarity score is determined by considering typo
analysis. In Figure 2(I)(d), three words “FEmAL”, ”wnNEssES ” ,and ”IRAOI”
are input to ASPELL and it generates 28, 28, and 8 candidates, respectively.
In addition, the correctness of some terms (i.e. GUARDS) can be confirmed by
the spell-checker. Eventually, there is a portion of incorrectly spelled terms in
OCR output which can not be recovered by the spell checking procedure. For
instance, there is no “ELECTROCUTION” among candidates words generated
for term “ELEMRUTION” in the above example.

In order to pick the right word among the generated candidates, we utilize
the fact that both spoken words and overlaid text address the identical story
content and most likely share some common important words. Hence, we build
a local dictionary for each story using ASR transcript (Figure 2(II)). The local
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Fig. 2. Overview of the OCR (I) pre- and (II) post-processing

dictionary is basically the raw ASR transcript with the words converted to their
roots by the stemmer. In the used dataset the local dictionary has around 50
words in average for each story. The local dictionary is checked for the words that
are output by the spell checker and converted to the root form by a stemmer, and
a set of words common to the local dictionary and the stemmer output is created.
Note that if we use the global dictionary, each of OCR terms should be converted
to the closest word in the global dictionary. In Figure 2(I), “Wannesses” and
“IRA” are the closest words to “wnNEssEs” and “IRAOI” respectively according
to the global dictionary and they are not correct. Those words that have been
correctly recognized by OCR, e.g., GUARD in the above example, and may not
necessarily exist in the ASR transcript, are also detected by validity checking
process as indicated in Figure 2(II). The compilation of these valid words and
common words are passed through the stop word removal filter and the result is
a set of keywords. Next, we determine the enhanced tfidf representation as

tfidf(i, j) = tfA(i, j)/dfA(i) + tfO(i, j)/dfO(i), (1)

where tfA(i, j) and tfO(i, j), called the term frequency, are the number of times
termi appears in the jth ASR and OCR transcripts, respectively, and dfA(i)
and dfO(i) called document frequency, are obtained by dividing the number of
ASR/OCR transcripts containing the termi by the number of all documents in
ASR/OCR lexicon. We calculate the enhanced textual similarity across stories
using cosine similarity between their enhanced tfidf representations.
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Fig. 3. Sample scenes with (a) high and (b) low t-score

3.2 Enhanced Visual Content Similarity

We simply detect Near Duplicate Keyframes(NDK) across two news stories
keyframes using Bag-of-Words representation of SIFT descriptors followed by
geometric verification [12] and cosine similarity as the similarity measure. Next,
we utilize normalized set difference to measure between stories (Si and Sj) sim-
ilarity as

Sim KF (Si, Sj) =
|KFi ∩KFj |

2
.(

1
KFi

+
1

KFj
), (2)

where KFi refers to the set of keyframes contained in the Si. Although the
local-feature-based similarity is effective and robust to limited degree of certain
variations, but it still suffers from significant object/camera movements occurred
in scenes with dynamic concepts and also the well-known semantic gap as shown
in Figure 3(b). On the other hand, they perform properly in scenes with mostly
static concepts like mountains, speakers, building and etc as shown in Figure
3(a). This observation motivates us to study relation between concepts repre-
sented in a scene and the capability of the local-feature-based algorithm to catch
the visual similarity across scenes. We use TRECVID 2006 dataset including
around 160 hours news video from 7 different channels. Every shot is semanti-
cally indexed using 374 concepts by [7] and presented by 374-dimensional vector,
called SemSig, each element of which shows the probability of the existence of
the corresponding concept in the shot. Overall, there are around 21k shots each
of which includes several keyframes.

Next, we determine matching keypoints between keyframes within each shot
using the method mentioned earlier. Accordingly, we categorize shots into two
categories of the detectable and non-detectable groups if the number of matching
keypoints between their keyframes exceeds a specific threshold. Then we employ
the t-test [8] between these two categories according to the included concepts
to see what are the concepts existence of which lead to general failure of NDK
detection within the shots. In Figure 4, the t-score for all concepts are shown.
Concepts like sitting, US flag and address or speech have high t-score which im-
plies that NDK detection algorithm is generally capable of finding scenes having
these static concepts. On the other hand, concepts like shooting, dancing, ruins
and natural disaster have low t-score which means there is a general difficulty
to detect NDK including these concepts.
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Fig. 4. The determined t-score for 374 concepts

Accordingly we compute Detectability Score (DS) for each concept as

DS(i) = 1 + 1/(1 + t-score(i)), i = 1, 2, .., 374. (3)

In practice, semantic signature using predefined concepts are not discriminative
enough to help us out to retrieve failure cases due to the general incapability of
the semantic indexing to describe different scenes uniquely and limited number of
concepts, detector of which is determined. However, we can improve the retrieval
performance by fusing these two sources of visual knowledge which are local-
feature-based and semantic signatures similarity. To this end, for each story we
determine the semantic signature, Sem(Si), simply as the summation of tfidf
representations of its shots SemSig. Then we calculate between-story semantic
similarity as

Sim Sem(Si, Sj) = (DS ⊗ Sem(Si)).(DS ⊗ Sem(Sj))t, (4)

where ⊗ denotes the element-wise production. Hence, we assign higher weights
on concepts with the lower t-score. Next, we can determine the final visual sim-
ilarity for each story pair based on the trained SVM classifier using determined
Sim KF and Sim Sem as two input features.

4 Experimental Results

In this Section we evaluate different uni- and multi-modal approaches for associ-
ated news story retrieval. We use news videos from the TRECVID 2006 corpus
from 7 channels addressing world news occurred in December 2005. The length
of stories changes between 30 seconds and 5 minutes. We use ASR transcripts
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Fig. 5. Top-K retrieval result using the textual modality

provided by [6]. We manually segment the news stories as a group of keyframes
and label them based on their main topic. The dataset contains 830 news stories
out of which 296 pairs of associated news stories are labeled. More than half of
associated news stories belong to the second category of associated news stories
explained earlier in Section 1. We consider each associated news story as the
query and measure the similarity between the query and all reference stories us-
ing different uni- and multi-modal representations and different fusion strategies
and then rank them, accordingly.

The retrieval performance is quantified by the probability of retrieving the
associated news stories in the top-k position of the ranked list given as P (K) =
Zc/Z, where Zc is the number of queries that rank their associated news stories
within the top-k position and Z is the total number of queries (296). In Figure
5, we show top-k news story retrieval results using ASR, refined OCR, OCR
ground truth, OCR(GT), and enhanced textual representation. It should be
mentioned that through OCR output recovery explained in Section 3.1, we could
improve OCR accuracy from 18% to 42%. In Table 1, we compare our OCR post-
processing method with others. In this paper we determine the local dictionary
based on this assumption that story boundaries are given.

Table 1. Precision, Recall, and F-measure for different OCR post-processing methods

Methods Raw OCR our method n-gram Global Dic.

Precision(%) 18.40 42.25 20.35 21.78

Recall(%) 20.67 48.14 24.44 22.54

F-measure 19.46 44.99 22.21 21.15

In Figure 6, we compare retrieval results using different visual similarities
and their fusion as discussed in Section 3.2. As explained earlier, using seman-
tic similarity solely results in a poor retrieval performance but it is still above
random retrieval plot. Using keyframe set similarity ends up with better retrieval
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Fig. 6. Top-K retrieval result using the visual modality

Fig. 7. Top-K retrieval result based on different multi-modal late fusion strategies

result. This relatively low retrieval accuracy comes from this fact that significant
portion of the associated news stories belong to the second category mentioned
in Section 1, where this visual representation is not discriminative enough. We
also compare different fusion strategies to integrate these two visual similarities
retrieval results such as ranked list and SVM-based fusion approaches. Through
the ranked list fusion we generate the ranked list for each query using each visual
modality then the final rank for each reference data is calculated as the min of
its calculated ranks. In the SVM-based fusion approach, we employ leave-one-
out framework and train the RBF kernel using training data including pairwise
Sim KF and Sim Sem scores. Next, for the query of interest we retrieve similar
reference news stories using trained RBF kernel with determined parameters. As
shown in Figure 6, the best results are obtained by our query-class weighting
scheme followed by the SVM-based/linear fusion.
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In Figure 7, we compare retrieval results using different multi-modal fusion
strategies as discussed earlier. The best result is obtained by the SVM-based
fusion of modified semantic similarity explained in Section 3.2, keyframe set
similarity and enhanced textual similarity. Note that even linear fusion of men-
tioned similarity scores outperforms ranked list fusion and SVM-based fusion
using original semantic similarity, keyframe set similarity and enhanced textual
similarity. This superiority explains the key role of our proposed Detectability
Score (as determined in equation 3) to refine the semantic similarity.

5 Conclusion

In this paper, we determine enhanced textual and visual similarity between news
stories using novel early and late fusion strategies, respectively. The experimental
results confirm the effectiveness of our uni- and multi-modal associated news
story retrieval approaches.
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Abstract. We present a method for real-time monitoring of workflows
in a constrained environment. The monitoring system should not only
be able to recognise the current step but also provide instructions about
the possible next steps in an ongoing workflow. In this paper, we address
this issue by using a robust approach (HMM-pLSA) which relies on a
Hidden Markov Model (HMM) and generative model such as probabilis-
tic Latent Semantic Analysis (pLSA). The proposed method exploits the
dynamics of the qualitative spatial relation between pairs of objects in-
volved in a workflow. The novel view-invariant relational feature is based
on distance and its rate of change in 3D space. The multiple pair-wise
relational features are represented in a multi-dimensional relational state
space using an HMM. The workflow monitoring task is inferred from the
relational state space using pLSA on datasets, which consist of workflow
activities such as ‘hammering nails’ and ‘driving screws’. The proposed
approach is evaluated for both ‘off-line’ (complete observation) and ‘on-
line’ (partial observation). The evaluation of the novel approach justifies
the robustness of the technique in overcoming issues of noise evolving
from object tracking and occlusions.

Keywords: Qualitative Spatio-temporal Relations, Workers
Instructions, Activity Recognition, Hidden Markov Model (HMM), Prob-
abilistic Latent Scemantic Analysis (pLSA).

1 Introduction

A workflow is a temporally ordered set of procedural steps for accomplishing a
task in which people and tools are involved in each step of the process. In an
industrial environment, the aim of workflow monitoring is to assist operators un-
familiar with a workflow by providing on-the-fly instructions from an automatic
system. This enables continual interaction between operators and the system
while performing a workflow. In an on-going workflow, the proposed monitoring
system should be able to anticipate the next possible tasks and recognize the
deviations from the correct workflows which may lead to quality and/or health
and safety problems. In our case, the operators’ instructions will be provided via
augmented reality, video clips and/or text using a see-through Head Mounted
Display (HMD)[27]. Therefore, the monitoring system requires a general ability

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 196–209, 2012.
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to learn, analyze and model workflow patterns. This associates to a problem of
activity recognition.

The more general problem of activity recognition is widely studied within
Computer Vision. Much of this work has focused on the development of proba-
bilistic models over object configuration spaces and estimated from training data.
Examples include Hidden Markov Models [5,25,17,6], stochastic context free
grammars (SCFG) [15,1], echo state networks (ESN) [22], propagation networks
(P-nets) [21], Past-Now-Future networks (PNF-networks) [19] and Bayesian net-
works [12,11]. Very often the configuration space is confined to the location and
motion of objects within a scene based frame of reference [14,9]. Most of these
models consider only the behaviour of an individual object, such as location and
speed in the image plane. Though an activity recognition using a trajectories-
based model is powerful, the model complexity increases quadratically with an
increase in interactions between multiple objects participating in a task. Fur-
thermore, the tracking algorithm often fails due to occlusion and inability to
distinguish between foreground and background.

In this paper, we explore the activity recognition problem in the context of
workflow by using qualitative spatio-temporal pair-wise relations between human
body parts, tools and objects in a workspace. These relations are established
using a relational feature vector representing distance and the rate of change of
distance between pairs of objects in 3D space. The motivation for using relational
features is to enable the model to follow the ongoing workflow, even though
an object is missing due to occlusion or scene complexity. This is possible by
considering the spatio-temporal configurations of other observed objects. For
example, during the task of hammering, if the individual’s hand moves towards
the nail box and back to the work bench, it is most likely that the he/she has
picked up a nail, by considering the spatio-temporal configurations between nail
box and hand during the ‘retrieve-nail’ subtask. Similarly, if the participant’s
hand moves towards the screw box, the system should then assert a violation of
workflow since the ongoing task is hammering of nails.

In the present study, we consider all possible pair-wise relations among objects
in a given workspace. These relations are then represented in a relational state
space. We propose a novel method to model workflow from this relational state
space by using probabilistic Latent Semantic Analysis (pLSA) [10]. We evalu-
ate our proposed technique with the workflows of hammering nails and driving
screws. In this model, each workflow sequence consists of multiple sub-sequences
of primitive events.

2 Related Work

Activity recognition in the context of workflow is still an active field of research.
In this section, a brief description of related work on workflow monitoring and
computer vision-based activity recognitions most associated to the context of
workflow, is presented.
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Veres et al. [22] proposed a method for monitoring workflows in a car assem-
bly line. The method uses a global motion descriptor by sampling an input im-
age sequences by a fixed overlapping spatial grids over whole image. Each grid
is represented by local motion descriptor based on pixel intensity. The global
motion descriptor for an image at a given timestamp is the concatenation of
these local motion descriptors. Eco state networks (ESN) [13] are used as a time
series predictor for workflow monitoring. Pody et al. [18] uses a hierarchical-
HMM with observation of 3D optical flow-features for monitoring a hospital’s
operating rooms. The 3D flow-features are extracted by quantisig the optical
flow of pixels inside a spatio-temporal cell of fixed volume. The top-level topol-
ogy of the hierarchical-HMM is temporally constrained and the bottom level
sub-HMM is trained independently with labelled sub-sequences. Pinhanez and
Bobick introduced the Past-Now-Future networks (PNF-networks) [19] using
Allen’s temporal relations [2] to express parallelism and mutual exclusion be-
tween different sub-events. In order to gain a detection of actions and sub-actions,
Allen’s interval algebra network is mapped into a simpler three-valued PNF-
network representing temporal ordering constrained between the start and end
timing of event instances. Shi et al. [21] presented propagation networks (P-nets)
to model and detect primitive actions from videos by tracking individual objects.
P-nets explicitly model parallel streams of events and are used for classification.
The detailed topology is handcrafted and trained from partially annotated data.
Moore and Essa [15] use stochastic context-free grammars (SCFG) to recog-
nize separable multi-tasked activities from a video illustrating a card game. All
relations between the tracked events are described using manually-defined pro-
duction rules.

In another context, event recognition in meetings using layered-HMMs is pro-
posed by Oliver et al. [17]. The HMMs operate in parallel at different levels
of data granularity which allow event classification using multi-modal features.
An integrated system for modelling and detecting both high- and low-level be-
haviours is demonstrated by Nguyen et al. [16]. The system uses the trajectories
of occupants in a room consisting of pre-defined multiple cells in a given zone.
The goal is to recognize behaviours that differ in the occupied cells and in the
sequence of their occupation.

In most of the above-mentioned models: 1) object trajectories in the image
plane are used as a feature descriptor. However, tracking algorithms often fail
to detect and track objects efficiently due to variations in workspace settings,
occlusions as well as dynamic or cluttered background. We partially address this
issue by using spatio-temporal relational configurations of the objects involved.
2) The models take into consideration a limited number of objects at a given
time. The complexity of the learning algorithm increases with the involvement
of more objects or interactions, thereby hindering ‘real-time’ monitoring. This
is overcome by the proposed probabilistic Latent Semantic Analysis (pLSA). 3)
Additionally, we employ view-invariant relational feature for our model whereas
view-dependent features are used in most models [22,18,17].
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Fig. 1. Workflow monitoring model overview: a) tracked objects in a workspace, b)
pair-wise relational feature, c) state space representation of each pair-wise relations,
and d) reflections of pair-wise relations (state space) in the workspace

3 Qualitative Relations to Workflow Patterns

The proposed model for workflow activity monitoring comprises of four steps.
The systematic procedure for this is shown in Fig. 1. In the first step, the rel-
evant objects in a given workspace are tracked. The tracking system provides
instantaneous 3D positions of objects of interest at each time frame (Fig. 1a).
Secondly, a view-invariant relational feature vector for each pair of objects for
each time point, is computed (Fig. 1b). In the third step, these relations are
quantised into a finite number of states using an HMM (Fig. 1c and Fig. 1d). In
the final step, the framework uses a generative process of pLSA for monitoring
and recovering workflow activity from the relational configuration of quantised
pair-wise relations as shown in Fig. 1d.

3.1 Feature for Qualitative Spatial Relations

Our model is based on the joint motion of a collection of N key objects relevant
to the task at hand. Let (x1

t ,x
2
t , ...,x

N
t ) be the respective 3D positions of these

objects at time t, where xi
t = (x, y, z)i

t. The joint motion is described in a view-
invariant fashion as the set of spatial and kinematic relations between every
pair of key objects. At each time step, the relation between a pair of objects
i and j is represented by a real valued vector composed of the separation and
the first derivative of separation with respect time i.e. ri,j

t = (di,j
t , ḋi,j

t ) ∈ �2,
where di,j

t = ‖xi
t− xj

t‖ for ∀i < j. For convenience, we order the set of pair-wise
relations {ri,j

t , i < j} and express as R = [rm
t ]M×T×2, where m = 1 . . .M and

M = N(N − 1)/2 and T is the number of time steps. We now discretise the
pair-wise feature vectors using an HMM to capture the temporal dependencies,
and after discretisation it will be represented by corresponding HMM states
S = [sm

t ]M×T .

3.2 State Space Representation of Spatial Relations

The state space S = [sm
t ] representation of the corresponding relational feature

set R = [rm
t ] is carried out using an HMM (Fig. 1c). This is defined as a quintuple
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Fig. 2. State space (Viterbi path) representation of pair-wise relations using an HMM
of 10, 12 and 16 states respectively (from left). Each colour represents a particular
state in the HMM.

(Q, R, π, A, B), where Q is a finite non-empty set of ‘relational’ states, R is the
input relational feature, π = {πq} is the starting probability for an element
q ∈ Q, A = {aq,q′} are the state transition probabilities from the state q to state
q′ and B = {bq(r) = N(r, μq,

∑
q)} is the output function, which is represented

as a Gaussian density with mean vector μq and covariance matrix
∑

q for the
state q emitting feature r. The optimal parameter λ∗ = (π∗, A∗, B∗) of the HMM
is estimated using Baum-Welch forward-backward algorithm [3] from a training
dataset consisting of W workflow sequences, where each workflow sequence is
represented by M parallel sequences of pair-wise relational features:

λ∗ = argmax
λ

W∏
w=1

M∏
m=1

P (rm,w|λ)

P (rm,w|λ) =
∑
all Q

P (rm,w|Q, λ)P (Q|λ) =
∑
all Q

T∏
t=2

πqbqt(r
m,w
t )aqt−1,qt

(1)

where rm,w denotes the mth series of pair-wise relational features from the wth

workflow sequence and consists of T time steps. The Viterbi algorithm [24] is used
to find the most likely hidden states sequence from a given observed sequence
of relational feature using the optimal parameter λ∗. Fig. 2 demonstrates the
pair-wise relations with the varying number of states Q in the HMM.

3.3 pLSA for Modeling Spatial Relations

A workflow sequence can be decomposed into multiple sub-sequences. The de-
composition granularity often depends on type of the workflows and the meth-
ods used for its realisation. In the case of ‘hammering nail’ and ‘driving screws’
workflows, we use a set of primitive events (Table 1) which have been manually
annotated. The generative model of pLSA is used for this multi-class classifica-
tion problem instead of discriminative classification techniques such as support
vector machine i.e. SVM.
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Fig. 3. Partition of a workflow sequence into primitive events Ep, pair-wise relations
χm and spatial relations sp,m

t . In [4], these are equivalent to ‘corpus’, ‘document’ and
‘word’ respectively.

Probabilistic latent space models [10,4] were initially proposed to automati-
cally discover the recurrent themes or topics from a corpus of text documents.
They are used to analyze topic distributions of documents and word distribu-
tions in a topic. The model is estimated from the co-occurrence of words and
documents. In our work, we extract this by dividing a workfow into subsequences
of primitive events (Ep=1...K in Fig. 3). Each pair-wise relation in a primitive
event is represented by ‘document’ (χm=1...M in Fig. 3). Every quantised relation
(sp,m

t ) in a pair-wise relation is characterised by ‘word’. In our framework, each
primitive event symbolises a corpus and is modelled separately using a pLSA,
namely a ‘corpus-model’.

The spatio-relational structure of key objects changes over time with the
progress of a primitive event. In our ‘corpus-model’, those underneath relational
structures for that primitive event, are captured by the distribution of latent vari-
able, which is known as ‘topics’ in the pLSA models. The latent variable itself
characterised by probability distribution over the relational states in each pair-
wise relation belongs to the primitive event. Therefore, we use all the instances
of a given primitive event from all training sequences to train the corresponding
‘corpus-model’. During evaluation of an unseen workflow sequence, the model
uses a sliding window of duration T and decides its association with the seen
primitive events based on maximum posterior probability.

We begin with some notations for our ‘corpus-model’. A workflow sequence is
a collection of K primitive events represented by E = {Ep=1...K}. A primitive
event is a group of M parallel pair-wise relations indicated by χ = {χm=1...M}.
The mth pair-wise relation in the pth primitive event χp

m = {sp,m
t=1...τ} is a se-

quence of τ quantised spatial relations, where sp,m
t ∈ Q (Fig. 3). In fact, in a

given primitive event, all pair-wise relations will have the same number of quan-
tised spatial relations i.e. the same τ for ∀m. The pLSA-model parameter for
each primitive event is learned from the training examples. This is done by con-
sidering all instances of the same primitive event appearing in all the training
sequences (Fig. 3). For convenience, from here onwards χp represents the collec-
tion of M pair-wise relations and the corresponding quantised spatial relations
sp for all instances of primitive event Ep appeared in the training sequences.
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For each primitive event Ep, our aim is to find the joint distribution Pp(χp, sp)
between the pair-wise relations χp and spatial relations sp belonging to the Ep

(p = 1 . . . K). This is done by using a latent variable model for general co-
occurrence of χp and sp which associates an unobserved class variable zp =
{zp

1 , zp
2 , . . . , zp

Z} [10]. The model assumes the conditional independence of χp

and sp given a latent variable zp. The graphical representation of our pLSA is
shown in Fig. 4. The joint probability Pp(χp, sp) can be expressed as:

Pp(χp, sp) = Pp(χp)Pp(sp|χp) (2)

where, Pp(sp|χp) =
Z∑

k=1

Pp(sp|zp
k)Pp(z

p
k|χp) (3)

The conditional probabilities Pp(sp|zp
k) and Pp(z

p
k|χp) are learned using the EM

algorithm [8] by maximizing the following log-likelihood function:

Lp =
∑
χp

∑
sp

n(χp, sp)log(Pp(χp, sp)) (4)

where the E-step is shown as:

Pp(zp|χp, sp) =
Pp(sp|zp)P (zp|χp)∑

zp′ Pp(sp|zp′)P (zp′ |χp)
(5)

and the M-step is:

Pp(sp|zp) =

∑
χp n(χp, sp)Pp(zp|χp, sp)∑

rp

∑
sp′ n(χp, sp′)Pp(zp|χp, sp′)

(6)

Pp(zp|χp) =
∑

sp n(χp, sp)Pp(zp|χp, sp)
n(χp)

(7)

where n(χp, sp) is the number of co-occurrences of the spatial relation sp and the
pair-wise relations χp in the primitive events Ep. The proposed ‘corpus-model’
computes the joint distribution Pp(χp, sp) for each Ep (p = 1 . . .K) by con-
sidering the temporally segmented subsequences representing the corresponding
primitive events in the training dataset of workflow sequences (Fig. 3). Dur-
ing recognition of an unknown workflow sequence, the co-occurrences matrix of
n(χ̂, ŝ) is computed by using a sliding window of duration T over it. At each
time step, the likelihood of co-occurrences matrix n(χ̂, ŝ) with respect to each
primitive event Ep is computed using the joint-distribution Pp(χp, sp) of Ep via
Eqn. 4. The unknown sliding window at each time step is assigned a primitive
event e∗ = argmax(L), where L = {L1, L2, . . . , LK} is the measured likelihood
from all primitive events.

3.4 Activity Monitoring

For workflow activity monitoring, the model is not only for the recognition of on-
going activity but also for advising the agent on the next possible tasks. In order
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Fig. 4. The Generative pLSA model (left) and workflow monitoring-HMM (right)

to achieve this, a top-level workflow topology is required. Often, this top-level
topology is provided manually for a well-defined structured workflow [21,15]. We
achieve this by modelling event spaces with an HMM. The graphical structure
is shown in Fig. 4. The monitoring-HMM consists of K hidden states denoting
K primitive events. The observation likelihood for each hidden state Et at time
t is computed from the respective primitive event’s likelihood via co-occurrence
matrix n(χp, sp)t through a sliding window of duration T .

Pp(n(χp, sp)t|Et) =
∏
χp

∏
sp

Pp(χp, sp)n(χp,sp)t (8)

We are interested in the transition probabilities from state Et to state Et+1;
these are estimated via the Baum-Welch forward-backward algorithm [3] from
the training sequences.

Our model can also be readily used for abnormal behaviour detection while
monitoring a workflow. This can be achieved via examining the observation
likelihood (Eqn. 8) of the ongoing activities. A lower score of this likelihood
indicates higher abnormality of ongoing activities.

3.5 Handling of Occlusions

In general, the conventional HMM-based model faces difficulties in finding the
most likely state sequences for missing observations. Therefore, a continuous
most likely state sequences is not re-established once the observations reappear
after a certain duration. A bottom-level HMM is used for the quantisation of
pair-wise relations (section 3.2) and another top-level HMM is for monitoring
workflows.

The quantisation HMM successfully handles the occlusions by treating the
reappeared pair-wise relational observations rm

t as a new sequence with a new
starting point from the time it reappeared. For these reappeared sub-sequences,
the model enforces the uniform starting probability π = {πq} of the HMM
parameter λ = (π, A, B) (section 3.2). As mentioned earlier, each pair-wise re-
lational feature sequence belonging to a workflow sequence is treated separately
for the quantisation. Therefore, the state space representation of pair-wise rela-
tion sequences corresponding to the observed objects are not affected by other
occluded objects.
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Table 1. Primitive events for ‘hammering nails’ and ‘driving screws’ workflow se-
quences

1. Grab nail baton 2. Place nail baton within
marked region

3. Release nail baton 4. Grab hammer

5. Retrieve nail 6. Insert nail 7. Place hammer 8. Hammering nail

9. Release nail 10. Put down hammer 11. Grab screws baton 12. Placed screw baton
within marked region

13. Release screw baton 14. Pick screwdriver 15. Retrieve screw 16. Insert screw

17. Release screw 18. Move screwdriver 19. Switch on screw-
driver

20. Push down screw-
driver

21. Turn off screwdriver 22. Put down screwdriver 23. Unknown

The monitoring HMM tackles occlusions by taking advantage of the pLSA,
which uses the co-occurrence matrix n(χp, qp) to consider the occurrence fre-
quency of quantised spatial relations in a pair-wise relation. In the event of an
occlusion, pLSA masks off spatial relations corresponding to the occluded object.

4 Experiments

Our experimental datasets consist of two type of workflow sequence, 1) ham-
mering 3 nails and 2) driving 3 screws. Two individuals are used to carry out
the workflows on a bench. The sequences are captured using the vicon motion
capture system [23]. Vicon markers are placed on all key objects utilized in the
workflow including both wrists of the participants. This dataset consists of 9 ob-
jects (hammer, electric screwdriver, nail box, screw box, nail baton, screw baton,
left wrist, right wrist and a piece of wood). The workflows are carried out on the
workflow bench. Given the tools above, the user is asked to hammer 3 nails and
drive 3 screws into the respective nail and screw batons. Using the setup above,
a total of 16 (4 per participant per workflow) sequences are obtained. The vicon
system provides the output at 50 Hz and 6 DoF (3D positions and orientations)
for each tracked object while performing a task.

4.1 Evaluations

A total of 23 primitive events (Table 1) are identified for the ‘hammering nails’
and ‘driving screws’ workflows including an ‘Unknown’ event for time steps those
are not labeled. We evaluated our approach for both off-line and on-line recog-
nition. The off-line evaluation considers the whole workflow sequence for the
recognition. The on-line evaluation takes into account the samples from the be-
ginning until time step t, where t = {2, 3, . . . , T} and T is the total duration of
the workflow sequence.

The frame-wise recognition rate is compared with the baseline approaches.
The baseline evaluations use input as the 3D motion vectors vo

t = (ẋ, ẏ, ż)o
t

for individual object o = 1, . . . , N at each time step t. The final motion vector
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Table 2. Performance comparison
for leave-one-out experiment

Methods Off-line On-line

HTK-PaHMM 77.40% 12.20%

SVM-Multiclass 24.90% 24.90%

pLSA 36.84% 36.84%

M-HMM-pLSA 61.51% 61.10%

Fig. 5. Confusion matrix for the frame-wise
evaluation of 23 primitive events for the
leave-one-out experiment (off-line)

vt = (v1
t ,v

2
t , . . . ,v

N
t ) at a given time t is a single vector by stacking the individ-

ual motion vector. In this experiment, the length of vt is 27 for 9 objects. We
compare our approach with HTK-PaHMM [28,25], SVM-Multiclass [20,7] and
pLSA ‘topic-model’ [26,10].

In the HTK-PaHMM model, there are 23 parallel-HMM representing 23 prim-
itive events in workflow sequences. Each HMM is trained separately with sub-
sequences of corresponding primitive events from training workflow sequences.
We use the HTK-toolkit [28] for this model.

For the SVM-Multiclass representation, each primitive event is treated as a
class. A normalized [−1, 1] 3D motion vector vt at each time step t is used
as a input feature. As in HTK-PaHMM, the model is trained on the training
dataset comprising subsequences of primitive events using RBF-kernel. However,
the temporal dependency of vt is not considered. During testing of a workflow
sequence, the class label of an unknown vt at time t is inferred from the learnt
model.

For the pLSA ‘topic-Model’, the input motion vectors vt are represented as a
word w = {w1, w2, . . . , wK} by quantising it using k-means clustering algorithm.
Each primitive event symbolises a topic z = {z1, z2, . . . , z23}. In [26], ‘topic-
model’ is used for finding topics or themes corresponding to activities those are
frequently occurring in a scene. In our model, we know these topics (primitive
events) from the labelled workflow sequences. For each topic p, we compute
P (w|zp), p = 1 . . . 23 by counting the occurrence frequency of w. For an unknown
document d, we assign a topic z∗ = argmaxz(P (z|d)), where P (z|d) is estimated
using the procedure described in [10] without changing P (w|z). For this model,
document d is represented as a sequence of words w taken from a sliding window
of duration T̂ (1 sec in this evaluation). This model gave better performance on
our dataset for 100 clusters.

The performance of frame-wise comparison for the leave-one-out experiment
on 16 workflow sequences is shown in Table 2. The HTK-PaHMM model per-
formed better for the off-line evaluation. However, it gave very poor outcome
for the on-line. SVM-Multiclass and ‘topic-model’ do not consider temporal
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Table 3. Performance comparison of our
model for leave-one-out experiment with
the insertion of random noise to 1) both
training and testing workflow sequences,
2) only testing sequences

Noise level
Inserted noise
during training

and testing

Inserted
noise during
testing only

Off-line On-line Off-line
No noise

σ = 0
61.51% 61.10% 61.51%

σ = 4 49.97% 48.90% 40.93%

σ = 10 52.00% 51.20% 34.56%

σ = 15 51.68% 50.40% 32.44%

σ = 20 50.95% 49.57% 28.44%

Table 4. Inter participants off-line per-
formance comparison with random noise
inserted in 1) both training and testing
workflow sequences, 2) only testing se-
quences

Noise level
Inserted noise
during training

and testing

Inserted noise
during testing

only
Test
on P1

Test
on P2

Test
on P1

Test
on P2

No noise
σ = 0

53.21% 59.31% 53.21% 59.31%

σ = 4 52.24% 48.86% 42.92% 52.10%

σ = 10 51.59% 53.39% 46.59% 08.63%

σ = 15 53.53% 54.13% 39.80% 12.42%

σ = 20 48.77% 52.23% 27.68% 12.15%

dependency and performed reasonably well. Our HMM-pLSA ‘corpus-model’
gave the best performance over all. The confusion matrix of our model for 23
primitive events is shown in Fig. 5. The confusion matrix reveals that some
frames in the current primitive event are misclassified as either next or previous
primitive events. This is typical synchronisation error as ground-truth for the
evaluation is manually annotated.

Object trajectories captured in our motion capture system are reasonably
clean in comparison to vision-based tracking. In order to validate the robustness
of our approach, we injected random Gaussian noise of zero mean with varying
standard deviation σ = {4, 10, 15, 20} in centimeters to the 3D positions of
objects in our workflow sequences. The frame-wise evaluations for both on-line
and off-line is presented in Table 3. The declining performance is less than 12%
for σ = 20 centimeters in both off-line and on-line experiments, when noise is
inserted into both training and testing sequences.

In our dataset, two participants P1 and P2 carried out an equal number of
workflows. We evaluated our method with workflows carried out by one par-
ticipant in training and the rest for testing, and vice versa. The performance
of frame-wise evaluation is shown in Table 4. Surprisingly, performance is com-
parable in most cases, although there is a large deterioration in performances
for higher added noise levels in test data only and with training on a single
participant.

4.2 Evaluation of Occlusions

The Vicon motion capture system [23] provides relatively clean data w.r.t. visual
analysis and is not enough to validate our hypothesis about handling occlusions.
Therefore, we evaluated our approach by removing one or more objects from
the testing workflow sequences, whereas the model was trained on sequences
by considering all objects. The average performance of complete removal of an
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Table 5. Leave-one-out experiment with
complete occlusion of an object in the
testing sequences. The performance is
61.51% without occlusion.

Occluded objects Off-line (Average)

screwdriver 58.61%

wood piece 60.98%

nail baton 56.03%

hammer 48.52%

nail box 59.90%

screw baton 55.11%

screw box 61.49%

left wrist 51.66%

right wrist 55.27%

Fig. 6. Recognition performance (off-line)
for the leave-one-out experiment with com-
plete occlusion of 0-6 objects

individual object in testing sequences and a leave-one-out experiment is shown
in Table 5. Removing static objects such as ‘wood piece’, ‘nail box’ and ‘screw
box’, the drop off in performance is less than 1%. However, the model gave
encouraging performance to the occlusion of actively involved objects such as
‘hammer’, ‘screwdriver’, ’left wrist’ and ‘right wrist’ (Table 5). We, then eval-
uated our model by removing two or more objects from the testing sequences.
In this evaluation, while removing two or more objects all possible combinations
of objects are considered and the average performance is shown in Fig. 6. The
method gave accuracy > 50% for the complete occlusion up to two objects.

5 Conclusion

In this work, we proposed an innovative approach for real-time monitoring of
workflows. The proposed method uses a novel view-invariant qualitative spatial
feature, which is extracted by considering distance and rate of change of distance
between a pair of objects in 3D space. The dynamics of this pair-wise relational
feature is captured using an HMM. Realisation of workflows from the relational
state space is carried out using a ‘corpus-model’, which is derived from proba-
bilistic Latent Semantic Analysis (pLSA). Each primitive event in a workflow
is modeled separately using our ‘corpus-model’. In order to predict the next
possible primitive event, the approach uses a monitoring-HMM.
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ICT-248290). We thank Elizabeth Carvalho (Center for Computer Graphics,
Portugal) for supplying ground-truth for this dataset.



208 A. Behera, A.G. Cohn, and D.C. Hogg

References

1. Ivanov, Y., Bobick, A.F.: of visual acticities and interactions by stochastic parsing.
IEEE Trans. on PAMI 22(8), 852–872 (2000)

2. Allen, J.F.: Maintaining knowledge about temporal intervals. Communications of
the ACM 26(11), 832–843 (1983)

3. Baum, L.E., Petrie, T., Soules, G., Weiss, N.: A maximization technique occurring
in the statistical analysis of probabilistic functions of Markov chains. Annals of
Mathematical Statistics 41(1), 164–171 (1970)

4. Blei, D.M., Ng, A., Jordan, M.: Latent dirichlet allocation. J. Mach. Learn. Res. 3,
993–1022 (2003)

5. Brand, M., Oliver, N., Pentland, A.: Coupled Hidden Markov models for complex
action recognition. In: Proc. of IEEE CVPR, pp. 994–999 (1997)

6. Bui, H., Venkatesh, S., West, G.: Policy recognition in the abstract hidden markov
model. Journal of Artificial Intelligence Research 17, 451–499 (2002)

7. Chang, C.C., Lin, C.J.: LIBSVM: a library for support vector machines (2001),
http://www.csie.ntu.edu.tw/~cjlin/libsvm

8. Dempster, A.P., Laird, N.M., Rubin, D.B.: Maximum likelihood from incomplete
data via the em algorithm. Royal Statistical Society 39(1), 1–38 (1977)

9. Grimson, W.E.L., Stauffer, C., Romano, R., Lee, L.: Using adaptive tracking to
classify and monitor activities in a site. In: Proc. of IEEE CVPR, pp. 22–29 (1998)

10. Hofmann, T.: Probabilistic latent semantic analysis. In: Proc. of Uncertainty in
Artificial Intelligence, UAI 1999, pp. 289–296 (1999)

11. Hongeng, S., Nevatia, R.: Multi-agent event recognition. In: Proc. of ICCV, vol. 2,
pp. 84–91 (2001)

12. Intille, S.S., Bobick, A.F.: A framework for recognizing multi-agent action from
visual evidence. In: AAAI 1999, pp. 518–525 (1999)

13. Jaeger, H.: The “echo state” approach to analysing and training recurrent neu-
ral networks. Tech. rep., Fraunhofer Institute for Autonomous Intelligent Systems
(December 2001)

14. Johnson, N., Hogg, D.C.: Learning the distribution of object trajectories for event
recognition. Image Vision Comput. 14(8), 609–615 (1996)

15. Moore, D., Essa, I.: Recognizing multitasked activities from video using stochastic
context-free grammar. In: Proc. AAAI National Conf. on AI, pp. 770–776 (2002)

16. Nguyen, N., Phung, D., Venkatesh, S., Bui, H.: Learning and detecting activities
from movement trajectories using the hierarchical hidden Markov model. In: Proc.
of IEEE CVPR, vol. 2, pp. 955–960 (2005)

17. Oliver, N., Garg, A., Horvitz, E.: Layered representations for learning and infer-
ring office activity from multiple sensory channels. Computer Vision and Image
Understanding 96(2), 163–180 (2004)

18. Padoy, N., Weinl, D.M.D., Berger, M.O., Navab, N.: Workflow monitoring based
on 3D motion features. In: Proc. of ICCV Workshop on Video-oriented Object and
Event Classification (2009)

19. Pinhanez, C., Bobick, A.: Human action detection using pnf propagation of tem-
poral constraints. In: Proc. of IEEE CVPR (1998)
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Efficient Spatio-Temporal Edge Descriptor
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Abstract. Concept-based video retrieval is a developing area of current
multimedia content analysis research. The use of spatio-temporal descrip-
tors in content-based video retrieval has always seemed like a promising
way to bridge the semantic gap problem in ways that typical visual
retrieval methods cannot. In this paper we propose a spatio-temporal
descriptor called ST-MP7EH which can address some of the challenges
encountered in practical systems and we present our experimental re-
sults in support of our participation at TRECVid 2011 Semantic Index-
ing. This descriptor combines the MPEG-7 Edge Histogram descriptor
with motion information and is designed to be computationally efficient,
scalable and highly parallel. We show that our descriptor performs well
in SVM classification compared to a baseline spatio-temporal descrip-
tor, which is inspired by some of the state-of-the-art systems that make
the top lists of TRECVid. We highlight the importance of the temporal
component by comparing to the initial edge histogram descriptor and
the potential of feature fusion with other classifiers.

Keywords: spatio-temporal, descriptor, content-based video retrieval,
high-level feature extraction, classification, concept, edge histogram.

1 Introduction

High-level feature extraction is a fundamental topic in multimedia research. Also
known as semantic concept detection, its goal is to determine the presence or
absence of semantic concepts in multimedia content. We investigate the pres-
ence of such concepts in video shots by using concept classifiers, which measure
the relevance of a concept within a video shot. In the literature, much of the
work in this domain is tested against the TRECVid benchmark, which provides
large video databases, manual concept annotation that can be used for training
and standardized evaluation measures, such as the widely used Mean Average
Precision [1]. The task of each participant is to build a system that automati-
cally identifies the video shots where a particular concept is shown (e.g. there
is an occurence of concept ’dog’ in shot 10 of video 244 in the set), and then
rank them by relevance. The database is divided in the training set, which is the
base for the experiments, and a test set, on which the system performances will
be evaluated. Each participant must provide a list of 2000 shot IDs ranked by
decreasing probability of detecting the particular concept. TRECVid organizers
provide a shot decomposition, as well as a central keyframe for each shot of the
video.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 210–221, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Highly performing [1] systems in TRECVid rely almost exclusively on image
descriptors, computed over central keyframes in shot, so they are basically classi-
fying and retrieving images. However, some [2] sample several keyframes in one
shot, and others use local features computed around spatio-temporal interest
points (STIP [3]) within the video. In spite of this, in the recent editions of the
TRECVid Semantic Indexing task (SIN), progress seems to have slowed down
because of several flaws in learning methods or dataset/annotation problems [4].
As each year more and more dynamic and motion-relevant concepts are added,
the use of one or few keyframes per shot in concept detection is beginning to
show its limitations.

Spatio-temporal descriptors have been used for various video detection tasks,
most notably in human action recognition. These descriptors show very good
discrimative features and are reliable in general, but have steeper computing re-
quirements and sometimes need pre-processed video data [5,6]. For these reasons,
their adoption in real systems at TRECVid has been slow and with mediocre
practical results [1]. The most likely cause is the comparatively high computa-
tional cost that comes with descriptors on xyt space, but also because of dataset
problems, such as high intra-concept variability and very few positive instances
of concepts.

We propose a spatio-temporal descriptor that can work around these prob-
lems. Our ST-MP7EH descriptor is based on the Edge Histogram image descrip-
tor, part of the MPEG-7 standard [7], and is basically analyzing the temporal
evolution of edges in video. Our descriptor works by computing an edge his-
togram in each frame, and then calculating two simple statistic parameters on
the distribution in time of each ”bin” in the histogram. By subsampling frames
at a reasonably low rate we can decrease computation time, which is essential
given our large video datasets (TRECVid2010 has 200 hours of video for training
and testing). This does little to impact the quality of the descriptor since our
temporal statistics (moments) are theoretically invariant to this operation.

This paper is structured as follows: in section 2 we present some existing
interesting approaches that rely on spatio-temporal detection, specially using
edges. We present the MPEG-7 Edge Histogram, which is the starting point for
our work, in section 3. In section 4 we present the method for our descriptor,
while also motivating our design decisions. In section 5 we present the details of
our testing and comparisons, we show how our spatio-temporal SIFT baseline
is constructed and in section 6 we show results computed on actual TRECVid
data. We conclude our paper with our comments on the descriptor’s performance
and future use in section 7.

2 Previous Work

In this section we describe known spatio-temporal video retrieval techniques that
use features based on edges and have been successfully used in TRECVid or are
part of the state of the art in concept video classification or action recognition.
TRECVid systems seem to tend toward increasing the number of visual features
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and incorporating sophisticated fusion strategies while relying less on motion or
edge information [1]. The most successful systems do incorporate spatio-temporal
information by sampling multiple keyframes, however their number is extremely
limited (MediaMill uses up to 6 additional I-frames distributed around the mid-
dle key frame of each shot) [2].

However, several TRECVid participants, mostly in the new Multimedia Event
Detection (MED), do use edge features. In SIN (high level feature extraction),
the MPEG-7 Edge Histogram has been used only in systems that work with the
middle keyframe of the shot [8,9,10], thus without any spatio-temporal or motion
information. On the other hand [11] compute edge histograms on a local level
and use the BoSW (Bag of Spatiotemporal Words) strategy to track features
in the space-time volume. An interesting approach is the TGC (temporal gra-
dient correlogram) by [12], which computes edge direction probabilities over 20
frames evenly distributed in the shot. Their work is similar in principle to ours,
but the temporal aspect is represented by a mere concatenation of the 20 vec-
tors resulting from the 20 sampled shots. In spite of some temporal information,
this approach is highly dependent on the shot length and has a higher compu-
tational cost. The EOAC [13] (edge orientation autocorrelogram) is practically
identical. Another example of edge-based descriptor is MEHI (motion edge his-
tory image) from [14], which evolves from previous MHI and MEI (heavily used
in human action recognition), and is a suitable descriptor for human activity
detection. However, its use in general concept-based retrieval is questionable be-
cause of camera motion, broader range of possible motions and inherent video
quality problems that come with Internet archive videos. Moreover, the exhaus-
tive manner of computation could prove impractical for the high-level feature
task.

3 MPEG-7 Edge Histogram Descriptor

The MPEG-7 standard describes an Edge Histogram descriptor for images, which
is meant to capture the spatial distribution of edges, as part of a general tex-
ture representation. As with all color and texture descriptors defined in the
MPEG-7 standard [7], this descriptor is evaluated for its effectiveness in simi-
larity retrieval [15], as well as extraction, storage and representation complexity.
The distribution of edges is a good texture signature that is useful for image to
image matching even when the underlying texture is not homogeneous.

The exact method of computation for the MPEG-7 Edge Histogram descriptor
can be found in [7] and [15]. The general idea is that the image is divided into
4 × 4 sub-images, and the local edge histograms are computed for each of the
sub-images. There are 5 possible edge orientations that are considered: vertical,
horizontal, 45◦ diagonal, 135◦ diagonal and isotropic (no orientation detected).
For each sub-image and for each image type an edge intensity bin is computed,
amounting to a total of 16 images× 5 edges = 80 bins.

Each sub-image is further divided into sub-blocks, which are down-sampled
into a 2× 2 pixel image by intensity averaging, and the edge-detector operators
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are applied using the 5 filters in the image below. The image blocks whose edge
strengths exceed a threshold are marked as ”edge blocks” and used in computing
the histogram. These values are counted and normalized to [0, 1] for each of the
80 bins. The value in each bin represents the ”strength” of the corresponding
edge type in that image block. According to its authors [7], this image descrip-
tor is effective for representing natural images for image-to-image retrieval. It is
not suited for object-based image retrieval. Moreover, the computation is effi-
cient [15], and has low dimensionality and storage needs.

Fig. 1. MPEG-7 directional filters [15]

4 ST-MP7EH Spatio-Temporal Descriptor

In the context of video retrieval, visual descriptors that are traditionally used in
CBIR are sometimes used to describe frame sequences instead of images, follow-
ing a more or less elaborate extension process. A good example of a properly built
3D descriptor is the 3D extension [16] of SIFT (evidently the highest performing
visual feature in image search) or the extension [17] of HOG used initially in
human action detection. However these cases are rare, as most systems tend to
use keyframe-based approaches or compute 2D descriptors at salient points in
the ST volume (detected by spatio-temporal interest points).

Our opinion is that temporal and spatio-temporal features have a huge poten-
tial in content-based video retrieval, and at the same time we state that keyframe
approaches miss a great deal of information on two aspects: the feature we are
looking for may not be present on the selected keyframe (but present on other
frames in the shot), and the feature is easier to recognize by means of its dynam-
ics throughout the shot rather than its instantaneous visual characteristics [18].
Naturally ST methods require far more processing power than keyframe ap-
proaches, so a compromise between performance and computational cost must
always be made. For that reason, we decided on MPEG-7 Edge Histogram thanks
to its low computational cost [15].

In the same idea as the seminal work of Nelson and Polana [19] we tried to
create a global and general descriptor that can detect the evolution in time of
visual texture. In our case, the texture is characterized by the predominance
of an oriented edge on a region of the image. The ST descriptor is computed
in a simple manner: for each frame t of the analyzed video, we compute the
(2D) MPEG-7 edge histogram descriptor, which gives an 80 value feature vector
xt

1 to xt
80. We compute this on every frame and put the data in an N × 80

matrix, where N is the number of analyzed frames. We consider each column j
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of this matrix as a time series x1
j , x

2
j , ..., x

N
j . This series represents the evolution

in time of a certain feature of the image (e.g. the 19th element represents the
strength of horizontal edges on the 3rd sub-image). The feature vector is made
from the average aj and standard deviation σj of each of these 80 series, namely
[a1, a2, ..., aN , σ1, σ2, ..., σN ] which gives it a fixed dimension of 160. The order
of magnitude is conserved between the two descriptors by means of average and
variance. The spatial information given by the edge distribution and the division
into grids is inherited from the underlying edge histogram descriptor. Temporal
information is present in the form of a shot-wide average edge histogram plus the
temporal variance in each histogram bin. Formally, the mean represents the first
moment of the discrete distribution, and the standard deviation is the square
root of the second central moment (the variance). We use the standard deviation
and not the variance in order to conserve the metric (to have the same measuring
unit), which is essential to classification.

Fig. 2. Overview of ST-MP7EH computation

ST-MP7EH has some interesting temporal properties. Firstly, it is a direct
temporal extension for the MPEG-7 Edge Histogram: if we compute our de-
scriptor on a sequence containing just one frame N=1, the resulting feature
vector would hold the edge histogram for that frame, with all the extra vari-
ances equal to zero. We find this helpful in providing a comparison between the
2D descriptors extensively used in video retrieval and the corresponding 3D ST
extensions. Secondly, this descriptor is robust to frame subsampling, as means
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and variances are statistically invariant to subsampling. Thirdly, this is a one-
pass global descriptor, which is to say that concerning memory, it only touches
each 3D point (in the XYT space) only once, and does so in a linear fashion. The
consequence is that sliding-window implementations are simple and efficient (we
can cut the ST volume anywhere on the T axis), that computation time is easy
to estimate (directly proportional to the number of frames) and that its ”global”
property ensures that no region in the ST volume will be missed because of bad
STIP detection [3], for instance.

Similar temporal strategies have been used in space-time analysis before, most
notably in human gesture recognition. Darrell and Pentland propose the use of
Dynamic Time Warping [20] for gesture recognition, and other authors have
proposed frequency domain [19] (Fourier analysis) and wavelets [21] to detect
repetitive patterns in walking motion. However, in the context of general motion
of an object in a video sequence, possibly combined with noise and camera mo-
tion, periodicity would obviously not prove as robust. The computational over-
head would also be significant by comparison to state-of-the-art video retrieval
systems. One thing our approach shares in common with frequency domain rep-
resentations is that both methods store the mean of the signal: ST-MP7EH com-
putes it explicitly and Fourier analysis computes the mean as the first Fourier
coefficient.

In order to minimize computation time we temporally sub-sampled the frames
of the shot by a 1/5 ratio. We found the subsampling appropriate for two reasons:
firstly, because the functions we use should be unaffected by the subsampling of
the dataset, and secondly because we assume the continuity of the MPEG-7 edge
strengths in time (as they are calculated from a continuous shot). Intuitively this
property should hold true for a sequence of frames forming a continuous shot:
since the difference between any 2 consecutive shots is small, so should be the
difference between 2 elements of the edge histogram for the corresponding edges.

5 Experimental Setup

We have tested our descriptors on our TRECVid 2011 testbed platform. Eu-
recom’s system uses a fusion of several visual classifiers (SIFT, GIST, color
moments, wavelet features), of which SIFT is the earliest and still the most
powerful, just like in most TRECVid systems. ST-MP7EH has been designed
to complement the image descriptors by providing spatio-temporal information
which would be invisible to keyframe-based descriptors. A computational con-
straint is also imposed by the amount of video data that is exponentially in-
creasing from one edition of TRECVid to the next and the available hardware.
The scoring metric for TRECVid SIN is the MAP (Mean Average Precision).
Average precision (AP) is a standard performance metric of a concept classifier.
Given the classifier’s output as relevance scores on a set of shots, we rank the
shots in descending order of their score, and compute AP as the average of the
precisions of this ranked list truncated at each of the relevant shots. The mean of
APs, or mean average precision (MAP), is a metric of the average performance
of multiple concept classifiers.
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5.1 ST-MP7EH Evaluation

We test the performance of our ST-MP7EH descriptor on TRECVid data. The
chosen training and test sets are two subsets of the annotated TRECVid2010
data available at the moment of writing. Our experiments were conducted us-
ing the 10 concepts from the TRECVid 2010 ”light run” of the SIN task. The
training set contains 59800 shots and the test set 59885 shots. The video data
comes from approximately 8000 Internet Archive videos (50GB, 200 hours) with
Creative Commons licenses in MPEG-4/H.264 with durations between 10 sec-
onds and 3.5 minutes. We compute our descriptor on all available shots, which
are segmented using an automated boundary detection mechanism. Given the
fact that this is an ”embarrassingly parallel” problem, splitting the workload
into a manageable number of jobs is trivial. Computation time for a single shot
depends on shot length and frame size, as well as hardware-dependent consider-
ations. On average for 10% of the tv10.shorts.B corpus (137327 shots) it takes
approx. 28.23 hours, which makes for an average 7.4011 seconds per shot. This
can also be approximated as 1.23× playback time. We estimate memory usage
as 5.747 kB per shot.

The next step is the SVM training. We label our data using the available
annotation. At this point the number of training examples becomes concept-
dependent as the annotation is not complete over the entire dataset. We use
a modified version of the SVM software available from LibSVM [22] that uses
the χ2 kernel. As with all other SVM training experiments, we use one single-
class SVM per concept that should differentiate between positive and negative
samples. Given the disproportionate nature of the positive and negative examples
(positive/negative ratio is < 1% for every concept), the label obtained in testing
will always be negative. We use the assigned soft-boundary probability P as an
indication of how likely the test vector is to actually be a positive instance, and
call this the ”score” of the shot. We sort by this probability in order to obtain
our ranked list on which we compute the AP for the 10 concepts. The average
of APs over all concepts is the MAP.

5.2 Comparison with Spatio-Temporal Baseline Descriptors

We compare our descriptor with several baselines in terms of MAP. The first
experiment is meant to compare direct retrieval quality, regardless of the nature
of the descriptor. According to [1], the best individual visual descriptor in the
current generation of video concept detection systems is still SIFT. We use a
Bag of Words approach by clustering all SIFT features into 500 clusters (visual
words) and constructing a histogram of visual word occurrences for each sam-
ple, based on the nearest visual word. Inspired by the work of MediaMill [2], we
adopt a multi-keyframe approach, were we sample a large number of keyframes
from the shot (1/5 regular frames), compute SIFT features, and finally create
a single visual word occurrence histogram per keyframe. We classify using the
same SVM method as for ST-MP7EH. At this point the 3 variants of our de-
scriptor branch: we either consider the highest-scoring keyframe as the overall
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score for the corresponding shot (mkfSIFT1 ), average all scores to get the shot
score (mkfSIFT3 ), or average the visual word histograms (mkfSIFT2 ) and fi-
nally compute the MAP. We consider these baseline descriptors as prototype
spatio-temporal visual detectors for general concept classification. We motivate
this by highlighting the fact that none of the descriptors that work well on hu-
man action [21, 20], surveillance, etc. have made their way into general-concept
systems because of their weak generalizing power.

5.3 Spatio-Temporal Performance Gain

We highlight the temporal quality of ST-MP7EH by directly comparing retrieval
performance to its ”predecessor”, the MPEG-7 Edge Histogram. For that we
compute Edge Histograms on one relevant keyframe in each shot and use the
resulting 80-value vector in SVM classification. Results clearly indicate the gain
of using multiple keyframes per shot. This experiment has been carried out on
a subset of the training set, containing half of the training samples.

5.4 ST-MP7EH - SIFT Late Fusion

Following the multiple descriptor fusion paradigm that seems to dominate cur-
rent state-of-the-art systems, especially in TRECVid, we made a late fusion be-
tween our SIFT descriptor and ST-MP7EH. The idea was to show that whilst
both descriptors provide good concept recognition separately, each one represents
a different type of visual information: SIFT is a very accurate image (spatial) de-
scriptor, while ST-MP7EH focuses more on the temporal. In our experiment we
tried to prove that fusing two different descriptors in such a manner could sig-
nificantly improve the MAP. Since we use the same learning technique for the 2
descriptors, we have one SVM ”score” from SIFT and another for ST-MP7EH
for each shot. These 2 scores can be fused using a linear combination, with the
mix variable α as a free parameter. We computed for each shot scorefusion =
α · scoreST−MP7EH + (1− α) · scoreSIFT for 10 values of α in the interval [0,1].
For each value of α we computed the ranked lists and calculated the MAP.

6 Results

6.1 Comparison with Spatio-Temporal Baseline Descriptors

Table 1 shows the APs and the MAP obtained using the ST-MP7EH descriptor
compared to the 3 variants of our SIFT multi-keyframe baseline described in
5.2. Improvement is evident for concepts containing motion (either of the ob-
ject, such as Boat or Bus, or the camera, as on Cityscape or Singing). Cityscape
has an exceptionally high score because of the dominant vertical edges, which
can be seen as a discriminative feature for the concept. We justify the low score
of Airplane flying by pointing out the spatial inconsistency (the object can be
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anywhere in the frame, at any scale, whereas our descriptor is not scale-invariant)
and the lack of background information (the background is either an edge-less
sky, or ground that is irrelevant to the concept).

Table 1. Comparison between ST-MP7EH and spatio-temporal baseline

Descriptor ST-MP7EH mkfSIFT1 mkfSIFT2 mkfSIFT3

Airplane Flying 0.00021851 0.00589261 0.01793414 0.02514655
Boat Ship 0.02262003 0.01880984 0.02367281 0.01797646
Bus 0.00187492 0.00348848 0.00514326 0.00629265
Cityscape 0.21769612 0.17755185 0.13681920 0.15426416
Classroom 0.00857810 0.00785321 0.00900273 0.00465120
Demonstration Or Protest 0.01465306 0.03806428 0.06042413 0.03266605
Hand 0.00342396 0.00335580 0.00572085 0.00759707
Nighttime 0.01671574 0.02773094 0.04030243 0.06348906
Singing 0.07864447 0.06039517 0.07210428 0.07564689
Telephones 0.00006563 0.00969003 0.00302432 0.00346670
MAP 0.03644900 0.03528322 0.03741482 0.03911968

6.2 Spatio-Temporal Performance Gain

This test has been performed on a subset of the training and test datasets,
consisting on half (30307) the number of shots. The experiment compares MAP
for ST-MP7EH and MPEG-7 Edge Histogram and shows how many concepts
that are lacking in spatial recognition (i.e. Demonstration Or Protest) perform
far better in spatio-temporal analysis. The results can be seen in table 2. Since
ST-MP7EH actually uses Edge Histogram, the improvement is a measure of
temporal relevance given by the concept. Note that the MAP for ST-MP7EH
differs from the one in the previous experiment because of the different datasets
used.

Table 2. Comparison Between ST-MP7EH and MPEG-7 Edge Histogram

Descriptor ST-MP7EH MPEG-7 edge

Airplane Flying 0.00041296 0.00210417
Boat Ship 0.00437917 0.00527415
Bus 0.00039620 0.00006228
Cityscape 0.20201674 0.02011237
Classroom 0.02932826 0.00374221
Demonstration Or Protest 0.02609449 0.00629317
Hand 0.02561565 0.01700422
Nighttime 0.10152920 0.05869340
Singing 0.07730526 0.05053595
Telephones 0.00256774 0.00155078
MAP 0.04696450 0.01653720
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6.3 ST-MP7EH - SIFT Late Fusion

Figure 3 shows how different mixes between ST-MP7EH and SIFT perform. The
10 columns represent 10 values for the α parameter, from 0 (pure ST-MP7EH)
to 1 (pure SIFT). The first observation is that individually ST-MP7EH has a
higher MAP (0.046964567) than SIFT (0.029211185) for these datasets. The
fusion shows that there is clearly an optimum for each concept where the MAP
from the fusion exceeds both descriptors. This is the result of complementary
information that ST-MP7EH and SIFT are able to describe. The average gain in
precision attributable to latent fusion is of 18.86782%, corresponding to a MAP
of 0.055825 for a common value of α = 0.43. We can also pick an optimum α
value for each concept, which gives an upper bound of improvement of 22.823%,
or a MAP of 0.057683244.

Fig. 3. Average Precision for late fusion between ST-MP7EH and SIFT

7 Conclusions

In this paper we presented a short overview of visual descriptors used in video
retrieval concentrating on edge features, we proposed a novel spatio-temporal
extension to the MPEG-7 Edge Histogram Descriptor, we described the com-
putational method and provided experimental results of SVM-based retrieval in
comparison to analogous spatio-temporal baseline descriptors, in comparison to
its spatial predecessor and in fusion with SIFT.

Current large scale concept video retrieval systems show a slow adoption of
dynamic features. In TRECVid, for example, only the Multimedia Event De-
tection task has provided significant research in spatio-temporal features. In the
generalistic concept classifiers seen in the Semantic Indexing Task, the vast ma-
jority of systems still use only one keyframe to describe the entire shot. Only
two different approaches have proven successful: local features (either in space
or space-time) computed around STIP (spatio-temporal interest points) and the
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use of more than one keyframe in shot description. However these descriptors
are part of complex systems where they participate in feature fusion. On all
accounts, any method that analyzes the XYT volume is subject to a high pro-
cessing and memory penalty. Our descriptor is invariant to changes in temporal
scale, so that the frames of the shot can be subsampled up to a minimal rate.
We can improve computation time by lowering the sampling rate with very little
change in the feature vector.

Our experiment shows that MAP increases by almost 3 times (2.839) when
we pass from the keyframe-based MPEG-7 Edge Histogram Descriptor to ST-
MP7EH. This is remarkable since the two descriptors carry the same spatial
information. The difference comes only from the temporal description via the
usage of moments (mean and variance). We believe that these results should
encourage the adoption of temporally-relevant description methods in such sys-
tems. The results of our late fusion experiment confirm that fusing a heteroge-
neous set of descriptors can yield a higher MAP thanks to the complementarity
of the different representations. This is what we have been recently witnessing
in TRECVid: large systems that collect information from color, texture, motion,
audio, metadata features, etc. and perform a latent fusion similar to ours. To
this end, EURECOM will use this descriptor in such a feature fusion scheme in
the 2011 edition of TRECVid.
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Abstract. Recurring elements in movies contribute significantly to the
development of narration, themes, or even mood. The detection of such
elements is impeded by the large variance of their visual appearance and
usually relies on the experience and attentiveness of the viewer. In this
paper, we present a new approach for the automated detection of recur-
ring elements in movies such as motifs and main characters. Performed
experiments show the reliability of the algorithm and its potential for
automated high-level film analysis.

Keywords: film analysis, dominant object detection, motif detection.

1 Introduction

Near-duplicate detection is a rapid emerging research field focused at the iden-
tification of identical or near-identical video sequences. Its vast development is
mostly driven by requirements of large media providers, advertising agencies,
and commercial companies. Near-duplicate detection facilitates application sce-
narios such as improved search and retrieval of videos by reducing the number
of duplicated videos, the monitoring of commercials broadcastings, and copy-
right protection [12]. While currently near-duplicate detection explores video
sequences as a whole, it does not allow for search on more detailed level such
as the investigation of duplicated characters or objects. The detection of such
recurring elements is a new requirement for automated film analysis stated by
art and film experts.

Recurring elements are a common tool in visual arts such as painting, photog-
raphy, and filmmaking. Examples for such elements can be found in the paintings
by Salvador Dali (the piano is typical for his Surrealist compositions) or the films
by Dziga Vertov (rails, spinning wheels, etc.) or Alfred Hitchcock (birds, cameo
appearances, etc.). Recurring elements are often applied to convey a certain
message, theme, or mood. They are usually called motifs and take very different
shapes such as the use of a specific color or sound in a given context, a particu-
lar movement of an object or character, camera position, composition, or even a
story line [1,2]. Motifs are often highly symbolic. Thus, their detection requires
for semantic understanding and relies on the experience and attentiveness of the
audience. An example for such visually highly varying motif is the X-motif in
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The Departed (2006) by Martin Scorsese (see Figure 1(a)). The X appears when-
ever a character is in mortal danger and takes very different shapes by means
of lighting, color, and material. However, motifs can also be easily recognizable
such as the ring in the Lord of the Rings (2001-2003) by Peter Jackson (see
Figure 1(b)).

(a) The X-motif in The Departed (2006).

(b) The easily recognizable ring-motif in the Lord of the Rings (2001-2003).

Fig. 1. Examples for motifs in movies

In this paper we explore the feasibility of the detection of recurring elements
by means of automated computer vision methods. A clear restriction for such an
approach is the requirement for certain similarities in the visual appearance of
present recurring elements. We propose a method based on local features that are
robust to changes in illumination, rotation, and scaling. Furthermore, the system
automatically learns recurring regions and creates links between related views of
one and the same object. Following, detected elements may differ significantly
in their position, orientation, and scale. In our approach, a region (or element)
can be an object, a part of it, or recurring character (usually the main actors).
Finally, the proposed method allows for the detection of recurring elements not
only in a single movie but also among different works from the same author and,
thus, can support a high-level film analysis currently performed tediously and
manually by film experts. In summary, the main contributions of this paper are:

– We define a new research task motivated by the requirements of film experts.
– We propose an automated method to detect recurring elements in movies

independently of their position, orientation, and scale.
– The output of the proposed system allows for a variety of summarizing vi-

sualizations of semantically related information.

This paper is organized as follows. In Section 2 we give an overview over related
research. Section 3 describes the algorithm for recurring region detection. Sec-
tion 4 presents experiments we performed as proof-of-concept for the evaluation
of the proposed algorithm. We conclude in Section 5 and give an outlook for
further research.
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2 Related Work

To the best of our knowledge, recurring elements detection has not been subject
to research so far. Related research areas compromise near-duplicate detection
and object detection and tracking.

Near-duplicate detection aims at identifying images or video sequences show-
ing slight variance due to editing or changes in lighting, viewpoint, motion,
etc. [5,9,14]. This research area has emerged in recent years for a variety of appli-
cations such as the recognition of TV commercials, detection of duplicated news
videos, media linking, and copyright infringement detection. Recently, Huang
et al. proposed a method for scene recognition based on near-duplicates object
detection [8]. The authors argue that shots of the same scene most probably
share a large number of similar objects or background. However, the authors do
not perform any object but simple keypoint detection and tracking. Following,
a shot is represented by an average space-time feature, called imprecisely ob-
ject key feature. In contrast to recent research in near-duplicate detection, our
work performs on more detailed level. While existing approaches detect dupli-
cated or reused media (images or video) as a whole we aim at the identification
of recurring elements within a given medium and their reuse among different
media.

Object detection and tracking usually requires a predefined appearance model
of the salient object or a priori information about the scene for reliable back-
ground subtraction and motion tracking [6,7,10]. The application scenarios are
manifold ranging from traffic control and surveillance to sport video analysis
and the recognition of human action. Recently, Celik et al. proposed a method
for unsupervised object detection in unlabeled surveillance video data [3,4]. The
authors first detect salient object based on motion information and simple di-
mensional features. In the next step, similarity-based clustering allows for the
grouping of objects according to the category they belong to. The approach is
only applicable in a restricted scene with a static camera. Salient objects have
to be moving and within a certain degree of perspective deformation due to the
dimensional features in the initial step. Our approach differ significantly from
existing methods for object detection and tracking in respect of available knowl-
edge about both object and scene and in respect of the degree of detection, i.e.
general category (a person, a car, etc.) vs. a specific subject.

3 Approach

The aim of the proposed system is to detect recurring regions within a video
sequence. A video sequence can be a shot, a scene, or a whole movie. Detected
regions have to meet two essential requirements. First, they have to be distinc-
tive and not homogeneous regions such as the sky, or a wall. Second, detected
regions should allow for a multiple view representation of the captured element.
Thus, the proposed system includes two critical components, region detection
and region representation, which will be discussed in the following sections (see
Figure 2).
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Fig. 2. Algorithm workflow

Given a video sequence for recurring object detection, the first step is, as in
any general video analysis approach, the detection of shot cuts and the extraction
of keyframes as shot representation. Both topics are well-investigated research
areas resulting in numerous existing methods. For shot boundary detection we
employed the method proposed by Truong et al. [13]. It is a simple adaptive
thresholding technique detecting peaks in the histogram difference curve of con-
secutive frames. For each detected shot, we extract the first, middle, and last
frames as keyframes. Despite the simplicity of both methods, they proved to
work efficiently with the involved data set and achieved satisfactory results in
the performed experiments. Since the input for the proposed system is a se-
quence of keyframes, they can be easily replaced by more sophisticated methods
if needed.

3.1 Region Detection

For each keyframe KSj , where Sj is the corresponding shot, we detect distinct
interest points and extract local features based on the Scale Invariant Feature
Transform (SIFT) [11]. SIFT features are invariant to changes in translation,
scale, and rotation and partially invariant to changes in illumination and affine
distortions and, thus, allow for matching across different viewing conditions.
Each feature F is described by a quadruple {KSj

i , x, y, D}, where Ki is the
associated keyframe id, x and y the corresponding coordinates, and D the local
feature descriptor.

Following, we perform initial, coarse region detection based on feature match-
ing. Each keyframe is compared to each following keyframe in the input video
sequence. Feature descriptors are matched by identifying the first two near-
est neighbors in terms of Euclidean distances. A descriptor is accepted if the
nearest neighbor distance is below a predefined threshold. The value of 0.8 was
determined experimentally and used through the evaluation tests described in
Section 4. To reduce the number of false matches we introduce a loose spatial
constraint. Each match is considered within the cluster of its three nearest neigh-
boring feature points. A match is accepted if there is at least one further match
present in the cluster. Finally, all accepted clusters are set as initial regions.

Figure 3 shows an example for an initial region detection from the movie
Run Lola Run (1998) by Tom Tykwer. Compared are two frames from two
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(a) Starting frame (b) Keyframe from a follow-
ing shot

(c) Matched features: white dots identify detected inter-
est points in the corresponding frame; red lines indicate
false matches; green lines correct matched features

(d) Detected initial regions
in the starting frame. Red
dots indicate dropped fea-
tures due to the spatial con-
straint.

Fig. 3. Example for initial region detection (for better visualization some spacing is
introduced within the detected regions)

different shots showing Lola and her boyfriend on the run from the police. The
scene is shot from two different viewpoints (see Figures 3(a)-3(b)). Although the
matching process produces a number of false positives (see the red lines in Figure
3(c)), most of the false matches are dropped due to the spatial constraint on the
next stage of the algorithm (see Figure 3(d)).

3.2 Region Analysis and Representation

The first stage of the algorithm, coarse region detection, results in numerous
regions. To reduce their number we first remove all regions with dimensions
and area below a given threshold. Following, we perform region growing by
detecting and merging all overlapping regions. Finally, each region R is defined
as {KSj

i , x, y, w, h, RM}, where w is the width of the region, h its height, and
RM is a set of links to matched regions {R1, R2, ...RN}.

Figure 4 visualizes the process of region dropping and merging for the previous
example from the movie Run Lola Run. From initially detected 28 regions, more
than 50% were dropped due to the dimensional restriction (see Figure 4(a)).
In our experiments we set the minimum for both width and height of detected
region to 5 px. In such way a region can be visually perceived and interpreted
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by the viewer even if it only depicts a small part of an object. Following, all
overlapping regions are merged together building preliminary final regions (see
Figure 4(b)). Since the whole process of region detection for the starting frame is
repeated for all following keyframes, detected regions are constantly updated in
size, quantity, and the set of linked regions. For the detection of final recurring
elements all linked regions can be recursively traversed. Eventually, some regions
have few repetitions for the whole video sequence while others indicate recurring
elements (see Figure 4(c)).

(a) Region dropping: white
regions are removed due to
the dimensional constraint.

(b) Region merging: over-
lapping regions are merged
together.

(c) Final region linking: red borders indicate false positive linking; yellow borders show
templates with similar parts of the same object; green borders indicate correct linked
templates. Dotted lines shows elements with very few repetitions for the whole video
sequence. Solid lines indicate detected recurring elements for the investigated video
sequence.

Fig. 4. Example for region dropping and merging

4 Experiments

As proof-of-concept for the proposed algorithm we perform two experiments. The
first one focusses on the detection of recurring elements in a single, contemporary
movie, and the second one explores the reuse of elements in and among several
archived documentaries by the same filmmaker.
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4.1 Contemporary Movie

For the first experiment we employed the German movie Run Lola Run (1998).
The story follows Lola who has 20 minutes to raise 100.000 German marks and
save her boyfriend’s life. The film presents sequentially three possible scenar-
ios about the story development and its outcome. All three scenarios share the
same locations and characters. Following, the film involves many recurring ele-
ments (objects as well as characters) which makes it extremely suitable for our
experimental tests.

Figure 5(a) depicts the decreasing distribution of the amount on linked shots
per detected region. For a better visualization we only show the top 2% regions
that have been linked to 7 or more shots. Approx. 98% of all detected regions
are linked to less than 7 shots and, thus, considered as insignificant for our
application scenario.

(a) Linked shots per recurring element (b) Relative size to frame size

Fig. 5. Distributions of detected recurring elements

The definition of ground truth for recurring objects in a movie is a tedious
process feasible probably by the filmmaker only. Therefore, we focus on the pre-
cision performance of the conducted experiments. In our evaluations, we define
precision by the ratio of correct linked regions vs. all linked regions. The preci-
sion for the top 2% of all detected regions is approx. 75% which confirms the
potential of the algorithm. In summary, we investigated over 200 regions with the
corresponding associated regions. In average, for each detected region 10 shots
has been linked (or 17 regions since multiple keyframes per shot are possible).
The average area per region is 38% of the frame size (see Figure 5(b)). It turns
out that detected regions should not be too small. Anything bellow 5% is not
really a meaningful region but rather a part of an object such as a skin section, a
shirt detail, a wall texture, etc. Following, the region cannot be tracked reliably
since it is found in a large number of frames in spite of their non semantical
relation.

Currently, few falsely linked regions reduce the overall performance. It is an
implication of the approach that if a newly detected regions is matched to an
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existing one, the new region inherits all established links of the second region.
Figure 6 shows four examples for detected recurring regions. The first example
depicts two main characters, Lola and her father, from various scenes in the
movie. The remaining examples show recurring objects: a huge dollar bill on the
wall of the office of Lola’s father, a phone, and a flying bag. The last example
also demonstrates a false linking with Lola’s hair since the texture of the bag and
Lola’s hair exhibit high similarities in their texture. Horizontal lines illustrate
the level of linked elements. Especially noteworthy is the visual variance within
the same level. While in the example with the dollar bill there is a high degree
on visual similarity on the level bellow the top region, in the first example, Lola
and her father are matched separately and the linked regions do not have any
common visual information although they share the same semantical topic .

Fig. 6. Examples for detected recurring elements: solid lines depict directly linked
regions; dashed lines show indirectly associated successors of the same region

Figure 7 shows a detected recurring element with its complete set of linked
regions. The example shows Lola, running to raise money, her boyfriend looking
at the clock on the wall, and a close up of the clock, which is an often occurring
scene in the movie. All three objects (the two characters and the clock) are
repeatedly found and linked together in various detail degree: from the initial
close up, via a long shot of Lola, to an extreme close up of her trousers. Based
on the region characteristics, next task could be the classification of regions
according to the shooting length into e.g. a close up, a medium, and a long shot.
The example illustrates the two main characteristics of the approach. First, due
to the applied local features in the one-to-one keyframe comparison, directly
linked regions (depicted by directional solid lines) share some common visual
information. This does not necessarily hold true for the successors of a given
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region. Note, the green highlighted regions in Figure 7. Although, they are both
successors of the same region, they do not share common visual information.
However, they are both involved into the same semantical topic. Second, linked
regions can be distributed over the entire movie. Next to the tree representations
we used in the discussed examples, a variety of visualization methods can be
applied to represent semantically related information based on detected recurring
elements such as MPEG-7 collections, hierarchical and sequential summaries, etc.

Fig. 7. A complete example for a detected region and the corresponding linked ele-
ments. Yellow boxes depict corresponding shots, blue lines indicate keyframe position
within the shots. Solid lines between the regions show a direct linkage between regions.
The two green highlighted regions are an example for siblings of the same region.

4.2 Archived Documentaries

The second experiment we performed in the context of recurring element de-
tection investigates three archived documentaries by Dziga Vertov: Man with a
Movie Camera (1929), Enthusiasm (1931), and Three Songs about Lenin (1934).
The reason to choose the three documentaries is a suggested motif by film experts
shared in all three movies: the rails. Hence, we first explore the movies separately
and compare the results to those of the contemporary material. Following, we
verify whether or not the proposed algorithm is able to detect recurring elements
among different works of the same filmmaker.

In contrast to the contemporary movie from the previous experiment, the ex-
plored archived documentaries exhibit less recurring elements with much lower
amount on linked shots per detected region (maximum of 7). This is mainly due
to the fact that most documentaries care less about narration and actors, they
often change locations, and characters do not necessarily recur. As a result, de-
tected recurring elements within a single movie are mostly a long camera take
that was cross-cut with a second scene. Hence, such shots bear a high visual
similarity. In general, documentaries turn out to exhibit, to a greater extent,
recurring scenes or sets rather that recurring elements (objects or characters).
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Following, detected regions occupy predominantly (nearly) the full frame size.
Finally, the precision performance is comparable to the results achieved in the
first experiment. The average precision performance for the archived documen-
taries is approx. 70%.

Starting point for the cross-movie analysis are previously detected recurring
regions in each movie. Similar to region tracking within a single movie, corre-
sponding regions are matched using local features and a nearest neighbor ratio
matching strategy. For our evaluations at least five matches per region are re-
quired to define a reasonable match. Figure 8 shows the top three elements
detected in the explored movies: rails, eye, and crowd. Despite the partially high
visual dissimilarities, all three detected elements represent typical Vertov motifs
applied across different works.

(a) Man with a Movie Camera

(b) Enthusiasm

(c) Man with a Movie Camera (d) Enthusiasm (e) Lenin

(f) Man with a Movie Camera (g) Enthusiasm (h) Lenin

Fig. 8. Cross-movie analysis. 8(a)-8(b): rails-motif. 8(c)-8(e): eye-motif. 8(f)-8(h):
crowd-motif. All detected regions are embedded into the original frame for better vi-
sualization.
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5 Conclusion

In this paper we presented a new approach for the detection of recurring elements
in movies. Since detected regions can be an object, a part of it, or a character,
the system allows for the detection of visually similar motifs and recurring char-
acters. The linking between detected regions shows possible different views of
the recurring elements and facilitates the quick retrieval of relevant sequences.
Performed experiments with different works by the same filmmaker demonstrate
the potential of the proposed algorithm to assist experts in film analysis and
film studies.
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Abstract. Nowadays, video communications between mobile devices are one of 
the most demanded multimedia services. Since Wyner-Ziv coding provides low 
cost video encoding, it is a suitable codec to encode video with less resources.  
On the other hand, the video delivery provided by Scalable Video Coding 
covers the needs of a wide range of homogeneous networks and different 
devices. As a consequence, Wyner-Ziv to Scalable Video Coding transcoding 
can offer a suitable framework to support scalable video communications 
between low-cost devices. However, the complexity of the transcoder 
accumulates most of the complexity of both codecs and it must be reduced. In 
this paper, we introduced an improved Wyner-Ziv to Scalable Video Coding 
transcoding framework to support homogeneous mobile video communications. 
The experimental results show that the complexity is reduced around 83.5% 
without significant Rate-Distortion penalty.  

Keywords: Transcoding, Scalable Video Coding, Wyner-Ziv Coding, 
Temporal Scalability. 

1 Introduction 

In most of traditional video communications, such as television broadcasting, the 
information is encoded once and then transmitted to many terminal devices. This is 
known as down-link model. The applications based on this model are supported by 
traditional video codecs, such as those adopted by all MPEG and ITU-T video coding 
standards [1]. The architectures of these codecs have most of the complexity in the 
encoding part whilst the decoding process is less complex. Taking into account the 
fact that existing networks are heterogeneous and the receivers have different features 
and limitations (such as power consumption, available memory, display size, etc), a 
new scalable standard has recently been proposed in order to support this variety of 
networks and devices. In particular, Scalable Video Coding (SVC) [2]  has been 
standardized as a scalable extension of the H.264/AVC standard [1]. 
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Additionally, in the last few years, with the ever-increasing development of mobile 
devices and wireless networks, a growing number of emerging multimedia 
applications have required an up-link model. These end-user devices are able to 
capture, record, encode and transmit video with low-constraint requirements. 
Applications, such as low-power sensor networks, video surveillance cameras or 
mobile communications, present a different framework in which low-cost senders 
transmit video bitstreams to a central receiver. In order to manage this kind of 
applications efficiently, Distributed Video Coding (DVC) [3], and specially Wyner-
Ziv coding (WZ) [4], proposed a solution in which most of the complexity is moved 
from the encoder to the decoder.  

Taking into account the both low-cost coding parts, we can design a framework to 
support mobile-to-mobile video communications with both sender and receiver low-
complexity video algorithms. These low-requirement video communications can be 
achieved by means of a WZ to traditional video coding transcoder such as 
H.264/AVC. With the introduction of this device in the network, the transcoder needs 
to perform the more complex algorithms such as WZ decoding and H.264/AVC 
encoding while, on the other hand, the user devices are responsible for the simpler 
ones: WZ encoding and H.264/AVC decoding. With this aim, in the literature several 
WZ to traditional video coding transcoders have been proposed, such as one based on 
H.263 [5] and another on H.264/AVC [6]. In addition, many applications such as 
multiuser video conferencing or live video streaming send video stream to a wide 
variety of networks and devices. As a consequence, a scalable solution is also 
desirable because of the variety of features for these end-user devices and networks. 
Then, on the down-link part an SVC bitstream which contains several layers (one 
base layer and one or more enhancement layers). As a result, with a WZ to SVC 
transcoding framework (Figure 1) a low-complexity mobile video communication can 
be provided between different devices.   

 

Fig. 1. WZ to SVC transcoder framework 

Considering the high complexity of the transcoder, the idea of this paper is to 
perform this process as efficiently and as fast as possible by using information 
gathered in the first part in order to reduce the delay caused by the conversion. By 
including the SVC paradigm, different receivers can satisfy their requirements and the 
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video can also be delivered over a variety of networks. The improved WZ-to-SVC 
transcoder with temporal scalability presented in this paper reuses the Motion Vectors 
(MVs) generated during WZ decoding, because they can give us an idea about the 
quantity of movement in the current frame and this information will be used to 
accelerate the Motion Estimation (ME) stage as part of the SVC decoding algorithm. 

This paper is organized as follows: In Section 2, the technical background of this 
paper is discussed. Section 3 describes the state-of-the-art for WZ-based transcoders. 
In Section 4 our improved approach is presented, and some implementation results are 
shown in Section 5. Finally, in Section 6 conclusions are presented. 

2 Technical Background 

2.1 WZ Coding 

One of the first practical Wyner-Ziv frameworks was proposed by Stanford in [3]. 
This approach was widely referenced and improved on by later proposals, and as a 
result, the DISCOVER project proposed an architecture based on the Stanford one in 
[4]. This architecture was later improved upon by the VISNET-II architecture [7]. The 
idea of WZ video coding relies on exploiting the source statistics in the decoder that 
are based on the availability of some decoder side information. For this purpose, the 
encoder splits the sequence into two kinds of frames: Key frames (K) and Wyner-Ziv 
frames. K frames are encoded by an H.264/AVC encoding algorithm and are used for 
generating this side information (therefore, in practice this bitstream provides some 
degree of H.264/AVC backward compatibility with a lower temporal resolution). On 
the contrary, WZ frames will follow the WZ video coding paradigm which consists of 
a DCT, a quantizer and a channel coding module on the encoder side and, for the 
decoder, apart from the side information generation module, it includes the channel 
decoder, IDCT and the reconstruction modules. The rate control is implemented in 
Stanford-based architectures by means of a feedback channel. More detail can be 
found in [4, 7, 8]. 

2.2 Scalable Video Coding 

Scalable Video Coding is an extension of the H.264/AVC standard. SVC streams are 
composed of layers which can be removed to adapt the streams to the needs of end 
users or the capabilities of the terminals or the network conditions. The layers are 
divided into one base layer and one or more enhancement layers which employ data 
from lower layers for efficient coding. SVC supports three main types of scalability: 
1) Temporal Scalability; 2) Spatial Scalability; and 3) Quality (SNR) Scalability. For 
a comprehensive overview of the scalable extension of H.264/AVC, the reader is 
referred to [9]. 

This work is focused on the WZ to SVC transcoding with temporal scalability. To 
provide temporal scalability, a bitstream is divided into a temporal base layer (with an  
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identifier equal to 0) and one or more temporal enhancement layers (with identifiers 
that increase by 1 in every layer), so that if all the enhancement temporal layers with 
an identifier greater than one specific temporal layer are removed, the remaining 
temporal layers form another valid bitstream for the decoder. In this way, to achieve 
temporal scalability, SVC links its reference and predicted frames using hierarchical 
prediction structures [10] which define the temporal layering of the final structure. In 
this type of prediction structures, key pictures (typically I or P frames) are coded in 
regular intervals by using only previous key pictures as references. The pictures 
between two key pictures are hierarchically predicted and together with the 
succeeding key picture are known as Group of Pictures (GOP). The sequence of key 
pictures represents the lowest frame rate (temporal base layer) and the frame rate can 
be increased with the non-key pictures that are divided into enhancement layers. 
There are different structures for enabling temporal scalability. SVC provides both 
dyadic and non-dyadic temporal scalability using hierarchical pictures. In this paper 
the temporal scalability is achieved by means of P pictures. This technique provides 
lower latency and is particularly useful for multimedia communications such as 
mobile video broadcasting or mobile digital television where the transmission of a 
scalable bitstream is a good solution for mobile terminals with several restrictions. 

3 Related Work 

The transcoding solutions are well known in the literature throughout many 
transcoding approaches [11]. In addition, some of them have been based on scalable 
transcoders which make use of the SVC standard. All of them convert from 
H.264/AVC to SVC. In this framework, due to the fact that SVC supports different 
kinds of scalabilities the approaches can be divided into: 1) quality-SNR; 2) spatial; 
and 3) temporal capabilities. For quality-SNR scalability, in 2009, De Cock et al. 
presented different open-loop architectures for transcoding from a single-layer 
H.264/AVC bitstream to SNR-scalable SVC streams with Coarse-Grain Scalability 
(CGS) layers [12]. In 2010, Van Wallendael et al. proposed a simple closed-loop 
architecture that reduces the time of the mode decision process by analyzing the mode 
information from the input H.264/AVC video stream and using it to build a fast mode 
decision model [13]. Regarding spatial scalability, in 2009 a proposal was presented 
by Sachdeva et al. in [9]. The idea consists of a single information layer to SVC 
multiple-layer for adding spatial scalability to all existing non-scalable H.264/AVC 
video streams. The algorithm reuses available data by an efficient downscaling of 
video information for different layers. Finally, for temporal scalability, in 2010, Al-
Muscati et al. proposed another technique for transcoding that provided temporal 
scalability in [14]. The method presented was applied in the Baseline Profile and 
reused information from the mode decision and motion estimation processes from the 
H.264/AVC stream. In the same year, R. Garrido-Cantos et al. presented an 
H.264/AVC to SVC video transcoder that efficiently reuses some motion information  
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from the H.264/AVC decoding process in order to reduce the time consumption of the 
SVC encoding algorithm by reducing the motion estimation process time. The 
approach was developed for Main Profile and dynamically adapted for several 
temporal layers [15]. 

Additionally, in the past few years, another kind of transcoding approaches focused 
on WZ video coding has been proposed. In this framework, there are two kinds of 
approaches available in the literature: those which are based on H.263 [5], and those 
which are based on H.264/AVC [6]. In [5] the authors propose a WZ-to-H.263 video 
transcoder that reuses motion vectors from WZ to determine the starting point of the 
H.263 motion estimation. On the contrary, in [5] the authors propose a WZ-to-
H.264/AVC transcoder which implements a faster variable-block-size motion 
estimation algorithm.  

4 WZ to SVC Transcoding 

As is shown in Figure 2, the WZ-to-SVC transcoder is composed of a WZ decoder 
concatenated with an SVC encoder. In the proposed architecture, the MVs are 
temporally stored in a buffer and sent to the Motion Prediction module of SVC, where 
they are processed as described in the following sub-sections. 

4.1 Motion Vectors Extraction 

During the WZ decoding process, the side information generation process is one of 
the most important tasks, because WZ frames are decoded by reconstructing the 
information provided by the SI. The two main approaches about the SI generation 
have been the hash-based motion estimation and the Motion Compensated Temporal 
Interpolation (MCTI). In the particular case of the SI generated by the VISNET-II 
codec is based on MCTI [3] with the following steps: Firstly, a forward ME is 
performed between the two K frames (Figure 3). In this step each 16x16 MB of the 
backward frame looks for the MB which generates the lowest residual inside the 
forward frame. This searching is carried out within a fixed search range of 32x32. 
Subsequently, the bidirectional ME calculates two MVs from the MV generated 
during the previous step. In order to improve the accuracy of the MVs generated, they 
are up-sampled for 8x8 blocks and a new bidirectional ME is done. Once the 
bidirectional motion field is obtained, it is observed that the motion vectors 
sometimes have low spatial coherence, so the MVs are improved by a spatial 
smoothing algorithm targeting the reduction in the number of false motion vectors. 
This is based on weighted vector median filters. Finally, bidirectional motion 
compensation is performed again. These steps are described in more detail in [16]. 

To obtain more accurate MVs, 16x16 MBs are divided into four 8x8 sub-blocks 
and for each 8x8 sub-block, two MVs (forward and backward) are calculated and 
stored.  These MVs can help us to estimate the quantity of movement during the SVC 
stage.  
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Fig. 2. Proposed WZ to SVC Video Transcoder Architecture 

 

Fig. 3. Side Information generation process 
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4.2 Motion Vectors Mapping 

After the MVs are obtained from the SI process, we must decide how we can use 
them to accelerate the SVC encoding. WZ and SVC are quite different video codecs. 
Thus, the first step is to decide the mapping needed to assign the MVs to the forward 
predicted (P) frames of SVC, and then reduce the ME process. Figure 4 represents the 
transcoding from a WZ GOP 2 to a H.264/AVC GOP IPPP. The first K frame is 
transcoded to an I-frame without any conversion, as was shown in Figure 4.  On the 
other hand, for every WZ frame we have two MVs (forward and backward predicted). 
Then, the orientation of backward MVs is changed and each MV is assigned by 
keeping the position of the frame in the WZ sequence, as is shown by Figure 4. 

 

Fig. 4. Mapping MVs from WZ (GOP 2) to SVC (GOP IPPP) 

4.3 SVC Fast Encoding 

As is well known, most of the complexity of the SVC encoding depends largely on 
the search range used in the SVC ME process, which is a consequence of the quantity 
of positions checked. This paper is behind of the idea of accelerating this process by 
avoiding unnecessary checking without a significant impact on quality or bit rate. In 
this way, we use the MVs generated by WZ decoding (which contain information 
about the quantity of movement per MB) to reduce the search area used by the ME of 
the SVC encoder. In Section 4.1 we explained how the MVs are calculated and 
extracted, and in Section 4.2 we described how we map the MVs from GOPs of WZ 
to SVC. Once the MVs are mapped between frames, depending on the partition 
checked in the SVC encoding algorithm, we can use a different group of these 8x8 
MVs. As is well known, in the SVC (as in the H.264/AVC standard) the inter 
prediction is carried out by means of the process of variable block size motion 
estimation. This approach supports motion compensation block sizes ranging between 
16x16, 16x8, 8x16 and 8x8, where each of the sub-divided regions is a MB (MB) 
partition. If the 8x8 mode is chosen, each of the four 8x8 block partitions within the 
MB may be further split in 4 ways: 8x8, 8x4, 4x8 or 4x4, which are known as sub-
MB partitions.  For all these partitions, ME is carried out and a separate MV is 
generated. As is shown in Figure 5, WZ provides one backward MV for every 8x8 
sub-partition in each MB. Although WZ side information gives us two pairs of MVs 
(one backward and one forward), the present approach only uses the backward ones 
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because they are correlated with a P-frame in SVC. Then, depending on the sub-
partition to be checked by SVC, the final MV predicted is calculated as follows: if the 
sub-partition is bigger than 8x8 (16x16, 8x16, 16x8), the predicted MV is calculated 
by taking the average of the MVs included in the sub-partition. For example, for the 
8x16 MB-partition, only the MVs allocated at Block_0 and Block_1 will be used. If 
the sub-partition is equal to, or smaller than, 8x8, the corresponding MV is applied 
directly. Finally, this predicted MV is applied to reduce the ME search area 
dynamically. This dynamic search area is defined by a circumference with a radius 
that is dependent on the estimated MV (Rmv). In addition, this radius is multiplied by 
a factor equal to the distance of the reference frame in order to mitigate the effect of 
the longer distance between a frame and its reference. The dynamic search area can 
thus oscillate between a minimum (defined by Rmin, and set at 3) and a maximum 
(limited by the whole SVC search area).  

 

Fig. 5. Estimation of the dynamic ME search area for SVC 

5 Experimental Results 

The WZ video stream is generated by the VISNET II codec using a fixed matrix QP = 
3 in pixel domain (which means that there are 3 bitplanes processed) and a GOP 
length of 2. While sequences are being decoded, the MVs are passed to the SVC 
encoder without any increase in complexity. Afterwards, the transcoder converts this 
WZ video input into an SVC video stream using QP = 28, 32, 36, and 40, as specified 
in Bjøntegaard and Sullivan´s common test rule [17].  The simulations were run by 
using the version JSVM 9.19.14 [18] and the baseline profile with the default 
configuration file. The baseline profile was selected because it is the most widely-
used profile in real-time applications due to its low complexity. In order to check our 
proposal we have chosen four representative sequences with different motion levels at 
15 fps and 30 fps, coding 150 frames and 300 frames, respectively; these are the same 
sequences that were selected in the DISOCOVER codec evaluation [8]. On the other 
hand, the percentage of Time Reduction (%TR) is calculated as is specified by 
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Equation 1. In tables 1 and 2, the reported TR (%) displays the average of the time 
reduction for the four SVC QP points under study, compared with the reference 
transcoder which is composed of the full WZ decoding and SVC encoding algorithms.  (%) = 100  (1) 

Table 1 shows the RD penalty measured for 15 fps sequences encoded using two 
temporal layers and the TR of the proposed transcoder.  Concerning the RD results, 
we can observe that the drop penalty is negligible for every layer; even for the Hall 
sequence the coding efficiency is better than the reference transcoder. The TR 
achieved is -83.54% on average, so the time consumed by the SVC encoding is 
greatly reduced by using the MVs generated in the WZ decoding stage. 

On the other hand, Table 2 includes the results for the 30fps sequences, and then 3 
layers of temporal scalability. The results reported are similar to those of the 15 fps 
sequences, achieving a TR of -83.45% on average without a significant RD drop 
penalty. 

Table 1. Performance for 15fps sequences and 2 temporal layers 

Sequence 
1 Layer (7.5 fps) 2 Layers (15 fps) 

TR (%) 
ΔBitrate (%) ΔPSNR (dB) ΔBitrate (%) ΔPSNR (dB) 

Foreman 1.57% -0.06 2.03% -0.07 -83.03% 

Hall 0.09% 0.00 -0.11% 0.00 -84.95% 

CoastGuard 1.14% -0.06 1.17% -0.05 -84.79% 

Soccer 1.54% -0.09 2.03% -0.09 -81.38% 

mean 1.09% -0.05 1.28% -0.05 -83.54% 

Table 2. Performance for 30fps sequences and 3 temporal layers 

Sequence 
1 Layer (7.5 fps) 2 Layers (15 fps) 3 Layers (30 fps) 

TR (%) ΔBitrate 
(%) 

ΔPSNR 
(dB) 

ΔBitrate 
(%) 

ΔPSNR 
(dB) 

ΔBitrate 
(%) 

ΔPSNR 
(dB) 

Foreman 1.32% -0.09 1.58% -0.08 1.75% -0.07 -82.02% 

Hall 0.09% 0.00 0.16% -0.01 0.14% -0.01 -84.77% 

CoastGuard 2.24% -0.11 2.55% -0.10 2.40% -0.08 -84.55% 

Soccer 1.22% -0.05 2.67% -0.12 2.41% -0.09 -82.47% 

mean 1.22% -0.06 1.74% -0.07 1.68% -0.06 -83.45% 

Finally, Figure 6 displays the RD obtained by using a QP = 28, 32, 36 and 40. As 
can be seen, there are no significant differences in quality or the bit rate obtained by 
the SVC reference codec and our proposed one. There are only tiny bitrate increases 
in several QP points and above all in high movement/complexity sequences. Similar 
RD results are obtained when comparing with PSNR, as is shown for 15 fps in Figure 
6 (a) and for 30 fps in Figure 6 (b). 
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(a) (b) 

Fig. 6. PSNR/bitrate results for transcoding from WZ GOP = 2  to SVC IPPP GOP 2 (15 fps 
and 2 layers) and 4 (30  fps and 3 layers) 
Reference symbols: ■Foreman ♦Hall ▲CoastGuard ●Soccer 

6 Conclusions 

This paper proposes a novel WZ-to-SVC transcoding framework. As a result, video 
communications between a wide range of mobile devices and over heterogeneous 
networks are supported with low complexity. Our proposed transcoder with temporal 
scalability analyzes and adapts the motion information generated during WZ decoding 
to accelerate the ME process of the SVC encoder. In order to manage this approach, 
several sequences were transcoded by using different scalability layers for 15 and 30 
fps frame rates. In our results, the SVC encoding time is reduced by around 83.50% 
whilst maintaining the efficiency in RD terms.  
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Abstract. In this paper, a method for location recognition in a visual
lifelog is presented. Its motivation is the detection of activity related
places within an indoor environment to facilitate navigation in the lifelog.
It takes advantage of a camera mounted on the shoulder, which is pri-
marily designed for the behavioral analysis of Instrumental Activities of
Daily Living (IADL). The proposed approach provides an automatic in-
dexing of the content stream, based on the presence in specific 3D places
related to instrumental activites. It relies on 3D models of the places of
interest that are built thanks to a lightweight semi-supervised approach.
Performance evaluation on real data show the potential of this approach
compared to 2D only recognition.

1 Introduction

First person audio-visual sensing has recently emerged as a way to record the
actions and location of a person within a visual life-log in order to provide data
for activity and behaviour monitoring as well as memory aid. Our work is moti-
vated by the application to medical behaviour diagnosis, where such technology
enables medical practitioners to enrich their study of the behavior of subjects
at home in their ecological environment. In particular, for early diagnosis of de-
mentia is still a great challenge to prevent insecurity and health worsening in
aged people living at home. Generally, diagnosis of possible dementia is asserted
by comparing evidences, added to an autonomy decline. This autonomy decline
is frequently assessed by Activities of Daily Living (ADL) interviews in which
impairments are known to be related to cognitive decline caused by dementia.
The approach developed in this article is related to the paradigm of the IMMED
project, where wearable video is used to capture the Instrumental Activities of
Daily Living (IADL) of a patient in detail, to be further reviewed or analyzed
by medical experts [13].

To efficiently browse such data, content based indexing is required. Location
is a powerful information that can be then used as input for activity inference.
In [3], Conaire et al. analyzed the performance of 2D local feature matching for
place recognition in visual lifelogs. Most of the existing work for visual lifelog
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indexing has indeed focused on 2D approaches using image classification based
on global signatures such as Bag-of-Features [14,5], possibly refined by direct
image to image matching based on local 2D features such as SIFT or SURF
keypoints [9].

In this paper, we will evaluate the gain of using a 3D model of the places
of interest for detecting events of interest within a visual lifelog captured by
a wearable wide-angle camera. The method we propose instead leverages the
reconstruction of 3D models of the places of interest using Structure from Motion
(SfM) techniques and then apply 2D to 3D matching in order to estimate the
accurate pose of the query image with respect to the 3D scene models. This
approach requires a one-time bootstrap acquisition for the modeling of places of
interest, which are in limited number in a home. The gain lies in the possibility
that the estimated 3D localization can be further analyzed to extract activities
related location events that are used to index the lifelog, in a more precise way
than pure image recognition.

The paper is organized as follows. In section 2, we review works related to the
location detection problem and position our solution. In section 4, the wearable
camera setup and general architecture of the system will be introduced. In section
4, the methodology used for building the environment model will be explained.
In section 5, this model will be used to localize the person and provide event
detection. In section 6, the results of the proposed methods on representative
situations will demonstrate the usefulness of the approach, and show the gain
compared to frame based 2D recognition.

2 Related Works

Life-logging systems aims at performing the concept of digitally capturing daily
activities and personal memories for later retrieval [18,3,5]. Doherty et al. [4]
augmented streams of Lifelog images with geographic data by including loca-
tional information provided by a GPS unit rather than estimated from the vi-
sual content. Torre et al. [19] recorded the actions and displacements of several
subjects using fixed cameras, motion capture, inertial sensors and head-worn
narrow angle cameras, that can provide precise data on the movements and
ongoing instrumental activites in a restricted place. We consider in our indoor
context that the only data available comes from the wearable imaging device,
which allows light-weight deployment, by not requiring to equip the house with
smart-home sensors, such as cameras, presence sensors, radio-frequency RFID or
Wi-Fi beacons. GPS is also not available, due to multipath and fading signals.

Under these constraints, Blighe and O’Connor [2] described a framework for
recognizing real-world locations from passively captured images by the Microsoft
SensCam sensor. They have classified each image scene into a number of event
categories using image keypoints descriptors (SIFT), providing a simple tool al-
lowing the user to annotate the image sets based on user events. Kang et al. [9]
proposed to refine the local feature based recognition using Re-Search, to de-
crease ambiguity in environments with visual aliasing such as offices. Sundaram
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Fig. 1. Wearable camera and examples of places related to instrumental activities

et al. [18] extended image based lifelogging devices to the analysis of instrumen-
tal activity at video framerate. They infer location and manipulation activities
using a Dynamic Bayesian Network, estimating location using the passage at
doors and objects manipulations. Wearable video rate camera was also used by
Dovgalecs and al. [5] who applied a Bag-of-Features approach to classify images
according to predefined rooms. Kourogi et al. [10] use the fusion of 3D localiza-
tion based on the alignement to geo-registered images of the environment and
inertial sensors.

The work of Snavely et al. [17] have shown the possibility of estimating 3D
models of scenes in a almost automatic way, thus enabling the creation of ref-
erence 3D models without the burden of geo-referencing the full environment.
Its use for location recognition presents the advantage to necessitate only one
model, instead of multiple images, as noted by Irschara et al. [8] who proposed
outdoor localization based on 2D to 3D matching. Our work considers lifelogs
taken with wearable video cameras, and evaluates the fitness of the 3D approach
to extract place related events related to instrumental activities.

3 Overview of the System

3.1 Wearable Camera Setup

For a wearable camera to capture the instrumental activities with low motion, we
opted for positioning the camera on the shoulder as in [18] and [13], integrated
in a ergonomic clothing that is comfortable to the user. As the device is going to
be used in capturing both the widest field of view of activities and the general
context of the action, we chose to equip our prototype with a camera featuring a
Fisheye lens with an effective diagonal angle of 150◦and HD resolution (1280x960
pixels). This setup allows us to capture both the instrumental activities near the
body and the environment as illustrated in Figure 1.

The captured images cover a very wide field of view, which help providing
more varied matches for the image to image correspondences and thus improve
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Fig. 2. Overview of the conceptual framework

the robustness of the SfM reconstruction. On the downside, radial distortion in
such lens is usually very large and has to be taken into account. For this purpose,
we calibrated the camera according to an omnidirectional camera model adapted
for very wide angle lenses [15].

3.2 Global Architecture

The system architecture can be divided into two main modules: a semi-supervised
3D modeling of the places of interest and an automatic indexing of the lifelog
(Figure 2). The first module deals with the recording of the image for 3D recon-
structions and the generation of the 3D structures of the places of interest using
SfM. Furthermore, we describe how to generate metric representation of the
scenes and annotate the place of interest related to specific IADLs. The second
module is composed of an automatic estimation of the 6 degrees of freedom (dof)
with respect to the current place of interest, which is followed by an analysis in
terms of events.

4 3D Scene Modeling

4.1 3D Reconstruction

We describe here the SfM-based reconstruction process. In orrder to have a
lightweight protocol, the environment model has to be built using short training
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sequences in a way that does not require complex manipulations while still pro-
viding good recognition rates in the lifelog. The analysis is focused on the places
of interest (kitchen working plane, in front of the library, ...), in order to index
the video with respect to the presence in predefined activity zones, which is suit-
able for a higher level analysis of the IADLs. Since we are interested mainly in
some places of interest, and not in the complete environment, the reconstructions
of each place is done independently.

Initially, our system assumes multiple training image for the reconstruction
in the form of several 2D views of a place of interest taken from different angles
and grabbed from video sequence. This is easily done by moving lateraly in front
of the places of interest, which has to be done only once for each place, while
wearing the camera device.

To extract the geometry between camera views, we need to match points be-
tween those views, which is possible using the SIFT local features [12] that ex-
hibit good invariance properties. The captured images contain typically between
800 and 2000 SIFT keypoints. The SIFT features from image pairs are matched
by considering the Euclidian distances between their 128-dimensional descrip-
tors using the Approximate Nearest Neighbors / kd-tree package of [1]. Once
an initial matching is obtained, the 3D reconstruction is done using the method
proposed in [17]. The fundamental matrix for each pair images is robustly esti-
mated using the RANSAC method [6]. During each RANSAC iteration, a candi-
date fundamental matrix is generated using the eight-point algorithm, followed
by a non-linear refinement yielding a subset of geometrically consistent matches
which will be chosen as an input to a SfM recovery algorithm in an incremental
scheme. For each new camera, the back-projection error is minimized in order
to calculate poses and 3D scene pointclouds by a generic Bundle Adjustment
method, based on the sparse Levenberg-Marquardt algorithm [11].

Each model is represented as a sparse 3D point clouds with associated in-
variant visual descriptors. The initial training images are discarded in order to
keep only a simplified representation of each place. Figure 3 shows the output
of the SfM reconstruction applied on a sequence of 108 views captured from the
kitchen place.

4.2 Annotation of the Places of Interest

Since the 3D point clouds obtained by SfM reconstruction are generally sparse,
the scenes may be difficult to recognize directly of this model. To facilitate the
annotation we use the Patch-based Multi-View Stereo method [7], which provides
a denser 3D point cloud reconstruction from the sparser set of matched keypoints
and estimated camera positions (see Figure 3). Although the sparser model is
sufficient for the automatic estimation of location, the alignment between the
two models being known.

The annotation of each place consists in defining the reference position in the
related zone of interest; for example define the PC position in the office model,
the working area in the kitchen, etc.
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(a) (b) (c)

Fig. 3. Output of 3D reconstruction: (a) distorsion compensated image of the kitchen
working area (b) sparse 3D model and camera poses obtained by SfM (108 cameras
& 5741 points) (c) denser 3D point cloud obtained by PMVS (101198 points) for the
interactive annotation of the environment.

First, a scale metric is applied manually to all reconstructed models using
a graphical interface. Then, within each place model, the reference positionis
directly selected in the 3D scene by clicking in the point cloud structure deter-
mining the center of gravity of the object. Another way to annotate an object
consists in dragging a 2D box around a region of the current image containing
this object; the center of the selected 3D points corresponds to the reference
point of the corresponding place. Our approach has been applied to video cap-
ture, but it can be fully applicable to data captured at lower framerate, like those
of [3], provided that the places of interest are captured from different points of
view in order to reconstruct the reference 3D models.

5 Automatic Place Detection

5.1 3D Localization Using Natural Landmarks

Once the sparse 3D model has been annotated, it can be used in the automatic
chain to index the video lifelog. SIFT keypoints are extracted from each query
frame in the lifelog and compared to the models using robust 2D-3D matching,
in a similar way as appending a new image to the 3D model [17]. Matching is
first done on the SIFT descriptor features. The projective model is then used
in the RANSAC framework for geometric verification. The estimation of the
accurate pose of the query image with respect to the 3D scene models is then
done iteratively. Tracking the natural landmarks of the environment by 2D-3D
matching allows us to estimate a 6 dof trajectory in free movement of the person
with respect to the reference models. These trajectories are then analyzed to
detect events of interest.

5.2 Detection of Location Events

We aim to detect location events related to places that are meaningful with
respect to the IADLs. The trigger of a location event of a place of interest de-
pends primarily on the localization relative to the reference point associated to
each place. If the current 2D frame image is matched with a 3D place model,
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thresholding the distance between the camera and the predefined reference point
delineates areas defined as: close (manipulation zone), intermediate (approach-
ing) and far (seeing the place, but too far to do instrumental activities). Since
the wearable camera is located on the shoulder, just above the arm associated
with the dominant hand, we use the camera position directly to evaluate this
distance, as we consider that the distance between the camera and a point in the
environment is representative of the distance for manipulation. In the current
state, only the presence in the close zone is considered to trigger a location based
event, although information is available to define additional types of events. The
frame based classification is segmented into event intervals using connected com-
ponents of consecutive same class frames. Each frame is therefore associated to
zero or one event. Each event corresponds to a temporal interval representing
the arrival, stay and exit in a specific place.

6 Experimental Evaluation

6.1 Dataset and Methods

For the evaluation of our approach we used a lifelog of 36 minutes (68047 frames
at 30fps). A volunteer weared the camera on the shoulder with free movements.
The activities of the subject are organized around 6 places of interest: 1) sitting
at the PC, 2) in front of the library, 3) using the copier, 4) in the lounge, 5)
fetching items in the office closet, 6) preparing food in the kitchen. The lifelog
was manually annotated for the events of interest with respect to these places,
which corresponds to 42 temporal intervals of interest, separated by transition
intervals with displacement or activities not related to the places of interest.
Instances of these events are shown in Figure 1.

The 3D models of the places of interest were obtained by applying the SfM
method, presented in section 4, to six very short sequences shot with the wearable
camera and lasting 3 to 5 seconds each. An example of the result of our indexing
method is shown with the associated groundtruth in Figure 4; it can be seen
that the overall structure of the video with respect to place detection is correctly
estimated, which we now evaluate more precisely.

We compared the proposed 3D method to the standard approach based on 2D
correspondences [16,3]. It uses the same 2D-2D pairwise matching as in the 3D
reconstruction step, with outlier exclusion using the RANSAC procedure applied
to fundamental matrix estimation. The temporal majority vote filtering was also
applied on this approach. In the 2D approach, a query frame is matched to the
class of the reference images, used in the construction of reference 3D models,
for which it has the largest number of inlier matches. When the number of inliers
is below a threshold of 100 inliers (best parameter found empirically), the frame
is considered rejected.

6.2 Evaluation

The evaluation was done both at frame and event levels. The output of the
location recognition module is an estimated location vector f that maps each
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Table 1. Performances of 2D and 3D approaches for place recognition. Temporal
window 5s.

2D method 3D method
Framewise global Accuracy 0.368 0.627
Framewise class based Preci, Recalli Precision Recall Precision Recall
1 - PC 0.018 0.232 0.403 0.934
2 - library 0.453 0.522 0.799 0.613
3 - copier 0.338 0.723 0.682 0.907
4 - lounge 0.053 0.038 0.682 0.832
5 - office 0.066 0.270 0.877 0.511
6 - kitchen 0.333 0.687 0.575 0.928
Framewise global Prec /Recall 0.451 0.2168 0.865 0.575
Eventwise global Precevt / Recallevt 0.520 0.190 0.814 0.523

frame n ∈ {1, . . . , N} either to a class of interest f(n) > 0 or to the reject
class f(n) = 0. We also denote by g(n) the corresponding ground truth location.
Each frame can belong to one of the following cases; correct classification can
be either a True Positive (TP : f(n) = g(n) > 0) or True Negative (TN :
f(n) = g(n) = 0); incorrect classification can be either False Negative (FN :
f(n) = 0, g(n) > 0), False Positive (FP : f(n) > 0, g(n) = 0), or, due to
multiclass classification, Incorrect Positive (IP : f(n) > 0, g(n) > 0, f(n) 	=
g(n)). The global accuracy metric is defined as the ratio of true positive frames
to the total number of frames Accuracy = #TP/N. Since we are dealing with
data that contain a large amount of reject class, we also use a multiclass global
precision defined as Prec = #TP/(#TP + #FP + #IP ), and recall defined as
Recall = #TP/(#TP + #FN + #IP ), Class specific precision Preci is defined
by considering only frames such that f(n) = i, class specific recall Recalli is
defined by considering only frames such that g(n) = i.

An event E is defined as an interval of consecutive frames associated to the
same class. An estimated event is considered correct if it overlaps on more
than 50% of its length groundtruth events of the same class; a groundtruth
event is considered retrieved if it overlaps on more than 50% of its length esti-
mated events of the same class. Each estimated event can therefore be evaluated
as True Positive or False Positive, yielding event based Precision Precevt =
#TP est_evt/(#TP est_evt + #FP est_evt). Each groundtruth event can be ei-
ther True Positive or False Negative, yielding event based Recall Recallevt =
#TP gt_evt/(#TP gt_evt +#FNgt_evt).Performance in place recognition was as-
sessed on the precision, recall and accuracy rates at frame level, and precision
and recall at event level (see Figure 5). The confusion matrix associated to the
rate of correct detection for each place is given in Figure 6.

On all measured metrics, the proposed 3D approach outperforms the 2D ap-
proach. The additional constraints and completeness stemming from the use of
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Fig. 4. Chronogram on the test lifelog. Top: true place. Bottom: estimated place
using the proposed method (temporal window of 5s). Color-code: green=correct,
red=incorrect, gray=false negative.
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the temporal window size. (Top) Frame-based metrics (Bottom) Event-based metrics.

3D models merging information from several reference images therefore help ex-
clude cases that are incorrectly accepted by the 2D approach while providing a
better recall that using a separate comparison with each reference frame. This
is observed on classwise as well as global metrics (Table 1). This improvement is
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Fig. 6. Frame-based confusion matrix of place recognition for (left) 2D and (right) 3D
based matching, both with temporal window of 5s

stable with respect to the choice of the temporal window (Figure 5). In partic-
ular, we can notice a sharp increase of the event recall for short-term temporal
windows (Figure 5, bottom-center) which shows that some scattered false nega-
tives, probably due to temporary occlusion or motion blur can be compensated.
A longer temporal window is required when using the 2D approach. These ob-
servations can also be related to the lower number of events detected by the
3D approach (Figure 5, bottom-right), that corresponds to less oversegmenta-
tion. This allows the use of shorter temporal windows for postprocessing, thus
generating less artifacts due to the temporal regularization.

7 Conclusion

In this paper, we have addressed the need of providing event based place de-
tection for behavior monitoring in visual lifelog, by exploiting the same camera
sensor that is used for observing the instrumental activities: a wearable camera
fixed on the person shoulder. The proposed system is based on 3D models ob-
tained using SfM techniques. It was shown suitable for the detection of situations
of interest for the analysis of IADL, and improves the false alarm rate compared
to purely visual recognition based approaches. The current vision only system
is dedicated to video monitoring in an indoor home environment and showed
promising results. We intend to expand the experimental part to a larger set
of users, and extend the approach by hybridizing with inertial sensors in order
to improve the accuracy of the localization and its robustness to occlusion and
motion blur, which is the subject of future work.
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Abstract. In this work we propose to exploit context sensor data for analyzing 
user generated videos. Firstly, we perform a low-level indexing of the recorded 
media with the instantaneous compass orientations of the recording device. 
Subsequently, we exploit the low level indexing to obtain a higher level index-
ing for discovering camera panning movements, classifying them, and for iden-
tifying the Region of Interest (ROI) of the recorded event. Thus, we extract  
information about the content without performing content analysis but by leve-
raging sensor data analysis. Furthermore, we develop an automatic remixing 
system that exploits the obtained high-level indexing for producing a video re-
mix. We show that the proposed sensor-based analysis can correctly detect and 
classify camera panning and identify the ROI; in addition, we provide examples 
of their application to automatic video remixing. 

Keywords: Sensor, compass, video, analysis, indexing, multi-camera. 

1 Introduction 

In recent years there has been a rapid convergence between Internet services and mo-
bile technologies. Internet services are increasingly becoming more socially oriented, 
often allowing people to publish and share media files. Due to the easy portability of 
camera-enabled mobile phones, video recording with mobile phones has become one 
of the most popular means for capturing videos of interesting and unanticipated 
events. One of the most popular architectural patterns in the Web 2.0 is the Participa-
tion-Collaboration pattern [1], in which each user of a web service collaborates for 
achieving a certain task on a topic that is of mutual interest, by contributing with a 
small amount of information. A typical example of such a pattern is Wikipedia. This 
concept could be extended to the video domain by combining various user generated 
videos (recorded for example at the same public happening) in order to generate a 
video remix, i.e., a succession of video segments extracted from the contributing vid-
eos. When the amount of source videos is large an automatic approach for generating 
the remix would be preferable. Previous work has mainly concentrated on video con-
tent analysis for achieving this task, as we will discuss in Section II. However, content 
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analysis (that needs to be applied to each video clip) typically requires high computa-
tional costs and does not always provide the necessary semantics. Alternatively, data 
from sensors embedded in modern mobile phones (such as electronic compass, acce-
lerometer, gyroscopes, GPS, etc.) can be captured simultaneously with the video re-
cording in order to obtain important context information about the recorded video.  

In this paper, we present a set of novel sensor-based analysis methods for indexing 
multimedia content. We then use the indexing results for automatically generating a 
video remix of an event for which a number of users have recorded videos by using 
their mobile phones. The contribution of this work is the use of sensor data in order to 
detect camera panning and its speed. Also, we propose a sensor-based analysis for 
identifying the Region of Interest (ROI) of the whole event, to be applied to those 
cases in which a ROI exists (such as in live music shows). In this sense, we gather 
information about the content without performing content analysis. Instead, we use 
sensor data analysis, which is computationally less demanding. Section 2 introduces 
the related work on the subject; Section 3 describes the proposed automatic video 
remix system; Section 4 describes the proposed sensor-based indexing methods; Sec-
tion 5 presents the experimental results; finally, Section 6 concludes the paper. 

2 Related Work 

The field of automatically summarizing video content has been studied quite inten-
sively in the last fifteen years. Most of this work is based on the analysis of video 
and/or audio content (thus being computationally demanding) for video captured by a 
single camera [2], and also for multi-camera setups [3-5]. In [6], a case study that 
compares manual and automatic video remix creation is presented. In [7] a video 
editing system is described, which automatically generates a summary video from 
multiple source videos by exploiting context data limited to time and location infor-
mation.  Camera motion is determined in some automatic video editing systems either 
for detecting fast motion which can cause blurry images [8], or for detecting scene 
boundaries [9]. These methods are all based on video content analysis. Shrestha et al. 
[10] propose an automatic video remix system in which one of the performed analysis 
steps consists of estimating suitable cut-points. A frame is considered suitable as a 
cut-point if it represents a change in the video, such as at the beginning or end of a 
camera motion. Another interesting work is presented in [11], in which the authors 
analyze the content of user generated videos to determine camera motion, by assum-
ing that people usually move their cameras with the intent of creating some kind of 
“story”. In the work presented in this paper, we exploit the camera motion within an 
automatic video editing framework by using sensors embedded inside modern mobile 
phones, without the need of analyzing the video content as traditionally done in early 
research. In [12] the authors detect interesting events by analyzing motion correlation 
between different cameras. Finally, in [13] the authors exploit compass sensors em-
bedded in mobile phones for detecting “group rotation”, in order to identify the pres-
ence of something of interest. In contrast, we propose to analyze compass data from 
each mobile phone in order to detect and classify individual camera panning  
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Fig. 1. Overview of the automatic video remixing system 

 
movements, and also to identify the ROI of the recorded event. In this way, we are 
able to consider view changes performed by each user within the ROI, and also to 
account for the different types of camera motion which may have different semantics 
(e.g., a slow panning might have been performed to obtain a panoramic view). 

3 Automatic Video Remixing System 

The proposed automatic video remixing (or editing) system is implemented as a dis-
tributed system based on a client-server architecture (an illustration is given in Fig.1).  

3.1 Context-Sensing Client 

The client side of the system consists of the mobile camera device. We have devel-
oped a client application that enables to simultaneously record video and context in-
formation captured by the embedded sensors such as electronic compass, GPS, and 
accelerometer. These sensors are used for indexing the video content while it is being 
recorded, by storing both sensor data and the associated timestamps. In this work we 
exploit the electronic compass. This sensor (usually implemented in mobile phones by 
embedding two or three magnetometers) measures the orientation of the device with 
respect to the magnetic North (which is assumed to be at orientation equal to zero). 
When the camera is started, the client application (which runs as a background 
process) starts capturing data from the electronic compass. The sensor readings are 
sampled at a fixed sampling rate of 10 samples/second. The recorded compass data 
can be regarded as a separate data stream. Each sample is a time-stamped value 
representing the orientation of the camera with respect to the magnetic North. By 
using the timestamps, any orientation sample can be uniquely associated to a certain 
segment of video within the recorded media, and thus it is possible to understand the 
direction towards which the camera was recording at a particular time interval.    
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3.2 Automatic Video Remixing Server 

The server of the automatic video remixing system exploits the availability of various 
user generated videos of the same event and the sensor-based low-level indexing per-
formed on each client device by the context-sensing client. This system allows people 
who have recorded videos at the same event to collaborate in order to get an automat-
ically generated video remix, which consists of segments extracted from the recorded 
videos. The participating users upload their videos to the server along with the asso-
ciated context files. Firstly, all the source videos must be synchronized to each other 
so that they can be placed on a common timeline. This is achieved by means of a 
global clock synchronization algorithm such as the Network Time Protocol [14]. Re-
garding the audio side, the audio track consists of a succession of best quality audio 
segments extracted from the source videos. The audio analysis itself is not the focus 
of the work presented in this paper. 

Regarding the visual side, the remix will consist of a sequence of video segments 
present in the original source videos. We group the criteria for switching view in two 
different categories: sensor-related criteria and temporal criteria. The sensor-related 
criteria are all based on compass data, and they include the camera panning detection, 
the classification of camera panning based on speed, and the identification of the Re-
gion of Interest. Thus, there is a need to perform a higher-level indexing at the server 
side, which uses the low-level indexing data (i.e., the instantaneous compass orienta-
tions) in order to detect and classify the camera panning and identify the ROI. The 
considered temporal criteria are lower-bound and upper-bound temporal thresholds. 
The timing for switching view and the specific videos to be used at each switching 
instant are decided by jointly evaluating the mentioned temporal and sensor based 
criteria. The lower-bound temporal threshold is used to avoid that two consecutive 
view switches (triggered by the sensor-related criteria) happen within a too short tem-
poral window. If no view switches happen for a time interval greater than the upper-
bound threshold, a switch to a different view is forced. 

4 Sensor-Based Analysis 

In the following sub-sections we provide a detailed description of how the analysis of 
the sensor data is performed to assist in generating semantic information from the 
compass data, and thus obtaining information about the content without analyzing it 
directly. 

4.1 Camera Panning Detection  

Camera panning is the horizontal rotational movement of a camera which is common-
ly used either for following an object of interest or for changing the focus point (or 
direction) of the recording. The most common techniques for detecting a camera pan-
ning or other camera motion are based on video content analysis (for example as de-
scribed in [9] and [11]). In an automatic video editing system using a multi-camera 
setup there is a need to understand when to perform a view switch from one source 
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Fig. 2. Detection of camera panning movements 

video to another, and also which specific video to use after the view switching. One of 
the criteria that we consider is based on the fair assumption that when a user inten-
tionally performs a camera panning, then the obtained view is likely to be interesting. 
In fact, as also stated in [11], camera motion is an indicator of the camera user’s inter-
ests in the scene and can also attract the viewer’s attention. One reason for consider-
ing a panning as interesting is that it is performed to include something of interest. 
Also, it is unlikely that the view obtained after the panning will be exactly the same 
(for view-angle and position of the camera) as any of the views provided by the other 
cameras; thus, a new view of the scene is available to the system for being included 
into the remix. We mark all panning movements as potential switching points, which 
are to be evaluated when deciding how to perform the view switches. 

In order to detect the camera panning, we analyze the data captured by the elec-
tronic compass during the video recording activity, instead of relying on video content 
analysis. One advantage of our method over content-based methods is that we analyze 
the real motion of the camera and not the effects of the camera motion on the record-
ed video content. Furthermore, motion of objects on the scene is a major obstacle for 
content-analysis methods. On the contrary, our method is not affected at all by such 
motions. For detecting a camera panning we perform the following steps:  

 
1. Apply low-pass filtering to the raw compass data. 
2. Compute the first discrete derivative over time of the filtered compass signal. 
3. Select the peaks of the obtained derivative by using a threshold TP.  

 

 
The low-pass filtering in the first step is necessary to avoid obtaining peaks which 

are due to short or shaky camera movements, rather than to intentional camera mo-
tion.  

Fig. 2 shows the detection of the camera panning movements by analyzing com-
pass data. Each detected camera panning is represented by two timestamps: start- and 
stop-panning timestamps.  
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Fig. 3. Classification of camera panning movements based on speed 

4.2 Classification of Camera Panning Based on Speed 

We classify the detected panning movements with respect to their speed. Each pan-
ning can be a slow one, performed by the user with the intention of capturing the 
scene during the camera motion (e.g., for obtaining a panoramic panning or for fol-
lowing a moving object), or a faster one, which might have been performed for 
changing the focus point (or direction) of the video recording. This is a very important 
difference from a video editing point of view, because a too quick camera motion may 
result into blurry video content and should not be included into the final video remix, 
whereas a panoramic panning should be included for giving the viewer of the video 
remix a better understanding of the whole scene. We then classify the panning move-
ments either as slow or as fast if their speed is respectively less or greater than a  
predefined threshold. Fig. 3 shows a sequence of panning movements and their classi-
fication. 

4.3 Identifying the Region of Interest 

In some use cases it is important to know which area of a public happening is consi-
dered as the most interesting by the audience. The approach considered in this work 
for identifying the ROI exploits the fact that most public events do have a single scene 
of common interest, for example the performance stage in a live music show (see Fig. 
4). Therefore, most of the people who are recording such an event usually point their 
camera towards the stage, at least for most of the recording time, as it represents the 
main attraction area. The automatic video remix system identifies the ROI as the spe-
cific angular range of orientations (with respect to North) towards which the users 
have recorded video content for most of the time. The relative location of the users 
with respect to each other is not taken into account in this work. Instead, the proposed 
ROI identification method assumes that the stage of the recorded show is a  
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Fig. 4. ROI identification. (a) An example scenario where users use their cameras to record a 
live music performance. (b) The (unwrapped) compass data captured by seven users while 
recording a music show for one of our tests. 

proscenium stage (i.e., the audience lies on only one side of the stage) which is the 
most common case at least for live music performances. 

The algorithm for ROI identification works as follows: 
 

1. The preferred angular extent of the ROI is a parameter to be set manually. 
2. For each recording user, compute the time spent recording in each orienta-

tion and update the histogram of recorded seconds over the orientations. 
3. Analyze the obtained histogram and find the angular range (of user-specified 

extent) that maximizes the length of video content which has been captured 
towards such a range. This angular range represents the ROI. 

 

 

The extent of the ROI can be set to any reasonable value.  

4.4 Use of Panning Movements and ROI for View Switching 

The automatic video remix system decides about the timing of the view switching and 
about which view to select by considering the detected panning movements, their 
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classification and the pointing direction of the cameras with respect to the identified 
ROI. The detailed description of the view switching algorithm is as follows: 

 
FOR each detected panning event: 
    IF panning ends inside ROI 
        IF panning is classified as slow 
            Switch view to the video containing the panning, when the panning starts. 
        ELSE (panning is classified as fast) 
            Switch view to the video containing the panning, when the panning ends. 
    ELSE (panning ends outside ROI) 
        No view-switching is performed. 
 
A video segment containing a fast panning is not included in order not to have 

blurry video content in the video remix. 

5 Results 

An evaluation of the proposed sensor-based multimedia indexing techniques was 
performed using the following setup. We used a dataset consisting of 47 video record-
ings spanning an overall time duration of about 62 minutes and captured by nine dif-
ferent users during two live music shows. The users were not aware of the goal of the 
test. By visually inspecting the recorded video content, we identified and annotated 
129 panning movements performed by the recording users. Table 1 summarizes the 
test results for the panning detection algorithm, and provides the accuracy in terms of 
precision (P – fraction of the detections which are indeed true panning movements), 
recall (R – fraction of the true panning movements which are detected correctly) and 
balanced F-measure (F – computed as the harmonic mean of the precision and recall). 
As can be seen from the table, our sensor-based panning detection performs well. 

Regarding the panning classification, we considered the panning movements that 
were correctly detected by our detection algorithm. We manually classified them as 
either slow or fast depending on whether the video content captured during each pan-
ning was respectively pleasant or unpleasant to watch. Table 2 summarizes the per-
formance of the proposed panning classification method. Among the 112 correctly 
detected panning movements, only four are misclassified. 

We performed a test for the ROI identification using videos that seven users have 
recorded at one of the two music shows considered in our dataset. Fig. 4b shows the 
compass data captured by the users during the show. Six of the users have pointed 
their cameras towards a similar orientation for most of the recording time. We have 
specified a preferred ROI extent of 90 degrees. The proposed method identified the 
ROI to be in the range [110, 200] degrees, which is satisfactory, as it corresponds to  
orientations pointing towards the stage of the recorded event. As can be seen in Fig. 
4b, during the recording session some of the users performed panning movements 
either inside (for recording the main area of interest) or outside the identified ROI (for  
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Table 1. Test results for the camera panning detection algorithm. GT stands for ground truth 
(manually annotated panning movements), TP for true positives, FP for false positives. 

GT TP FP P R F 

129 112 12 0.90 0.87 0.89 

Table 2. Confusion matrix for the classification of panning movements based on speed. Only 
the correctly detected panning movements (i.e., the true positives) are considered in the table. 

 Automatically 

detected as fast 

Automatically 

detected as slow 

Manually annotated as 

fast (ground truth) 

25 1 

Manually annotated as 

slow (ground truth) 

3 83 

recording objects or people that have been found interesting). In particular, one user 
has been recording all the time something lying outside the ROI. Fig. 5 shows an 
example of using the proposed sensor-based analysis for automatically generating a 
video remix. For this experiment, we use the content and context data from two of the 
users positioned at different viewing angles. For each user, the plot of the compass 
data captured during the video recording is shown. Some relevant frames extracted 
from the recorded videos are displayed below the associated compass data. These 
frames have been extracted at time points indicated by the red arrows (mostly before 
and after each panning). The bottom-most part of the figure represents the video re-
mix obtained by stitching together segments extracted from two source videos. The 
switching points are indicated by the vertical dashed lines that originate either from 
video 1 or video 2, depending on which video has triggered the view-switching. Pan-
ning detection, panning classification and ROI identification were performed. The 
identified ROI was the range [-41, 49] degrees. User 1 performed one slow and one 
fast panning, and has been recording always within the ROI. User 2 performed four 
slow pannings. The first and the third panning movements end outside the ROI, the 
second and the fourth end inside the ROI. At about 25 seconds user 2 turned the cam-
era towards an orientation outside the ROI, thus the system switches view from video 
2 (which is the initial state) to video 1. At 55 seconds user 2 turned the camera back 
towards the ROI, and a view switch to video 2 is performed. At about 62 seconds user 
1 performed a slow panning, thus the system uses video 1 from the starting time of the 
panning. At about 86 seconds, user 2 performed a panning from outside to inside the 
ROI and a view switch is then triggered. Finally, as user 1 performed a fast panning, 
the remix will contain a segment of video 1 from the end of the panning. 
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Fig. 5. Example of using the proposed sensor-based multimedia indexing techniques for auto-
matically generating a video remix. Due to prior state, the excerpt of the remix starts with  
Video 2. 

6 Conclusions 

In this paper we presented methods for indexing user generated videos based on con-
text sensor data. These methods are used to automate the video remixing process in a 
multi-camera recording scenario. The novelty of these methods is the use of sensor 
data for performing the multimedia indexing – thus avoiding computationally costly 
video-content analysis. In this work we have focused on analyzing compass data from 
each mobile phone and shown that the proposed methods can correctly detect and 
classify camera pannings, and identify the ROI of the recorded event. In this way, the 
system is able to generate a video remix that takes into account the panning move-
ments performed by each user within the Region of Interest during the event. Fur-
thermore, we are able to account for different semantics of camera motion.  
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Abstract. In this paper, we present a novel human action recognition approach 
based on gait energy image (GEI) and minimum incremental coding length 
(MICL) classifier. GEIs are extracted from video clips and transformed into 
vectors as input features, and MICL is employed to classify each GEI. We also 
use multiple cameras to capture GEIs of different views, and the voting strategy 
is applied after the MICL classification results to improve the overall system 
performance. Experimental results show that the proposed approach can 
achieve approximately 95% of accuracy. For practical usage, we also speed up 
the classification time so that it can be accomplished in a very short time. 
Moreover, other classification methods are used to classify GEIs and the expe-
rimental result shows that MICL is the most suitable classifier for this approach. 
Besides our recorded action clips, the Weizmann dataset is also used to verify 
the capability of our approach. The experimental results show that our approach 
is competitive to other state-of-the-art action recognition methods. 

Keywords: Action Recognition, Human Gait, GEI (Gait Energy Image), MICL 
(Minimum Incremental Coding Length), GPU, Visual Surveillance. 

1 Introduction 

The analysis of human activities can be applied to a variety of application domains, 
such as video surveillance, human-computer interaction systems, medical care, anti-
terrorism, etc. Thus, recognizing human activities has become an important research 
topic in the fields of machine learning and computer vision, recently. Many approach-
es have been proposed for human activity recognition. For example, Bobick et al. [1] 
extracted motion energy images (MEI) and motion history images (MHI) as their 
features from aerobic exercise sequences, and used 7 Hu moments to yield reasonable 
shape discrimination in a translation- and scale-invariant manner. Various distance 
metrics were then used to separate different movements. They also combined two 
views of camera information to help improve the efficacy of their method. Hsieh et al. 
[2] represented the structure of the human body using a skeleton feature and a  
centroid context feature based on a triangulation-based technique. The key posture of 
human activities are selected and coded into a set of symbols. Finally, a string-based  
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technique was applied for recognizing human activities. Zou et al. [3] classified hu-
man walking sequences with or without a briefcase on an elliptical path. The gait 
energy images (GEI) [4] was used as their input feature to co-evolutionary genetic 
programming, and they improved the classifier performance by further applying the 
strategy of majority voting to the Bayesian classifiers’ results. There are also many 
researches related to GEI. For examples, Han and Bhanu [4] applied GEI to recognize 
individuals, and Lu et al. [5] conducted human age estimation based on GEI.  

In this work, we propose a novel approach based on gait information and the crite-
rion of lossy coding for classifying human actions directly from videos. The details of 
our approach are presented in Section 2. Section 3 demonstrates the experimental 
results of the proposed approach. Finally, Section 4 concludes this write-up. 

2 Proposed Approach 

Fig. 1 shows the block diagram of the proposed approach. First, we extract GEIs for 
each sequence with specific human activity as ground truth (or training) features. The 
minimum incremental coding lengths (MICLs) [6] of the training features are calcu-
lated and stored as classification references. The extracted GEIs of testing videos are 
transformed into vectors as inputs of the MICL classifier and a classification result 
would be returned. For boosting the overall performance, we recorded one human 
activity video from three different angles at the same time, and a better classification 
result can be obtained through majority voting from the three classification results. 
The details of each module will be addressed in the following subsections. 

 

Fig. 1. Block diagram of the proposed GEI-based human activity recognition system 

2.1 Gait Energy Image (GEI) 

Gait Energy Image. According to our observation, the variations of silhouettes are 
quite different between distinct actions. Thus, GEI, the well-known representation 
formed by silhouettes, is an intuitive choice of feature. Moreover, in comparison with 
the gait representation by binary silhouette sequence, GEI saves both storage space 
and computation time for recognition and is less sensitive to silhouette noise in indi-
vidual frames [4]. To design a real-world action classification system using gait cues,  
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GEI is the best choice for its robustness against noise and its efficiency. We extract 
silhouettes from human activity sequences using running Gaussian average back-
ground modeling. Given the binary gait silhouette images, the gray-level GEI is then 
defined as 
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=
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where Bt(x,y) represents a gait silhouette image at time t , N  is the number of total 
frames in a sequence, and x  and y  are values of the 2D image coordinates. 

Normalization and Alignment of GEIs. There are two important issues on how to 
construct a proper GEI: 1) How to proportionally resize silhouette images so that 
every silhouette image would have a reasonable height/width? 2) How to align every 
silhouette image with respect to its centroid? In the past, GEI-related researches as-
sumed that silhouette images are extracted only from walking sequences with a side 
view. Since the walking actions are cyclic, GEIs are easy to be normalized and 
aligned. However, in our work, silhouettes are extracted from video sequences with a 
variety of different actions and different angles. In this situation, how to normalize the 
extracted silhouettes into reasonable sizes and align them to construct a visually-
reasonable GEI becomes a challenging issue. Fig. 2 shows GEIs for actions run, si-
dewalk, and walk formed by silhouettes without any preprocessing. It can be seen that 
these GEIs are noisy (involving the variation of different object sizes) and confusing 
(somewhat similar to one another). This fact will pose problems for later human ac-
tion classifications. 

 

Fig. 2. Original GEIs for actions run, side walk, and walk 

 

Fig. 3. Normalized GEIs for different actions captured from front-right side of human 
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Because the object aspect ratio in terms of conventional bounding box may vary a 
lot in the video sequences of actions like fall down, lie down, etc., we utilize squared 
bounding boxes to avoid object deformation during silhouettes normalization. Given a 
binary gait silhouette image, we first compute its squared bounding box. If the width 
(height) of this bounding box is the largest in this sequence until then, the width 
(height) is stored and we bind the object with this box size. If the width (height) is 
smaller than pre-stored bounding box size, we bind the object with the pre-stored 
bounding box size. All bounding boxes in the same video sequence are then aligned to 
the center-down of the object. After resizing boxed silhouette images into the given 
GEI size and accumulating these preprocessed silhouette images, a normalized and 
aligned GEI is formed. Fig. 3 shows GEIs aggregated by preprocessed silhouettes for 
different actions captured from front-right side of human (45°). In contrast to Fig. 2, it 
is obvious that the normalized GEIs reflect major shapes of human silhouettes and 
their temporal changes over human actions much better than the original ones. 

2.2 Minimum Incremental Coding Length (MICL) 

Minimum Incremental Coding Length. MICL, a new classification criterion pro-
posed by Wright et al. [6], is founded on the principle of lossy data compression. The 
main idea is to measure how efficiently a new observation (test datum) can be en-
coded by each class of the training data subject to an allowable distortion, and to as-
sign the new observation (test datum) to the class that requires the minimum number 
of additional bits. According to the criterion, we map the classification problem into 
an incremental coding length minimization one. Test data x would be assigned to the 
class which minimizes the number of additional bits needed to code (x,ŷ), subject to 
the given distortion ɛ, that is 

 ).,(minarg)(ˆ
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For a multivariate Gaussian source N(μ,∑), the average number of bits needed to code 
a vector subject to a distortion ɛ2 can be approximated by 
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where n is the dimension of the input data. Then, given the data χ=(x1,…,xm) with 
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is the sample covariance, and so the number of bits needed for the m  vectors is 

)ˆ(εmR . Since the optimal codebook is adaptive to the data, we need additional 

)ˆ(εnR
 
bits to represent the principle axes of the covariance matrix. In addition, we 
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Since the class label y is discrete, it can be coded losslessly. Because we can have a 
prior knowledge regarding the distribution of the class labels, we can code the labels 
using coding length 

 ,2log jjL π−=  (6) 

where .mjj χπ =
 
Given the coding length function for the observations and the 

coding length for the class labels, we can compute the incremental coding length for 
each class as 

 { } .log)()(),( 2 jjjj LxLjxL πχχδ εε −−= ∪  (7) 

Finally, the test sample would be assigned to the class in which the incremental cod-
ing length is the minimum. 

Speed Up for MICL. Although the MICL classifier does have great classification 
power, it takes too much time for calculating the coding length. This fact makes the 
MICL classifier not suitable for applications in which timing performance is crucial. 
After some analysis, we found out the bottleneck for conducting the MICL classifier: 
the log-determinant computation. Notice that the second and the third term of Eq. (7) 
can be pre-computed offline during the training stage; however, the first term depends 
on the new test sample and requires computation of the log-determinant of an 

nn × or mm × matrix. The log-determinant computation can be computed either via 
Cholesky decomposition or singular value decomposition (SVD) and requires ϴ(m3) 
operations with straightforward numerically stable implementations [6]. In high di-
mensional spaces, i.e. when n>>m, the computation time would be very long and 
hinder the value of the proposed approach in real applications. We implement the 
MICL classifier using C language with the OpenCV library [7]. However, with the 
increasing use of graphics processing unit (GPU) [8], many general purpose 
processing tasks become faster and less difficult. An important reason why we choose 
MICL as our classifier, despite of its excellent classification power, is that all inputs 
for MICL are vectors, which can easily be moved onto the GPU memory and be  
computed in parallel. To speed up the computation of L

ɛ
(χ), we compute the  
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log-determinant via SVD with the aid of GPU instead of using the cvSVD() function 
in the OpenCV library. After moving all data vectors onto the GPU memory, we use a 
GPU-accelerated linear algebra library, CULA [9], with compute unified device ar-
chitecture (CUDA) toolkit by NVIDIA [10], to do the SVD computation of input 
vectors. The CULA library can handle the GPU-side computations in a very short 
time. Notice that we need only the eigenvalues obtained from SVD, that is, we don’t 
need to compute the eigenvectors of the input matrix. This fact makes the computa-
tion process much faster and more suitable for practical usage. 

2.3 The Voting Strategy 

A limit to use GEI as our key feature in human action recognition is that it cannot 
record overlapped information. Thus, it may cause information loss when GEIs ag-
gregated from bad angles are used for classifications. An intuitive way to enhance the 
capability of the proposed approach is to recognize one human action with GEIs from 
more than one viewing angle. We equally divide 360° into eight discrete angles from 
a person’s view, and set cameras at three angles having less overlapping information 
of the captured objects, i.e. 45°, 135°, and 225°. For each action, we extract three 
GEIs from the recorded sequences of the three view angles, and apply the MICL clas-
sifier to each GEI, respectively. To obtain the final recognition result, the decision 
rule is defined as follows: 1) each classifier (at each view angle) can be considered as 
a voting agent who votes for the best result. The majority result will be picked up. 2) 
If these three agents vote for three different classes, the one with the minimum incre-
mental coding length, δL

ɛ
(x, j) is taken as the recognized class. 

3 Experimental Results 

3.1 Input Data and Computing Environment 

We recorded video sequences of 13 kinds of human activities. Each activity is per-
formed one or two times by 11 people (5 males and 6 females) and their heights vary 
from 5 to 6 feet. Some groups of similar actions are recorded to evaluate the effec-
tiveness of the proposed system. For example, fall down vs. lie down, sit vs. squat, 
and pick up vs. stoop. To evaluate the power of detecting abnormal activities, we also 
recorded a set of shooting sequences. For medical care applications, we recorded the 
fall down and lie down activities as well. Three views of sequences are recorded, 
which are 45°, 135°, and 225° to the front view of the performer. The number of 
frames for each sequence varies from 10 to 540, and all frames are used to construct 
GEIs. The size of each GEI is normalized to 100100 ×

 
pixels. The data set contains 

843 sequences with frame resolution of 240320 ×  pixels. All experimental results 
are conducted on an Intel® Dual Core™ 2.40 GHz PC and an NVIDIA GeForce GTX 
460 graphics processor with CUDA toolkit 3.2 and CULA R11. The GTX 460 graph-
ic processor has 7 multiprocessors with 336 cores and a total of 1GB memory. 
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of the voting strategy, the averaged classification precision and recall can be im-
proved to near 94%. The classification rate improves in almost every class. Even 
though some fall down sequences tended to be misclassified as lie down due to their 
high degree of similarity, this approach do perform well for classifying most of the 
similar human actions. 

The Effect of Different GEI Sizes. In this work, the GEI size is set to be 100100 ×  
pixels. In this subsection, we want to prove that this is a proper choice of GEI size 
concerning the issues of saving storage space, containing enough information and the 
classification speed at the same time. We generate GEIs with different sizes using the 
proposed normalization method. The tested sizes are ,1010× ,2020× ,5050 ×  

,100100× ,150150× and 200200 × pixels. No GEI larger than 200200 ×  pixels is 
aggregated because most objects in our testing sequences are not larger than such 
size. Fig. 8 shows different sizes of GEIs extracted from the same squat sequence in 
45° using the proposed normalization method. We resize every GEI to the same size 
for comparison. We can see that there are severe information losses in GEIs of sizes 

1010 × and 2020 × . The GEI of 5050 × pixels looks almost the same with that of 
100100 × pixels; however, the image of 100100 × pixels GEI seems a little sharper. 

Moreover, the 150150 × pixels GEI and the 200200 × pixels GEI do contain more 
information than the 100100 ×  pixels GEI. Table 1 shows the comparison of preci-
sion and recall of the proposed approach (with the voting strategy) using the GEIs 
listed in Fig. 8. 

 

Fig. 8. The different size GEIs extracted from the same walking sequence. All GEIs are resized 
to the same size for comparison. 

Table 1. Comparison of precision and recall when different sizes of GEIs are used 

 1010×  2020×  5050×  100100×  150150×  200200×  
PRECISION 51% 54% 90% 94% 91% 91% 

RECALL 66% 49% 91% 94% 92% 92% 

 
From Table 1, we can see that for the GEIs of sizes 1010 × pixels and 2020 × pix-

els, the accuracies are much lower than that of using other larger-size GEIs. The accu-
racy of the classification result may be higher when we use larger size of GEIs.  
However, with a larger GEI size, it takes more time to aggregate and classify a GEI. 
Moreover, both precision and recall are not significantly higher after the GEI size is 
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larger than 5050 × pixels. Our proposed approach achieves the highest rate of preci-
sion and recall (both 94%) with a 100100 × pixels GEI size. In the next subsection, 
we would like to show the speed up results and compare the classification time be-
tween GEI size 5050 × pixels and 100100 × pixels, to see which GEI size is more 
suitable for our proposed classification approach. 

Speed Up for MICL. With the help of the excellent parallel computing power of 
GPU and the well-designed linear algebra library, CULA, we could achieve a signifi-
cant speed up for the SVD computation and thus our proposed approach is also 
speeded up. In Table 2, we list the SVD computation time, the classification time, and 
the speed up results using GEI size 100100 × pixels and 5050 × pixels. When using 
GEI size 100100 × , we have improved the speed of the SVD computation from 7.33 
seconds to 0.02 seconds per coding length computation and achieved a speedup about 
300 times faster than the OpenCV version, in which the computation time for the 
MICL classifier is reduced from 180.00 seconds to 0.59 seconds per testing process. 
On the other hand, with a GEI of 5050 × pixels, the SVD computation time is re-
duced from 0.39 seconds to 0.01 seconds, and the classification time is also reduced 
from 6.25 seconds to 0.46 seconds. The required computation time depends on the 
number of activity classes to be classified and of course, the volume of data. In this 
work, we have 13 action classes and totally 843 data sequences. Comparing the classi-
fication times in the table, we can also observe that the classification time is only 0.13 
second longer when we use a larger size GEI ( 100100 × pixels). However, from  
Table 1, the precision and recall using GEI size 100100 × pixels is about 4% higher 
than using GEIs of 5050 × pixels. Considering the trade-off between the precision, 
recall and the computation time, we suggest that the GEI of size 100100 × pixels is 
more suitable for our approach. 

Table 2. The SVD computation time, the classification time, and the speed up result using GEI 
size of 100100× and 50 50× pixels 

 100100×  5050×  
ORIGINAL CULA SPEED UP ORIGINAL CULA SPEED UP 

SVD 7.33s 0.02s 366.50 0.39s 0.01s 39.00 

Classification 180.00s 0.59s 305.08 6.25s 0.46s 13.59 

Comparison with Other Classification Methods. In this subsection, we want to 
compare the classification result between our classifier, MICL, with other known 
classifiers, support vector machine (SVM) [11] and K-nearest neighborhoods (KNN) 
[12]. Using the same GEI aggregated by the proposed normalization method, Table 3 
shows the classification precisions using the MICL classifier as well as SVM and 
KNN. The results using single camera and the voting strategy are both listed and all 
experiments are conducted by 5-fold cross validation. From Table 3, we can see that 
the precisions using the MICL classifier are higher than SVM and KNN results, no 
matter the voting strategy is applied or not. 
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Table 3. The comparison of experimental results between MICL, SVM and KNN. The result 
using single camera and the voting strategy are listed. 

Methods MICL SVM KNN 
Single Camera 88.42% 86.60% 82.68% 
Voting Strategy 94.01% 92.17% 92.12% 

Table 4. The experimental results using different classification methods to classify the 
Weizmann dataset. (*: All GEIs are transformed to the same direction.) 

Methods % of Correct # of Actions Used 
Blank et al. 2005 [14] 100% 9 (not including skip) 

Our Proposed Approach 100% 9 (not including skip) 
Gorelick et al. 2007 [15] 100% 10 
Our Proposed Approach 97.78% 10 

Our Proposed Approach* 100% 10 

Classification Results with Other Dataset. Besides the actions sequences recorded 
by ourselves, we also conducted experiments based on the Weizmann dataset [13]. 
The Weizmann dataset contains 10 classes of actions: bend, jack, jump, pjump, run, 
side, skip, walk, wave1 and wave2. Each action is performed by 9 people. There are 
totally 90 sequences. Different from our recorded action sequences, the Weizmann 
dataset regards actions toward different directions (left and right) as the same class of 
action. Table 4 shows the experimental results classifying the Weizmann dataset us-
ing different classification methods. Notice that because the Weizmann dataset 
doesn’t contain multiple views of an action, we do not apply the voting strategy in our 
approach here. All frames are used for classifying in all methods. The GEIs of size 

100100 × pixels are used in our approach. From Table 4, we can see that our proposed 
approach is competitive to other state-of-the-are methods. The classification time of 
our approach is 0.35s per test. In the run, side, skip and walk actions, the actions are 
not set to be in the same direction. However, in our approach, we suppose that two 
actions in different directions, e.g. a man run toward the right and toward the left, 
should be classified as two classes of actions. In this experiment, we regard these 
different-direction-actions as the same class of actions and our approach achieves a 
precision at 97.78%. If all GEIs are transformed to the same direction, our approach 
can classify every action sequence correctly and a precision at 100% is obtained. 

4 Conclusion 

In this work, we present a novel approach for analyzing human actions from surveil-
lance videos. Based on GEI and MICL, we designed a human activity recognition 
system. We also proposed a method to normalize and align silhouettes extracted from 
a variety of human activities, and GEI size 100100 × is suggested to be a more suita-
ble choice for our approach. MICL is employed to learn the classifier, and multi-
cameras are applied with the voting strategy after the classification process to enhance 
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the overall system performance. Based on the normalized/aligned GEIs, the MICL 
classifier, and the voting strategy, our approach achieves accuracy at about 94% on 
average (on 13 classes of actions). With the help of GPU computation, we also 
achieved a speedup of 300 times for classification, from 180.00 seconds per test to 
0.59 seconds, making the proposed approach valuable in practical usage. Clearly, 
there is still a need for improving the timing performance of the proposed approach 
before it can be applied to a real time surveillance system. Of course, this is one of the 
major directions of our future work. Sequences in our data set now contain only one 
action. In the future, we may try to recognize successive actions of a human in a sin-
gle sequence based on the spatial-temporal correlation model, e.g. Hidden Markov 
Model, for gaining higher level semantic meaning of human actions. 
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Abstract. Hairstyle is one of the most important features people use to 
characterize one’s appearance. Whether a hairstyle is suitable or not is said to 
be closely related to one’s facial shape. This paper proposes a new technique 
for automatically retrieving a suitable hairstyle from a collection of hairstyle 
examples through learning the relationship between facial shapes and suitable 
hairstyles. A method of hair-face image composition utilizing modern matting 
technique was also developed to synthesize realistic hairstyle images. The 
effectiveness of the proposed technique was validated through evaluation 
experiments. 

Keywords: Hairstyle retrieval, example-based, statistical learning, non-
parametric sampling, hairstyle image synthesis. 

1 Introduction 

With the advance of media acquisition and processing technologies, multimedia is 
now playing a very important role in enriching our daily life. This paper presents a 
new technology for suggesting a user with his/her suitable hairstyles by combing 
statistical learning and image processing techniques. Hairstyle is one of the most 
important features people use to determine their appearance and mood. People can 
look completely different simply by changing their hairstyles. Everyone would like to 
have a suitable hairstyle to make them look attractive, but it is usually difficult to find 
one as we cannot easily try out various styles with our real hair. Several commercials 
or free software have been developed allowing users to simulate how they look with 
different hairstyles by manually selecting hairstyle samples and superimposing them 
over their facial images. Although these systems do provide some general guidelines 
on choosing hairstyles, they do not provide any hints on what a suitable hairstyle is 
for a particular face. Therefore, users usually need to go through a very tedious 
process of trying out many different hairstyles before the one they like can be found. 
On the other hand, several papers have been published related to hairstyles [1,2,3,4] in 
the field of computer graphics. However, to the best of our knowledge, all these have 
focused on how to model and render hairstyles with computer graphics and have 
mainly been applied to create virtual characters and animations. In this paper, we 
propose a new technique for automatically retrieving a suitable hairstyle for a given 
face from a collection of successful hairstyle examples. What is a suitable hairstyle 
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for someone? Suitability is a perceptual attribute and it is difficult to model it 
computationally. A hairstyle that appears to be attractive to one person may not look 
that acceptable to another. Personal aesthetics may be affected by many factors, such 
as one’s cultural background and living environment. There are also many other 
factors that may affect how one looks in a particular hairstyle. Despite this, there is 
still some common aesthetics sense on hairstyles, and a skilled hair stylist can usually 
successfully create styles that conform to such common aesthetics sense. We started 
our project by interviewing several hair stylists. An important fact we observed is that 
although there are no stylists who can tell any explicit rules about their designs, they 
all viewed the shape of the face as the most important attribute in designing a 
hairstyle. This inspired us to adopt an example-based framework, which is an 
approach that has been successfully used for texture synthesis [5, 6] and style 
transferring [7,8,9,10] in recent years. Our new technique finds suitable hairstyles for 
a given face by learning the relationship between facial shapes and successful 
hairstyles. 

The four major contributions of this paper can be summarized as follows: 

1. A new framework for retrieving suitable hairstyles through learning the 
relationship between facial shapes and hairstyles from successful hairstyle 
examples. 

2. The design of a compact feature vector space enabling fast non-parametric 
sampling in statistical learning. 

3. A method of hair-face image composition utilizing modern matting techniques 
for synthesizing realistic hairstyle images automatically. 

4. An evaluation experiment demonstrating the validity of the feature vector and 
the effectiveness of the example-based approach. 

2 Example-Based Framework 

Given a face image , we want to create another image  with hairstyle S 
matching the face best. We achieve this in two steps: 

Statistical Learning: Find the most suitable hairstyle S, through learning the 
relationship between facial shapes and suitable hairstyles. 

Composition: Superimpose hairstyle S over face image  to obtain realistic 
image  of the face in a suitable hairstyle. 

2.1 Statistical Learning 

The statistical learning step can be described within the Bayesian inference 
framework. Based on Bayes theorem, posterior probability ( | ) , i.e., the 
probability for face image  to have its best hairstyle S, can be represented as: | = | ( ).                     (1) 
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( ) is the prior probability of S, and P(I |S) is the probability of observed face 
image  given hairstyle S. Consequently, the aim of finding S can be turned into 
an optimization problem maximizing ( | ). Since evidence ( ) can be 
treated as a constant, S is actually the one maximizing the product of likelihood 

and prior (S), = ( | ) ( ).                   (2) 
We obtain S by using non-parametric sampling, which has been proved to be an easy 
yet very efficient method in style transferring and texture synthesis applications 
[5,6,8,9]. Professionally designed hairstyle examples are used as the training data to 
learn prior ( ) and likelihood ( | ).  

To compute S, we first construct an approximation to conditional probability 
distribution ( | )  and sample from this. Assuming ( , ) is the distance 
between two facial images under some metric, if we define set Ω =    , , = 0 .              (3) 

containing all occurrences of I in training data set T, then the conditional probability 
distribution of ( ) can be estimated with a histogram of all the hairstyles for faces 

 in Ω ( ). In other words, we can obtain a distribution of possible hairstyles 
for . However, since we only have a finite number of examples from the training 
data set, we may fail to find any matching facial image  with , = 0. To 
obtain an approximation to Ω ( ), let us specify small distance allowance e, and 
obtain Ω  ( )  =    | , , . The distance function d will be 
discussed in Section 3. Allowance e is determined by multiplying the minimum of ,  with a given constant, in our current implementation.  

There are several possible ways of computing S from its conditional probability 
distribution: 

1. Integrate the distribution and obtain an expected hairstyle image by compositing 
all the possible hairstyles.  

2. Take the hairstyle with the highest probability. If there is no maximum value in 
the distribution, randomly choose a hairstyle. 

3. Take the hairstyles of the k-nearest-neighbor of . 

Method 1 may produce some unrealistic hairstyle images due to the discontinuity in 
the hairstyles from the distribution. Since the training dataset usually consists of no 
more than one hairstyle for one single facial image, the result from Method 2 is 
usually a randomly chosen hairstyle from the set of hairstyles  Ω ( ) . 
Method 3 is used in our current implementation and the hairstyles of the k-nearest-
neighbor of  are recommended as candidates for the best suitable hairstyles. 
The k can be adjusted interactively.  
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2.2 System Overview 

As shown in Fig 1, our system assumes n successful hairstyle images ( =1,2, … , ) are available. The three operations below are executed in the training 
phase to build a training data set T( , )(i = 1, . . . n)  where  is the feature 
vector characterizing the shape of each face  and  is the α-matte indicating the 
probability of a hair area in the image: 

 

Fig. 1. System framework 

1. Apply robust matting technique [11] to ( = 1,2, … , )  to create  ( =1,2, … , ). 
2. A trained Active Shape Models (ASM) [12] model is used to detect facial feature 

points on ( = 1,2, … , ). 
3. Construct feature vector ( = 1,2, … , ) from the ASM model feature points. 

While the first operation requires example strokes to be manually specified to create 
the tri-map for estimating the α-matte, the other two operations are performed fully 
automatically.  

Given face image  in the runtime phase, the system performs six operations 
to compute a set of suitable hairstyles for . 

1. Apply a trained ASM to detect the facial feature points of . 
2. Construct feature vector  characterizing the shape of the face in . 
3. Search through all images in T in the feature vector space. 
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4. If ,  add   to Ω  ( ) . 

5. Sort images in Ω  ( ) by , .  
6. Take top k images  ( = 1,2, … , ) from Ω  ( )  and composite them 

with  using ( = 1,2, … , ). 

The design of feature vector V is crucial to obtain good results, as well as to quickly 
searches through the training examples. We will discuss this in detail in the next section. 

3 Feature Vector Design 

Active Shape Models (ASM) [5] is one of the most popular techniques for detecting 
the geometric features of faces from images. Instead of using ASM directly, we want 
to have a more compact feature vector space, which can successfully model the 
relationship between facial shapes and hairstyles. As seen in Fig 2(a), it is known that 
human faces can be roughly classified into four categories by shape: oval, round, 
triangular and home base.  
 

 

 

Oval Round 

  
Triangular Home base 

(a)Shapes of face (b) Hairstyles for round faces 

Fig. 2. Facial shapes and their relationships to hairstyles 

A hairstyle giving an impression of an oval shaped face is likely to be suitable [13].  
For example, as we can see from Fig 2(b), for the round face, the styles with long 
bangs flowing smoothly toward both sides or the back make the face look longer and 
hence are suitable, while the one with bangs cut straight across and a thick volume on 
top of the head is not suitable because it further emphasizes the impression of 
roundness. To find these kinds of relationships between facial shapes and hairstyles, 
we first compute six line segments (Fig 3(b)): 

 
h : the center vertical line segment 

w1 : the horizontal line segment at the height of the eyebrows 
w2 : the horizontal line segment at the widest position of the facial area 
w3 : the horizontal line segment  at the height of the mouth 
ht : the  vertical line segment from the top of the face to the cross-

section of h and w1 
hb : the vertical line segment from the bottom of the face to the cross-

section of h and w3 
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4 Hairstyle Image Synthesis 

Before we can superimpose obtained hairstyle image S over input face image , 
position alignment and size adjustment between the two images are required. This is 

achieved by scaling H with /  in width, /  in height, followed by 
translation aligning the upper end point of  with that of . As shown in Fig 
4(a), due to fitting error with the ASM model, we may fail to obtain centered   

or , and this may result in an unnatural composition like the one in Fig 4(b). To 
correct error, we translate h horizontally by displacement D (Fig 4 (c)): = · · (( ) ( ) ( ).            (5) 

Fig 4(d) shows an improved result obtained by using the new position of   and 
 for position alignment.  

 
 

 
(a) Error of h (b)Result with displaced h  (a)With binary mask 

 

 

 
(c)Correction of h (d)Result with corrected h  (b) With α-matte 

Fig. 4. Position alignment  Fig. 5. Compare composition results 
using binary mask and α-matte 

Finally, the α-matte of S is used to composite S and  to obtain output image   = (1 ) .                     (6) 

Here, p denotes a pixel, and , , and  , correspond to the pixel values for the 
output hairstyle image, input image, and suitable hairstyles suggested by the system, 
respectively. Fig 5 compares the results of binary mask based composition with our α-
matting based method. We can see our method produces more realistic images, 
especially at regions near the boundary of hair. 
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5 Implementation and Evaluation 

5.1 Implementation and Result 

We built a training data set consisting of 84 hairstyle images collected through the 
courtesy of hair stylists from three hair salons in our current implementation. Through 
a preliminary user study, we found that in many cases users wanted to specify the 
length of their hair before searching for the best hairstyles, and hence it would be 
helpful if we could advise them of the best candidates for different lengths. Currently, 
both the hairstyle examples and the input face need to be frontal photos and the facial 
area in the input image should not be covered by strands of hair. In addition to the six 
dimensions representing the shape of a face, three additional dimensions, representing 
the length, hardness and volume of hair, are also added and a nine-dimensional 
feature vector is computed for each example. Each hair can take one of three values in 
the three newly added dimensions: 
 

Length : long, medium, short. 
Volume : large, medium, small. 
Hardness : hard, medium, soft. 

The necessity to consider the properties (hardness and volume) of hair arose from the 
fact that the hairstyle one can actually have is constrained by the properties of his/her 
hair, even if one can find the best hairstyle making her look virtually attractive. 
Therefore, with the additional dimensions characterizing the properties of hair, we can 
constrain sampling to only hairstyles with similar hair properties. The hair properties 
of the input face are specified by the user.  

Fig. 8 shows two examples of results. For the input face images at the left, the 
nearest face in the feature vector space for each of the long, medium and short hairstyle 
training sets are shown in the upper row and below it are the resulting hairstyles.  

5.2 Evaluation 

We conducted two experiments to validate the effectiveness of our approach. The first 
was aimed at investigating how the hairstyles recommended by our system to a person 
would look for other people, while the second experiment was aimed at how 
satisfactory the result would be for the person herself. 

Ten female college students participated in the first experiment. We prepared nine 
sets of hairstyle images, each consisting of ten hairstyles with two of them 
recommended by the system as suitable hairstyles. At each trial, a subject was 
presented with one set of images and asked to mark the top three most suitable 
hairstyles out of the 10 hairstyles. Fig 6 shows an example of the hairstyle image set 
used in the experiment. Since hair color can largely affect the impression of hairstyle, 
we used the monochrome picture in the experiment to exclude the effect of color.  
There were a total number of 90 trials (9 sets×10 people) and we evaluated the 
probability of the occurrence of the following three cases. 
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Case 1 : The hairstyles recommended by the system were marked as the top 
suitable hairstyle. 

Case 2 : At least one hairstyle recommended by the system was included in the 
top two suitable hairstyles. 

Case 3 : At least one hairstyle recommended by the system was included in the 
top three suitable hairstyles. 

We used a binomial test and our null hypothesis was that all 10 hairstyles in an image 
set would be marked with the same probability. Table 1 summarizes the experimental 
results. Out of the 90 trials, there were 20 trials for Case 1, 58 trials for Case 2 and 80 
trials for Case 3. The probability for the number of occurrences above those observed 
ones upon the null hypothesis is listed at the rightmost column of Table 1. The null 
hypothesis was rejected at a significance level lower than 0.05 for the latter two cases. 
In other words, the experimental results suggested that the hairstyles recommended by 
our system at least could be viewed as the second best hairstyle even though it might 
not be the best. 

The second experiment had the same setting as that for the first except that each 
subject was presented with hairstyle images of herself. The subjects were ten female 
college students and 3 image sets were prepared for each of them. Therefore, these 
were a total of 30 trials (3 sets×10 people). The number of trials for the three cases 
and the corresponding probability upon null hypothesis are summarized in Table 2. 
We can see the null hypothesis was rejected with a very low level of significance for 
the latter two cases, which is the same as the results for the first experiment.  

Table 1. Result for Experiment 1: Viewed by 
Others (binomial test) 

Table 2. Results from Experiment 2: Viewed 
by self (binomial test) 

 Number of 
occurrence 
(Out of 90 

trials) 

Probability 
upon null 

hypothesis 

Case 1 22% 0.25 
Case 2 64% 0.00 
Case 3 89% 0.00 

 

 Number of 
occurrence 
(Out of 30 

trials) 

Probability 
upon null 

hypothesis 

Case 1 17% 0.57 
Case 2 53% 0.02 
Case 3 83% 0.00 

 
We can conclude from the experiment results that even though it may not be the 

best one, our system can advise users of good candidates for hairstyles viewed to be 
suitable both by themselves and others. 

 

Fig. 6. Example of image set used for experiment Fig. 7. Example of mobile application 
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application is to implement it on mobile terminals with camera. For example, shows in 
Fig. 7, a user can retrieve a suitable hairstyle before going to hair salon simply by 
taking a photo of herself with the camera on her cell phone and then show it to the hair 
stylist after arrives the hair salon.  In future research work, we want to apply the same 
framework to other fashion simulation problems, such as advising people of suitable 
attire by learning the relationships between body shape and successful choice in dress.  
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Abstract. Query suggestion is an assistive technology mechanism com-
monly used in search engines to enable a user to formulate their search
queries by predicting or completing the next few query words that the
user is likely to type. In most implementations, the suggestions are mined
from query log and use some simple measure of query similarity such as
query frequency or lexicographical matching. In this paper, we propose
an alternative method of presenting query suggestions by their thematic
topics. Our method adopts a document-centric approach to mine top-
ics in the corpus, and does not require the availability of a query log.
The heart of our algorithm is a probabilistic topic model that assumes
that topics are multinomial distributions of words, and jointly learns
the co-occurrence of textual words and the visual information in the
video stream. Empirical results show that this alternate way of organiz-
ing query suggestions can better elucidate the high level query intent,
and more effectively help a user meet his information need.

Keywords: Topic Modeling, Latent Dirichlet Allocation, Query
Suggestion.

1 Introduction

Query formulation has long been a critical component in information retrieval,
and most modern search engines now have mechanisms to help users refine their
queries. One such mechanism is the auto-query completion that automatically
suggests possible complete queries as a user type into the query box [1]. However,
most existing query suggestion methods suffer from the following two problems:

First, the query suggestions in most systems are obtained by utilizing a large-
scale query log [2,3]. These methods typically work by looking at the clickthrough
patterns of similar queries. However, the applicability of such methods for cus-
tomized search domains such as personal desktop search or intranet search is
severely limited. This is because often times there is either no available query
log, or the size of the user base and the number of past queries is too small for
any meaningful query mining.

Second, query suggestions are mostly obtained using simple lexicographical
matches and then ranked by their frequencies. The resulting suggestions often
appear ad-hoc and disorganized. An example is shown on the left in figure 1. Our

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 288–299, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Left: Existing query suggestions; Right: Presenting suggestions by thematic
topics: three topics relevant to the query “fallujah” are shown, each titled and under-
scored by the highest probability word in the discovered topic

approach is to identify the topics among the documents that are relevant to the
original query, and to group the query suggestions according to these topics. This
new layout is shown on the right in figure 1. Note that query suggestions are now
clustered into topics that are labeled by a keyword for easy navigation. The query
suggestion “fallujah birth-defects” is also a new suggestion that gets presented
as being part of the “fallujah uranium” topic. This allows a user to uncover
possible new query interests that were hidden previously. The new presentation
is clearly an improvement over the original.

Motivated by the above observations, in this paper, we propose a document-
centric topic-based query suggestion method for the video search domain. We
base our topic-elucidation methodology on the latent dirichlet allocation (LDA),
which aims to uncover the hidden thematic structures in documents [4]. Using
LDA to model query suggestions offers the following two advantages: (a). the
relationships among the observed words, documents and latent topics is based
on a theoretically robust probabilistic framework. (b). the learned topics are
multinomial distributions of words, from which the high probability words are
natural candidates for query word suggestion.

1.1 Challenges for the Video Domain

Despite provened capable of mining semantic topics in text collections, the use
of topic model for the video domain poses some new challenges. First, naively
feeding the speech transcripts (usually from Automatic Speech Recognition, or
ASR) of video as textual input to the topic model will likely not yield good
results. This is because ASR transcripts are noisy (ASR word error rates are
generally above 20%), whereas most successful application of LDA are reported
on clean text (e.g. newswire and publications). Apart from the few sporadic work
in [5], the utility of LDA to noisy text source remains suspect.

The second challenge concerns the quality of LDA output: LDA often produces
word distributions that are coarse, with no apparent meaning amongst high
probability words. This can degrade the quality of detected topics. The common
approach to deal with this problem is to introduce side-information into the
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modeling [6,4]. In this paper, we explore using the visual information in the shot
keyframes to constrain topic development. There are two motivating intuitions:
First, video footages are often repeated for similar or related news stories, and
hence are highly correlated with the spoken (ASR) words. Second, different topics
of a query may use different sets of words, and the same set of recurring visual
shots become a bridge between these words, allowing them to be learned as
distinct topics. To compute recurring visual shots, we use the Near Duplicate
Image (NDI) detection method of Chum et al [7]. We derive a Gibbs Sampling-
based inference and parameter estimation algorithm to jointly account for the
NDI shots and the ASR words as distinct but correlated observations.

The third challenge relates to how to choose words from a learned topic to
label suggestions. The difficulty arises because the semantic theme of a learned
topic is only collectively conveyed by the high probability words, without any
preferential order. Hence, a judicious choice of words from these high probability
words is still needed to yield meaningful suggestions.

1.2 Our Contributions

In this paper, our contributions are:

(a) We propose a topic-based query suggestion method that can effectively help
users refine and formulate their queries

(b) We develop a variant of the latent dirichlet allocation to constrain the devel-
opment of topics during the inference process. The variant works by jointly
modeling the text and visual information of a video stream.

(c) We develop a way to select high probability words in a topic to form sugges-
tions.

(d) We perform extensive evaluation of our approach using real-life datasets and
user studies.

In the remaining of this paper, we first discuss related works in Section 2. Sec-
tion 3 provides details of our joint topic model. Experimental results are pre-
sented in Section 4, before we conclude the paper in Section 5.

2 Related Works

Query Completion: Machine-predicted text was first used mainly as an assis-
tive mechanism for the physically handicap, but in recent years, has also found
widespread benefit for mobile web search [8]. Today, query completion is featured
in all major search engines. However, the focus of most work is on deriving a
set of semantically related queries [9], rather than clustering them by topics.
Jain and Mishne [10] proposed clustering query suggestions by simple phrasal
keywords. There are only a few works on query suggestions without query log.
Bhatia et al proposed a probabilistic model for generating query suggestions from
the corpus, again using phrasal keywords. However, the limitations of phrasal
keywords as a text summary have been highlighted in [12].
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Table 1. Sample expansion words given the words on the left

Condolezza state, bush, secretary, security, stanford

Jintao china, brazil, sino, economic, aids

Basketball points, conference, group, match, nba

Topic Modeling: Topic models are first derived as multinomial distributions
of unimodal text data, and the joint modeling of multiple data types such as
visual and text is not straightforward. The authors in [13,14] model annotated
images using the visual features and text annotations, for automatic annotation
and retrieval respectively. Two ways of combining the two modalities are ex-
plored: feature concatenation and hierarchical modeling. The former treats the
two modalities equally, while the latter first models each individually and then
fuse them at a later stage. Our work in this paper differs from the above in that
we perform joint modeling of visual features and text in the video domain. Our
modeling granularity is coarser: our visual features are not at the local patch-
level but rather at the keyframe-shot-level. This most closely resembles Wu et
al’s video representation with visual shot duplicates [15].

Because topic models are unsupervised methods, often best results are ob-
tained by incorporating a priori knowledge about the desired output (e.g. must-
link constrains in clustering). Adding observations from cross-media types as a
way to constrain topic modeling is proposed by several authors. Jain et al guide
topic formation of news photo caption by correlating the names with a face rec-
ognizer [6]. Blei and Jordan describe an image annotation model to learn the
correspondence between an image region and a word in the caption [4].

3 Our Method

3.1 Overall Framework

In this subsection, we present a topic model to hypothesize a set of K topics
{f1, f2, ..., fk} in a video collection D. Our overall approach is shown in figure 2.
Two feature extraction tracks act on an input video simultaneously to compute
text and visual features. These are then jointly combined using a generative
model to compute topics. We discuss each of these key modules in the following.

Text Features: While important keywords are generally detected by ASR,
the presence of the many misrecognized words can result in erroneous topic for-
mation. Apart from stemming and discarding rare words, we use the document
expansion approach of Wan to alleviate the problem [17]. The main idea is to
introduce additional words to form an expanded text document vector. These
words are selected based on their high mutual information in a parallel news
corpus. Such a corpus is readily obtainable since news content is widely available
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Fig. 2. Multimodal topic modeling framework for hypothesizing topics in video

over the internet. For the TRECVID-2005 dataset used in this paper, we build
the parallel corpus by issuing to Google Archives News our query description
and restricting retrieval time-range to the period when the dataset was collected
(Nov-Dec 2004). Table 1 shows some examples of expansion words.

Visual features: To capture a higher level of visual information, we generalize
the common practice of modeling images as bag-of-features to represent video as
bag-of-keyframes. Following the approach of Wu et al in [15], a keyframe is clas-
sified as whether it is a Near Duplicate Image (NDI) to other keyframe(s) or not.
By assigning unique IDs to keyframes, they can be treated as visual words. All
keyframes in a NDI-cluster are visually similar and are given the same ID. We
can now generalize the TD-IDF weighting in text domain to these visual words.
Figure 3 shows some examples of videos represented by the term frequencies (tf)
and document frequencies (df) of visual words.

To compute near duplicates images, we use a color histogram combined with
a spatial pyramid over the image to jointly encode global and local information.
This approach is inspired by Chum et al [7], who applied the method to effi-
ciently handle NDI detection amidst jitter and noise. Figure 4 shows the spatial
pyramid configuration which is arranged so that an increasingly granular grid
(i.e. from global to more localized) of color information is stored as we move up
the level. The setup provides a highly compressed representation for each image
that makes histogram comparison efficient. Given a query image, the NDIs are
defined to be those within a specified Euclidean distance from the query. To
compute a NDI cluster, we maintain a NDI list that initially only contains the
query image. This list is then repeatedly populated with NDI of the new mem-
bers in the list. The final NDI cluster is then given by the transitive closure of
the NDI list.
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Fig. 3. TFIDF weighting of keyframe-based visual words. Within the 4 videos, four
NDI clusters are shown and colored differently. For the red NDI cluster, it appears in
V2, V3, V4, hence its df=3, tf=2 for V3, tf=1 for V2, V4. All non-NDI in a video have
df=1 and tf=1. Best viewed in color.

3.2 Joint Modeling of Visual and Text

We now consider a corpus D of news video, each comprising of text W and
visual words V. Each video d is modeled as a mixture of latent topics, to si-
multaneously account for W and V as distinct set of observations. Our model
is motivated by Blei and Jordan’s Corr-LDA model for text and images [4],
and also Jain et al’s People-LDA model in [6]. We call our model cLDA-VT,
denoting the use of both visual and text modality. Figure 5 shows the graphi-
cal representation of cLDA-VT. The generative process of cLDA-VT is as follow:

• Draw a multinomial φ over K topics: φ ∼ Dir(α)
• For each topic k = 1 . . .K,
• draw multinomial θk ∼ Dir(ηw) for text words
• draw multinomial γk ∼ Dir(ηv) for visual words

• For each text word index n in d, n = 1 to Nd

• Sample a topic zn from φ: zn ∼ Multinomial(φ)
• Sample a text word wn from θzn

• For each visual word index m in d, m = 1 to Md

• Sample a topic ym from φ: ym ∼ Multinomial(φ)
• Sample a visual word vm from γym

where Nd and Md is respectively the number of text words and visual words
in video d, and ηw and ηv are Dirichlet priors for the text and visual words
distribution respectively. The above cLDA-VT model results in the following
joint distribution on text W, visual V and the latent topics:

P (W,V, φ, z,y) = P (φ|α)
(∏Nd

n=1
P (zn|φ)P (wn|zn, θ)

)
(∏Md

m=1
P (ym|φ)P (vm|ym, γ)

)
(1)
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Fig. 4. Top shows the spatial division of the image at each level of the RGB pyramid.
At each level, the RGB suffix refers to the number of bits in the color channel. E.g. at
level-1, we have 4 divisions each with 3 bits red, 4 bits green, 3 bits blue, totaling 128
bins. Each bin count uses 2 bytes. Therefore, each image is represented by 768 bytes.
Bottom shows sample NDI given the leftmost image as query.

The main difference of our model from the Corr-LDA in Blei and Jordan [4] is
that we use two multinomial distributions for the text and visual words. The
sampling of visual words is essentially the same as the sampling text words.
However, within a video, φ is a higher-level factor that is held fixed and it
governs the ensemble of all text word and visual word observations. The topic-
word multinomial θ and γ now learns the combined co-occurrence of important
text words across video documents and also the complementary visual words.

Several approaches to learning the cLDA-VT parameters exist in the liter-
ature, such as Variational inference [4] and Gibbs Sampling [18]. We choose a
simple extension of the latter by iterating over each text word, visual word and
video document, each time resampling a single topic of the word (text or visual)
based on the current topic assignment for the document and all other observed
words (text and visual). A perplexity measure on a held-out set is used to de-
termine learning convergence. On the 1028 TRECVID-2005 video documents
comprising of 210K text words and 95K visual words, our implementation on a
standard 3Ghz PC takes about 10 minutes to compute. We noticed that varying
the Dirichlet priors η and α did not affect performance too much. We used the
same value of 0.2 in the experiments below.

3.3 Selecting Topics and Terms for Query Suggestions

After the cLDA-VT learning has converged, the K latent topic distributions
of both the text words and visual words are given by θk and γk, k=1..K. In
particular, the probability of a text-word w in the kth latent topic is given by
P (w|θk). We now make the assumption that the text multinomial θk represents
the kth topic fk in D.
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Topic Selection: From the K topics {f1, f2, ..., fK}, we select a few as sugges-
tion clusters. We can do this by a ranking approach, where the kth topic fk is
ranked by its relevance to the query as follow. Given a query Q, first note that
p(fk|Q) ∝ p(Q|fk)p(fk). By assuming p(fk) are uniformly distributed and query
words occur independently, we can write

p(fk|Q) ∝ p(Q|fk) =
∏
q∈Q

p(q|fk). (2)

We select the top S topics with highest p(fk|Q) as suggestion clusters.

Terms Selection: Next, from each of the top S topics, we wish to select a
few query suggestions as representative queries of the topic. For example, for
the “fallujah battle” topic in figure 1, we have selected three suggestions: “bat-
tle”, “terror” and “al-qaeda”. While each of these suggestions is anchored on the
“battle” topic of the query “fallujah”, they also bear distinctive aspects within
the topic. Our proposed way to achieve this is to select from amongst the high
probability words candidate terms that are “compatible” with the current topic.
By compatibility, we mean the following: suppose a candidate term t is also
associated with a multinomial distribution of words p(t|C), where C is a par-
allel context corpus. Then we can compare this multinomial distribution with
the topic multinomial word distribution fk using a suitable distribution measure
such as the KL divergence:

KL(t, fk) = −
∑
w

p(w|fk) log
p(w|fk)
p(w|t, C)

=
∑
w

p(w|fk) log
p(w, t|C)

p(t|C)p(w|fk)

∝
∑
w

p(w|fk)PMI(w, t|C) (3)

where PMI is the pointwise mutual information between the candidate term t
and the terms in the topic model over the context corpus C. The PMI of two
words is usually used as a measure of the semantic relationship between them.
Intuitively, equation 3 assigns greater weights to a candidate term if it has a
stronger semantic relationship to the important topic words. Hence, selected
candidate terms are better representative of the entire topic fk.

4 Experiments

To evaluate our methods, we used a subset of the TRECVID-2005 dataset [19].
It comprises of about 127 hours of Chinese and English news broadcast from
5 different sources (e.g. CCTV4, CNN). The dataset includes computed story
boundaries from CMU Informedia. For queries, we used the annotated set of
33 queries from Wu et al [15]. Sample queries include “Bush visits Canada”,
“Mideast Peace”, “Arafat health”. For the full list of queries, refer to [15].
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Fig. 5. Graphical representation of cLDA-VT. The red box encloses the additional
observations from the visual modality, which constrain the topic formation in the text
modality.

4.1 Perplexity Comparison

A commonly used quantitative evaluation of a topic model is how well it can
predict the words in a test-set Wtest after learning from a train-set Wtrain: that
is, we are interested in which model provide a better predictive distribution
p(w ∈Wtest|w ∈ Wtrain). We adopt the popular perplexity measure [4]:

Perplexity(Ψ) =

(
D∏

d=1

∏
w∈Wtest

p(w|Ψ, w ∈ Wtrain)

) −1∑D
d=1(|docd|−|Wtrain|)

, (4)

where Ψ denotes the model parameters of a learned LDA or cLDA-VT model.
Mathematically, the perplexity of a word distribution is defined as the inverse of
the per-word geometric average of the probability of the observations. Informally,
it can be thought of as the effective number of equally likely words according
to the model. Note that a lower number denote more predictive power. Figure 6
compares the predictive perplexity obtained by the regular LDA and cLDA-VT.
In the former, only the ASR words are fed to the inference process. As can be
seen from the graph, there is less uncertainty in the cLDA-VT than in LDA. This
indicates that the topics learned in cLDA-VT are more robust and descriptive.

4.2 Qualitative Inspection

We show sample topic-based query suggestions in Table 2. In Table 3, we qualita-
tively show how the text-words multinomial θk has benefited from the inclusion
of visual features during topic learning. On each of two queries “War on Fal-
lujah” and “Mideast peace”, we introspectively pick a learned cLDA-VT topic
that contains high probability words that are meaningful to the queries. Observe
that words from multimodal model are more intuitive and correlate better to the
query topic.

4.3 User Study

We are also interested to see if users would find it beneficial to be provided
with our query suggestions. To do this, we conducted a small-scale user study.
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Fig. 6. Predictive Perplexity plot of LDA and cLDA-VT on a held-out set from the
TRECVID-2005 video dataset. Lower is better.

Table 2. Sample topic-based query suggestions. The first line is the original query.

Fallujah Middle-east George Bush
fallujah battle Middle-east Yasser Arafat George Bush visits
fallujah terror Middle-east Palestinian George Bush canada
fallujah al-qaeda Middle-east Israel George Bush falungong
fallujah uranium Middle-east peace George Bush protests
fallujah birth-defects Middle-east minister George Bush pentagon
fallujah massacre Middle-east election George Bush rice
fallujah blackwater Middle-east leader George Bush cheney

Table 3. Top-10 probability words of 2 learned cLDA-VT θk topics, for “War on
Fallujah” (top) and “Mideast peace” (bottom). The topics are picked introspectively.
Meaningful words highlighted in bold.

LDA (ASR-text-only) cLDA-VT (Visual+text)

iraq people time good meet united
states baghdad chinese

iraq iraqi people military govern arm
kill force attack baghdad

arafat know yasser leader thing
peace minister people just israel

palestinian arafat peace israel presi-
dent leader election yasser east middle

We asked three subjects to look at two versions of suggestions displayed for all
33 queries. The first version uses a simple lexicographical match and spelling
corrector to find the top ten similar queries as query suggestions. They form the
non-clustered suggestions as are currently obtained on most search engines. The
second version uses the results from our automatic topic-based query suggestions.
The subjects were then asked to put down on a scale of one to five their preference
liking to both methods. We consider a method to be significantly better or worse
liked for a user if the difference in his rating on the two methods is equal or more
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Table 4. User preferences for query suggestions. See text for details.

Category Percentage of time

Topic-based clustered suggestion significantly better 30
Topic-based clustered suggestion marginally better 22
No preference 28
Unclustered suggestions marginally better 18
Unclustered suggestions significantly better 2

than two, and marginally better or worse liked if the rating difference is one. The
results are shown in Table 4. They indicate that our topic-based query suggestion
method has potential value.

5 Conclusion and Future Works

Because the average length of a typical query is only two or three words long,
most search engines are faced with a difficult task of discerning a user’s search
intent. Query auto-completion is an important mechanism to ameliorate the
problem, and to facilitate a user in finding his information need. However, most
existing query suggestion methods are based on simple lexicographical matching,
and suggestions are placed in an ad-hoc manner. In this paper, we propose an
alternative form of query suggestions that presents to users a list of possible
complete queries grouped by their thematic topics. We argue for the benefits of
such an arrangement, and demonstrate empirical results that show a high level
of user acceptance and satisfaction with the idea.

As opposed to current query suggestion techniques, our method is document-
centric and do not require a query log. Such a platform is particularly helpful
when the user is not aware of how to phrase his query, or when the query
words he chooses are not found in the documents. By mining topics on the
documents directly, the resulting query suggestions are guaranteed to be found
in the documents, making the suggestive framework useful not only for predicting
what the user is likely to type, but also for uncovering new queries that may be
of interest to the user.

Several aspects of the current implementation will be considered for future
works. One relates to the run-time efficiency. Another pertains to the use of
more sophisticated methods for query suggestion term selection.

Acknowledgments. The authors would like to express appreciation for the
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Abstract. Traditional Content Based Multimedia Retrieval (CBMR)
systems measure the relevance of visual samples using a binary scale (Rel-
evant/Non Relevant). However, a picture can be relevant to a semantic
category with different degrees, depending on the way such
concept is represented in the image. In this paper, we build a CBMR
framework that supports graded relevance judgments. In order to quickly
build graded ground truths, we propose a measure to reassess binary-
labeled databases without involving manual effort: we automatically as-
sign a reliable relevance degree (Non, Weakly, Average, Very Relevant) to
each sample, based on its position with respect to the hyperplane drawn
by support vector machines in the feature space. We test the effective-
ness of our system on two large-scale databases, and we show that our
approach outperforms the traditional binary relevance-based frameworks
in both scene recognition and video retrieval.

1 Introduction

CBMR systems aim to categorize and search for visual content in large collec-
tion of visual data, by exploiting statistical models that predict the presence
of semantic concepts in images or videos. Such frameworks generally rely on
supervised learning techniques, that require manually-assessed ground truth an-
notations associated with the samples in the dataset. When labeling a dataset,
real assessors are asked to categorize an image or a shot according to its top-
ical relevance with respect to a given concept. In most cases (e.g. the TrecVid
collaborative annotation [1]), the notion of relevance is measured using a binary
scale: a visual input is either “positive” or “negative” for the concept consid-
ered. This type of assessment assumes therefore that all the relevant elements are
identically relevant and that all the irrelevant samples are equally non-relevant.

(a)

(b)

(c)

(d)

Fig. 1. Relevance is a relative notion: images labeled as positive for (a) “telephone”
(b) “chair” (c) “cup” (d) “beach” actually have different visual evidences

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 300–311, 2012.
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However,“as all human notions, relevance is messy and not necessarily per-
fectly rational”[16]. Each group in Fig. 1 shows a set of images that would be
annotated as positive for the same corresponding concept: even if we can ac-
knowledge that all the images are relevant with respect to the group label (e.g.
images in group a contain the concept “Telephones”), the global semantic content
of each image differs. Intuitively, we would say that each image is relevant for the
associated concept with a different degree (for example, similar to web search
engines, labels or grades such as “weakly relevant” or “very relevant” could be
assigned). A distribution of relevance inferences over a graded scale would re-
flect better the human way of understanding concepts. From a learning system
point of view, binary judgments imply that both marginally-relevant samples
and very representative samples are treated equally when modeling the concept
feature space: this might cause inconsistencies in the classification process. In a
multimedia retrieval framework, concept models might be therefore less effective
due to the contrast between the intra-class diversity and the binary relevance
judgment. While graded relevance is widely used in web information retrieval
(see [4], [23]), its use was rarely explored in CBMR: an attempt is represented
by the graded-relevance system of Elleuch et Al. [3], that in the TrecVid 2010
edition outperformed the traditional binary-relevance frameworks proposed by
the other participants at the Semantic Indexing Task.

When building a graded-relevance framework for information retrieval, the
first step is to reassess the training samples, labeled as positive/negative, by
assigning a “degree” of relevance. Generally [19] [3], the level of relevance of
each sample is labeled manually. However, when dealing with large collections
of visual data, e.g. the 400 hours of training videos for TrecVid [17] 2011, such
re-assessment becomes time-consuming and practically unfeasible.

In this paper we propose an effective automatic graded-relevance based frame-
work for image recognition and video retrieval. With our system, we can treat
noisy and marginally relevant samples with less importance, achieving a better
usage of our training set, thus improving the performances of traditional binary-
relevance systems. Moreover, the key aspect of our framework is that, unlikely
[3], the relevance degree of a training sample is assessed automatically: we assign
to each sample a reliable and realistic relevance judgment, without involving any
manual effort. To auto-reannotate each training sample in the database accord-
ing to a non-binary relevance scale, we find a measure that first assigns a fuzzy
membership judgment (i.e. how much a sample is representative/positive for a
given concept), based on the position of the sample with respect to the hyper-
plane drawn by a Support Vector Machine (SVM) [2] in the feature space. Then,
based on such relevance score, we re-categorize the training dataset into 4 groups
for every concept: Very Relevant, Average Relevant, Weakly Relevant and Non
Relevant samples. By training the system on such multiple repartitions, we then
build a multi-level model for each semantic concept considered. When assigning
labels to a new sample, the system outputs a set of concept prediction scores
(one for each relevance-based layer of the model), that we weigh and combine to
obtain a final label.
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We test the effectiveness of our system by comparing it with traditional
binary-relevance frameworks in two different tasks, namely scene categorization
and video retrieval. For the first task we consider a large scale, noisy, database of
tourism-related images, and we show that traditional categorization systems and
features benefit from our automatic graded relevance-based multi-layer model
when classifying this kind of biased data. We also consider the non-trivial Se-
mantic Indexing Task of TrecVid 2010 [17] and we show that our non-binary
reassessment combined with a multi-level prediction improves the recognition
performances of a binary-scale video retrieval system by about 13%.

The remainder of this paper is structured as follows: in Sec. 2 we present an
overview of the related work; in Sec. 3 we outline some background knowledge
on traditional SVM-based retrieval systems; in Sec. 4 we show how to build an
automatic relevance degree assignment scheme in a video retrieval framework.
Finally, in Sec. 5 we compare our proposed framework with traditional image
recognition and video retrieval systems and evaluate the results.

2 Related Work

Relevance is a fundamental notion for information retrieval: as pointed out
in [16], while traditional bibliographic and classification frameworks aim to
describe/categorize samples, retrieving information involves, besides descrip-
tion and categorization, the need for searching, and “searching is about rele-
vance”. Graded relevance-based learning methods first appeared for real Web
search engines, where pages cannot be simply categorized as relative/non rela-
tive, but they need a multi-level relevance assignment. Several algorithms have
been proposed to learn ranking functions from relative relevance judgments, like
RankNet[21], based on neural networks, RankBoost[4], or the regression-based
learning proposed in [23] by Zheng et al. How are these “grades” assigned? Gen-
erally, in traditional information retrieval such reassessment is done manually,
either using real expert assessors [19], or using Amazon MechanicalTurk [18].
For web-based searches, the relevance judgment can be inferred in an automatic
way, using the users’ clickthroughs (see [7] for an overview of implicit relevance
feedback method). In the image analysis and video retrieval field, graded rele-
vance has been rarely explored. Traditional multimedia retrieval systems (see,
for example, [14]) generally rely on binary-labeled keyframes or images. How-
ever, it was recently shown [3] that a video retrieval framework benefits from a
graded-relevance annotated training set: in [3] the development set is reassessed
by assigning, for each generally “relevant” frame, a degree of relevance from
Somehow Relevant to Highly relevant. Three new training sets are then created
based on different combinations of the relevance-based partitions.

Our work is somehow similar to the framework presented in [3]; however, in
their work, the manual database re-assessment involves a lot of human effort
and might increase the labeling noise. In this paper we automatize this process
by automatically assigning a class membership degree to each sample. The idea
is to exploit the learning methods traditionally used in video retrieval frame-
works: the SVMs. Few works have indeed been presented in machine learning
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literature that reassess the samples in a binary-labeled training set based on the
learnt feature space. Generally, they assign to the samples automatically a fuzzy
membership score, namely a value representing their relevance for a given class.
For example [9] defines an automatic membership measure as a function of the
mean and radius of each class; this work is then extended by Lin et al in [8],
that uses an heuristic strategy based on a confidence factor and a trashy factor
in training data to automatically assign a score to each sample. An example of
using automatic relevance assignment for image recognition is represented by
the work of Ji et al. [5], where, to solve a face gender classification problem,
the distance to the SVM hyperplane is used to measure the importance of each
sample in a dataset for a given class. Another example can be found in [12],
where the confidence of an image region label is again derived from the sample
distance from the hyperplane. Similar to the work in [5], we use a SVM-based
measure to identify a fuzzy relevance score for each class, that we then discretize,
in order to label our training sets with three relevance degrees. However, instead
of using the raw distance value, we prefer to use a calibrated, thresholded value,
that still depends on the distance to the hyperplane, but it is expressed with the
probability of a given sample to be positive with respect to a concept.

3 Binary Relevance Based Retrieval Systems

Traditional multimedia categorization systems associate a set of images or videos
with a semantic label given a low-dimensional description of the input, namely
a feature vector. Multimedia retrieval systems use categorization frameworks to
build lists of pictures/shots ranked according to their pertinence with respect
to a semantic concept or query. In both cases, the problem can be reduced to a
multiclass classification problem, where each class represents the query/concept
to be found in a visual sample. Generally, concept-specific SVMs are used to
build models able to predict the presence of a given concept in a visual sample.

In order to build such system, a set of training samples (xi, yil), i = 1 . . . n is
required, where x1, x2, . . . , xn are the feature vectors extracted from the visual
input data, and yil the associated labels. For a set of concepts or categories
{c1, c2, . . . .cp} (e.g. “Telephones”), each sample is labeled either as “positive”,
yil = +1, l = 1, . . . , p, (the concept is present in the visual input represented
by xi) or “negative”, yil = −1 (no visual trace of the concept is found in xi).
A set of SVM-based classifiers, one for each concept/category, is used to learn
the feature space and then to label new samples according to the same scheme.
The idea behind the SVM is to find a hyperplane that optimally separates the
two classes (yil = ±1) in the problem feature space, given the distribution of the
positive and negative samples with respect to a given concept. Such hyperplane
satisfies the equation

∑
i(αilyilxi)T x − bl = 0.1 When a new sample z needs

to be categorized, the system assigns the corresponding label yzl based on the
1 Where wl =

∑
i αilyilxi has been proved in [2] to be the linear combination of

the support vectors (i.e. the samples xi for which the corresponding Lagrangian
multiplier αi is non zero).
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sign of the dot product-based decision function fl(z) = wT
l z + bl. For a retrieval

framework (see, for example [14]), a confidence score p(yzl = 1|z) is obtained for
sample z based on decision function values. Generally, a set of v visual features
are extracted from each sample. v scores are obtained given such features, and
then combined into one single confidence score. The results are then ranked
according to such final score.

4 A Graded Relevance Based Retrieval System

As showed in Sec. 3, a SVM separates the feature space so that we are able
to distinguish between positive and negative new samples for each given con-
cept. This boundary is found based on a binary relevance judgment, yil, that, as
discussed before, might be too restrictive compared to the range of possible in-
stances of a semantic concept in the visual input. In order to allow a better usage
of our data, we go beyond the Relevant/Irrelevant subdivision, by reassessing
our binary-relevance based training set with graded relevance judgments: in the
new training set, a frame can be either Irrelevant (negative), Weak/Marginally
Relevant, Average Relevant or Very Relevant. We then integrate the inferred rel-
evance degree in a multi-layer concept classifier. The proposed framework works
as follows (see Fig. 2):
(1)The features extracted from the training samples are processed by a set of
binary p SVM-based classifiers (one for each concept). According to such models,
we analyze the position of each training sample xk with respect to the hyper-
plane, using a calibrated decision value, and extract, for each concept cl, a fuzzy
membership score σkl. This is a continuous value representing how much a given
sample is representative for a semantic concept (see Sec 4.1 for more details).
(2) As shown in Section 4.2, for each concept, we sort the positive training sam-
ples according to their fuzzy relevance scores and we set two thresholds so that
we are able to re-categorize the samples using discrete relevance degrees. We ob-
tain three subsets of Strongly, Average and Weakly Relevant training samples.
All the negatives are equally labeled as Non Relevant samples.
(3) Similar to [3], we then build a multi-layer model by training the system on
three different, relevance-based training sets. Then, as presented in Sec 4.3, given
a new test image, for all cl we obtain from the multi-layer model three different
concept prediction scores, that we then combine with weighted linear fusion to
obtain one single output score. Such output score is then used for ranking and
thresholded to determine the image label.

4.1 Decision Values as Relevance Indicators

As any traditional retrieval system, we start from an annotated training set
of images/keyframes represented using low level features, namely our labeled
samples. Given a set of non-negative samples, how to automatically define the
fuzzy degree of relevance σkl of each sample with respect to a semantic concept?
We tackle this problem by exploiting the SVM decision values of the training
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Fig. 2. Visual representation of our Relevance Based Framework

set. The idea is that if, for a concept cl, we are able to define how “positive” the
sample is, given its position with respect to the hyperplane, we can have a good
estimation of its relevance degree for that given concept. As a matter of fact,
various works [5,9,12] showed that there is a correlation between the distance to
the hyperplane (or the distance to the class center) and how much each sample
is representative for a given class (the bigger its distance from the boundary, the
higher its relevance with respect to the positive/negative category).

In our approach, we use as a fuzzy membership measure for a training sam-
ple a thresholded version of the decision function, according to the solution
proposed in [13] to translate the uncalibrated decision value into a probabilis-
tic output. First, we calculate fl(xk), namely the decision value for concept cl,
∀xk, k = 1, . . . , n in the training set samples. We then estimate the membership
assignment as the positive class posterior probability σkl = p(ykl = 1|fl(xk))
with a parametric model based on fitting a sigmoid function:

σkl =
1

1 + exp(Afl(xk) + B)
, (1)

Where A and B are parameters adapted in the training phase to give the best
probability estimates.

4.2 A Multi-layer Training Set with Different Relevance Levels

Once the continuous value σkl is computed for each training sample xk, the next
step is to build a graded relevance retrieval framework. In order to achieve this
goal, we need to have a discrete relevance degree for each training sample, so that
we are able to perform a relevance-based split of the training set into smaller,
consistent subsets with different degrees of relevance with respect to a concept cl.
As pointed out in [6], there is no universal rule to define such number of relevance
degrees in a graded system. However, as shown in Sec 5.2, our experimental
results suggest to set to 4 the number of relevance levels considered.

We therefore separate, for each concept, the positive/relevant training samples
into three groups: Very Relevant Samples, that represent the most representa-
tive images/keyframes for a given class, Average Relevant Samples, and Weakly
Relevant Samples; all the negatives are equally labeled as Non Relevant samples.
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We then generate three repartitions of our training database, based on which
a multi-layer model will be learnt (see Sec. 4.3). Having the fuzzy membership
score σkl for each relevant sample, the discretization procedure is very simple:

(i) For each cl, we take the positive (xk : ykl = 1) training samples and sort
them according to their corresponding σkl, in decreasing order.
(ii) We now want to find a partition of the positive samples in three classes,
according to the relevance scale selected. Based on the shape of the curve drawn
by the sorted fuzzy relevance scores, we identify two thresholds, θV

l and θA
l .

We use and test three different approaches to choose such thresholds: (ii.a) we
split the curve into equally spaced intervals, (ii.b) we choose the thresholds
manually such that, intuitively, the intra-partition variance of the scores value
is minimized (ii.c) we choose the values corresponding to 1/3 and 2/3 of the
maximum membership score for the concept considered . For each concept cl, the
Very Relevant samples are then defined as the positive xk : 1 < σkl < θV

l |ykl = 1;
the Average Relevant samples as xk : θV

l < σkl < θA
l |ykl = 1; the Weakly

Relevant as xk : θA
l < σkl < 0|ykl = 1.

(iii) Finally, similar to [3] we create three new training sets: (a) merges the Very
Relevant Samples with all the Non Relevant (i.e. our negatives, xk : ykl = −1),
(b) merges (a) with the Average Relevant Samples, and (c) considers all positives
and negatives samples.

4.3 Multi-layer Prediction and Fusion

Once we have created the three concept-specific training subsets, for each con-
cept we build our multi-layer model: it consists of three different SVM-based
models, each of them learning a partition (a), (b), (c). Each level of the model
separates the feature space in a different way, according to the annotations
of the subset considered. When a new test sample z needs to be classified,
we compute, using probabilistic SVM, three prediction scores for each concept
(each of them is generated by a layer of the model). We therefore obtain , ∀l,
pa(yzl = 1|z), pb(yzl = 1|z), pc(yzl = 1|z).

Each of these predictions is generated by a different relevance-based partition,
which gives a different, complementary type of information regarding the rele-
vance degree of the new sample to be classified. In order to exploit such different
cues and obtain a single output, we then merge the three outputs using weighted
linear fusion, as follows:

pzl = p(yzl = 1|z) =
∑

t

wtpt(yzl = 1|z), (2)

t = a, b, c,∀l, where wt is a concept-specific weight learnt with development data.
For retrieval purposes, we then rank, for each query l the test samples according
to pzl in decreasing score, while for image categorization, the final label yzl is
assigned according to the following scheme:

yzl =
{−1 if pzl < 0.5

+1 otherwise
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5 Experimental Validation

In this section, we use our proposed framework for both scene recognition and
video retrieval: we compare the graded relevance framework with the classical
binary-relevance systems (our baselines) for both tasks. First, in Sec. 5.1 we
briefly summarize the composition of the large-scale databases considered and
the experimental setup of the binary-relevance systems we use as baselines. We
then explain in Sec 5.2 some details about our graded relevance framework setup
and present some visual results that validate our automatic membership mea-
sure, presented in Sec 4.1. Finally, in Sec 5.3 we present the results obtained
by comparing binary and graded relevance systems, for both the considered
tasks.

5.1 Binary Relevance Framework Setup: Databases and Baselines

Scene Recognition. For this task, an automatic annotation system is required
to assign a semantic category/concept to each image in the database. We choose
for this task a large-scale database composed of around of 100,000 images coming
from 100,000 touristic properties2. The database spans 16 between outdoor and
indoor scene categories. For our binary-relevance baseline, we extract from such
database the most widely used global features for content based image retrieval,
namely Color Moments [20] , Wavelet Feature [11], Edge Histogram [22] and
Saliency Moments [15] (respectively “CM”, “WF”, Edge” and “Saliency” in
Fig. 3(d)). For every considered feature, a one-versus-all polynomial SVM-based
model is built to separate each class from the others. Finally, the label confidence
score of all the features are combined with linear fusion to obtain one single
output.( “all” in Fig. 3(d)).

Video Retrieval. Here, we focus on the Light Semantic Indexing Task (SIN), of
TrecVid [17] 2010 where the retrieval system is required to produce a ranked list
of relevant shots for a set of semantic concepts proposed. We use as a database the
TrecVid 2010 IACC.1.tv10.dev set, which is composed of 3200 Internet Archive
videos (a total of around 100,000 shots), that have been annotated with binary
assignments. For our baseline, similar to our system in TrecVid 2010 [14], from
each keyframe/shot, we extract a pool of visual features (Sift [10], Color Moments
[20], a Wavelet Feature [11], and the MPEG7 edge histogram [22]). We then use
them as input for a set of concept-specific classifiers, to build models that will
predict the presence of a concept in each keyframe, and output a label and a
concept score (the label confidence). All the concept scores coming from the
different features are linearly combined to obtain the final concept score for each
shot, that we will use to build the ranked list of shots.

2 This is a randomly sampled subsed of 1 million images describing hotels amenities
and surroundings, that have been manually labeled on the property owner’s side
before uploading them into a Hotel Management Platform.
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Fig. 3. We compare our system with a traditional binary-relevance CBMR system. Video
Retrieval task (a) Mean Average Precision values with different numbers of relevance-
based categories (b) per-concept Average Precision on the TrecVid Database given the
complete set of features (c) per-feature results. Image Categorization task (d) per-feature
results and (e) Average Precision Accuracy on the test set for the combined set of features

5.2 Graded Relevance Framework Setup: Scale Selection and
Relevance Visual Results

Our Graded Relevance frameworks are built on top of the baselines outlined in
the previous section. As we already have binary annotated datasets, we need
to (1) add a fuzzy membership score to each frame, (2) find proper thresholds
to obtain a discrete relevance category assignment, and (3) build a multi-layer
model as described in Sec 4.1-4.2-4.3.

(1)For each feature f , we can re-use the model built in the baseline to estimate
the fuzzy membership score σf

kl of a keyframe/image in the training set xk for a
concept/category cl. Instead of using directly feature-based membership scores,
that might supply incomplete information (e.g. the most relevant samples given
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Fig. 4. Automatic relevance-based reassessment: for given semantic concepts, ex-
amples from the three relevance-based categories are shown (a)Map (b)Nighttime
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the color or the edge distribution only), we combine them to obtain one single
σkl for each sample.

(2)Now that we have a fuzzy score, how to select the number of discrete levels
that we will use to re-categorize the training set? As shown in Fig. 3, we experi-
mented with different subdivisions of the relevant samples of the training set and
tested their respective performances on the video retrieval task. Results shown
in Mean Average Precision (MAP) yield to the selection of a 4-level graded
scale (namely Highly, Average and Weakly Relevant, and the Non Relevant la-
bel assigned to all the negatives) to reassess the training set. Is this subdivision
reliable? Fig. 4 shows examples from the three relevance-based classes: as we
can see, our proposed method actually separates samples according to their rele-
vance with respect to the given category or query, and in some cases, among the
“Weakly Relevant” samples we can even find wrongly annotated images. Given
the trend of the fuzzy membership score curve, we select the thresholds θV and
θA, according to methods (ii.a), (ii.b), (ii.c) mentioned in Sec. 4.2 (respectively
“4lv Equal”, “4lv Manual”, “4 lv Max” in Fig. 3 b and c).

(3) Finally, for every feature and every concept, given the new training set repar-
titions, three models are created and then used to predict the presence of the con-
cept, combining the three outputs as shown inSec. 4.3.At the endof this stepwewill
have, for a new sample z, a concept score pf

zl for each feature. Such feature-specific
concept scores are then fused with linear fusion, similar to the binary baseline.

5.3 Results

Scene Recognition. The scene recognition results in Fig. 3 (d-e) show the
improvement obtained on a traditional binary relevance categorization system
by introducing our graded-relevance reassessment, evaluated with the standard
average classification accuracy on the test set. If we consider the whole set of
descriptors combined together (“all” vs “all graded”), we can see that with our
system we improve the overall categorization performances of about 8%. In par-
ticular, we can see that, when switching to graded relevance, we improve the dis-
criminative power for some particular categories (e.g. Spa, +214%, Bar/Lounge,
+197% and Beach, +24%) : analyzing such categories, we saw that those are the
classes that are more affected by labeling noise, because they are often confused
by the manual assessor with semantically similar classes (e.g. Bar-Restaurant,
Spa-Health Club, Beach-Exterior View).
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Video Retrieval. For the Video Retrieval Task, we present the results of both
systems in terms of Mean Average Precision, the standard evaluation measure
used for TrecVid assessments. We can see from Fig. 3 that the weaker features
(e.g. Edge Histogram, +20% and Wavelet Feature, + 15%) benefit from our
graded system. Moreover, we can see that the overall MAP increases of about
13%, when considering the ensemble of features combined together, with some
peaks for those concepts for which the binary system was less performing, e.g.
Classroom +53%, Telephones +420%, Bus +356% and BoatShip +60%.

6 Conclusions and Future Work

We presented a Multimedia Categorization and Retrieval Framework based on
automatic graded relevance annotations. We automatically reassessed binary-
labeled databases by assigning a degree of relevance to each sample based on
its position with respect to the SVM hyperplane, and build an effective graded-
relevance based CBMR system. We showed that our system, by allowing different
degrees of relevance, outperforms the traditional binary-based frameworks for
both image recognition and video retrieval.

Our simple approach can be improved in various ways. First, the automatic
relevance fuzzy score assignment can be refined by using more complex machine
learning-based measures, or by considering the combination of the relevance
scores of a sample with respect to different concepts. Moreover, we can autom-
atize the discretization procedure (from fuzzy to discrete relevance degrees) by
designing a measure that infers the best thresholds from the shape of the positive
membership scores curve. Finally, while in our framework, similar to traditional
CBMR systems, we use simple SVM classifiers for ranking, we could explore
the learning methods used for web page ranking (e.g. [23]), that are designed to
support graded-relevance, achieving a higher discriminative power.
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6. Kekäläinen, J.: Binary and graded relevance in ir evaluations–comparison of the
effects on ranking of ir systems. Information processing & management 41(5),
1019–1033 (2005)



A Multimedia Retrieval Framework 311

7. Kelly, D., Teevan, J.: Implicit feedback for inferring user preference: a bibliography.
SIGIR Forum 37, 18–28 (2003)

8. Lin, C., Wang, S.: Training algorithms for fuzzy support vector machines with noisy
data. Pattern Recognition Letters 25(14), 1647–1656 (2004)

9. Lin, C.F., Wang, S.D.: Fuzzy support vector machines. IEEE Transactions on Neu-
ral Networks 13(2), 464–471 (2002)

10. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. International
Journal of Computer Vision 60(2), 91–110 (2004)

11. Papageorgiou, C.P., Oren, M., Poggio, T.: A General Framework for Object Detec-
tion. In: Proceedings of the Sixth International Conference on Computer Vision,
p. 555. IEEE Computer Society (1998)

12. Paterno, M.C.S., Lim, F.S., Leow, W.K.: Fuzzy semantic labeling for image re-
trieval. In: 2004 IEEE International Conference on Multimedia and Expo, ICME
2004, vol. 2, pp. 767–770. IEEE (2004)

13. Platt, J.: Probabilistic outputs for support vector machines. In: Bartlett, P.,
Schoelkopf, B., Schurmans, D., Smola, A.J. (eds.) Advances in Large Margin Clas-
sifiers, pp. 61–74

14. Redi, M., Merialdo, B., Wang, F.: Eurecom and ecnu at trecvid 2010: The semantic
indexing task. In: Proceedings of the TRECVID 2010 Workshop (2010)

15. Redi, M., Merialdo, B.: Saliency moments for image categorization. In: Proceedings
of the 1st ACM International Conference on Multimedia Retrieval, ICMR 2011,
pp. 39:1–39:8. ACM, New York (2011)

16. Saracevic, T.: Relevance: A review of the literature and a framework for thinking
on the notion in information science. part iii: Behavior and effects of relevance.
Journal of the American Society for Information Science and Technology 58(13),
2126–2144 (2007)

17. Smeaton, A.F., Over, P., Kraaij, W.: Evaluation campaigns and trecvid. In: MIR
2006: Proceedings of the 8th ACM International Workshop on Multimedia Infor-
mation Retrieval, pp. 321–330. ACM Press, New York (2006)

18. Snow, R., O’Connor, B., Jurafsky, D., Ng, A.Y.: Cheap and fast—but is it
good?: evaluating non-expert annotations for natural language tasks. In: Proceed-
ings of the Conference on Empirical Methods in Natural Language Processing,
pp. 254–263. Association for Computational Linguistics (2008)

19. Sormunen, E.: Liberal relevance criteria of trec-: counting on negligible documents?
In: Proceedings of the 25th Annual International ACM SIGIR Conference on Re-
search and Development in Information Retrieval, pp. 324–330. ACM (2002)

20. Stricker, M.A., Orengo, M.: Similarity of color images. In: Proceedings of SPIE,
vol. 2420, p. 381 (1995)

21. Svore, K., Vanderwende, L., Burges, C.: Enhancing single-document summarization
by combining ranknet and third-party sources. In: Proceedings of the 2007 Joint
Conference on Empirical Methods in Natural Language Processing and Computa-
tional Natural Language Learning (EMNLP-CoNLL), pp. 448–457 (2007)

22. Won, C.S., Park, D.K., Park, S.J.: Efficient use of MPEG-7 edge histogram de-
scriptor. Etri Journal 24(1), 23–30 (2002)

23. Zheng, Z., Chen, K., Sun, G., Zha, H.: A regression framework for learning ranking
functions using relative relevance judgments. In: Proceedings of the 30th Annual
International ACM SIGIR Conference on Research and Development in Informa-
tion Retrieval, pp. 287–294. ACM (2007)



Effective Heterogeneous Similarity Measure with

Nearest Neighbors for Cross-Media Retrieval

Xiaohua Zhai, Yuxin Peng�, and Jianguo Xiao

Institute of Computer Science and Technology, Peking University,
Beijing 100871, China

{zhaixiaohua,pengyuxin,jgxiao}@pku.edu.cn

Abstract. Emerging multimedia content including images and texts are
always jointly utilized to describe the same semantics. As a result, cross-
media retrieval becomes increasingly important, which is able to retrieve
the results of the same semantics with the query but with different media
types. In this paper, we propose a novel heterogeneous similarity measure
with nearest neighbors (HSNN). Unlike traditional similarity measures
which are limited in homogeneous feature space, HSNN could compute
the similarity between media objects with different media types. The het-
erogeneous similarity is obtained by computing the probability for two
media objects belonging to the same semantic category. The probability
is achieved by analyzing the homogeneous nearest neighbors of each me-
dia object. HSNN is flexible so that any traditional similarity measure
could be incorporated, which is further regarded as the weak ranker. An
effective ranking model is learned from multiple weak rankers through
AdaRank for cross-media retrieval. Experiments on the wikipedia dataset
show the effectiveness of the proposed approach, compared with state-
of-the-art methods. The cross-media retrieval also shows to outperform
image retrieval systems on a unimedia retrieval task.

Keywords: cross-media, cross-modal, multimedia, retrieval, heteroge-
neous similarity measure.

1 Introduction

There has been rapid growth of multimedia content on the web. Many research ef-
forts have been devoted to the content-based multimedia retrieval [4,5,9,15,3,8,2].
To facilitate effective retrieval method, several organizations have held a num-
ber of large-scale researches and evaluation efforts, such as TRECVID [13] and
imageCLEF [7,14]. Recently, automatic image annotation and image retrieval
based on text label or short image description have attracted research efforts
[1,6,5].

However, the prevailing methods didn’t well explore the textual information.
Texts, images and videos always co-exist in a multimedia document to describe
the same semantic concept [12,20]. For instance, we can quickly draw a vivid
� Corresponding author.
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imagination about a concept through an image, but it is not complete and ac-
curate enough. Different people always have different views. In contract, texts
could accurately reflect the details of the concept, but it is not intuitive enough.
Different media types are complementary to each other. A key requirement in
the multimedia community is joint modeling for multimodality media contents.
Therefore, a new topic of cross-media retrieval becomes increasingly important.
By fully exploiting the rich information of multiple media types, we could un-
derstand the content of multimedia more accurately.

Generally, there are two major components of a retrieval task: feature rep-
resentation and feature comparison. The representation step aims to transform
the media objects into feature vectors. The comparison step aims to retrieve the
results which are similar to the query by a similarity measure. Although many
similarity measures are developed for information retrieval within a single me-
dia type[17,8,10], there is few work about the matching between heterogeneous
features of different media types.

Zhuang et al. [22,21,20] explore the co-occurrence information in different
modalities, that is, if a media object is shared by two multimedia documents,
then they are of the same semantic. However, these methods heavily rely on
the co-occurrence of query object and multimedia documents in dataset. When
the query object is out of dataset, the performance will decrease dramatically.
So users’ feedback is required to ensure the performance. Rasiwasia et al. [12]
proposed two kinds of supervised learning methods for cross-media retrieval.
The first is to learn the subspace that maximizes the correlation between images
and texts by canonical correlation analysis (CCA). The other is to represent the
media objects by vectors of posterior probabilities with respect to a set of pre-
defined categories, computed with multi-class logistic regression. The posterior
probability vector indicates the high level semantic. The learning methods seek
to find a homogeneous feature representation for media objects with different
modalities instead of the co-occurrence information. After the media objects are
represented as homogeneous feature vectors, comparison could be performed by
traditional similarity measures. However, due to the gap between low-level fea-
tures of media content and human understanding, the high level representations
are not accurate enough. Then the inaccuracy will be propagated to the following
matching step and decrease the performance of cross-media retrieval.

To address the above problems, in this paper we propose a novel hetero-
geneous similarity measure with nearest neighbors (HSNN). Unlike traditional
similarity measures which are limited in homogeneous feature space, HSNN could
compute the similarity between media objects with different media types. The
heterogeneous similarity is obtained by computing the probability of two media
objects belonging to the same semantic category, regardless of which category it
is. The probability is obtained by analyzing the nearest neighbors of each media
object. HSNN is flexible so that any traditional similarity measure could be in-
corporated, which is further regarded as the weak ranker. A ranking model for
cross-media retrieval is learned from multiple weak rankers through AdaRank.
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Experiments on the wikipedia dataset show the effectiveness of the proposed
HSNN approach compared with state-of-the-art methods.

The rest of this paper will be organized as follows. In section 2, we demon-
strates the proposed HSNN approach for cross-media retrieval. Section 3 demon-
strates the approach of learning the ranking model. Section 4 shows the experi-
mental results. Finally, we conclude this paper in section 5.

2 Heterogeneous Similarity Measure with Nearest
Neighbors

In this section, we present the proposed heterogeneous similarity measure for
cross-media retrieval. We restrict the discussion to multimedia documents con-
taining images and texts as [12] and the fundamental ideas are applicable to any
combination of media types. The goal is to retrieve text articles in response to
the query of images and vice-versa.

Following the convention of previous research [12,22], we define a multimedia
document as a set of co-occurring media objects. The multimedia dataset is
denoted as D = {D1, ..., DN}, in which Di denotes a multimedia document
containing images and texts, which are referred to as media objects. Images and
texts are represented as feature vectors Ii ∈ RI and Ti ∈ RT , respectively. Bag-
of-words (BOW) model and topic model are utilized to represent the images and
texts respectively. The goal of cross-media retrieval task is described as follows:
given a image (text) query Iq ∈ RI (Tq ∈ RT ), return the closest match in the
text (image) space RT (RI).

Normally, kNN classification is used to classify data point Ii (Ti) based on
closest training examples in the feature space RI (RT ). Ii (Ti) is classified by a
majority vote of its nearest neighbors, with the object assigned to the class most
common amongst its k nearest neighbors. As for cross-media retrieval, given
two heterogeneous media objects Ii and Tj, we have to predict whether they
belong to the same semantic category, regardless of which category it is. As a
toy example, the proposed similarity measure is explicitly shown in Figure 1. To
achieve this goal we compute the marginal probability that we assign Ii and Tj

to the same semantic category with nearest neighbors, which equals:

P (li = lj |Ii, Tj) =
∑

c

p(li = c|Ii)p(lj = c|Tj) (1)

where li (lj) stands for the label of Ii (Tj), p(li = c|Ii) stands for the probability
of Ii belonging to category c. p(li = c|Ii) is defined as follows:

p(li = c|Ii) =

∑
Ik∈kNN(Ii)∧lk=c

σ(sim(Ii, Ik))∑
Ik∈kNN(Ii)

σ(sim(Ii, Ik))
(2)

kNN(Ii) stands for the k-nearest neighbors of image Ii in training set, and lk
stands for the label of image Ik. The definition of p(lj = c|Tj) is similar to
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Fig. 1. The illustration of our HSNN: (a) nearest neighbors belong to three semantic
categories; (b) nearest neighbors belong to two semantic categories. The left side shows
the images and right side shows the texts, the final heterogeneous similarity between
image and text is achieved as the probability of jointly belonging to the same category.

p(li = c|Ii). σ(z) = (1 + exp(−z))−1 is the sigmoid function, and sim(Ii, Ik) is
traditional similarity measure between two homogeneous data points.

The range of heterogeneous similarity of Equation 1 is [0, 1], where 0 is
achieved when none of the nearest neighbors of two media objects belong to
the same category and 1 is achieved when all of the nearest neighbors belong to
only one category.

3 Learning the Ranking Model through AdaRank

Since the similarity measure in Equation 2 can be any kind of similarity measure
such as normalized correlation, histogram intersection, Chi square distance and
so on. Each similarity measure could measure a certain aspect of relationship
between two media objects and could be regarded as a weak ranker. Learning
to combine multiple weak rankers is also a key component in retrieval task.
In this paper, the ranking model for cross-media retrieval is learned through
AdaRank[19], which is a kind of listwise approach[18] to learn to rank. Unlike
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AdaBoost, AdaRank could train a ranking model that directly optimize the
information retrieval performance measures such as MAP (Mean Average Pre-
cision) with respect to the training data, while the loss function in AdaBoost is
specific for binary classification. Furthermore, AdaRank tries to optimize a loss
function based on query lists while other learning algorithms for ranking attempt
to minimize a loss function based on instance pairs. So we adopt AdaRank to
learn the ranking model for cross-media retrieval task.

In the learning stage, a number of image (text) queries and their corresponding
retrieved texts (images) are given. The relevance of the retrieved texts (images)
with respect to the image (text) queries are also provided. The training set can
be represented as L={(qi,oi,yi)}, where qi is the query, oi = oi1, oi2, ..., oin(qi) is
the list of objects with different modalities from the query, yi = yi1, yi2, ..., yin(qi)

is a list of labels , where n(qi) denotes the size of object list oi and yi.
The objective of learning is to construct a ranking function which achieves

the best results in ranking of the training data. The AdaRank algorithm is
summarized in Algorithm 1. AdaRank runs T rounds and at each round it selects
a weak ranker ht(t = 1, ..., T ) with the lowest weighted error. Finally, it outputs
a ranking model f by linearly combining the weak rankers.

Algorithm 1. Learning the ranking model through AdaRank
Require: L={(qi,oi,yi)}, and parameter T.
Ensure: The ranking model f by linear combining weak rankers.
1: Initialize weights w1,i = 1

m
.

2: for t = 1 to T do
3: Select weak ranker ht with minimum weighted error on training data L:

ht = argmin
t

ε(ht) (3)

4: Calculate the corresponding αt:

αt =
1

2
ln

∑m
i=1 wt,i{1 + E(π(qi,oi, ht), yi)}∑m
i=1 wt,i{1 − E(π(qi, oi, ht), yi)} (4)

5: Update weight w for each query:

wt+1,i =
exp(−E(π(qi, oi, ft), yi))∑m

j=1 exp(−E(π(qj,oj , ft), yj))
(5)

where ft(x) =
∑t

k=1 αkhk(x).
6: end for
7: Output ranking model: f(x) = fT (x).

Initially, AdaRank sets equal weights to the training queries. In each round
of iteration, training queries are re-weighted accordingly, where the queries that
are not ranked well by ft are emphasized. ft is the ranking model created in the
tth round. As a result, the learning at the next round will be focused on those
hard queries.
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The effectiveness of a ranking model is usually evaluated with performance
measures such as MAP (Mean Average Precision). The loss function to measure
the weighted error of weak ranker ht is defined as follows:

ε(ht) =
m∑

i=1

−wt,iE(π(qi,oi, ht), yi) (6)

where wt,i is the weight of query i in tth round, π(qi,oi, ht) is a permutation for
query qi on object list oi by weak ranker ht. E measures the consistency between
π and labels yi, and the performance measure of mean average precision(MAP)
is adopted here. For each query, average precision is the average of precisions
computed at the ranks where recall changes. Mean average precision is the mean
value of a set of queries. It is widely used in the image retrieval literature[11].

4 Experiments

In this section, we compare the proposed approach with the state-of-the-art
methods for cross-media retrieval.

4.1 Dataset Description

We evaluate the proposed approach on the Wikipedia dataset[12], which is chosen
from the Wikipedia’s “featured articles” This is a continually updated collection
of 2700 articles that have been selected and reviewed by Wikipedia’s editors
since 2009. Each article is accompanied with one or more images from Wekimedia
Commons. Both the texts and images are assigned a category label by Wekipedia.
There are 29 categories in total. Since some of the categories are very scarce,
10 most populated categories are preserved in this dataset. Each article is split
into several sections according to its section headings. Then the accompanied
images are assigned to the sections respectively according to image position in
the article. The final dataset contains a total of 2866 documents, which are
text-image pairs and annotated with a label from the vocabulary of 10 semantic
categories. The dataset is randomly split into a training set of 2173 documents
and a test set of 693 documents.

Two cross-media retrieval tasks are considered: retrieve the texts using an
image query and retrieve the images using a text query. For the former, each
image in the test set is used as a query and the result is the ranking of all the
texts in the test set. For the latter, each text is used as a query and the result
is the ranking of all the images in the test set. The precision-recall (PR) curves
and mean average precision (MAP) are taken as the performance measures.

Bag-of-words (BOW) model and topic model are utilized to represent the
images and texts respectively. Each image is represented using a histogram of a
128-codeword SIFT codebook and each text is represented using a histogram of
a 10-topic LDA text model. All of the compared cross-media retrieval methods
in the experiment section adopt the same features and training data for fair
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comparison purpose. We set k = 100 for k nearest neighbors of HSNN. The
homogeneous similarities to a media object were made to be zero-mean and
unit-variance.

4.2 Contribution of Similarity Measure with Nearest Neighbors

Our first set of experiments examine the performance of heterogeneous similarity
measure with nearest neighbors (HSNN) in Table 1. In this table, three methods
[12] are compared, which are learning a homogeneous subspace for the modalities
through canonical correlation analysis (CCA), learning a high level semantic
(SMN) for each object and the combination of the two above algorithms (CCA +
SMN) which firstly maps the original heterogeneous features into a homogeneous
subspace and then learns the high level semantic feature for each object. Both
CCA and SMN seek to find a homogeneous feature representation for media
objects with different modalities. After the media objects are represented as
homogeneous feature vectors, comparison could be performed by commonly used
homogeneous similarity measures. Since our proposed HSNN could incorporate
any kind of similarity measure, we evaluate objectively the MAP scores with
multiple similarity measures, including the Normalized Correlation, Histogram
Intersection and Chi square. The contributions of HSNN are clearly seen.

Table 1. Contribution of HSNN

Similarity measure Experiment Image Query Text Query Average

Normalized
Correlation

CCA[12] 0.249 0.196 0.223
SMN[12] 0.225 0.223 0.224

CCA+SMN[12] 0.277 0.226 0.252
HSNN 0.311 0.246 0.278

Histogram
Intersection

CCA[12] 0.168 0.126 0.147
SMN[12] 0.234 0.212 0.223

CCA+SMN[12] 0.206 0.206 0.206
HSNN 0.318 0.242 0.280

Chi square

CCA[12] 0.178 0.117 0.148
SMN[12] 0.238 0.213 0.225

CCA+SMN[12] 0.208 0.206 0.207
HSNN 0.309 0.243 0.276

4.3 Contribution of Learning the Ranking Model through AdaRank

Next, we examine the performance of the ranking model trained through
AdaRank in Table 2. Each similarity measure is regarded as a weak ranker,
here 3 weak rankers are combined in total. It can be seen that AdaRank further
improves the performance by linearly combining multiple weak rankers.
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Table 2. Contribution of learning the ranking model through AdaRank

Experiment Image Query Text Query Average

Normalized
Correlation

0.311 0.246 0.278

Histogram
Intersection

0.318 0.242 0.280

Chi square 0.309 0.243 0.276

AdaRank 0.321 0.251 0.286

4.4 Comparison with State-of-the-Art Methods

Table 3 shows the performance of our proposed HSNN + AdaRnnk , compared
with the state-of-the-art methods as discussed in Section 4.2. Here Random
means using randomly ranking images/texts as result. Figure 2 shows the PR
curve of all of the above methods. It can be seen that HSNN attains higher
precision at most levels of recall.

Table 3. Retrieval Performance(MAP Scores)

Experiment Image Query Text Query Average

Random 0.118 0.118 0.118

CCA[12] 0.249 0.196 0.223

SMN[12] 0.225 0.223 0.224

CCA+SMN[12] 0.277 0.226 0.252

HSNN + AdaRank 0.321 0.251 0.286

(a) (b)

Fig. 2. Precision recall curves
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4.5 Comparison with Image Retrieval System

In this section, we compare the cross-media retrieval with the unimedia image
retrieval, where both query and retrieved result are images. Similar to [12], we
adapt the cross-media retrieval to unimedia image retrieval in two ways. For the
first method, a query image is complemented with a text article, then the text
article is served as a proxy to retrieval the images in dataset; For the second
method, the images in the dataset are also complemented by text articles, then
the text articles in the database are retrieved and served as a proxy for the
images in dataset.

Table 4. Content based image retrieval

Experiment MAP Score

HSNN + AdaRank (Proxy Text Ranking) 0.321

HSNN + AdaRank (Proxy Text Query) 0.251

CCA + SMN [12] (Proxy Text Ranking) 0.277

CCA + SMN [12] (Proxy Text Query) 0.226

Image SMN [11] 0.161

Image SIFT Features [16] 0.135

Random 0.117

Table 4 shows the comparison of the cross-media retrieval approaches with
a number of unimedia image retrieval methods. The method of [16] represents
images as distributions of SIFT features and the method of [11] project the
images to a semantic space. The MAP score of unimedia retrieval methods has
shown the difficulty of image retrieval on this Wikipedia dataset. The cross-
media retrieval methods significantly improve the performance. This indicates
that by fully exploiting the rich information of multiple media types, we could
understand the content of multimedia more accurately from a cross-media point
of view.

5 Conclusion

In this paper, we have proposed a novel heterogeneous similarity measure with
nearest neighbors (HSNN), which could compute the similarity between media
objects with different media types. The heterogeneous similarity is obtained by
computing the probability of two media objects belonging to the same class.
Moreover, multiple similarity measures are regarded as the weak rankers. An
effective ranking model for cross-media retrieval is learned from multiple weak
rankers through AdaRank.

In the future, on one hand, we will jointly model other media types such as
audio and video; on the other hand, the correlation between categories could
also be explored.
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Abstract. Efficient temporal video search will play an important role in
the future related to the vast growth of video data in the Web. Here, in-
dex structures are one way to ensure efficient retrieval over a large amount
of data. However, index structures targeting on indexing video data are
rare. In this context, the paper introduces the TempoM2 − tree frame-
work, which features a two-level index structure supporting the retrieval
of similar video segments in combination with temporal relations.

Keywords: Temporal Video Index, Multimedia retrieval, MPEG-7.

1 Introduction

Due to the massive increase of audiovisual data in the Web1, multimedia search
in general and video search in particular is a very hot topic in the scientific
literature. For instance in the domain of soccer videos, search requests such
as “Give me all video segments where a free kick is followed by a goal” are of
particular interest. To evaluate such type of requests, two essential steps are
necessary. On the one side, video segments have to be detected representing the
desired concepts [14] and on the other side the temporal relation between those
video segments have to be evaluated. Research according to the first step fall into
the domain of content based image/video search, where low/mid level features
are used for similarity search. Research in evaluating temporal relations is often
expressed by string matching algorithms [9].

Another important factor for efficient querying is the use of index structures
coping with the tremendous amount of data in an effective way. In the past,
many index structures for high-dimensional data have been introduced in order
to manage indexing of features. As most of those only allow addressing one
certain feature (e.g., color) at a time, special cases targeting also on multi-
feature indexing have been invented. However, those index structures are only
useable for detecting similar video segments but do not support the evaluation
of temporal relations between segments.
� Many thanks to Marco Patella for providing us the source code of the M2 index

structure.
1 http://royal.pingdom.com/2011/01/12/internet-2010-in-numbers/
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In this context, the paper presents a novel indexing framework (called
TempoM2 − tree) for temporal search over similar video segments. The frame-
work builds on a two level architecture, where the first level operates on a multi-
level search tree (we used the M2tree) for detecting similar video segments.
Then, the second level provides a structure which represents the temporal rela-
tionships among the annotated video segments.

The remainder of this paper is organized as follows: Section 2 introduces re-
lated work in the area of multi-feature index structures and methods for temporal
search. This is followed by the presentation of our TempoM2-Index framework in
Section 3. The evaluation of the novel index framework is conducted in Section 4
and finally, the article is concluded in Section 5.

2 Related Work

Fast search over multimedia data is very often realized by utilizing index struc-
tures [16], which are tuned for the retrieval in high dimensional feature vectors.
Besides, the well known k-NN (Nearest-Neighbor) or epsilon similarity, temporal
requests are another important multimedia search paradigm.

Due to the fact that our work bases on multi-feature index structures, sub-
section 2.1 will survey recent works. This is followed by a literature survey on
temporal search methods in 2.2.

2.1 Multi Feature Access Methods

One differentiating factor of access methods is the amount of semantically dif-
ferent feature vectors a method is capable of indexing at a certain time. Let
us consider a content-based image retrieval (CBIR) scenario where similar im-
ages are identified by multiple low-level features (e.g., color and edges). Most
of the existing techniques index each low-level feature separately. However, this
demands a further ranking of possible result items at a later stage which requires
additional processing overhead. The second possibility consider multi-feature in-
dexing such as the work of Ngu et al. [12] that rely on a single M-tree [4] for all
features. Due to the identified weak points such as problematic performance for
high dimensional vectors (dim>20) or the use of a neural network training pro-
cess, the authors in [8] proposed a new ASAP (Adaptive Searching by Aggressive
Partial-distance) algorithm. Their method introduced a novel representation for
f-feature points into a 2D vector and a bit signature. Based on this representation
the classic access method B+-tree is used to operate on the 2D vectors. Then,
the bit signature filters the identified possible result items by the dimensional
level.

In addition to the modification of the data item itself (e.g., by finding a novel
representation for the feature vector) further work deal with structural modifi-
cations at the tree level. One example is the MOSAIC-tree [6] where multiple
features are indexed by manipulating the leaf nodes. Here, for every level (rep-
resenting a feature) a tree based multi-dimensional access method is used and
the leaf nodes of the upper level point to the root of the successor tree indexing
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the next level. Another example basing on the M-tree family is the M2-tree [3]
which supports retrieval over a multi-feature representation by a modified inter-
nal structure and searching algorithms.

Recently, the MFI-tree [7] (acronym for MultiFeature index tree) has been in-
troduced. MFI is a hierarchical tree holding two kinds of nodes (leaf and cluster
nodes). The cluster nodes support pruning and should avoid the curse of dimen-
sionality (which states that for high dimensions a sequential scan outperforms
the use of the index tree) effect by being optimized for browsing search.

2.2 Access Methods for Temporal Search

Indexing data in terms of temporal relationships has a long tradition and be-
came according to video search use cases (events, moving objects, etc.) new
importance. In this context, two comprehensive surveys [11, 13] have been pub-
lished recently covering the period from 1980 to 2010. Most of the investigated
access methods in the surveys are used for time stamp or time interval requests.
For video databases those kind of requests are fairly rare as a user would need
to know the temporal chain of the videos. So, the user would need to give a con-
crete time point or time interval where interesting events may occur. In video
search, user are more interested on the content of some video scenes and then
their temporal relations.

In this context, a similar approach related to our work has been introduced
in [2]. The MINDEX index structure is a multilevel access method for the search
of salient objects in video data. The authors combine hash tables holding the
IDs of salient objects with a B+-tree representing the temporal relationships
among those IDs. However, to the authors best knowledge, none of the found
works combine multi-feature access methods for temporal search as proposed in
our work.

3 TempoM2-Index Framework

3.1 Data Model

The data model of the TempoM2 tree for video search considers video segments
V Sx according to the following common characteristics (relied on the MPEG-7
standard [10]):

– V Sx is defined by a time interval [V Sx.start, V Sx.end], which describes the
covered time period within the whole video V .

– Every video segment V Sx has a content description (e.g., multiple low level
features, textual description, etc.).

– A video segment V Sx can contain further video segments, whereas the time
period of every internal video segment must be covered by V Sx.

A recursive view on the given definition of video segments results in a tree
structure, which holds the following conditions: The nodes in the tree can have
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arbitrary child nodes. The nodes at the same level can have overlapping time
periods or cause temporal holes. The set of video segments does not degrate to
a graph.

3.2 TempoM2-Tree

The structure of the TempoM2-tree consists of two levels (see figure 1). The first
level bases on the multi-feature M2-tree [3], which is used for evaluating content
based search of the source and/or target node of the temporal relation. In our
tests the content description of a video segment belongs to visual features such
as ScalableColor or EdgeHistogram. However, the framework is independent in
terms of the used features. In order to evaluate the example query of the intro-
duction, semantic concepts (e.g., goal) have to be derived, for example by the
use of low level features [15]. The leaf nodes of the M2-tree hold the combined
feature vectors of the video segments (V Si, i ∈ N) and point to their respective
representation at the second level of the TempoM2-tree structure. The interme-
diate nodes (Ni, SNi) of the M2-tree consist of the combined features vectors
and a covering radii r

[N ]
i (see [3] for detailed information).

Fig. 1. Structure of the TempoM2-tree

The second level represents the temporal relations in a modified video seg-
ment tree. Based on the given data model the video segments of a video
V = {V S1, V S2, ..., V Sn}, n ∈ N feature due to overlapping and temporal wholes
a partial order (V Sx, V Sy ∈ V ∧ V Sx 	= V Sy|V Sx  V Sy). See figure 2 for an
example.

In order to support fast evaluation of temporal relations a total order of video
segments is beneficial. For instance, in a video segment tree with partial order,
the overlapping of video segments leads to the necessity of traversing the tree
in multiple directions (e.g., right or left and up or down). In order to avoid
such circumstances, a new type of node is introduced, named container node,
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Fig. 2. Example partial order video segment tree

Fig. 3. Example total order video segment tree

which contains all neighbored video segments that overlap at a certain level (see
figure 3 which represents the modified segment tree based on figure 2).

The definition of a container node is as follows: A container node also has
a time interval [Conj .start, Conj .end], where for all video segments covered by
Conj the following holds: ∀V Si ∈ Conj : V Si.start ≥ Conj .start ∧ V Si.end ≤
Conj .end. Furthermore, every container node provides information (by the vari-
ables meetMark and meetByMark), whether there is a temporal gap between the
left or right neighbors. Besides, the following conditions are introduced between
neighboring container nodes:

– Let ConN be a parent node and ConX its child node, then the following must
hold: ConN .start ≤ ConX .start∧ConN .end ≥ ConX .end. This implies that
the time interval of the child node must be completely spanned by the parent
node

– Let ConN be the left neighbor node at the same level then the following
holds: ConN .end ≤ ConX .start. This means there are no time-related over-
laps. The same condition holds for the right neighbors.

Based on the introduced structure the temporal relations defined by Allen [1] are
now implicitly expressed (by navigating in only one direction, either horizontal
or vertical in the tree structure), which makes temporal retrieval operations more
efficient.

3.3 Search in the TempoM2-Tree

Search within the TempoM2-tree is triggered by three input parameters, namely
targetResource, sourceResource and relationType. The connection between those
three parameters is highlighted in figure 4. By elaborating the example request
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in section 1, the sourceResource relies to video segments showing free kicks, the
targetResource relies to goal scenes and the temporal relation would be expressed
by the semantics of precedes.

Fig. 4. Connection of input parameters for the TempoM2-tree

To identify similar video segments, the targetResource and sourceResource
parameters hold descriptions of video features (e.g., the color distribution in a
video segment), whereas only the sourceResource is mandatory. We used the
MPEG-7 standard for the representation of low level features. The relationType
holds the desired temporal relationship and relies on Allen’s definitions [1]. The
input parameters are leaned against retrieval requests that base on the MPEG
Query Format [5] to formulate temporal search. However, the index environment
is not stuck together and can be used separately. In the following, the process
of search is highlighted in detail. Note, the following description is elaborated
for the case when both parameters (targetResource and sourceResource) are
given. If only the sourceResource is apparent then the search is simplified as all
video segments are returned that follow, depending on the temporal relation,
the respective search direction in the modified segment tree.

Similarity Search. The first operation in the evaluation of our temporal search
request is a similarity search in the M2 − tree for the given sourceResource
and targetResource parameters, respectively. This results in two sets of video
segments S = {V Si, ..., V Sm} for the sourceResource and T = {V Sj , ..., V Sn}
for the targetResource with i, j, n, m ∈ N, which directly point to the nodes in
the modified segment tree. Note, the two sets may not disjunct and T is only
computed iff the targetResource parameter is given.

Temporal Search. After receiving the sets of video segments (S, T ) the process
of navigation through the modified segment tree is performed. The direction of
navigation is determined by the temporal relation given in relationType. Due
to the semantic (total order) of our modified segment tree the search direction
can be either have a horizontal (in case of follows, meets, precedes, metBy) or
vertical (in case of starts, finishes, overlaps, contains, startedBy, finishedBy,
overlappedBy and during) orientation.

As an example, this paper presents the generic algorithm for the vertical cases
in more detail. For all elements in set S the algorithm During is executed. After
initializing internal variables (line 2 to 7), the search traverses from the given
video segment to the root of the tree (line 8 to 20). In case, the traversal meets a
container node that is in the target set T (see line 9) all stored video segments are
investigated, whether they are marked and hold the temporal relation condition
(line 10 to 18). Marked means in this case, that the video segment is in the list
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of set T . The combination of video segments that fulfill both requirements are
added to the result list.

Afterwards, the successors of the current node are tested recursively (see line
21) which leads to a call to the RecursiveTraversal algorithm. Here, starting
from the outermost left and right nodes of the given container node a search is
started (line 8 to 13), which leads to a test of all extracted video segments (after
a pruning phase in line 16). The algorithms presented can be used for all other
vertical related temporal relations by simply exchanging the pruning method as
well as the temporal test condition. See the listing below for a set of pruning
criteria for the temporal relationships targeting on vertical search direction.

Pruning Criteria. Depending on the elaborated temporal direction, different
pruning rules can be applied.

– during: all container nodes ConN and their subtrees can be ignored for a
video segment s iff the following holds: ConN .end ≤ s.start∨ConN .start ≥
s.end.

– overlaps: all container nodes ConN and their subtrees can be ignored for a
video segment s iff the following holds: s.end ≥ ConN .end.

– overlappedBy: all container nodes ConN and their subtrees can be ignored
for a video segment s iff the following holds: s.start ≤ ConN .start.

– starts: all container nodes ConN and their subtrees can be ignored for a video
segment s iff the following holds: s.end ≥ ConN .end∨s.start ≤ CondN .start

– startedBy: all container nodes ConN and their subtrees can be ignored for a
video segment s iff the following holds: s.start ≤ CondN .start

– finishes and finishesBy: all container nodes ConN and their subtrees can be
ignored for a video segment s iff the following holds: s.end ≥ CondN .end
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4 Evaluation

The test data has been created by the use of our semi-automatic video annotation
tool (VAnalyzer2) for soccer videos. The data set consists of 19 videos consisting
of more than 6500 video segments which are annotated by the MPEG-7 standard.
In order to increase the amount of test data, some of the extracted video segments
have been manually duplicated and rearranged to new videos in order to have
a final amount of 10000 video segments for testing. Note, the extension of the
amount of video segments serve as basis for the time performance evaluation only
and is not accurate (and has not performed) in case of evaluating the quality of
search results.

For the content based retrieval, we used the MPEG-7 based ScalableColor
and EdgeHistogram descriptors. Unfortunately, we could not evaluate our access
method in comparison to the MINDEX tree (which is the one going in a similar
direction) as the authors were not able to provide us their source code.

2 http://www.dimis.fim.uni-passau.de/iris

http://www.dimis.fim.uni-passau.de/iris
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4.1 Inserting Data

Figure 5 illustrates the average time per video segment for an insertion process.
The measured time includes the parsing of the MPEG-7 document, the insertion
into the M2− tree and finally the insertion into the modified segment tree. One
can observe that the performance of the underlying modified segment tree is
stable whereas the necessary amount of time per video segment increases in the
M2 − tree by the amount of data.

Fig. 5. Average time per video segment for inserting video segments

4.2 Temporal Search

A complete search in the TempoM2− tree covers three essential parts. First, the
input request (in form of a MPEG Query Format temporal query) is parsed and
the individual parameters are extracted. Then, similarity searches for the given
source and target resources are executed (in case both are available) and finally

Fig. 6. Average time of a range search for the follows operation
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Fig. 7. Distance calculation for the follows operation

a temporal search over the two resulting sets in the modified segment tree is
performed. Figure 6 demonstrates the average time consumption in milliseconds
(y-axis) of those operations for a follows temporal request.

The most time is consumed by the similarity search operations but in contrast
to that, the navigation within the modified segment tree is fast. Of course with
increasing radii the amount of video segments that have to be combined increases
as well. However, a too large radius is not sufficient for the consumer as well as
the amount of results in the result set would be too high.

A further reason for avoiding too high radii is demonstrated in Figure 7. Here
one can see that a sequential scan outperforms the combination of similarity and
temporal search at the level of around 40. This figure evaluated the amount of
distance calculations that are necessary to find all solutions.

5 Conclusion and Future Work

This article presented a novel access method for supporting efficient temporal
search over video segments. One of the main features of the index method is its
combination with a multi-feature index tree supporting similarity search over
video segments and its further filtering according to temporal relations. The
video segments are annotated by means of low level features specified in the
MPEG-7 standard. Besides, the access method supports two different search
modes depending on the amount of given parameters. The starting video seg-
ments are detected by a similarity search over the multi-feature index tree.

Future work will consider on the one side indexing of high-level representations
related to semantic concepts or objects in order to increase the accuracy of found
video segments like presented in [15]. Moreover, on the other side, the use and
the integration of the index environment into multimedia databases and their
applications is planned.
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Abstract. Many Content Based Image Retrieval systems (CBIRs) have
been invented in the last decade. The general mechanism of the search pro-
cess is very similar for each of these CBIRs, and the calculation of rank-
ings is determined by the comparison of features (low-, mid-, high-level).
Nevertheless, all things being equal, the respective realization leads to dif-
ferent results. Knowledge about the internal configuration (used features,
weights and metrics) of these systems would be beneficial in many usage
scenarios (e.g., by using a query image content sensitive query forwarding
strategy or improved result ranking strategies in meta search engines). In
this context, the paper presents an approach that supports an automatic
detection of the configuration of CBIR systems. We demonstrate that the
problem can be partly traced back to an optimization problem and tested
several optimization algorithms. The approach has been evaluated based
on the ImageCLEF test set and shows good results.

Keywords: CBIRs configuration, Image Database, Low-level Feature
detection.

1 Introduction and Background

Due to the digitalization and miniaturization of cameras as well as their integra-
tion into mobile phones, the amount of digitally available images has increased
tremendously in the last decade. In order to make those images searchable based
on content, CBIR has received a lot of attention in the last several years. The
theoretical background which was developed during these years was exhaustively
explored in [2] and [11] and various systems implementing CBIR were examined
in [14] and [7]. A CBIR system (CBIRs) allows searching of images based on
their extracted features (low-, mid-, high-level, see [15] for details) instead of
textual descriptions. The retrieval process matches the extracted features of the
stored images to those of a query image, thereby calculating its score and rank
which subsequently results in a list of best matches. The general mechanism of
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� Springer-Verlag Berlin Heidelberg 2012
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the search process is very similar for all of these CBIR systems. Nevertheless,
they use different combinations of features, feature metrics and feature weights
so that their search behavior and results differ.

In the context of meta-search engines [12] that provide access to multiple
heterogeneous retrieval systems, the knowledge of their internal configuration
would be beneficial. For instance such knowledge could allow the meta-search
engines to establish an image content sensitive CBIR selection. Thus, CBIR sys-
tems that would not be of additional value to the query response can be ignored
altogether. Furthermore, the gathered information can be used to improve the
result aggregation process of the different retrieved result sets. Imagine examples
of meta-search engines, for instance, in the domain of art galleries that provide
search facilities of their works of art.

Related to this, the paper proposes a novel approach for an automatic detec-
tion of the configuration of CBIR systems. The detection process is based upon
the analysis of a small set of test queries that are executed on the CBIR system
in question. The analysis uses an optimization algorithm and filter strategies in
order to identify the best feature/weight combination.

The remainder of this paper is organized as follows: In section 2 related work
is discussed. In section 3 and 4 the assumptions and the developed approach
are explained. In Section 5 the methods of evaluation as well as their results are
analyzed. Finally in section 6 results and future work are discussed.

2 Related Work

The search in image repositories is a very active research field and many retrieval
techniques and frameworks have been proposed in the past (see exhaustive sur-
veys [14,7]). In this context, several articles focused on the qualitative evaluation
of those techniques. For instance, in [4] the authors proposed an objective method
for evaluating image content by means of visual content words as basis vectors
for similarity calculations. Another important initiative in this domain is the
ImageCLEF benchmark [10], which provides an annotated image test set.

Furthermore, in the literature detailed analyses can be found that investigate
the individual features [15] and searches for correlations among them. Conse-
quently, recommendations are given as to which features perform well for certain
types of data [13].

Very little work related to the topic of our paper is available. For instance,
the implementation of [1] presented a peer to peer approach for a self-organized
image retrieval network. However, although the feasibility of an image retrieval
network has been shown, little attention has been paid to identifying the con-
figuration of the associated CBIR systems. The authors in [9] describe an algo-
rithm for obtaining knowledge about the importance of features by analyzing
user log files of the VIPER system. In their approach, features which are fre-
quently present in images marked as positive by users receive a higher weighting.
Moreover, their technique was used to improve retrieval quality due to a novel
relevance feedback technique. However, their work relies on access to query logs
and the internals of the system, which are not available in our case. It should
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also be noted that our proposed approach does not aim at evaluating the quality
of a CBIRs but at automatically detecting the used configuration.

3 Methodology

Current CBIR systems primarily use (low-level) features to compare query im-
ages to images that are stored in their system. Formula 1 shows the internal
representation of an image i in a CBIRs α:

repα(i) = {f j(i)|j ∈ {1..|Fα|}} (1)

The image i is represented as a set of feature vectors f j(), which are extracted
from i. These features of the feature set Fα are digital representations such as
color, edge or shape characteristics. Mixtures of such characteristics can also
be represented in a feature. The used set of features may be different for every
CBIR system. Even two retrieval systems which are using an equal set of features
could reply differently to the same query as they might assign different weights
or distance functions to their features. Formula 2 formalizes the configuration of
CBIRsα as a 3-tuple. This tuple consists of a set of features Fα, a set of feature
metrics Δα and a set of feature weights Wα.

config(CBIRsα) = (Wα, Δα, Fα) (2)

The calculation of CBIRs α’s score respective to the query image q and a stored
image i′ uses the features, weights and metrics of this configuration. It is defined
as follows: Let scoreα,i’(q) be the score of α respective to query image q and
a stored image i′ and let δαj ∈ Δα be the distance function of feature f j().
Furthermore, let wαj ∈ Wα be the weight assigned by the system α to feature
f j(). The score of image i′ regarding the query image q is then calculated as
follows:

scoreα,q(i′) =
|Fα|∑
j=1

wαjδαj(f j(i′), f j(q)) (3)

4 Approach Outline

As illustrated in section 1, our aim is an automatic detection of the configura-
tion of a CBIRs. In this context the internal representation and the supported
classification cases are presented in subsection 4.1. The overall process is then
described in subsection 4.2 whereas the details of the algorithm are shown in
subsection 4.3.

4.1 Feature Distribution

The basis of our approach is the exploitation of a rich set of implemented and
well known features and feature metrics. However, for reasons of simplification
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the description of the implementation explained in this article focuses on the fea-
tures. Nevertheless, a metrics detection mechanism has also been integrated in
our implementation and can be used by assigning multiple metrics to a feature.
The internal representation of our system is analogous to that of the CBIRs in-
troduced in section 3, methodology. Formula 4 shows the internal representation
Repω of an image i:

Repω(i) = {f j(i)|j ∈ {1..|Fω|}} (4)

Since knowing all features, especially the proprietary ones that could be used in
a CBIRs, is not feasible different classification cases have to be considered. Five
such cases are possible (see also figure 1):

1) Fα = Fω : In this case our representation is aware of exactly the same features
the CBIRs is using. Here, only the weights for the features have to be found.

2) Fα ⊂ Fω : In this case the features which are not used by α have to be
identified and the weights for the remaining features have to be found.

3) Fα ⊃ Fω : In this case the CBIR system in question uses features that are not
present in our internal representation. The current focus of our implemen-
tation is the detection of this case in order to avoid false positives. Future
research will consider feature classes (e.g. by statistical analysis according
to the correlation of specific features [3]) by trying to identify which feature
class has been used by the CBIRs.

4) Fω ∩ Fα 	= ∅: Not included in this case are constellations that are included
in cases 1, 2 or 3. Similar to case 3, the current focus of our implementation
is the detection of this case.

5) Fω ∩ Fα = ∅: In this case, as in cases 3 and 4, the current focus of our
implementation is the detection of this constellation.

Fα    Fω Fα FωFωFα Fα Fω Fα Fω

Case 1 Case 2 Case 3 Case 4 Case 5

Fig. 1. Distinct cases for the detection of the configurations

4.2 Overall Process

The detection process of our algorithm starts with an enrollment of the CBIR
in question.

Then a set of test images, from now on referred to as image test set (ITS),
is used for querying the CBIRs (see figure 2). The selection of these images
is arbitrary. The necessary size of ITS has been experimentally evaluated. In
our tests setting the amount of test images at five showed a reasonable balance
between processing speed and the accuracy of our detection approach.
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Fig. 2. Approach Outline

As shown in figure 2, for every single query image of the ITS the CBIRs
responds with a ranked list of result images and associated scores.

Depending on the search paradigm used the length of those lists may vary.
But as long as the returned number of results exceeds five items per list, for at
least three returned result lists, those different paradigms do not influence the
algorithms performance. The implemented paradigms of the CBIRs can therefore
be left out of consideration. For the same reason false positives and negatives do
not have to be considered. This is because of the approaches’ exclusive interest
in the detection of the configuration of the CBIRs. The approaches aim is not
to judge the quality of the CBIR, but to detect its configuration.

Using the ranked lists received, we calculate the feature weighting vectors
that generate self-computed scores very similar to the result scores. If no score is
available, this calculation can also be made by the mere comparison of the ranks,
which also omits a necessary normalization step. As this results in a poorer per-
formance of the approach the scoring was preferred. This calculation is achieved
by minimizing an objective function which evaluates possible weight vectors for
the feature set by comparing our self-calculated scores to the result scores of
the CBIR system. This way, the problem can be traced back to a vector opti-
mization problem - an optimization algorithm can be used to find a good weight
vector, preferably one very similar to the one the CBIRs uses internally. This
optimization is performed for every query to be able to statistically evaluate the
calculated optimal weight vectors. Confidence rating values are assigned to every
feature according to different criteria, for example a weights’ standard deviation
across the multiple weight vectors. This rating is used to filter irrelevant features.
Once there are no more features to filter, the feature weight configuration of the
CBIRs is calculated using the arithmetical average.

4.3 Approach Details

Algorithm 1 presents the cornerstones of the described approach. The algorithm’s
goal is to find optimal weight values for every feature, in case every feature is
known in our representation. Conversely, it’s desirable that the algorithm reports
if the analyzed CBIR system uses unknown features.

The algorithm is initialized with all features known to our internal represen-
tation (line 2). This set of possible candidates is then successively thinned out
by removing irrelevant features (line 3). The while-loop in line 3 is repeated
until no more features can be discarded due to a low rating. The first for loop
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optimizes an objective function obj (line 7) for every image in the image test set
(ITS ). The objective function is used to evaluate the fitness of possible feature
weight vectors. It is listed in formula 6, with v being the feature weight vector
to be tested, n being the number of result images returned by the CBIRs and
scoreα,q(i′k) being the returned score value for result image i′k respective to input
image q (see formula 3). The function score′ is listed separately in formula 5.
It is very similar to formula 3 and is used to calculate an known score value for
result image i′k, input image q and feature weight vector v. Here, Fω

′ is the set
of currently remaining features inside PossibleFeatures, f j is the j-th remaining
feature and δωj is one of the distance functions used by our internal representa-
tion ω. Additionally, the function scale normalizes score′’s values to the interval
[0, 1].

score′ω,q,v(i′) = scaleq[
|Fω

′|∑
j=1

vjδωj(f j(i′), f j(q))] (5)

objq(v) =

√√√√√ n∑
k=1

(scoreα,q(i′k)− score′ω,q,v(i′k))2

n
(6)

As mentioned above, the objective function obj calculates a distance value for
the scoring obtained by using feature weight vector v and the actual scoring
of the CBIRs. Larger distance values mean that a tested vector results in self-
computed scores less similar to those returned by the CBIRs, i.e. there are larger
differences between score and score′ for the different result images.

Furthermore, algorithm [16,6,5] to find a feature weight vector which most
closely resembles the CBIRs’ configuration. Multiple optimization algorithms
have been evaluated and the results are presented in section 5. This optimization
is performed for every image in ITS, so FeatureWeights consists of vectors with
each vector containing the optimal weight values for one image in ITS (line 7).

The reason for calculating an optimal feature weight vector for multiple images
is to be able to conduct a statistical analysis of these values afterwards, which is
done in the second for loop starting in line 9. FeatureWeights contains multiple
weight values for a single feature, one for every image in ITS (for example
see figure 2 where for fA three different score settings have been detected).
rateFeature assigns a rating between 0 and 1 to every feature, depending on
different configurable criteria (line 10). Currently, a higher standard deviation
of the weight values of one feature for different images results in a reduction in
its rating, as does too small an average weight. The ratings of all features are also
lowered if the distance values returned by the objective function are higher, which
signifies that a weight vector cannot reproduce the CBIR system’s behavior well
enough. If any feature has a rating smaller than minRating (line 11) it is not used
again for future executions of the outer while loop since a smaller rating suggests
a lower probability of a feature being used by the analyzed CBIRs. The outer
while is only repeated if at least one feature has been discarded in the current
run (line 13). When the while loop finishes, depending on whether there are still
remaining features in PossibleFeatures, an average of the previously computed
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Algorithm 1. analyze(ITS, Fω , CBIRsResults[])
1: doContinue ← true
2: PossibleFeatures ← F ω

3: while doContinue do
4: doContinue ← false
5: for i = 1 to i = |ITS| do
6: q ← ITS[i]
7: FeatureWeights[i] ← optimize(objq)
8: end for
9: for i = 1 to i = |PossibleFeatures| do

10: Ratings[i] ← rateFeature(i,F eatureWeights)
11: if (Ratings[i] < minRating) then
12: PossibleFeatures.remove(i)
13: doContinue ← true
14: end if
15: end for
16: end while
17: if PossibleFeatures.isEmpty() then
18: return null
19: else
20: return average(FeatureWeights)
21: end if

optimal feature weights for the remaining features is returned. Otherwise it is
reported that the analyzed CBIRs uses unknown features (lines 17-20).

5 Evaluation

The evaluation section is divided into three parts. The first part addresses the
runtime of the implementation of our approach. The second part evaluates the
performance of the presented approach respective to the detection of the features
that were relevant for the analyzed CBIRs. Finally, the last part focuses on the
accuracy of the weight allocation for the detected features.

Our tests used the publicly available image set of the ImageCLEF bench-
mark [10] which can be obtained at http://www.imageclef.org/2011. We used
the full set of 20,000 images. As a CBIR system we used Lire [8] which is an
open source Java CBIR library containing a good set of implemented features1.
Furthermore, Lire was chosen as it is an extensible library and could therefore
be adapted with little effort.

5.1 Runtime

One possible way of approximating the configuration of a CBIRs is to try a num-
ber of feature weight vectors one by one (brute force). Equation 7 represents the
number of possible feature weighting allocations, where n stands for the number
1 http://www.semanticmetadata.net/lire/

http://www.imageclef.org/2011
http://www.semanticmetadata.net/lire/
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of features multiplied by the number of feature distances (metrics) and k stands
for the granularity of individual weight values. A granularity of 1 would only en-
able the algorithm to identify whether a feature-metric combination was chosen
with a weighting of 100% or 0%. By contrast, a granularity of 100 would make it
possible to allocate individual weight values in the weight vector in 1% steps.

t(n, k) =
(

n + k − 1
k

)
(7)

Under realistic circumstances, using a brute force approach would lead to a pro-
hibitively large runtime. The application of different optimization algorithms
solved this runtime problem. An implementation of Cuckoo Search [16] as well
as an implementation of Particle Swarm Optimization [6], the usage of Multi-
Directional Search and the Nelder-Mead Method from [5] all needed approxi-
mately 15 seconds for the analysis of one system and delivered very good results.
However, about two minutes of additional time was required for extracting the
feature vectors from images and pre-calculating feature distance values between
images, regardless of which algorithm was used.

5.2 Feature Detection

The evaluation involved the analysis of 500 different configurations (combina-
tions of features and weights) of a Lire-CBIRs. For every one of the cases defined
in section 4.1 a test set of 100 different configurations was randomly generated,
with each of the five test sets adhering to its respective classification case con-
straint. Also, for every optimization algorithm 50,000 evaluations of the objective
function were performed.

Figure 3 shows the average precision and recall percentages regarding the
correct identification of features over the 100 different configurations belonging
to case 1. As mentioned in section 5.1 all of the optimization algorithms delivered
very good results. The brute force approach using a granularity value of 10 was
chosen for comparison as it had a runtime similar to the other optimization
algorithms. All of the optimization algorithms returned mostly the same features
as the selected features in the CBIRs configuration. This means that for nearly
every possible configuration the optimal feature weighting calculated by the
algorithms was using all the features known to our internal representation. This
is the desired behavior, as our internal representation implemented exactly the
same features as the Lire-configurations in this case. False negatives - features
which are not marked as detected but are in fact used by the CBIRs - did not
occur often. These few false negatives, reflected in the marginal deviation from
100%, were mostly caused by configurations where one of the features used a
weight percentage of less or 1%.

Figure 4 shows the average precision and recall percentages over the 100 differ-
ent configurations of case 2. In this case the internal representation implements
more features than the CBIRs provides. Here, false positives - features that
are marked as detected but are not in fact used by the CBIRS - can occur in
addition to the previously described false negatives. Cuckoo Search as well as
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Fig. 3. Precision and Recall: Case 1

Multi-Directional Search also exhibited very good performance. For all the tests
every feature used was detected and false positives occurred only in a few cases.
The performance of the Nelder-Mead Method and Particle Swarm Optimization
were slightly weaker. They both had a small percentage of false negatives, see
recall, and a small percentage of false positives, see precision. Those false nega-
tives and positives belonged to tests where only a very small weight value was
assigned to a feature. In a real world scenario, though, it would not be very
detrimental to the performance of our approach to not be able to correctly iden-
tify features with very small weights or to incorrectly assign very small weights
to irrelevant features. So these small deviations do not pose a problem.

Fig. 4. Precision and Recall: Case 2

Since the focus of the analysis of cases 3 to 5 is not to understand which fea-
tures were used but rather to discover that the configuration cannot be detected,
it would not have been useful to calculate recall and precision values for these
cases. That is why in table 1 only the success rates of the different optimization
algorithms for the remaining cases are illustrated. A test case was counted as
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successful if our implementation returned that it was not able to determine the
CBIR system’s configuration.

In case 3 our internal representation implemented only a fraction of the fea-
tures of the CBIRs. In line 2 of table 1 the average success rate over the test runs
for every algorithm is shown. Here, each of the algorithms detected (in almost
all tests with a probability of 91 %) that the internally implemented features
were not a superset of or equal to the CBIR system’s features.

In case 4 our internal representation implemented a fraction of the features of the
CBIRs as well as additional features which were not implemented by the CBIRs.
Very similar to case 3 in most tests, our implemented approach detected that it
was not able to identify the CBIR system’s configuration due to missing features.
As the internal representation had a larger amount of features available to approx-
imate the CBIR system’s behavior, in marginal cases a CBIRs’s configuration was
sometimes incorrectly considered to be detected. The brute force method deliv-
ered better results in these cases because it was weaker in terms of optimization
precision and was thus more likely to identify a configuration as unknown.

Table 1. Sucess rates of Cases 3, 4 and 5

In case 5 the internal representation implemented only features which were
not implemented by the CBIRs. As illustrated, all optimization algorithms used
as well as the brute force approach were able to detect this classification class.

5.3 Weighting Allocation

In this subsection the weighting allocation performance of our approach is eval-
uated. This is done by computing the deviation of the detected weighting al-
location to the weighting allocation of the CBIRs using the euclidian distance
between the weight vectors.

Figure 5 shows a visualization of the deviation for test case 1 for every imple-
mented algorithm. All of the algorithms used did have a small weighting devi-
ation. Cuckoo Search had a deviation of 0.0175, whereas the Multi-Directional
Search and the Nelder-Mead Method had a deviation of 0.0217 and 0.0271. PSO
and the brute force approach had a deviation of 0.0322 and 0.0637, respectively.
In Figure 6 the average deviation for test case 2 is visualized. Again, all of the
algorithms do have a small weighting deviation, though mostly slightly larger
than in case 1. All of these deviation values are relatively small, meaning that
all of the algorithms are able to approximate CBIRs configurations well if all
used features are known. Cockoo Search was the best overall algorithm in our
tests, though the performance of the various optimization algorithms can be very
dependent on their configured parameters.
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Fig. 5. Averaged weighting deviation in Case 1

Fig. 6. Averaged weighting deviation in Case 2

All in all, these first test results are already very promising but further im-
provement and fine tuning of our approach are both necessary.

6 Conclusion

This article presented a novel approach for the detection of the configuration of
content based image retrieval (CBIR) systems. The focus of this work was on the
correct identification of feature settings and their assigned weights. Related to the
combination of a system’s configuration and our internal representation, five dif-
ferent classification cases have been highlighted. We demonstrated that our pro-
posed approach is capable of detecting the complete configuration for two cases
and is also able to mark the others are as currently not detectable. Moreover,
we demonstrated that the problem can be traced back to an optimization prob-
lem. The evaluation showed a high accuracy for feature and weight allocation and
demonstrated good performance by the use of different optimization algorithms.

Future work will consider the development of feature classes in order to solve
the missing classification classes as well. Furthermore, the approach will be
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adopted in a distributed search scenario for improving query distribution de-
cisions and result ranking strategies.
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Abstract. Retrieving similar images is a challenging task for today’s
content-based retrieval systems. Aiming at high retrieval performance,
these systems frequently capture the user’s notion of similarity through
expressive image models and adaptive similarity measures, which try to
approximate the individual user-dependent notion of similarity as close
as possible. As image models appearing on the query side can signif-
icantly differ in quality compared to those stored in the multimedia
database, similarity measures have to be robust against these individ-
ual quality changes in order to maintain high retrieval performance. In
order to evaluate the robustness of similarity measures, we introduce the
general concept of the stability of a similarity measure with respect to
query modifying transformations describing the change in quality on the
query side. In addition, we include a comparison of the stability of the
major state-of-the-art adaptive similarity measures based on different
benchmark image databases.

Keywords: content-based image retrieval, feature signature, adaptive
similarity measure, evaluation measure, average precision stability.

1 Introduction

Modeling image contents for the purpose of content-based image retrieval
[4,21,23,13] is a challenging task. While the computational effort spent for ex-
tracting and generating expressive image models is nearly unrestricted on the
database side, the effort spent on the query side is often limited due to the
following reasons: first, users frequently demand the retrieval system to answer
their queries as fast as possible, thus including the extraction of complex local
feature descriptors is a time consuming task which has to be done quickly or even
skipped. Second, users issuing queries in a mobile environment, e.g., by taking a
picture with a mobile phone, are often restricted in terms of their devices’ energy
consumption and bandwidth restrictions. As a consequence, processing images
with the aim of generating expressive image models has to be kept short which
inevitably leads to a gap of quality between the query side and the database
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side. Image models appearing on the query side can significantly differ in qual-
ity compared to those stored in the multimedia database. Thus, the retrieval
system’s similarity measure has to be robust against these individual changes.

Although the performance of similarity measures for different types of im-
age models is investigated in various studies [2,7,19], none of them addresses
the issue of query-side-dependent quality restrictions. They all assume the qual-
ity of the image model on the query side is the same as that on the database
side. For this reason, we study the stability of adaptive similarity measures,
namely the Hausdorff Distance [9], Perceptually Modified Hausdorff Distance
[18], Earth Mover’s Distance [20], Weighted Correlation Distance [12], and Sig-
nature Quadratic Form Distance [1,3], in the context of content-based image
retrieval. To this end, we first introduce the general concept of the stability of a
similarity measure with respect to query modifying transformations, and we then
evaluate this stability on different benchmark image databases by using Mean
Average Precision [15] as a running example.

The structure of this paper is as follows: in Section 2, we describe feature sig-
natures as flexible image models and list adaptive similarity measures applicable
to such models. In Section 3, we outline existing evaluation measures which can
be used within our proposed stability measure. In Section 4, we introduce the
general concept of the stability of a similarity measure and explain the differ-
ences to existing evaluation measures. We evaluate the stability of the adaptive
similarity measures on different benchmark image databases in Section 5, before
we conclude our paper with an outlook on future work in Section 6.

2 Modeling and Comparing Image Contents through
Feature Signatures and Adaptive Similarity Measures

Describing the content of an image by its feature distribution over a feature space
is a common way to make images accessible. While many similarity models, which
cope with visual object recognition tasks such as near-duplicate detection, rely
on complex unaggregated local features, similarity models for the purpose of
content-based multimedia retrieval frequently aggregate individual feature dis-
tributions in order to obtain more compact and robust content representations.
In general, modeling image content follows two steps: First, local features are
extracted, for instance SIFT [14] descriptors at some salient points [16,24]. Sec-
ond, these features are aggregated into a more compact representation. One
prominent way of aggregating and comparing the extracted local features is the
bag-of-visual-words [22] approach. Based on a predetermined visual vocabulary,
the extracted local features are assigned to the visual words of that specific
visual vocabulary. The similarity between images is then defined through a dis-
tance between the visual word frequencies, stored in form of a vector. Although
this approach provides high retrieval performance, it is limited in flexibility due
to the static visual vocabulary. In fact, all images have to be represented by the
same visual words, resulting in a sparse high-dimensional vector representation.
Moreover, the availability of the database’s visual vocabulary has to be ensured
on the query side in order to compute the content representation of an image.
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(a) 8 (b) 26 (c) 48 (d) 72 (e) 110

(f) 12 (g) 22 (h) 35 (i) 44 (j) 60

(k) 13 (l) 20 (m) 33 (n) 52 (o) 70

Fig. 1. Three example images from the MIR Flickr database [8] and their correspond-
ing feature signatures over a feature space comprising position, color, and texture
information. The number of representatives, i.e. centroids, is depicted accordingly.

An alternative of aggregating and comparing the images’ local features is
by making use of adaptive similarity measures [2], which are independent of
a visual vocabulary. They allow to compare images whose local features are
extracted and aggregated individually. Formally, each image I is mapped to a
set of local features f1, . . . , fn ∈ F within a feature space F. Subsequently, these
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features are partitioned by a partitioning P = {P1, . . . , Pk} where each feature
fi is assigned to its nearest partition. As a result, each partition is represented
by a representative ri ∈ F and a weight wi ∈ R

≥0 which form the components
of a feature signature S as follows:

S = {〈ri, wi〉|ri ∈ F ∧ wi ∈ R
≥0}ki=1.

Frequently, the partitioning P is obtained by the k-means clustering algorithm:
the representatives ri are the centroids of each cluster Pi with weights wi denot-
ing the relative frequencies, i.e. ri =

∑
f∈Pi

f
|Pi| and wi = |Pi|∑

i |Pi| .
In Figure 1, we depict three example images and their feature signatures

which were generated by mapping randomly selected image pixels into a seven-
dimensional feature space (L, a, b, x, y, χ, η) ∈ F = R

7 comprising color (L, a, b),
position (x, y), contrast χ, and coarseness η information. The extracted seven-
dimensional features are clustered by an adaptive variant of the k-means clus-
tering algorithm [12] in order to obtain the feature signatures. Thus, the number
of centroids is determined dynamically and controlled by the number of selected
image pixels. As can be seen in the figure, the higher the number of centroids,
which are depicted as circles in the corresponding color, the better the visual
content approximation, and vice versa. While a small number of centroids only
provides a coarse approximation of the original image, a large number of cen-
troids may help to assign individual centroids to the corresponding parts in the
images. Given these examples, the question arises; which image model, i.e. fea-
ture signature, provides the highest retrieval performance? Furthermore, as the
quality of a feature signature on the query side is frequently unpredictable, an-
other question arises; which adaptive similarity measure is the most robust one?
In particular the evaluation of the latter, the robustness or stability, is the focus
of this paper. Therefore, we introduce the general concept of a similarity mea-
sure’s stability with respect to query modifying transformations in Section 4, after
describing existing evaluation measures, which can be used within our proposed
stability measure, in the next section.

3 Evaluation Measures

In general, evaluating a similarity measure is done by querying an image col-
lection and analyzing the results. For this purpose, the images are sorted in
descending order according to their similarity regarding the query image, i.e.
the retrieval system computes a ranking of the database, and each image is
assigned a class label. The class labels are provided by the ground truth of the
image collection and define the relevancy of each image with respect to the query
image. A good overview of measuring the retrieval systems’ effectiveness and a
broad introduction to several evaluation measures can be found, for instance, in
the book of Manning et al. [15].

In fact, many evaluation measures are based on precision and recall values –
first used by Kent et al. [11] – which reflect the fraction of retrieved images that
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are relevant and the fraction of relevant images that are retrieved [15], respec-
tively. Thus, a high precision value indicates that many relevant images have
been retrieved while a high recall value indicates that the complete amount of
relevant images is reached by the retrieved images. These values can be com-
puted for each retrieved image within the ranking and can then be visualized by
the so-called precision and recall curve. A frequently encountered aggregation of
multiple precision and recall curves is the Mean Average Precision value, which
approximates the average area under the curves [15]. Other evaluation measures
are the F-Measure [25], which is the weighted harmonic mean of precision and
recall [15], or the Normalized Discounted Cumulative Gain [10], which measures
the usefulness of multiple rankings.

To sum up, the aforementioned evaluation measures judge the retrieval per-
formance according to a single ranking or multiple rankings. Although they are
frequently used throughout the research area of content-based retrieval, see for
instance the performance evaluations for content-based image retrieval [2,7,19],
they miss the ability to express the variance of a measured value. For example,
measuring the same Mean Average Precision values twice for two different sim-
ilarity measures does not necessarily mean that both similarity measures show
the same retrieval performance. One similarity measure can show a higher vari-
ance than the other one, which is, in this example, not reflected within the Mean
Average Precision values.

In order to counteract this issue, we propose to include the stability into
the evaluation of the retrieval performance. As we are focusing on the retrieval
performance of adaptive similarity measures for content-based image retrieval,
we show how to evaluate the stability of a similarity measure by making use of
conventional Mean Average Precision values in the next section.

4 Stability of a Similarity Measure

As mentioned above, we are interested in evaluating the stability of adaptive
similarity measures in the context of content-based image retrieval with respect
to query modifying transformations, which has not been investigated in previous
studies [2,7,19] so far. This will provide further insight into the behavior of
adaptive similarity measures and will thus help to guide further research and
developments.

In order to generally define the stability of a similarity measure, we combine
existing evaluation measures, as described in the previous section, with query
modifying transformations. These transformations reflect the general discrep-
ancy between the image models generated on the query side and those stored
in the image database. Without loss of generality, we assume that the modifica-
tions of the image models are only done on the query side. Further, we make use
of Mean Average Precision as evaluation measure in the remainder of this pa-
per. This evaluation measure can be replaced with any other evaluation measure
where appropriate. However, by using Mean Average Precision (MAP) as eval-
uation measure, we denote our resulting stability measure as Average Precision
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Stability (APS). It is defined for a similarity measure δ over a database DB stor-
ing the images, a set of queries Q, and a set of query modifying transformations
Φ as follows.

Definition 1. Average Precision Stability (APS)
Given a similarity measure δ, a database DB, a set of queries Q = {q1, . . . , ql},
and a set of query modifying transformations Φ = {φ1, . . . , φm}, the Average
Precision Stability (APS) is then defined as:

APSΦ(Q, δ,DB) =
E[M]

1 + σM

,

where M denotes the distribution of Mean Average Precision values with respect to
the query modifying transformations Φ = {φ1, . . . , φm} applied to each query con-
tained in the set of queries Q, i.e. M =

⋃m
i=1{MAP({φi(q1), . . . , φi(ql)}, δ,DB)}.

E[M] and σM denote the expected value and standard deviation.

According to Definition 1, the Average Precision Stability is defined as the ex-
pected Mean Average Precision value divided by the standard deviation of those
Mean Average Precision values with respect to a set of query modifying trans-
formations. In this way, it reflects the similarity measure’s stability as follows:
in case the similarity measure is invariant against the query modifying transfor-
mations, the Average Precision Stability becomes the expected Mean Average
Precision value, otherwise the Average Precision Stability decreases with varying
Mean Average Precision values. As can be seen in the definition, the proposed
Average Precision Stability generalized the Mean Average Precision measure by
including the variance of the Mean Average Precision values. Consequently, it is
also bounded between 0 and 1.

In general, this concept of the stability of a similarity measure can be extended
to any other evaluation measure, for instance the F-Measure or the Normalized
Discounted Cumulative Gain, by replacing the evaluation measure appropriately.
It is thus flexible to fit individual user and system requirements when evaluating
the retrieval performance of content-based multimedia retrieval systems. How-
ever, as Mean Average Precision is a frequently encountered evaluation measure
in the area of content-based multimedia retrieval, we provide an Average Preci-
sion Stability evaluation study of adaptive similarity measures for the purpose
of content-based image retrieval in the following section.

5 Experimental Evaluation

We evaluated the similarity measures’ stability on the following benchmark im-
age databases: the Corel Wang database [26] comprises 1,000 images which
are classified into ten themes. The themes cover a multitude of topics, such as
beaches, flowers, buses, food, etc. The Coil 100 database [17] consists of 7,200
images classified into 100 different classes. Each class depicts one object pho-
tographed from 72 different directions. The MIR Flickr database [8] contains
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Fig. 2. Mean Average Precision values for the Corel Wang database based on different
features: (a) color, (b) color & position, (c) color & texture, and (d) color & position
& texture. The number of image pixels is varied between 2,000 and 40,000 pixels.

25,000 images downloaded from http://flickr.com/ including textual anno-
tations. The 101 objects database [5] contains 9,196 images which are classified
into 101 categories. Finally, we include the ALOI database [6] which is similar
to the Coil 100 database but comprises 72,000 images. The themes, classes, tex-
tual annotations, and categories are used as ground truth to measure precision
and recall values [15] after each retrieved image. For the MIR Flickr database,
we define virtual classes which contain all images sharing at least two common
textual annotations and are used as ground truth.

The resulting Mean Average Precision values, which are aggregated over 100
randomly selected queries for each combination of image database and similarity
measure, are shown in Figures 2 to 6 where the number of image pixels consid-
ered for the extraction of color, position, and texture features is varied between
2,000 and 40,000. Thus the resulting query feature signatures generated by the
adaptive k-means clustering algorithm vary in size between 1 and 115 centroids.
The image databases always contain the feature signatures based on the cluster-
ing of 20,000 image pixels. In this way, the query modifying transformations are
given by the change in cardinality of the query feature signatures, which is the
most natural modification regardless of any specific local features. It can be seen
in the figures, that the depicted mean average precision values depend on the
applied feature spaces of the corresponding image database. In general, it turns
out that the Hausdorff Distance (HD) and the Perceptually Modified Hausdorff
Distance (PMHD) are very sensitive to change in feature signature quality on
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Fig. 3. Mean Average Precision values for the Coil 100 database based on different
features: (a) color, (b) color & position, (c) color & texture, and (d) color & position
& texture. The number of image pixels is varied between 2,000 and 40,000 pixels.
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Fig. 4. Mean Average Precision values for the 101objects database based on different
features: (a) color, (b) color & position, (c) color & texture, and (d) color & position
& texture. The number of image pixels is varied between 2,000 and 40,000 pixels.
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Fig. 5. Mean Average Precision values for the MIR Flickr database based on different
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& texture. The number of image pixels is varied between 2,000 and 40,000 pixels.
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Fig. 6. Mean Average Precision values for the ALOI database based on different fea-
tures: (a) color, (b) color & position, (c) color & texture, and (d) color & position &
texture. The number of image pixels is varied between 2,000 and 40,000 pixels.
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Table 1. Average Precision Stability (APS) regarding different features and sizes of
the query feature signatures

database F HD PMHD WCD EMD SQFD

Corel
Wang

c 0.322 0.450 0.566 0.580 0.585
c,p 0.392 0.488 0.530 0.563 0.567
c,t 0.354 0.494 0.599 0.601 0.616

c,p,t 0.310 0.493 0.584 0.594 0.607

Coil
100

c 0.712 0.802 0.765 0.805 0.763
c,p 0.501 0.662 0.744 0.706 0.784
c,t 0.481 0.678 0.730 0.746 0.743

c,p,t 0.515 0.721 0.759 0.751 0.769

101
objects

c 0.065 0.086 0.097 0.111 0.100
c,p 0.080 0.118 0.097 0.130 0.112
c,t 0.063 0.107 0.110 0.119 0.113

c,p,t 0.076 0.128 0.120 0.147 0.141

MIR
Flickr

c 0.319 0.323 0.321 0.322 0.322
c,p 0.317 0.321 0.317 0.314 0.321
c,t 0.321 0.335 0.339 0.338 0.344

c,p,t 0.311 0.327 0.336 0.334 0.343

ALOI

c 0.393 0.591 0.747 0.736 0.738
c,p 0.411 0.546 0.658 0.698 0.753
c,t 0.247 0.547 0.691 0.693 0.761

c,p,t 0.269 0.517 0.645 0.686 0.750

average APS 0.323 0.437 0.488 0.499 0.512

the query side, while the Weighted Correlation Distance (WCD), Earth Mover’s
Distance (EMD), and Signature Quadratic Form Distance (SQFD) show more
stable Mean Average Precision values. (A definition of these distance-based sim-
ilarity measures can be found, for instance, in the work of Beecks et al. [2].)

In order to verify the observations mentioned above, we measured the Average
Precision Stability: the results are reported in Table 1 where we highlighted
the highest Average Precision Stability values of each row. On average, the
Signature Quadratic Form Distance (SQFD) shows the highest Average Precision
Stability values followed by the Earth Mover’s Distance (EMD) and the Weighted
Correlation Distance (WCD). In accordance with Figures 2 to 6, the Hausdorff
Distance (HD) and the Perceptually Modified Hausdorff Distance (PMHD) show
the lowest Average Precision Stability values, as they are more sensitive to query
modifying transformations changing the query feature signatures’ cardinalities.

To sum up, the experimental evaluation shows that the stability of the afore-
mentioned similarity measures depends on the quality of the feature signatures
appearing on the query side. While complex similarity models, such as the Earth
Mover’s Distance, Weighted Correlation Distance, and Signature Quadratic Form
Distance, which take into account the complete structure of the feature signatures
for the similarity value computation, are more robust against varying query signa-
tures, the matching-based Hausdorff Distances suffer from query signatures devi-
ating from the database signatures with respect to the cardinality. Thus the latter
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are not feasible when the image models appearing on the query side significantly
differ in size compared to those stored in the image database. In this case, the
Earth Mover’s Distance, the Weighted Correlation Distance, and particularly the
Signature Quadratic Form Distance should be favored in order to obtain the high-
est stability.

6 Conclusions

We investigated the stability of the major adaptive similarity measures with
respect to query modifying transformations. For this purpose, we defined the
Average Precision Stability and evaluated the similarity measures’ stability re-
garding the fundamental modification of size of the query feature signatures. As
a result, the Signature Quadratic Form Distance shows the highest stability.

As future work, we plan to examine the Average Precision Stability of the
similarity measures with respect to the qualities of photometric and geometric
transformations.
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7. Hu, R., Rüger, S., Song, D., Liu, H., Huang, Z.: Dissimilarity measures for content-
based image retrieval. In: Proc. IEEE International Conference on Multimedia &
Expo, pp. 1365–1368 (2008)

8. Huiskes, M.J., Lew, M.S.: The mir flickr retrieval evaluation. In: Proc. of the 1st
ACM International Conference on Multimedia Information Retrieval, pp. 39–43
(2008)

9. Huttenlocher, D.P., Klanderman, G.A., Rucklidge, W.A.: Comparing Images Us-
ing the Hausdorff Distance. IEEE Transactions on Pattern Analysis and Machine
Intelligence 15(9), 850–863 (1993)
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Abstract. This paper tackles the issue of retrieving different instances of an 
object of interest within a given video document or in a video database. The 
principle consists in considering a semi-global image representation based on 
an over-segmentation of image frames. An aggregation mechanism is then 
applied in order to group a set of sub-regions into an object similar to the query, 
under a global similarity criterion. Two different strategies are proposed. The 
first one involves a greedy, dynamic region construction method. The second is 
based on simulated annealing, and aims at determining a global optimum. 
Experimental results show promising performances, with object detection rates 
of up to 79%. 

Keywords: object-based indexing and retrieval, multiple instance detection, 
partial matching, MPEG-7 visual descriptors, video indexing. 

1 Introduction 

While an increasing number of solutions have provided a variety of satisfying results 
for concept detection in videos [1], retrieving different instances of the same object in 
video sequences still remains a challenge. The main difficulty is related to the 
specification of semi-global image representations that need to be considered, 
together with the elaboration of efficient partial matching strategies. In addition, 
variations in visual appearance and object’s pose have to be taken into account 
appropriately. This relatively recent topic of research has been considered in the 
TRECVID [2] 2010 evaluation campaign, under the so-called instance search task, 
and TRECVID work is currently ongoing for the 2011 edition.   

Related work includes two types of approaches, including (possibly dense) interest 
points as well as local regions.  

Currently, interest points are among the most popular tools for object recognition 
and classification for both images and videos. 

Early approaches for object retrieval, using interest points, have been developed by 
Sivic and Zisserman in their Video Google system [3]. In this case, SIFT 
descriptors [4] are extracted from video keyframes with the help of two types of 
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overlapping image patches: Harris-Affine [5] regions, based on interest point 
neighborhoods, and so-called Maximally Stable Extreme Regions (MSER) [6]. The 
bag-of-words technique is used for achieving fast and efficient retrieval of objects 
interactively selected by the user with the help of a bounding box. Other applications 
involving interest points include scene classification and image understanding 
(e.g.[7], [8]). Interest points yield a high repeatability, i.e. they can be extracted 
reliably and are often identified in other images where the same object/scene appears. 

However, the number of interest points extracted from an image varies a lot with 
the image content (from a few hundred to several thousands).  

Starting from the method proposed in [9], Li et al. [10] group points of interest in 
graphs by using Delaunay triangulations. They take in consideration different 
geometric constraints with the goal of characterizing the geometric properties of the 
neighborhood of each node. Moreover each node has to be represented as an “affine” 
combination of its neighboring nodes. The obtained model is then matched to 
different scenes in order to determine the object of interest.  

Aiming to improve the accuracy of the process by injecting more spatial 
localization information in the visual representation, a different scheme, based on a 
dense sampling of the image with a regular grid (possibly defined over a range of 
scales) is proposed in [11], [12], [13]. Such approaches prove to be particularly useful 
for stereo matching [12]. On the downside, dense sampling cannot reach the same 
level of repeatability as obtained with interest points, unless sampling is performed 
extremely densely, in which case the number of features becomes unacceptably large.  

In order to combine the advantages of both schemes, Tuytelaars [14] has recently 
introduced the dense interest points, starting from densely sampled image patches and 
then applying for each feature a local optimization of the position and scale within a 
bounded search area. The outcome of this process is a set of interest points on a semi-
regular grid, densely covering the entire image as is the case with dense sampling, but 
with repeatability properties closer to those of standard interest points. 

Browne and Smeaton [15] propose a different approach. In order to perform 
character retrieval in animated videos, they use a number of templates of each object 
to be detected and a matching procedure to compare each image against the available 
templates. In this case, templates are represented by all the yellow parts of the faces of 
the cartoon characters from “The Simpsons” series. 

In [16], authors generate for each keyframe a hierarchy of regions represented by a 
Binary Partition Tree. Various visual descriptors are extracted from each region and 
used to create visual codebooks. Another region-based approach is proposed in [17], 
where frames are divided in rectangular cells forming a grid and the descriptors of 
each cell are used. Histogram-based descriptors (e.g. HSV histogram, MPEG-7 Edge 
Histogram, Wavelet histogram) are here used in order to cluster the cells into a Bag of 
Features to be compared with a dictionary.  

Gould et al. [19] propose to combine appearance-based features computed on 
superpixels [18] patches with relative location priors in a two stage classification 
process. Malisiewicz et al. [20] have shown that using image segmentation is efficient 
to improve the spatial support for object detection and recognition. 
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In [21], the authors construct “region adjacency graphs” of pre-segmented objects 
and retrieve similar objects with the help of a new graph matching method based on 
an improvement of relaxation labeling techniques. In [22] image segments resulted 
from different segmentation algorithms are used as primitives to extract other features 
(e.g. color, texture and interest points) and for training detection models for a 
predefined set of categories.  

Finally, let us mention the approach introduced in [23]. Here, a different, region-
based representation is proposed. The idea is to represent the image as a dense map of 
(overlapping) regions.  

The advantage of region-based approaches comes from the possibility of directly 
exploiting the connectivity information (i.e. adjacency between regions), which can 
be highly useful in the matching stage.  

The approach proposed in this paper adopts a region-based representation strategy, 
which involves an over-segmentation of the image. Let us underline that arbitrary 
segmentation methods can be considered, since our goal is achieve independency to 
the adopted segmentation procedure. The obtained representation is described with 
the help of an extended version of the MPEG-7 dominant color descriptor 
(DCD) [24]. Finally, two matching strategies are proposed in order to retrieve similar 
objects of interest.  

The rest of the paper is structured as follows. Section 2 recalls the MPEG-7 DCD 
representation, together with the associated similarity measures. Section 3 introduces 
the two algorithms proposed for performing partial image matching. Experimental 
results are presented and discussed in Section 4. Finally, Section 5 concludes the 
paper and opens perspectives of future work.  

2 DCD Representation 

The video document is first segmented in shots and for each shot, a set of 
representative key-frames is determined, using the approach recently proposed 
in [27]. The object search process is further performed uniquely upon the obtained 
key-frames. This makes it possible to significantly reduce the computational 
complexity.  

Each key-frame is then segmented by applying standard algorithms. In our case, 
we have used the Mean Shift technique proposed in [28], but other segmentation 
methods can be used as well. Each region (or segment) determined is described by a 
unique, homogeneous color, defined as the mean value of the pixels of the given 
region. The set of colors, together with their percentage of occupation in the image 
(i.e., the associated color histogram) are regrouped into a visual representation, which 
is similar to the MPEG-7 DCD. More precisely, let = ,  ,  …   be the set of 

NI colors obtained for image I, and = ( ,  ,  …  ) the associated color 
histogram vector. The visual image representation is defined as the couple (CI, HI). 
The difference here is that an arbitrary number of dominant colors is supported, in 
contrast with the MPEG-7 DCD, where the maximal number of colors is limited to 
eight. More sophisticated DCD-based approaches [25], [26], can also be considered. 
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The query is by definition an object of arbitrary shape and is processed in the same 
manner in order to derive its visual representation.  

The advantage of the DCD representation comes from the fact that objects with 
arbitrary numbers of colors can be efficiently compared by using, for example, the 
Quadratic Form Distance Measure introduced in [29], which can be re-written for 
arbitrary length representations as described by the following equation: , =  ∑ ∑ ,      ∑ ∑ ,                              ∑ ∑ ,                               ,                             (1) 

where = ( ,  ,  …  ) and = ( ,  ,  …  ) respectively denote the 

DCD histogram vectors of length , and  respectively associated to the query (Q) 
and candidate (I) images. The function a, describe the similarity between two colors ci 
and cj and is defined as: ,  = 1 ( , )

                                            (2) 

where d is the Euclidean distance between colors ci and cj and  is the maximum 
Euclidean distance between any 2 colors in the considered color space (e.g., for the 
RGB color space 442).  

Let us note that each color region in a candidate image has a specific contribution 
to the global distance. Thus, the contribution of color  in an image I to the global 
distance between image I and query Q is defined as:  

                  , =    ∑ ,    ∑ ,                          (3) 

The above-defined distance is used as a global criterion in the matching stage. Here, 
the objective is to determine, in each key-frame of the considered video sequence, 
candidate regions visually similar with the query. 

3 Dynamic Region Construction 

First, we eliminate the far-off colors, based on a color similarity criterion. A 
permissive threshold is here used, the goal being to reject highly improbable colors 
but in the same time to keep a sufficiently large variety of candidate regions. We then 
label the rest of the regions in connected components and consider each of them as a 
candidate for our query.  

Next, the objective is to develop a dynamic region construction algorithm. This 
represents the core of the proposed methodology. In this stage, the candidate object is 
iteratively refined by removing and adding individual segments until the global 
matching distance is minimized. To achieve this goal, we have tested a recursive, 
greedy optimization method as well as the simulated annealing algorithm [30]. An 
overview of the proposed approach is illustrated in Fig.1.  



362 A. Bursuc, T. Zahari

In order to quickly retrie
current video or from ot
construction algorithm.  

Fig. 1. Overview of the algo
segmented region is extracted
filtered out; (3): Different conf
color segments; (4): The objec
box. 

3.1 Greedy Region Con

The algorithm starts from 
described in the previous s
object in image I and atte
query and candidate objec
segment which provides th
We then check if the glob
corresponding region, upd
algorithm on the new cand
the algorithm successively
decreasing order of their co

Let us note that each time
connectivity needs to be r
created connected compone

The algorithm stops w
obtained, whatever the reg
obtained best score configu

The strategy of recursiv
increases the speed of the a
to remain blocked in a loca
the algorithm stops.  

For this reason we inves
global optimization, describ

ia, and F. Prêteux 

eve the different instances of the selected video inside 
ther videos we have first developed a greedy reg

orithm: (1): The user selects an object and the correspond
d; (2): Regions with colors highly different from the query 
figurations of candidate objects are generated by adding/remov
ct with the minimal score is selected and displayed in its bound

nstruction 

the initial set of regions obtained after the filtering st
section. At each stage, we consider the current candid
empt to improve the current similarity measure betw
cts. More precisely, we recursively eliminate the co

he highest contribution to the global distance (equation
bal distance is decreasing or not. If yes, we eliminate 
date the color frequency vector HI, and re-iterate 

didate object obtained. If not, the region is maintained 
y tries to eliminate the following regions (sorted 

ontribution to the global distance). 
e an attempt to eliminate a segment is performed, the reg
re-calculated in order to determine the eventually ne
ents. Each connected component is then treated separately
when no improvement to the current global distance

ion under investigation. We then return to the previou
uration and stop the algorithm. 
ely eliminating the highest contributor to the global sc
lgorithm, by pruning the search space. However, the ris
al minimum, because whenever the distance is increasi

stigated a second approach, based on simulated anneal
bed in the next section.   

the 
gion 

 

ding 
are 

ving 
ding 

tage 
date 

ween 
olor 

n 3). 
the 
the 
and 
by 

gion 
wly 
y.  
e is 
usly 

core 
k is 
ing, 

ling 



 Retrieval of Multiple Instances of Objects in Videos 363 

3.2 Simulated Annealing Optimization 

The Simulated Annealing (SA) algorithm is a well-known stochastic optimization 
technique inspired from the behavior of condensed matter at low temperatures. The 
procedure employs methods that originated from statistical mechanics to find global 
minima of systems with large numbers degrees of freedom. The correspondence 
between combinatorial optimization problems and the way natural systems search for 
the ground state (lowest energy state) was first realized by Kirkpatrick et al. [30] who 
applied Monte Carlo methods to the solution of global optimization problems. 
Furthermore, authors generalized the Metropolis algorithm [31] by using an approach 
with successively decreasing temperatures. At each stage, the system is simulated by 
the Metropolis procedure until the system reaches equilibrium. 

At the beginning of the procedure, the system starts with a high temperature T. 
Then, a cooling (or annealing) scheme is applied by slowly decreasing T according to 
some given procedure. At each T a series of random new states are generated and the 
states that improve the cost function are accepted. Instead of always rejecting states 
that do not improve the cost function, such states can be accepted with some 
probability depending both on the amount of energy increase and of the current 
temperature T. This process randomizes the iterative improvement phase and also 
allows occasional uphill moves (i.e., moves that do not improve the solution) in an 
attempt to reduce the probability of blocking the algorithm into a local minimum. 

As temperature T decreases, configurations that increase the cost function are more 
likely to be rejected. It has been demonstrated that the SA procedure is asymptotically 
optimal, i.e. leads to a solution that is arbitrary close to the global minimum [32]. 

We employ the SA algorithm in order to take advantage of the higher number of 
possible region configurations and, thus, find the global optimum score for all 
candidate regions.  

The energy E considered here is defined as the global matching score between 
query and candidate objects (equation 1). To each color segment c, a binary state 
S = S(c) is associated with. If the color state S is equal to 0 than color segment c is 
considered as not belonging to the current candidate object. On the contrary, if the 
state S has a value 1, then c is considered as part of the current object.  

At each step, the algorithm attempts to change the stage of the current color 
segment, by investigating the variation of the global energy ∆ = ( ) ( ) 
when the state S is set to its complementary value S’.  

If the variation ∆ 0, then the current state S is replaced by its complementary 
value .  

If the energy variation ∆  has a positive value, then a random variable α, 0 1 is generated. The current state S is replaced by  if the following 
condition is satisfied: ( ∆ / ) and ( ) ( ) ,                (4) 

where T denotes the value of the temperature at the current state.  
A multiple number of iterations, denote by nit is performed at a given temperature. 

Then, the temperature of the system is then iteratively lowered, according to a given 
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freezing scheme (or annealing schedule). In our work, we have adopted the following 
temperature variation:  =                                                         (5) 

where τ is the (constant) cooling rate with value between 0 and 1, and  is the 
temperature at the nth iteration. Let us note that as the temperature is decreased by 

, the probability of accepting a large decrease decays exponentially towards zero. 
The algorithm starts at an initial temperature  and stops when a freezing 

temperature Tf   is reached. 
Let us observe that, in contrast with the greedy-based approaches (where the only 

operation supported is the removal a given segment), here a color segment can be 
both removed and added to the current candidate object.  

A particular attention has to be paid to the parameters involved in the considered 
freezing scheme.  

Keeping the same temperature for a long period of time will guarantee finding the 
best solutions since the SA algorithm is asymptotically optimal. This means that the 
longer the algorithm runs the better is the quality of the solution obtained. However, 
from a practical point of view, this is not acceptable because of computational issues.  

In order to overcome such limitations, we introduce some additional conditions for 
stopping the algorithm earlier. Thus, if after a certain number of consecutive 
decreases of temperature and state perturbations, no new solution has been accepted, 
we stop the annealing process. In our experiments, we have considered the maximum 
number of rejected consecutive states as twice the number of color segments, 
corresponding to a test of the two states of each color segment. 

Concerning the other parameter values, we consider the initial temperature T0 

between 0.5 and 0.9 and the freezing temperature Tf in the range 10-2 – 10-4. Finally, 
the typical values of the cooling factor  are in the range from 0.9 to 0.99.  

Let us now describe the experimental results obtained. 

4 Experimental Results 

We have tested both two proposed method on the Raymond corpus1 consisting of 13 
cartoon videos, each with the duration of about 7 minutes. Such videos have of course 
the particularity of presenting relatively flat colors, which facilitates the segmentation 
task. However, they present an impressive number of characters displaying the same 
palette of colors. Moreover these characters are often located in crowded scenes (up 
to 20 characters in certain scenes), which is quite a challenge for object detection 
purposes.  

The videos have been first segmented in shots and for each shot, a representative 
key-frame has been determined with the help of the methods recently proposed 
in [27]. We thus constructed a database of about 1630 video shots with 1630 
corresponding key-frames with approximately 80-100 regions per frame. 
                                                           
1  Corpus established by the “2minutes” company (www.2minutes.fr) within the framework of 

HD3D2 French research project.  
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an object selected by the user. The first one is based on a greedy region construction, 
while the second involves a simulated annealing approach.  

Promising retrieval results are obtained on a database of cartoon characters 
involving various characters in visually different scenes. We have performed some 
preliminary experiments on a dataset of natural videos as well.  

The perspectives of future work concern the improvement of the algorithm with 
additional descriptors (from simple ones such as aspect ratio, physical distance and 
connectivity of segments to more complex ones embedding interest points 
descriptors) in order to adapt it on real-life videos. We are also planning to improve 
the speed and accuracy of our SA algorithm by adding an adaptive neighborhood 
functionality. Finally, we intend to subscribe our solutions to the TRECVID 2011 
Instance Search Task. 
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Abstract. Among the techniques of video processing, video summarization is a 
promising approach to process the multimedia content. In this paper we present 
a novel summarization algorithm, Balanced Audio Video Maximal Marginal 
Relevance (Balanced AV-MMR or BAV-MMR), for multi-video 
summarization based on both audio and visual information. Balanced AV-
MMR exploits the balance between audio information and visual information, 
and the balance of temporal information in different videos. Furthermore, audio 
genres and human face of each frame are analyzed in order to be exploited in 
Balanced AV-MMR. Compared with its predecessors, Video Maximal 
Marginal Relevance (Video-MMR) and Audio Video Maximal Marginal 
Relevance (AV-MMR), we design a novel mechanism to combine these 
indispensible features from video track and audio track and achieve better 
summaries. 

Keywords: Multi-video summarization, MMR, Video-MMR, AV-MMR, 
Balanced AV-MMR. 

1   Introduction 

Nowadays video is ubiquitous in mobile phone, TV, Internet and so on. The amount 
of available videos is much more than the needs of a person, not mentioning that 
many videos are duplicates. Therefore the research on automatic video processing and 
retrieval has become a focused topic. Among the techniques for video processing, 
video summarization has been recognized as an important measure. For example, 
TRECVID [14] for rushes summarization has been an event in multimedia domain. 
Video summarization produces the summaries by analyzing the content of a source 
video stream, and condenses this content into an abbreviated descriptive form.  

Currently many approaches of video summarization are proposed to process a 
single video [1] [2] [13], while there are many instances where multi-video data 
appears. For example, the YouTube website presents multiple related videos on the 
same webpage. Consequently, it is useful to discover the underlying relations inside a 
set of video. This need has been focused by some researchers and several successful 
algorithms [3] [4] have been developed. Many existing algorithms only consider the 
features from the video track, and neglect the audio track because of the difficulty of 
combining the information of audio and video. Several existing algorithms [5] [6] 
consider both the audio and visual information in the summarization, but they are 
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domain-specific. In [5] the authors consider that the video segments with silent audio 
are useless, but it is not always like that in the real videos. In [6], an algorithm has 
been proposed to summarize music videos: the chorus in audio track and the repeated 
shots in video track are detected. But the algorithms like [5] [6] only focus on a small 
domain, because in a domain-specific algorithm it is easier to utilize some special 
features or characteristics. For example, in sports video a loud ambient noise is a 
strong indication that the current visual information is likely to be important. 
However, in a generic algorithm we cannot rely on these specific characteristics. So 
there are not many generic algorithms exploiting both audio and visual information 
until now. 

In this paper we propose a generic summarization algorithm by using both audio 
and visual information. Our algorithm is inspired by the previous algorithms, Video-
MMR [4] by only using visual information, and AV-MMR in [12] by exploiting both 
audio and visual information. However, AV-MMR is a simple extension of Video-
MMR, and does not consider the characteristics of audio and video track. Therefore, 
in this paper we propose a novel algorithm, Balanced AV-MMR, to improve AV-
MMR by: 

• Considering the balance between audio information and visual information  
in a short time 

• Analyzing and using the influence of audio genres  
• Exploiting audio changes from one genre to another 
• Analyzing and utilizing the information brought by the face  
• Using the temporal distance of video frames in a set 
• Finally designing a novel mechanism to combine these features 

The rest of the paper is organized as follows: Section 2 reviews the principles of 
Video-MMR and AV-MMR. Section 3 and Section 4 discuss the property of audio 
track and the importance of human face. And then the theory of Balanced AV-MMR 
is proposed to use the features in Section 5. After that in Section 6 we present the 
experimental results of Balanced AV-MMR. Our conclusion is in Section 7. 

2   Review of Basic Systems 

The series of Maximal Marginal Relevance (MMR) algorithms in video 
summarization originate from MMR algorithm in text summarization [11]. The first 
version is Video-MMR [4] based on pure visual information, which is extended to 
AV-MMR [12] by simply adding the audio part into the formula of Video-MMR. 
Before explaining our proposed algorithm, we need to first review these two MMR 
algorithms in video summarization. 

2.1   Video-MMR 

The goal of video summarization is to select the most important instants in a video or 
a set of videos. Because of the similarity between text summarization and video 
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summarization, MMR [11] is easily extended to the video domain as Video-MMR in 
[4]. When iteratively selecting keyframes to construct a summary, Video-MMR 
selects a keyframe whose visual content is similar to the content of the videos, but at 
the same time different from the frames already selected in the summary. Video 
Marginal Relevance (Video-MR) is defined as: 

Video-MR( ) = ( , \ ) (1 ) ( , )            (1) 

where ( , \ ) = | \( )| ∑ ,\( ) ,  is the set of all frames in 

all videos,  is the current set of selected frames,  is a frame in  and  is a 
candidate frame for selection. Based on this measure, a summary  can be 
constructed by iteratively selecting the keyframe with Video-MMR: = \  ( , \ ) (1 ) ( , )      (2) 

2.2   AV-MMR 

In [12] the authors have proposed AV-MMR, an algorithm that exploits the 
information from both audio and video. Eq. 2 of Video-MMR is extended into Eq. 3. = \  ( , \ ) (1 )  ( , )  

     ( , \ ) (1 )  ( , )                  (3)             

where  and  are the same measures as  and  in Eq. 2.  
and  play roles similar to  and .  and  are the collections of 
audio and video frames. Eq. 3 combines visual and audio similarities corresponding to 
the same frame, and it is called Synchronous AV-MMR. 

3   Analysis of Audio Genres 

Before exploiting audio information in Balanced AV-MMR it is necessary to analyze 
the characteristics of audio track. In this paper we analyze the audio through the 
genres. The audio can be classified into several genres: speech, music, speech&music, 
noise, silence and so on. The property of each genre is obviously different.  

We consider one second as an atom, which we call “audio frame”. Besides audio 
frame, contiguous audio frames with the same genre (silence, music or speech) are 
considered as an “audio segment”. In the community of audio processing and speech 
recognition, Hidden Markov Model (HMM) is agreed to be a promising method. We 
use a successful toolkit, The Hidden Markov Model Toolkit (HTK) [9], to construct a 
recognition system of audio genres for audio frames. In this paper we restrict audio 
genres to silence, music and speech because of the limitation of training data that we 
could annotate. Speech&music including singing is regarded as speech here. The test 
data is the audio tracks of 549 videos in 89 sets from 7 categories: Document, News, 
Music, Advertisement, Cartoon, Movie, and Sports. With these various audio files, we 
can guarantee the diversity of our audio files. 
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To analyze the audio frames and segments of each video category, we compute the 
percentages of silence, music and speech frames or segments in all the frames or 
segments of each video category. The percentages of audio frames of three genres are 
shown in Table 1, and Table 2 represents the percentages of audio segments. Since each 
category of video is analyzed separately, the sum of each row in Table 1 and Table 2 is 1. 

Table 1. The percentages of audio frames of each audio genre  

Percentages of audio frames Silence Music Speech 
Document 0.0294 0.2732 0.6974 

News 0.0298 0.2821 0.6881 
Music 0.0259 0.2150 0.7591 

Advertisement 0.0356 0.5726 0.3918 
Cartoon 0.0205 0.4300 0.5495 
Movie 0.0153 0.3933 0.5915 
Sports 0.0508 0.4492 0.5000 

Table 2. The percentages of audio segments of each audio genre 

Percentages of audio segments Silence Music Speech 
Document 0.0554 0.4905 0.4541 

News 0.0317 0.4869 0.4814 
Music 0.0557 0.4629 0.4814 

Advertisement 0.0979 0.4756 0.4265 
Cartoon 0.0561 0.4619 0.4819 
Movie 0.0530 0.4899 0.4571 
Sports 0.1074 0.4862 0.4065 

In Table 1 and Table 2:  

• Sports category obviously has the largest percentages of silence frames and 
segments compared with the other video categories. And the ratio of music 
segments to speech segments in Sports is high compared with the other 
categories.  

• Compared with Sports, Advertisement category has a high percentage of 
silence segments but low percentage of silence frames, which means that 
silence segments are usually very short segments in Advertisement. And 
Advertisement contains short music segments and long speech segments.  

• Advertisement is definitely different from Sports according to above analysis.  
• Refer to Music and News, they have similar percentages of three kinds of 

segments, but the percentages of the frames are different. The ratio of speech 
to music in Music category is larger compared to this ratio in News, which is 
caused by the singing, even with music, being regarded as speech. Except 
above reason, another minor reason is that a few frames of speech are 
recognized as music because of our limited training data. 

Limited to the space of paper, it is impossible to provide a complete description of the 
characteristics of every video category. Nevertheless, through the above analysis we can 
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see that different categories of videos own obvious and different audio characteristics. 
The genres of audio frame and segments are indispensible features of the video.  

Audio frames with the same genres seem to be more similar at the semantic level 
because of their same genre. Furthermore, the boundaries between audio segments, 
defined as “audio transition” in this paper, are important because of the possible 
significant changes of visual information and audio information. For example in News 
the transition from music to speech genre is probably the beginning of the speech of 
an anchorman or journalist. Consequently, we will exploit audio genres and audio 
transitions in Balanced AV-MMR to improve the existing AV-MMR. 

4   Analysis of Human Face 

Human face is particularly important in video track, because most of current videos 
are human oriented. Moreover, the video track is relevant to the audio track and the 
appearance of the face in the video cannot be isolated with the audio track, so we 
carry out the analysis of the face in different audio genres.  

We exploit the toolkit provided by Mikael Nilsson in [10] to detect the face in 89 
video sets mentioned in Section 3. The percentage of frames with faces of each audio 
genre in all the frames is shown in Table 3 for each video category. Because there are 
possibly several faces in a frame, we also present the percentages of the number of 
faces of each audio genre in the total amount of faces in Table 4 for each video 
category. The sum of each row is equal to 1. As well, we make the analysis of large 
faces. The large face here is defined as the face with both the width and height larger 
than 90 pixels (video size is 320 by 240 pixels). The percentages of large faces in 
faces of each audio genre are shown in Table 5.  

Table 3. The percentage of frames with faces in the frames of each audio genre 

Number of frames Silence Music Speech 
Document 0.0090 0.2003 0.7907 

News 0.0027 0.2333 0.7640 
Music 0.0039 0.1141 0.8820 

Advertisement 0.0220 0.5291 0.4489 
Cartoon 0.0053 0.3686 0.6262 
Movie 0.0119 0.4685 0.5196 
Sports 0.0313 0.3697 0.5990 

Table 4. The percentages of faces of each audio genre in all the face 

Number of faces Silence Music Speech 
Document 0.0094 0.2078 0.7828 

News 0.0028 0.2330 0.7642 
Music 0.0038 0.1104 0.8858 

Advertisement 0.0240 0.5257 0.4502 
Cartoon 0.0051 0.3784 0.6165 
Movie 0.0090 0.3969 0.5941 
Sports 0.0298 0.3761 0.5940 
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Table 5. The percentages of large faces in faces of each audio genre 

Number of faces Silence Music Speech 
Document 0 0.2000 0.3151 

News 0 0.1711 0.2921 
Music 0.1000 0.0876 0.1874 

Advertisement 0.2491 0.2352 0.1960 
Cartoon 0.1667 0.1584 0.2269 
Movie 0 0.0701 0.1543 
Sports 0.2051 0.1362 0.1570 

Comparing Table 3 to Table 4, the difference is little so the influence of the frames 
comprising multiple faces is little. And  

• In video categories of Document, News and Music, most faces appear in 
speech audio frames. This is consistent with the characteristics of these videos, 
where the singer and reporter speak a lot.  

• In Advertisement, speech audio frames and music audio frames almost 
averagely share the number of faces because faces in Advertisement are 
uniformly distributed.  

• In Sports up to around 3% faces are in silence audio frames as there are many 
human actions in silence while the other videos do not have similar 
characteristic.  

In Table 5: 

• 68% faces in Advertisement are large faces, indicating the characteristic of 
extremely human orientation. It is the same for Cartoon and Sports because of 
the existence of a large number of large faces. So a big spatial part of video 
frames is the face in Cartoon, Sports and Advertisement.  

• In News, Document and Movie, there is not any large face in silence audio 
frames, caused by the silent prologue and epilogue containing few large faces. 

The viewers of video summary - human beings favor the summary covering the 
significant frames with the face in the video. Moreover, we have only analyzed 
several characteristics of the face in some categories of videos, but it is obvious that 
the appearance of the face in a video is consistent with the category and property of 
this video. So the face is important feature to improve our Balanced AV-MMR, and 
has strong relation with the audio track according to our analysis. Furthermore, a 
frame containing the face should be more similar to another frame with face than the 
frame without face in the semantic level.  

5   Balanced AV-MMR 

Assume that in a short time the audio attracted more attention from the user, the user 
would pay less attention to video content and vice versa, because the attention of a 
person in a short time is limited. In an audio segment, the duration is usually short. 
Therefore, there is a balance between audio information and visual information in an 
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audio segment. Consequently we give our novel algorithm the name “balance”. 
Balanced AV-MMR exploits the information from audio genre, the face and the time 
to improve the balance information and similarities of frames in semantic level. 

According to the analysis of Section 3 and 4, audio genre and the face are 
important features in the video, which can influence the balance between audio and 
video in an audio segment. When audio transition happens, there is a significant 
change in the audio. At that time the user would pay more attention to the audio and 
the audio becomes more important than usual in the balance. Similarly, when the face 
appears in the video track of an audio segment, the video content becomes more 
important in the balance.  

Moreover, the face and audio genre can influence the similarities between frames 
in the semantic level. For video track the similarity of two frames both containing the 
face is larger than the similarity between one frame with the face and another frame 
without the face. For audio track two frames from the same audio genre, for example 
the speech, are more similar. 

In a video two closer frames according to time seem to be redundant. Two frames 
in a video seem less different from two frames from two individual and non-
duplicated videos, even if they have the same similarities according to low-level 
features. Therefore it is necessary to consider the influence of temporal information 
on our summarization. 

In this section, we will introduce several factors of audio, face and time to AV-
MMR and propose the variants of Balanced AV-MMR. 

5.1   Fundamental Balanced AV-MMR 

From the formula of AV-MMR and the analysis of the balance between audio and 
video information in a segment, we introduce the balance factor between visual and 
audio information and generalize the fundamental formula of Balanced AV-MMR as: 
    =  \ ( )  ( , \ )   (1 )  ( , )  1 ( )  ( , \ ) (1 )  ( , )          (4) 

In [12], it indicates = 0.7 and = 0.5. Through bringing  into Eq. 4, Balanced 
AV-MMR considers the balance between audio and video. When  increases, the 
visual information takes a more important role in Balanced AV-MMR, and vice versa. 
Eq. 4 is our fundamental formula for the following variants. When  is equal to 0.5, 
Eq. 4 degenerates into AV-MMR. 

5.2   Balanced AV-MMR V1: Using Audio Genre 

Through the audio analysis in Section 3, we have known that audio genre is an 
important feature and can reflect the characteristics of the videos. It is obvious that the 
audio frames with the same genre are more similar than the audio frames with 
different genres, even if they own the same similarity according to the audio features 
like Mel-frequency cepstral coefficients (MFCC). MFCC is used to compute the 
similarity of the short-term power property of two audio frames, but their similarity of 
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semantic level cannot be reflected. Consequently, we can introduce an augment factor 
for audio genres to adjust the similarity of MFCC vectors. Here we use  to denote 
this factor. ( , \ ) and ( , ) in Eq. 4 become: ( , \ ) = | \( )| ∑ , ,\( )   ( , ) = ( , ) ( , )                                                                      (5) 

 

where ,  and ( , ) are original similarities by MFCC, same with the 
definitions in Eq. 3 and Eq. 4. And , = 1 · ( ( ) ( ) ).  is 
a weight to adjust the influence of the audio genre. = 0.2. ( ) and ( ) =0, 0.1, or 0.2 when the audio frame  is silence, music or speech genres. 

Audio transitions indicate significant audio changes. In Music category, the 
transition from silence or music audio to speech audio indicates the possible 
appearance of the singer, beginning singing at that time. In News category, the 
transition from silence audio to speech audio usually indicates the start of the news by 
a journalist or an anchorperson.  

Around audio transition the user would pay more attention to the audio and less 
attention to the video track, according to our balance principle. Consequently we 
modify the balance ratio  to ′ by considering the transition factor : 

′( ) = ( )( ) ( ) · ( ) = ( )( ) ( )· ( )               (6) 

Because of  and , , the fundamental formula of Balanced AV-MMR, Eq. 4, 
transforms into the following formula: 
 

   =  \ ( )  ( , \ )  (1 )  ( , ) 1 ( )  ( , \ ) (1 )  ( , )        (7) 

5.3   Balanced AV-MMR V2: Using Face Detection 

According to the analysis in Section 4, the face is extremely important in visual 
information, so the video frame becomes more important when the face appears in a 
video frame. Since our balance principle favors one hand and dislikes the other hand 
in audio and visual information, the balance factor ′ should increase in this case. 
After introducing the face factor  to ′( ) in Subsection 5.2, it becomes: 

′′( ) = ( )· ( )( )· ( ) ( ) · ( ) = ( )· ( )( ) ( )·( ( ) ( ))    (8) 

where ( ) = 1 ( ) .  is a weight for adjusting the 
influence of the face. 

Besides the balance factor ′′( ) , the appearance of face also influences the 
similarity of two video frames. In semantic level, a frame comprising faces are more 
similar to another frame with faces than the frame without face. Also, two frames 
with the face often reveal the relevant content of the video, such as the different or 
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same journalists in News and actors in Movie. Therefore the similarities  and 
 in Eq. 4 evolve into: ( , \ ) = | \( )| · ∑ , ,\( )   

′ ( , ) = ′ ( , ) · ( , )                                                          (9) 

where ′ , = 1 ( ( ) ( ))/2 . 
Based on above development, Eq. 7 of Balanced AV-MMR V1 can be 

reformulated as: 
 

  =  \ ( )  ( , \ ) (1 )  ( , )   1 ( )  ( , \ ) (1 )  ( , )       (10) 

5.4   Balanced AV-MMR V3: Adding Temporal Distance Factor 

At last, we prefer considering the influence of temporal distance of two frames  and 
, from the same video or not, on the visual and audio similarities: 

• Closer frames according to time in a video commonly represent more relevant 
content, so two closer frames in a video are regarded more similar than two 
further frames.  

• For multiple videos, a frame is more similar to another frame in the same 
video than a frame from another non-duplicated video.  

Then we can consider temporal information for selecting frames from multiple videos 
to the summary. This balance is called “temporal balance”. The temporal factor is 
named as  and , =                                                                                                     1                                                           ,        ;1 · 1 ( ) ,         . (11) 

where ( ) and  are the frame times of  and  in video .  is the total 
duration of video .  is a weight to adjust the influence of the temporal 
distance. Then the similarities of the frames in Balanced AV-MMR become: 
 ( , \ ) = | \( )| · ∑ , , ,\( )   ( , \ ) = | \( )| · ∑ , , ,\( )     (12) 

and  are similarly multiplied by  and become and . 
Consequently, the formula of Balanced AV-MMR V3 is similar to Eq. 10 of Balanced 
AV-MMR V2 and generalized as 

    =  \ ( )  ( , \ ) (1 )  ( , )                      
     1 ( )  ( , \ ) (1 )  ( , )             (13) 
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5.5   The Procedure of Balanced AV-MMR 

In above subsections, we have explained the formulas of fundamental BAV-MMR, 
BAV-MMR V1, BAV-MMR V2 and BAV-MMR V3. We need to generalize the 
procedure of Balanced AV-MMR: 

1) Detect the audio genres of the frames by HTK audio system described in 
Section 3, and the face by the toolkit in Section 4; 

2) Compute importance ratio , ′, or ′′ for each audio segment; 
3) The initial video summary  is initialized with one frame, defined as: = ,  ∏ , ∏ ,           (14) 

where  and  are frames in video set , and  is the total number of 
frames except .  computes similarity of visual information between  
and ; while  is the similarity of audio; 

4) Select the frame  by the formula of a variant of Balanced AV-MMR; 
5) Set = . 
6) Iterate to step 5) until  has reached the predefined size. 

6   Experimental Results 

Our experimental videos are 36 video sets from 7 categories mentioned in Section 3, 
comprising 194 videos. Each video set contains 3-15 videos, each of which has the 
duration of 10 seconds to more than 10 minutes. The diversity of our experimental 
videos ensures the generic property of the summary produced by BAV-MMR. 

The visual content of a keyframe is represented by the Bag-Of-Word (BOW) 
feature. BOW feature vector of a keyframe is the histogram of the number of visual 
words that appear in the keyframe. The similarity between two keyframes ,  

is computed as , = cos , = ·
, where  and  are the 

visual word histograms of keyframes  and . Audio feature uses MFCC obtained 
by SPro Toolkit [8]. The similarity of two averaged MFCC vectors is computed and 

normalized as , = 1 (| |),         , where , , and  are 

averaged MFCC vectors. 
To verify the effect of BAV-MMR, we use Audio Video Distance (AVD) and 

Video Distance (VD) of the summary with the original videos. AVD is defined as ( , ) = ∑ , 1 ( ( , ) ( , ))/2 , where  is the 

number of frames in .  and  are frames respectively from video summary  and 

. And similarly VD is defined as ( , ) = ∑ , (1 ( , )). 

In the fundamental formula of BAV-MMR, Eq. 4, we need to decide the value of 
parameter . In this paper we consider  as a constant value for different frames. To 
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remain consistent with Video-MMR, we use the same method, Summary Reference 
Comparison (SRC), comparing the summary qualities from different weights, to 
decide .  varies from 0.0 to 1.0, with each step of 0.1. The results of SRC are 
shown in Fig. 1. SRC here uses ( , ).  

From Fig. 1 when = 0,  is large when the summary size is small and vice 
versa. Since we want a commonly small  for different summary sizes, at last we 
select = 0.5. 

By trial and error, the various parameters in the variants of BAV-MMR are set to 
the following values: 

• In Eq. 6 ( ) = 0.1 when the audio transits from silence to music at  and 
vice versa, or from speech to music and vice versa; ( ) = 0.2 when the 
audio transits from silence to speech and vice versa; and ( ) = 0 if there 
is not any audio transition in frame .  

• The weights ,  and  are chosen as 0.3, 0.3 and 0.2. 

The means of AVDs and VDs of 36 experimental video sets from Video-MMR, AV-
MMR and the variants of BAV-MMR are shown in Fig. 2 and Fig. 3. We have not 
drawn the curve of the fundamental BAV-MMR with = 0.5, which is the same 
with AV-MMR in Fig. 1. It is clear that the variants of BAV-MMR are better than 
Video-MMR and AV-MMR because of the smaller distances with the original videos. 
Among the variants of BAV-MMR, BAV-MMR V1 is better than AV-MMR, and 
BAV-MMR V2 is better than BAV-MMR V1. While BAV-MMR V3 outperforms 
BAV-MMR V2 a lot because BAV-MMR V3 improves the algorithm in both audio 
and video track, but BAV-MMR V1 and BAV-MMR V2 separately improves audio 
track and video track in the summarization. 

When the summary size increases, the improvements of BAV-MMR V1 and BAV-
MMR V2 is not as good as the smaller summary size, which is caused by more  
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       Fig. 2. VDs of different measures                Fig. 3. AVDs of different measures 

 

various audio genres and more face types in the summaries. However, the temporal 
information is not influenced a lot by the selected frames in the summaries, so BAV-
MMR V3 keeps its curve trend when the summary size increases. 

The limitation of BAV-MMR is the manual decisions of the weights , , 
 and . So it is necessary to automatically and optimally tune these weights 

for a generic summarization algorithm. A particular set of optimized weights for each 
category of video is favorable. Furthermore, BAV-MMR may benefit from a variable 

 according to the property of frame or segment. 

7   Conclusion 

In this paper, we have proposed a novel summarization algorithm, Balanced AV-
MMR by considering the balance between audio and visual information in a segment, 
and temporal balance of inter- and intra- video. Besides, we use audio genre and the 
face to adjust the similarities of the frames. Balanced AV-MMR is a new 
improvement of the series of MMR algorithms in video summarization. And several 
variants of BAV-MMR have been proposed and proved better than previous 
algorithms. However the weights in Balanced AV-MMR are manually decided, so it 
is necessary to automatically optimize the weights to the category of the video, 
summary size, and so on in the future. 
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Abstract. Organizing and visualizing video collections containing a high
number of near duplicates is an important problem in film and video post-
production. While kernels for matching sequences of feature vectors have
been used e.g. for classification of video segments, kernel-based methods
have not yet been applied to matching near duplicate video segments. In
this paper we survey the application of six sequence-based kernels to clus-
tering near duplicate video segments using kernel k-means and hierarchi-
cal clustering, and the application of kernel PCA for generating content
visualizations for browsing. Evaluation on the TRECVID 2007 BBC
rushes data set shows that the results of the kernel based methods are
comparable to other approaches for matching near duplicates, eliminat-
ing differences between dynamic time warping and string matching. These
results show that hierarchical clustering outperforms kernel k-means. We
also show that well-arranged visualizations of both single- and multi-view
content sets can be obtained using kernel PCA.

1 Introduction

In this paper we consider the problem of organizing and visualizing video col-
lections containing a high number of near duplicates. Such collections exist for
example in the film and video production process, where a large amount of raw
material is shot, and a small fraction of it is selected for use in post-production.
The material is highly redundant, containing often many takes of the same scene,
which are similar, but differ in small details. A substantial amount of literature on
the problem of matching and detecting near duplicate video segments exists (for
an overview see e.g. [2,16], also fostered by two iterations of the TRECVID [23]
rushes summarization task.

Kernels for matching sequences of feature vectors have been proposed and
applied to feature sequences from videos for problems such as classifying events
or person trajectories. As several of the works on near duplicate detection use
sequence-based similarity measures, it seems promising to apply such kernels
to collections of near duplicate video segments. Although this seems a logical
step, a recent paper [13] seems to be the only work that mentions the use of a
sequence-based kernel in a video summarization system.

The rest of this paper is organized as follows. In the remainder of this section
we briefly discuss related work on sequence-based kernels and the application of

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 383–394, 2012.
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kernel k-means and kernel PCA to video content. Section 2 discusses several ker-
nels for sequences of feature vectors and describe their application to clustering
video segments using kernel k-means and hierarchical clustering as well as using
kernel PCA for projection to a 2-dimensional space for visualization. Section 3
reports experimental results and Section 4 concludes the paper.

Several approaches for sequence matching based on the idea of the pyramid
match kernel have been proposed. The original pyramid match kernel [9,11] par-
titions the feature space in each of the dimensions of the input feature vector.
Its efficiency advantage is based on avoiding explicit distance calculations, but
only counting elements that end up in the same bin of the pyramid. This as-
sumes that the L1 distance can be applied to the feature vectors, and no specific
distance functions can be used. The vocabulary guided pyramid matching ap-
proach proposed in [10] addresses this problem, as it uses a clustering step to
construct the pyramid, supporting arbitrary distance measures. The approach
has been extended to spatio-temporal matching in [4], using sets of clustered
SIFT and optical flow features as local descriptors. Their approach is similar to
spatial pyramid matching proposed in [12], which applies the pyramid matching
only to the image space (i.e., subdividing an image into a spatial pyramid, and
counting features of the same type in each of the bins), but uses clustering in
the feature space (i.e., the common bag of words approach).

Another temporal matching method based on the pyramid match kernel is
described in [24,25]. Temporally constrained hierarchical agglomerative cluster-
ing is performed to build a structure of temporal segments. The pyramid match
approach is applied to the decision values of different SVMs instead of the fea-
tures. The similarity between segments is determined using the earth mover’s
distance and the pyramid match kernel is applied to the similarities on the dif-
ferent hierarchy levels. This approach explicitly assumes that the temporal order
of the individual subclips is irrelevant (as is e.g. the case for news stories). Then
the temporal order within the clips is aligned using linear programming.

Kernels for sequences based on dynamic time warping (DTW) [14] have been
proposed. The dynamic time alignment kernel (DTAK) proposed in [22] is one
of them. Instead of only considering the kernel values along the optimal DTW
alignment, the time series alignment kernel proposed in [5] considers the values
along all possible paths in DTW alignment.

The authors of [26] use the Levenshtein distance between sequences of clus-
tered local descriptors for classification of still images. Recently, a kernel for
matching sequences of histograms of visual words has been proposed [3]. The
authors consider different similarity measures between the histograms and use
them instead of symbol equality in the Needleman-Wunsch distance. The result
of sequence matching is then plugged into a Gaussian kernel. In [1] a kernel
based on longest common subsequence (LCSS) matching of sequences has been
proposed. An arbitrary kernel can be plugged in to determine the similarity
between two elements of the sequences, and the kernel value is determined as
the normalized sum of the similarities along the backtracked longest common
sequences.
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While methods such as kernel k-means and kernel PCA have been used for
features derived from video sequences (e.g., pedestrian trajectories [18]), there
is little work applying these methods to matching and organizing near duplicate
video content. An approach for unsupervised summarization of rushes video is
proposed in [13]. It uses a technique called constrained aligned cluster analysis,
for both segmentation of the input video and clustering, which is based on kernel
k-means and the dynamic time alignment kernel (DTAK) [22]. Unfortunately the
authors do not provide objective evaluation results for clustering repeated takes,
but only an example for one video.

The contributions of this paper are the following. As only the DTAK kernel has
been applied the clustering near duplicate video content, we consider also other
types of sequence-based kernels in order to compare their applicability to this
problem. As the distance function based on string matching clearly outperforms
the one based on DTW in the experiments reported in [2], we are interested
whether the same holds for the kernels based on each of these approaches. In
addition to using kernel k-means for clustering, we also investigate the use of
hierarchical clustering based on the kernel matrix of the sequences. Finally, we
use kernel PCA to project a collection of video segments to a 2-dimensional space
for visualization purposes based on the similarity of the sequences over time. To
the best of our knowledge, this has not been proposed before.

2 Kernel-Based Clustering and Visualization

In this work we aim at finding similar video segments S from a set originating
from a single video or a collection of videos. A segment is represented by samples
si (e.g., frames, key frames). Each of these samples is described by a feature
vector xi, consisting of arbitrary features of this sample (or a temporal segment
around this sample). In order to represent the video segment, we concatenate
the individual feature vectors to form a feature vector X = (x1, . . . , xm) of
the segment. Clearly, not every segment has the same length and/or consists of
the same number of samples, thus the lengths of the feature vectors of different
segments will differ. We thus need to be able to determine the similarity between
such feature vectors having different lengths.

In this section, we first analyze some kernels, which can be applied to the
problem of matching such feature vectors. We then discuss how these kernels can
be applied to clustering near duplicate video segments using kernel k-means and
hierarchical clustering, as well as to projecting video sequences to a 2-dimensional
space for visualization.

2.1 Candidate Sequence Kernels

In the following, we review six kernels for sequences of feature vectors with vary-
ing lengths and harmonize the formulations of the kernel functions. We denote
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as X = (x1, . . . , xm) and Y = (y1, . . . , yn) the sequences of feature vectors of two
segments. The term sequence denotes a possibly non-contiguous subsequence. As
we intend to support arbitrary ground distances between the feature vectors of
the input samples, we use a kernel for matching the feature vectors of elements
of the feature sequences, denoted as κf (xi, yj).

Earth Mover’s Distance. An advantage of the EMD is that it can applied to
different ground distances [19]. We use EMD in a similar way as applied in [24],
but we do not use the proposed temporal alignment (TPAM), as it actually does
sequence alignment, which is similar to the methods discussed below. We define
a kernel using the EMD, replacing the ground distance dij with κf (xi, yj), as

κEMD(X, Y ) = −
∑m

i=1

∑n
j=1 f̂ij(−κf(xi, yj))∑m
i=1

∑n
j=1 f̂ij

, (1)

where f̂ij is the optimal flow determined as

f̂ij = − argminfij

∑m
i=1

∑n
j=1(−κf (xi, yj))fij ,∑n

j=1 fij ≤ wxi , 1 ≤ i ≤ m, and∑m
i=1 fij ≤ wyj , 1 ≤ j ≤ n.

(2)

The the weights of samples xi and yj are chosen as wxi = 1/m and wyj = 1/n
respectively. Under this condition the formulation is equivalent to the Earth
Mover’s Similarity proposed in [17].

Temporal Pyramid Match. In order not to constrain the choice of distances
in the feature space, pyramid matching can only be applied to the temporal
domain, in a similar way as proposed for spatial [12] or spatio-temporal [4]
pyramid matching. As we do not perform clustering of the feature vectors in
advance, we define a threshold θ to determine whether two feature vectors match
or not. The temporal pyramid match kernel is then defined as

κTPM(X, Y ) =
∑L

l=1
1

2L−l+1 Γ l + 1
2L Γ 0, (3)

where L is the number of pyramid levels (L = �log2 max(|X |, |Y |)�) and Γ l is
the number of elements matching on level l, i.e., the number of elements falling
into the same temporal bin on level l for which κf (xi, yj) ≥ θ.

Dynamic Time Alignment. The dynamic time alignment kernel (DTAK)
proposed in [22] is based on the dynamic time warping (DTW) approach for se-
quence alignment [14]. DTW tries to align the samples of the sequences so that
the temporal order is kept, but the distance (i.e., the sum of the distances of
aligned elements) is globally minimized. Each sample of one sequence is aligned
with one or more samples from the other sequence. Let ψx(k) be the alignment
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function, with 1 ≤ ψx(k) ≤ ψx(k + 1) ≤ |X |. In addition, a local continuity
constraint γ can be defined, s.t. ψx(k +1)−ψx(k) ≤ γ. Then DTAK is defined as

κDTAK(X, Y ) = maxψx,ψy

1∑N
k=1 m(k)

m(k)κf (xψx(k), yψy(k)), (4)

where N = max(|X |, |Y |) and m(k) is a weighting coefficient. The kernel can be
defined recursively and efficiently implemented using dynamic programming.

Weighted All Subsequences. The all subsequences kernel [21] is defined as
κASS(X, Y ) =

∑
σ∈Σ∗ φσ(X)φσ(Y ), where σ denotes a sequence from the possi-

ble set of sequences Σ∗, and φσ(X) counts the number of times σ occurs as a
subsequence of X . Clearly, φσ(X)φσ(Y ) is only non-zero, if σ is a subsequence
of both X and Y . Thus a dynamic programming approach can be applied to
determine the set of common subsequences. The approach is based on the obser-
vation that the kernel can be defined recursively. This kernel assumes sequences
of discrete values, which does not generally hold for feature vectors. Thus we
introduce a threshold θ and consider elements in the sequence as matching, iff
κf (xi, yj) ≥ θ. The kernel is then defined as

κASS(X, ∅) = 1,
κASS((x1, . . . , xn−1), Y ) = κASS((x1, . . . , xn−2), Y )+∑

k:κf (xn−1,yk)≥θ κASS((x1, . . . , xn−2), (y1, . . . , yk−1)),
(5)

where ∅ denotes the empty sequence. The kernel value is normalized by the
possible maximum number of common sequences of X and Y . In addition, we
want to weight the result by the similarities of the matching elements. This can
be done by summing κf (xi, yj) for all elements for which κf (xi, yj) ≥ θ and
normalizing.

Longest Common Subsequence. Kernels based on the longest common sub-
sequence (LCSS) algorithm have been proposed in [3,1]. The kernel described
in [1] already allows plugging in any kernel for measuring the distance between
the feature vectors of the samples of the two sequences, and includes the simi-
larities in the result of the kernel. The kernel uses a recursive definition of LCSS
and a threshold θ to decide if two feature vectors are considered as matching.

LCSS(X, Y ) =⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
0, if |X | = 0 ∨ |Y | = 0,
κf (x|X|, y|Y |)+
LCSS(Head(X), Head(Y )), if κf (x|X|, y|Y |) ≥ θ,

max(LCSS(Head(X), Y ),
LCSS(X, Head(Y ))) otherwise,

(6)

where θ is a threshold to consider two feature vectors as matching and Head(X)=
(x1, . . . , x|X|−1). The kernel function to determine the length of the single longest
common subsequence is given as κLCSS = LCSS(X, Y ). Similarity weighting can
be achieved by performing backtracking of the longest sequence, summing the
values of κf (·) of the matches and normalizing.
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All Longest Common Subsequences. In [1] the authors propose to consider
all subsequences ending in the last element of either of the two sequences:

κALCSS(X, Y ) =
∑1

i=m LCSS((x1, . . . , xi), Y )+∑1
j=n−1 LCSS(X, (y1, . . . , yj)).

(7)

This requires backtracking of all sequences ending in the last element of either
X or Y . The result of the kernel function is normalized to account for sequences
of different lengths.

2.2 Kernel-Based Clustering

In this section we discuss the application of the kernels reviewed above for clus-
tering collections of near duplicate video segments.

Kernel k-Means. The basic idea of kernel k-means is to apply the well-known
k-means algorithm to data points mapped into a high-dimensional feature space.
As with other kernel methods, the kernel trick allows performing the required
calculations (distance to cluster center, update of cluster center) only by dot
products of the mapped data points, thus avoiding the explicit construction of
the high-dimensional feature space. In each iteration, the updated cluster index
j′ of a feature vector X (assuming equal weights for all feature vectors) is given
as [6]

j′(X) = argminj

⎛⎝−2
∑

Y ∈Cj

κ(X, Y ) +
∑

Y,Z∈Cj

κ(Y, Z)

⎞⎠ , (8)

where Cj is the set of feature vectors in cluster j. An approach based on kernel
k-means using the DTAK kernel has been proposed in [13]. Here we generalize
this approach and plug in the different types of sequence kernels discussed above.

An issue with k-means is of course the question of the optimal number of
clusters. As this question is independent of the use of sequence-based kernels,
we do not discuss it here, but refer the reader to the literature.

Hierarchical Clustering. Hierarchical clustering is a common technique to
build a cluster structure out of a similarity matrix. Here we use the kernel
matrix K of the video segments of the collection as input, i.e., the elements
of K are kij = κ(Xi, Yj). We use the clustering algorithm proposed in [2] for
clustering different takes of the scene. It is based on single-linkage clustering, but
has an additional constraint to first cluster takes or assign them to scenes before
merging scenes. Instead of the number of clusters, this algorithm has a minimum
distance parameter which determines when to stop clustering. As several of the
kernels use a similarity threshold, we use this threshold θ as the cutoff distance
for clustering. This means, that feature vectors can be clustered, if they contain
at least one element for which κf (·) > θ.
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2.3 Kernel-Based Visualization

Principal component analysis (PCA) is a well-known method to apply an orthog-
onal linear transform which projects data into a coordinate system spanned by
the principal components. The dimensions of the coordinate system are ordered
by decreasing variance of the data. Thus a small number of principal components
often approximates the data quite well. Projection of data using PCA to a plane
is commonly used for visualization purposes.

In [20] the kernel PCA is introduced, which applies the idea of the PCA to
data transformed to a high-dimensional space, using the kernel trick to avoid
explicit construction of this space. Instead, the projection to the space spanned
by the k first principal components can be determined as

Pk(X) =

(
l∑

i=1

αj
iκ(X, Yi)

)k

j=1

, (9)

where l is the size of the kernel matrix (i.e., in our case, the number of video
segments in the collection) and αj = (1/λj)vj is defined from the eigenvectors
vj and eigenvalues λj of the kernel matrix. The kernel matrix K contains the
mutual kernel values between the video segments of the collection as input, i.e.
the elements of K are kij = κ(Xi, Yj). As the PCA is defined on centered data,
a similar step is required for the kernel matrix: K̃ = K − 1

l 1K − 1
l K1+ 1

l2 1K1,
where 1 is a matrix of size l × l with all elements 1.

We aim at using this approach for projecting a collection of video sequences
to a low-dimensional space (as an alternative to applying multidimensional scal-
ing to a similarity matrix between the segments). Using the sequence kernels
discussed above, the kernel PCA is expected to yield a projection of the data, in
which near duplicates are close in the projected space. Such a representation is
useful for video browsing and interactive search in video collections containing
near duplicate segments.

3 Results

In the following we present results of experiments for clustering repeated takes
and visualizing collections of unedited video material.

3.1 Clustering Repeated Takes

The proposed clustering algorithms using the different kernels have been eval-
uated on a subset of the TRECVID 2007 BBC rushes test data set (the same
subset as used e.g. in [2,8]). The subset consists of six randomly selected videos
out of this data set (in total 3 hours, for more details see [2]), using the ground
truth provided by NHK [15]. In order to avoid side effects from different shot
segmentations, the results are based on the ground truth shots. Every 10th frame
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Table 1. Mean and median of the frame based F1 measure of clustering results with
hierarchical clustering and kernel k-means (with different choices of k) for the six
sequence kernels

clustering hierarchical kernel k-means kernel k-means kernel k-means

methods k ground truth k as hierarch. best k ∈ [3; 15]

mean median mean median mean median mean median

ALCS 0.50696 0.48305 0.40378 0.41629 0.39730 0.39898 0.49800 0.51472

LCS 0.58775 0.57874 0.45652 0.38854 0.38106 0.37901 0.62065 0.65442

ASS 0.43178 0.41910 0.42903 0.40174 0.37684 0.36764 0.49262 0.47499

EMD 0.49595 0.51785 0.43934 0.44547 0.43277 0.43945 0.51365 0.50151

TPM 0.55394 0.54737 0.40873 0.37693 0.38878 0.37401 0.48079 0.49547

DTAK 0.60153 0.58055 0.48300 0.44685 0.48173 0.47998 0.59541 0.60995

of the videos is used in the feature sequence, and from each frame we extract a
feature vector consisting of the MPEG-7 ColorLayout (cl) descriptor (DC and
the first two AC coefficients of each channel), the MPEG-7 EdgeHistogram (eh)
descriptor and a scalar visual activity (va) value. The kernel function between in-
dividual feature vectors is defined as κf ((dcX , ehX , vaX)T , (dcY , ehY , vaY )T ) =
κMPEG−7((dcX , ehX)T , (dcY , ehY )T ) κRBF (vaX , vaY ), where κMPEG−7 is the
MPEG-7 kernel proposed in [7] (with equal weighting of both MPEG-7 features).
For the sequence kernels that need a similarity threshold, we set θ = 0.03.

In Table 1 we report the mean and median F1 measure for take clustering.
The F1 values are calculated from the frame precision/recall measure proposed
for evaluating clustering of repeated takes in [8]. In general, the results are
comparable to those of other clustering approaches. An interesting result is that
precision and recall are more balanced than in clustering results reported in the
literature for clustering with other distance functions. In contrast to the results
reported for string matching and DTW based distance functions [2], the LCS
or ALCS kernels do not outperform the DTAK kernel. The reason seems to lie
in the properties of the kernel κf (·) between individual feature vectors, which
is in the form of exp(−distance(·)), and thus better distinguishes well matching
subsequences than a linear distance measure.

From the string matching kernels, LCS performs better than those considering
more than one subsequence (ALCS, ASS). Also EMD and TPM, which do not
enforce an ordered sequence, perform similarly well. For TPM, it seems that the
temporal tolerance introduced by the pyramid match is sufficient to cover the
timing differences and insertions between different takes. The optimal sequence
found by EMD often contains many samples in the correct temporal order.

From the clustering methods, hierarchical clustering seems to be the better
choice. It yields better results than kernel k-means with the same number of
clusters or the number of clusters from the ground truth. We conclude that
the reason for this is that the hierarchical clustering algorithm used includes
a specific constraint for the take clustering problem. The best kernel k-means
results slightly outperform hierarchical clustering result in terms of median, but
not in terms of mean.
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Fig. 1. Projection of segments from video MRS025913 using kernel PCA (2 principal
components) with ALCS kernel (top) and DTAK kernel (bottom)
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3.2 Kernel PCA for Visualization

We perform visualization experiments on two data sets: on the videos from the
TRECVID 2007 BBC rushes set used for the clustering experiments and on a
set of multi-view test material from the 2020 3D Media project1 (3 views, about
6 minutes). Kernel PCA has been applied and the data has been projected to
the plane spanned by the first two principal components. Each video segment is
visualized by its first, center and last key frame.

Figure 1 shows the results for one video from the BBC rushes set, using the
ALCS and the DTAK kernel. In both visualizations, the proximity is related
to the similarity of the sequences. It is difficult to find objective criteria for
assessing the quality of the visualizations, especially as the difference in clus-
tering performance between the two kernels is quite small. However, the data
seems to be organized more clearly in the visualization produced using the ALCS
kernel.

Figure 2 shows the visualization of the multi-view content set using the LCS
kernel. The different views are rather spread along the horizontal axis, while the
different takes are on the vertical axis (note e.g. the shot with the calibration
board being close to the bottom in both cases). Only takes from the one shot
with structured light experiments (the dark frames in the middle) are outliers
and not well fit into the projection space.

Fig. 2. Projection of segments from the 2020 3D Media multi-view set using kernel
PCA (2 principal components) with LCS kernel

1 http://www.20203dmedia.eu/

http://www.20203dmedia.eu/
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4 Conclusion

In this paper we have analyzed the application of six sequence-based kernels for
clustering and visualizing collections of near duplicate video segments.

In contrast to previous work using kernel k-means clustering in summariza-
tion, we have compared the performance of different kernels and have also used
hierarchical clustering on the kernel matrix. No strong differences in the perfor-
mance of the different kernels have been observed. However, we see that kernels
that determine a single best matching sequence perform slightly better than
those that weight the results from several matching sequences. Differences in
clustering results observed between string matching and dynamic time warping
distances are not evident between kernels based on these paradigms. Our results
show that hierarchical clustering outperforms kernel k-means in most cases.

We have also shown that meaningful visualizations for interactive browsing
and presentation of summaries can be generated using kernel PCA to project the
data into a plane. Once the kernel matrix has been calculated, both clustering
and visualization can be performed very efficiently. Despite the similar perfor-
mance of the kernels in clustering, the string matching based kernels (e.g., LCS,
ALCS) produce visualizations with a more comprehensible organization of the
data. The quality of the obtained visualization needs to be further evaluated in
a user study.
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Abstract. We examine the use of a mobile device to provide multifunctional 
input and output for a stereoscopic 3D television (TV) display. Through a 
number of example applications, we demonstrate how a combination of gestural 
and haptic input (touch and pressure) can be successfully deployed to allow the 
user to navigate a complex information space (multimedia and TV content), 
while at the same time visual feedback can be used to provide additional 
information to the user enriching the experience. In order to investigate the 
usefulness of our example applications a user evaluation was conducted, where 
our prototypes were compared with more traditional devices for multimedia 
interaction. The results of the user evaluations highlight the benefits of our 
approach and also provide some design guidelines.   

Keywords: Mobile devices, 3D, TV, pressure, gestures. 

1 Introduction 

Multimedia content is now an important part of everyday life and the TV is fast 
becoming a hub for interacting with much of this content, including increasingly 
complex media such as 3D video, video/photo collections, social media through the 
internet etc. It is important that we provide users with the best options for browsing, 
searching and consuming this growing and complex content. In many cases, the TV 
remote control is itself a limiting factor, as normally it only provides simple fixed 
buttons for interaction, indeed many households also have several media devices each 
with a different remote. As such mobile devices may provide a suitable alternative to 
the traditional remote, especially as a high number of phone users already interact 
with their phone while watching TV1. Initial research into using a mobile phone as a 
universal interaction device [1] highlighted that perhaps universal control over all 
appliances might not be ideal but that control over particular appliances might be 
beneficial. Therefore the aim of this work is to focus on the specific use of mobile 
phones to provide richer interactions with media on a TV screen. Currently, there are 
applications that run on mobile phones which provide access to content, but many of 
these applications simply replicate the ‘look and feel’ of a regular TV remote. As 
such, these applications do not take full advantage of all of the features that a mobile 
phone can offer which a normal TV remote cannot offer. These include, but and are 

                                                           
1  Nielsen/Yahoo: “Mobile Shopping Framework”, November 2010. 
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not limited to: (1) a local display for additional information, be it visual, audio or  
haptic, (2) potential for other types of input e.g. gestures on or with the device, audio 
input, etc. and (3) multi-user interaction, as many users in the same space would have 
devices that could be used to control the TV or to share information, etc. 

In this paper we investigate the first two points. We examine the use of gestures 
and pressure input as novel input modes to control the display, the ability of users to 
use the visual display on the phone while interacting in this fashion and the use of 
different locations on the phone as locations for input. In this work we use a 3D 
display as it represents the current state of the art in televisions and, although it 
represents a more complex information visualisation to navigate, the use of 3D spatial 
layouts may better illustrate content structure/relationships.   

2 Related Work 

In this section we briefly describe research in a number of areas related to our 
research. Gestures are increasingly being used for interaction with mobile devices. 
These gestures can be loosely classified into ‘discrete action’ gestures and 
‘continuous control’ gestures. The more traditional style of gesturing, discrete action 
control, involves the user performing an action that, once completed, the system 
attempts to recognise. These gestures are often used to replace one or multiple 
physical button clicks. Successful examples of these techniques in commercial 
devices often involve short movements that are fast and easy to perform such as a 
single stroke of a touch screen to change the view, or double tapping a phone to 
silence it [2]. Recently, continuous control gestures have become more prevalent. 
With these forms of gesture the interactions between the user and the device are 
closely coupled. The user provides a continuously changing stream of input, and the 
device adjusts the feedback constantly to respond to the user’s input. Both types of 
gestures can be performed with a device as well as on a touchscreen e.g. by shaking 
or tilting the device [3]. Pressure based interaction is a relatively new area of research. 
Some initial work by Ramos et al. [4] used a pressure-sensitive stylus as a means of 
controlling interaction widgets. They concluded that an interaction that requires both 
positioning/movement and the application of pressure (specifically through the same 
device) should separate the two actions as much as possible so as not to interfere with 
either. Wilson et al. [5] demonstrated that eyes free pressure interaction while 
squeezing a mobile device was feasible and almost as accurate as when using visual 
feedback. Brewster and Hughes [6] asked users to input text on a pressure-sensitive 
screen, using light touches for lower-case letters and harder presses for uppercase 
letters. They found that the pressure-augmented keyboard resulted in faster but more 
error-prone text entry. Clarkson et al. [7] suggest further uses for pressure-augmented 
keypads such as preview zooming, 3D navigation or “affective input” where 
emotional state is derived from the degree of force used in an interaction.  

3 Hardware 

We simulated a 3D TV using a PC with an Nvidia 3D Vision graphics card and active 
shutter glasses. Users interact with the 3D display using a Nexus One mobile phone 
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connected to the PC via Bluetooth, providing a tangible remote controller for the 3D 
display. Users can use its touchscreen as proxy for interacting with the data on the 
TV.  The touchscreen can also act as an additional display. Previous research [8] has 
identified a number of potential benefits to having secondary screen available via a 
phone interface for multimedia interaction, namely additional control, methods to 
enrich content, additional ways to share content, and finally the ability to transfer 
television content. Users can also use the Nexus device to perform device movement 
gestures, as it includes an accelerometer. Dachselt and Buchholz [9] have previously 
studied throw and tilt interactions with remote displays, they investigated continuous 
and discrete tilt gestures in two media interaction environments including a 3D map 
for Google Earth. However, these interactions did not include the TV or multiple 
types of media. In addition to the standard input and output modalities currently 
available on a mobile device, we added pressure input, which can add a z-dimension 
to typically 2D, x-y GUIs. Pressure input has been shown to be effective at improving 
interaction [5] and could be included in future mobile devices. Pressure input was 
provided by using two standard Force Sensing Resistors (FSR’s) and a linearising 
amplifier [5]. This allowed users to push at two different points on the back of the 
device. In this way we have taken advantage of the additional space on the back of the 
device for controlling the television which allows interaction without obscuring the 
touchscreen, as outlined by Baudisch and Chu [10]. More detailed descriptions of the 
hardware used can be found in Hannah et al. [11].  

4 Interfaces for Media Interaction 

4.1 Browsing Image Collections 

Fig. 1 (A) shows an example of a visualisation which allows the user to view a 
collection of images in a similar way to the iTunes Cover Flow, but with the content 
stretching back into the screen in 3D. Users can navigate through the image stream by 
tilting the device to move backwards and forwards through the image queue. As the 
user rotates the phone accelerometer data is filtered and commands sent to the TV to 
move forwards or backwards. One drawback of the visualisation outlined in Fig. 1(A) 
is that while it takes advantage of the 3D space it can be difficult to view images 
further back in the queue. Pressure input could be used to overcome this problem, as 
Fig. 1(B) shows a version of one of Ramos et al.’s [4] pressure widgets in use. Here, 
the stream of photos on the TV dynamically kinks as pressure is applied on the FSRs; 
images further down the queue can then be more easily seen. This exploits both the 
easy interaction with the mobile device and the additional visual space allowed by the 
3D display to show more information. Again it is possible for users to see different 
views of the information on the local display on their mobile device.  Fig. 1(C) shows 
an alternative solution to the occlusion problem outlined above. The same collection of 
images is arranged in spiral visualization with the current image in front and the tail of 
the spiral going into the screen in 3D. As the user rotates the phone accelerometer data 
is used to rotate the spiral forwards or backwards, with different photos being brought 
into focus at the top of the spiral. Rate of rotation is proportional to the angle of tilt of 
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the phone. The use of the mobile phone also means that the user can see a replication 
of the TV display on the phone screen in 2D; such as a replication of the spiral/Cover 
Flow view or, alternatively (as shown in Fig. 1(D)) users can see the image at the top 
of the data queue on the mobile device; this allows the user to see a local version of the 
image as well as some metadata. This interaction example demonstrates some of the 
flexibility of using a phone as a remote controller; it can duplicate the TV screen, or 
individual users can have individual displays of information, allowing multiple views 
of the same data through multiple devices, realising some of the possibilities outlined 
by Cesar et al. [8].  

 

(A)  (B) 
 

(C)  (D) 

Fig. 1. 3D visualization of a collection of images (A), pressure input on the mobile device 
causes images on the 3D display to kink out to allow images at the back to be viewed more 
clearly (B), 3D visualization of a collection of images in a spiral (C) and visualisation of image 
at top of the queue as displayed on phone (D) 

4.2 EPG Browsing 

The input methods described above can also be used to navigate through more 
complex structures. Richer interactions can also be used to control an Electronic 
Programme Guide (EPG). EPGs contain a lot of dense information and, when many 
TV channels are available, can often be difficult and slow to navigate using a regular 
TV remote. There are already applications to allow users to browse EPGs on 
additional devices, e.g. tablets or phone; however these are not always connected to 
the TV. Fig. 2(A) shows a possible 3D representation of an EPG. A fisheye view in 
3D gives the user an idea of programmes close to the time being viewed; users can 
see and compare content easily and efficiently as the visualization makes full use of 
the TV screen. The program information is modelled as a spiral viewed from the side, 
where a 24 hour period is displayed on a full 360° rotation of the spiral, with channels 
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on the y axis. The spiral view means that there are no discontinuities between the 
InvINdays; the next day joins smoothly to the previous one. In many EPGs different 
days are presented on different screens, making the transition from one day to the next 
more awkward. The viewer can preview what is on earlier or later by rotating the 
phone side-to-side to rotate the spiral. Tilting the phone forward or back moves up or 
down through the channels. By squeezing on the FSRs on the back of the phone the 
user can control the scaling of the view, for example zooming in to a particular 
time/channel area. Pressing harder causes the view to “pop” through to the following 
day at the same time, allowing rapid skipping through different days. A particular 
programme can be selected by tapping on the phone screen, either through a button on 
the remote (Fig 2(C)) or the EPG (Fig. 2(B)). This brings up a page about the show on 
the phone and allows the it to be played on the 3D TV. In order to provide a 
comparison with more traditional EPG browsing a flat EPG (Fig. 2(B)) and a basic 
remote control were also implemented on the mobile device (Fig. 2(C)). Both the 3D 
and 2D displays could be controlled via gestures with the mobile device or by buttons 
on the remote control on the mobile device. 

(A) 

(B) (C) 

Fig. 2. An EPG displayed as a fisheye on a cylinder in 3D (A), a flat 2D EPG with the same 
information (B) and an example TV remote control app on a mobile phone (C) 

5 User Evaluations 

5.1 System Configuration 

Image Browsing 
For the user evaluation six different system configurations were used, based on the 
TV visualisation (linear or spiral), phone screen content (replication of TV content or 
local content) and the use of pressure (kinking or none). 

• S1: Linear visualisation on 3D display (Fig. 1A), entire queue visualised on 
phone screen in 2D, no pressure input  
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• S2: Linear visualisation on 3D display (Fig. 1A), image at top of queue displayed 
on phone screen (Fig. 1D), no pressure input  

• S3: Linear visualisation 3D display with pressure input for kinking (Fig. 1B), 
entire queue visualised on phone screen in 2D  

• S4: Linear visualisation 3D display with pressure input for kinking (Fig. 1B), 
image at top of queue displayed on phone screen (Fig. 1D) 

• S5: Spiral visualisation on 3D display (Fig. 1C), entire queue visualised on phone 
screen in 2D, no pressure input  

• S6: Spiral visualisation on 3D display (Fig. 1C), image at top of queue displayed 
on phone screen (Fig. 1D), no pressure input. 

EPG Browsing 
For the EPG evaluation four different configurations were used, based on 
visualisation (3D or flat/2D) and input type (gestures or touchscreen remote): 

• S1: 3D Spiral with gestures (Fig. 2A and gestures) 
• S2: 3D Spiral with remote (Fig. 2A and Fig. 2C) 
• S3: Flat with gestures (Fig. 2B with gestures) 
• S4: Flat with remote (Fig. 2B and Fig. 2C) 

5.2 Collection and Tasks 

Image Browsing 
For the experiments reported in this paper the CLEF 2007 image collection was 
chosen [12]. CLEF 2007 is a set of 20,000 images, 60 search topics, and associated 
relevance judgments. The topics were categorised into a number of different 
categories, including: easy/hard, semantic/visual, and geographic/general. In order to 
choose tasks which were as similar as possible, 6 tasks from the medium and visual 
categories were chosen. For each of the tasks, 25 relevant images were chosen as well 
as 100 irrelevant images from the remainder of the collection. For each topic the users 
were presented with these 125 images in a random order and were asked to navigate 
through the stream and mark images as being relevant.  

EPG Browsing 
For the EPG browsing tasks, one week of an online TV guide was downloaded. The 
guide contained 255 channels. The content was normalised so that each TV program 
corresponded to one hour in the TV guide. Twelve navigation tasks were created. For 
8 of these the participant had to navigate to a particular channel on a particular day at 
a particular time and set a reminder for the content (by pressing a button on the 
mobile device), this marked the end of the task. 4 of the 8 tasks required the 
participants to navigate through the collection in more of a horizontal than a vertical 
(time based) direction. The other 4 of the 8 tasks required the participants to navigate 
through the collection in more of a vertical than a horizontal (channel based) 
direction. All of the tasks were designed so that the participants had to navigate 
through an equidistant amount of the EPG. The final four tasks were free browsing 
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tasks where the participants were given a broad time period e.g. Tuesday morning, 
and they were asked to set a reminder for any program of their choice in that time 
period. For each system configuration the participants were given 1 horizontal 
navigation task, 1 vertical navigation task and 1free browsing task.  

5.3 Experimental Design 

The experiment lasted around 90 minutes and the participants received compensation 
of £10. Following a training period the participants carried out six image browsing 
tasks using all 6 configurations (giving 36 tasks), in a within subject design. The order 
of system configuration was rotated and the topic order was randomised. There was a 
maximum time limit for each task which was 5 minutes; participants could finish 
early if they wished. The participants then carried out the 12 EPG browsing tasks. 
Again system configuration was rotated and search tasks were randomised. 
Participant interactions with the display and mobile device were logged. They also 
filled out a number of questionnaires at different stages of the experiment. 
Throughout the evaluation the participants were encouraged to comment on the 
system and interactions, and notes were taken of any comments made. We were able 
to calculate precision and recall values for all of the image browsing tasks. We also 
counted the number of gestures required to complete each task for each system. 

6 Results 

17 participants took part in the evaluation. They were mostly staff and students of the 
University. The participants consisted of 11 males and 6 females, with an average age 
of 29 years old. In the entry questionnaire participants indicated that they regularly 
interacted with images and also regularly watched television.  

6.1 Task Performance: Image Browsing 

Participants successfully completed the tasks, with the average precision being quite 
high (Max=98.33% (S2), Min= 95.77% (S6), Avg= 96.9%).  A one factor ANOVA 
showed no significant effect of system on precision (p=0.231) and pairwise 
comparisons showed no differences. The recall of the systems was slightly lower than 
the precision, but still high (Max= 91.17% (S5), Min= 77.05% (S2), Avg= 84.85%).  
A one factor ANOVA showed no significant effect of system on recall (p=0.175) and 
pairwise comparisons showed no differences. In terms of the average time to 
complete each task, the systems where users had the images on the mobile phone 
instead of the replicated stream took slightly more time to complete the task (Max= 
255.84sec (S6), Min= 201.53 sec (S2), Avg= 233.74 sec). Pairwise comparisons 
shows significant differences between S6 and both S3 (p=0.03) and S4 (p=0.004). The 
number of gesture rotations to find items was approximately the same across all 
systems (Max= 171.11 (S5), Min= 142 (S2), Avg= 153.42), with no statistically 
significant results. 
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6.2 Task Performance: EPG Browsing 

Due to a technical error, the interactions for the first 4 participants were not logged 
correctly so only the logs for the remaining 13 were used for analysis (for user 
preference in the next section the responses from all 17 were used). An analysis of 
user performance in terms of setting a reminder showed that there was little difference 
between systems. Out of two direct tasks (i.e. vertical reminder task and horizontal 
reminder task) the average number completed successfully was 1.38 (std. dev=0.63), 
1.84(std. dev=0.8), 1.31(std. dev=0.38) and 1.15(std. dev=0.76) for S1, S2, S3 and S4 
respectively. Surprisingly S4 the system that is most close to current EPG browsing 
was the worst performing. None of the differences were statistically significant. An 
analysis of the effort involved in terms of average time to set a reminder and number 
of gestures (either rotations or button presses where appropriate) revealed some 
differences between the systems. With respect to time to set a reminder, the average 
times in seconds were 81.33 (std. dev=34.43), 80.97(std. dev=56.59), 76.68(std. 
dev=41.84), 83.95(std. dev=54.39), and for S1, S2, S3 and S4. 

Table 1. Rotation and button moves per system 

 S1.Moves S2.Moves S3.Moves S4.Moves 

Mean 129.0000 85.8684 121.3077 80.6857 

Std. Deviation 118.90536 52.16200 81.93937 55.67541 

In terms of actions, it required more gestures than button presses to set reminders. 
The results of pair wise comparisons between the systems showed that the differences 
between S1 (3D with gestures) and S2 (3D with remote) was statistically significant 
(p=0.033). The difference in terms of time and interactions between the systems using 
buttons and gestures can be explained by the feedback given by users during the 
experiment. Many users commented that the gestures were good for moving large 
distances through the EPG easily, but more difficult for fine control i.e. moving one 
or two time slots or programs. In contrast they commented that the buttons were easy 
for fine control but not so good to use for moving large distances in the EPG.       

6.3 User Preferences 

Gestures 
In post-search task questionnaires we solicited subjects’ opinions on the use of 
gestural interaction to navigate both the images collections and the EPG. The 
following Likert 5-point scales and semantic differentials were used; some of the 
scales were inverted to reduce bias. The scales used were: “How easy was it to use the 
system” (Use), “How easy was it to learn to use the system” (Learn to use), “When 
interacting with the system I felt in control/not in control, comfortable/uncomfortable, 
confident/ unconfident”. The following Semantic differentials were used: The  
videos I have received through the searches were: “wonderful/terrible”, 
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“satisfying/frustrating”, “stimulating/dull”, “easy/difficult”, “flexible/rigid”, 
“efficient/inefficient”, “novel/standard”, “effective/ineffective. Many of these scales 
and semantic differentials are used for different aspects of the system. The 
participants generally gave positive responses with respect to the use of gestures for 
all differentials and questions. It was noticeable that the participants were generally 
more positive for image browsing than EPG browsing. This is not totally surprising, 
as for the image browsing the users only had one degree of freedom for navigation, 
whereas the EPG browsing had two degrees of freedom, meaning that it was a more 
complex form of navigation. None of the differences between replies for gestures vs. 
buttons were statistically significant. To gain more insight into user preference for 
buttons or gestures, the participants were asked to judge directly between the two 
approaches for EPG browsing. The participants were asked, “Which of the systems 
did you…”: “find best overall” (Best), “find easier to learn to use” (Learn), “find 
easier to use” (Easier), “prefer” (Prefer), and “find more effective for the tasks you 
performed” (Effective). These questions were also used for other direct comparisons 
where we compare different aspects of the systems. The users had a preference for 
buttons over gestures for browsing the EPG. In particular, the participants found 
buttons easier to both use and learn to use. When asked about their preference in more 
detail, many participants stated that they were familiar with using buttons, at the same 
time many of these participants complained that using buttons was boring. 

Use of Screens 
The participants had a slight preference for the 2D visualisations. When asked about 
this, the users stated that they found the 2D visualisation more familiar than the 3D, 
but at the same time they complained that they found 2D boring and the 3D ‘exciting’ 
and ‘cool’. For the image browsing task two different visualisations were used on the 
phone screen, one showing a 2D visualisation of the 3D visualisation on the TV and 
the other showing the image at the top of the queue on the phone screen (see Fig. 1D). 
In terms of user preference the users had a preference for having the image at the top 
of the current queue of images on the phone instead of the visualisation of the data 
stream. This result is encouraging as it could have been the case that users found the 
different views of the same information confusing, instead many users found it 
beneficial. Some commented that it was useful to use the phone to validate the image 
at the top of the visualisation on the screen, indeed many users noted that when the 
entire visualisation was on the phone that many of the images were too small. It 
should be noted that some users stated that they did not use the phone screen at all, 
just looking at the TV screen; many of these users are responsible for the no 
difference responses. The participants were also asked about the three different 
visualisations used in the 3D interface. Most users had a preference for the linear or 
the spiral layouts. For the spiral layout, participants stated that they liked to see more 
images but that it was disorienting at times. For the linear layout participants stated 
that they liked its simplicity but that they were able to see fewer images than with the 
other visualisations. With respect to the use of pressure to kink the linear layout, 
many users found it disorienting and said they would have liked to have been able to 
switch focus to other parts of the visualisation than the front, this is similar feedback 
to that for the spiral.   
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Interaction with Back of Device 
As the back of the device was used in both the image and EPG browsing it was 
possible to compare using the back of the device for both types of task. It was found 
that, in general, the participants were more positive about using the back of the device 
for EPG browsing. This is an encouraging result, as for the EPG there were two 
sensors on the back of the device instead of one for the image browsing. It appears 
that as they become more familiar with the application that the users become more 
positive despite the increase in complexity. Perhaps with more training users will 
become more familiar with this type of interaction. It should also be noted that for 
some users the ease with which they could interact with the back of the device was 
affected by the way in which they gripped or held the mobile device. Some users 
adjusted their grip as the tasks proceeded, this may have affected the more positive 
perception for the EPG browsing.    

Use of Pressure 
In contrast with the relative increase in positivity in feedback of users towards using 
the back of the device, users are generally slightly less positive about using pressure 
when browsing the EPG than the image collection. Again this could be because the 
interaction is more complex, also coupled with this, for the image browsing it was not 
necessary to use pressure input whereas to complete the EPG browsing tasks quickly 
it was essential. It should be noted that while the positivity decreases, users were still 
generally positive or neutral about the use of pressure.  In a direct comparison 
between the uses of pressure input versus the use of buttons for skipping forward and 
back 24 hours in the EPG the feedback was split. Again when asked, users stated that 
they found buttons more familiar and this was the reason that some users had a 
preference for using buttons. 

7 Conclusions and Discussion 

We have presented some novel prototypes for navigating media on a 3D TV-like 
display using a mobile device. The use of a mobile device for browsing content on a 
television has a number of benefits, including additional displays, gestural input and 
the possibility of additional input and output capabilities. Our user evaluation 
demonstrated that users were able to navigate through media using gestural and 
pressure input easily and successfully. There was very little difference in terms of 
performance between our prototypes and more traditional interaction methodologies, 
although the benefits outlined above are not available through traditional interaction 
methodologies. There are a number of design guidelines that can be made based on 
our findings: 

• Users can adapt quite quickly to using positions on the back of the device to 
interact. However, care must be taken with the positioning so that users can grip 
and use the remainder of the device easily.  

• Despite concerns that users would not be able to use the screen when tilting the 
device to gesture, users were able to use the screen if they wished. Thus, the 
screen on a mobile device can be used as an additional display. However, more 
research is needed on the impact of divided attention between two displays for 
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media browsing, as navigation time was impacted slightly by using the screen to 
display additional information.  

• In general, users found gestures useful for navigating large distances quickly; 
however, they found fine control more difficult resulting in over- and under-
shooting selections. Considerations for fine control should be taken into account. 

As can be seen, a number of interesting problems and future research questions have 
been highlighted. The work presented in this paper is an important step to allowing 
more dynamic, social and natural control and navigation of multimedia which could 
possibly be deployed in home and public settings.  
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Abstract. We propose a novel technique for automatically creating film comics
reflecting the camera-works of an original movie. Camera-works are one of the
most important effects contributing to the mise en scene of the movie. A skilled
director can use the camera-works dexterously for drawing the attention of au-
diences, representing sentiments, and give a change of pace in the movie. When
creating film comics, camera-works are detected from the original movie, and
mapped to panels and layouts of special comic styles. The technique is called as
the grammar of manga. Our new algorithm is presented for automatically tiling
the stylized panels into comic pages based on the grammar of manga. The results
of our subject study show that reflecting camera-works in film comics enables the
stories being presented in a more readable, vivid and immersive way.

Keywords: Film comic, grammar of film language, manga representation, and
camera-work.

1 Introduction

A film comic is a kind of comic book created by selecting images from a movie and
arranging them into a book of comic style. By turning a movie into a comic, film comic
enables a wide range of readers, from little babies to comic manias, to easily browse
or enjoy movie stories yet through another form of art media. Most of popular cartoon
animations have been formed into film comics. We can buy printed film comics at book
stores or enjoy digital film comics online. The process for creating a film comic includes
the tasks for selecting images from the movie, editing the images into the comic pages,
and inserting the balloons for representing the lines of characters. Even now, these tasks
are mainly done manually. It is usually very time-consuming to select a compact set of
images well depicting the story from the huge number of images in original movie. The
most difficult thing, however, is how to well convey the mise en scene of original movie
in comic style, so as to make the resulting comic as immersive and enjoyable as the
original movie. Recently several researches on automatic generation of film comic have
been reported [1,2,3,4,5]. Although each of those researches succeeded in developing
some effective methods or tools for the automation of a part or the whole of the creation
process, none of them has addressed, in particular, the automatic mapping of mise en
scene from movie to comic. In this paper, we challenge the issue through reflecting
camera-works in comic. Typical camera-works and their effects are well-known as a
part of the grammar of film language [6]. A skilled director can use the camera-works
dexterously for drawing the attention of audiences, representing sentiments, and give
a change of pace in the movie. On the other hand, camera-works are also well-known
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as a part of the grammar of manga [7]. Modern Japanese manga, which is said to have
been established by Osamu Tezuka, is actually featured with the introduction of the
style of movies [8]. In manga, camera-works are represented as panels and layouts of
special styles commonly accepted by creators and readers. We adopt those manga styles
in representing the camera-works in film comic.

Our major contributions can be summarized as follows:

1. A new method for mapping the camera-works in a movie to the special panel styles
and layouts of based on the grammar of manga.

2. A novel panel algorithm for automatically tiling the panels to form comic pages
with camera-works representations.

3. A subject study to compare the film comics with and without camera-works.

Our experimental results show that reflecting camera-works in film comic can not only
improve the readability of stories, but also enables viewers to better experience the mise
en scene of original movies in a more immersive way.

The new mapping method and layout algorithm are implemented as a part of our fully
automatic film comic generation system. Since the other parts of the system, including
the selection of representative images, the detection of camera-works from movies and
the balloon representation of lines of characters, are built upon existing technologies,
we will mention them briefly in the related works and focus our discussion only on the
major contributions, due to the length limit of manuscript. The remainder of the paper
is organized as follows. Section 2 briefly reviews the related works. Section 3 describes
the mapping of camera-works between the movie and comic. Section 4 presents the new
algorithm for creating the page layouts of film comic. Section 5 discusses the results of
the subject studies and Section 6 concludes the paper by showing several future research
directions.

2 Related Works

A pilot work on film comic generation was done by W.I. Hwang et al. [1,3]. Although
their system supports some stylized effects such as speed line and rotational trajec-
tory which contribute to the mise en scene of movie, those effects need to be added by
users manually. Preuß et al. [5] proposed an automatic system for converting movies to
comics, but the method requires the screenplay of the movie to be given and hence limits
its applications to a very special case. More recently, R. Hong et al. [2] presented fully
automatic system which employs face detector, lip motion analysis, and motion anal-
ysis to realize the automatic script-face mapping and key-scene extraction. As another
unique approach, Kunihiro et al. [4] used gaze information of viewers for positioning
the balloons and trimming the images. They assume that the lines of characters can
be obtained from the captions of the movie. Gaze information enables the system to
identify the speaker even if the speaker does not have skin colored face, which occurs
frequently in case of cartoon animation. The regions not attended by viewers would be
trimmed to fit into a panel. Since film comics are usually created from cartoon anima-
tions, our system adopt the gaze-based approach for the trimming of images and the
positioning of balloon.
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Another research field closely related to film comic is video summary. While a film
comic usually serves as an alternative art media of storytelling, video summary aims to
enable users to quickly review videos and use it as the index to access to the detailed
information when necessary [9]. Despite of such differences, they share many elemen-
tal technologies. As new styles of video summaries, storyboards [10], video tapestries
[11,12] and comic-like layouts [13] are developed in recent years with which all im-
portant information are represented in a single image. Although they are effective for
quickly capturing the summary of a video, film comic is more effective in getting read-
ers immersed in a story by presenting a series of camera-works in a way temporally
synchronized with the original video. Yoshitaka et al. have proposed to structuralize a
movie based on the grammar of film language for making a video summary [14]. They
also proposed to recognize the feelings of tension, liberty and loneliness from camera-
works in another research [15].

Our system employs Porter’s color histogram based approach [16] to segment a
movie into shots and choose the image with the average color histogram of a shot as the
representative image of the shot. The spatio-temporal image proposed in [17] is used
for extracting camera-works from movies.

3 Mapping Camera-Works from Movie to Comic

In this section we explain typical camera-works and their corresponding comic repre-
sentation. Typical camera-works include fading in/out, panning, tilting and zoom in/out.

Fading out is a camera-works that makes a scene disappear by gradually decreasing
or increasing the brightness of the images. A shot ending with fading out gives a mild
impression about the disappearing of the scene. Following the style of manga, we rep-
resent fading out with a stylized panel as shown in Figure 1(a). The fading out panel is
positioned at the end of a page.

Fading in is a camera-work that brings a scene out by gradually increasing or de-
creasing the brightness of images. Same as fading out, the shot starting with fading in
gives a mild impression on the appearing of the scene. We represent fading in with a
panel as shown in Figure 1(b). A fading in panel should be positioned at the beginning
of a page. A fading in is usually used right after fading out for achieving a smooth tran-
sition between two shots. Since a fading out panel is located at the end of a page, the
fading in panel will be naturally positioned at the beginning of next page. Therefore, no
special consideration is required in laying out the fading in panel.

Panning is a camera-work that changes the point of view along horizontal direction.
It can be used to attract viewer’s attention from right to left or left to right, enabling
the viewer to catch the whole image of a wide object or impressing the viewer with
the breadth of a landscape. It is also used for giving a sense of motion or fluidity to
otherwise static shots. Inspired by some representations in manga, we represent panning
with a stylized set of panels as shown in the middle row of Figure 1(c). Multiple panels
corresponding to the images selected at successive positions during the panning are
placed in the same row to convey the passage of time, continuousness, perspective or
relationship between objects.
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(a) Fading out (b) Fading in (c) Panning

(d) Tilting (e) Zooming in (f) Zooming out

Fig. 1. Stylized panels and layouts for representing typical camera-works in film comic

Tilting is a camera-work that changes the point of view vertically up to down, or
down to up. The former is also called as tilting down and the latter tilting up. The
height or hugeness of objects can be emphasized with tilting. We represent the tilting
with a page consisting of 3 panels corresponding to the images from the top, middle
and bottom point of view, respectively (Figure 1(d)). Two adjacent panels are partially
overlapped in such a way that the lower panel comes on top of the higher panel for
tilting down, and vice versa for tiling up.

Zooming in is a camera-work that brings objects closer without physically moving a
camera. It can attract viewer’s attention to the focusing objects, by weakening the im-
pression of background and showing the closed up views of the objects. Since zooming
in is unnatural changing of point of view for human, it also has the effect of heightening
the tension. Following the style of manga, we present zooming in with a two panel page
as shown in Figure 1(e). The two panels correspond to the frame before and after the
zooming in, respectively.

Zooming out is a camera-work pushing objects further away without physically mov-
ing a camera. It gives an overall image of the scene and makes it easy to grab the rela-
tionship between objects. The feeling of liberation is also expected with zooming out,
since the focus is released from the objects. Similar to zooming in, we use a two panel
page as shown in Figure 1(f) to represent zooming out, with the two panels correspond-
ing to the frames before and after the zooming out, respectively.

4 Panel Layout

In this section, we discuss how to arrange panels to create the pages of film comic, tak-
ing into consideration the stylized panels and layouts described in the previous section.
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The panel layout algorithm should follow the rules below:

1. Assign one page for the shot of tilting, zooming in, and zooming out.
2. Assign the last panel of a page for the shot of fading out.
3. Assign one row for the shot of panning.
4. Tile the other images in such a way that each page contains m rows and n columns

as possible. The remaining space is filled by expanding the widths of some panels.

As shown in Figure 2, let p denote the number of panning shots, and ri(i = 1,2, · · ·) the
number of other shots between two panning shots. First, we decide the number of pages
in a way that each page contains m rows and n columns as possible. With n panels in
one row, the number of total rows s is s = p + Σi�ri/n�. Note that �x� is the ceiling of
x. If each page consists of m rows, the number of pages t is t = �s/m�.

… …

Tilt Fade outPanPan

r1=5

Fade outTilt

Pan

Pan

r2=2 r3=5
3 panels for each row
3 rows for each page
(m=3, n=3)

7 rows, 3 pages (s=7, t=3)
2 or 3 rows for each page (m’=2)

r2 r3

Pan Pan

r2 r3

r1

r1

Fig. 2. Lay out panels in pages and rows

We cannot ensure that all pages have m rows exactly, except for the case that s is
dividable by m. Let m′ be the quotient of dividing the number of rows s by the number
of pages t. We set the number of rows in each page to either m′ or m′+ 1, so as to keep
the number of rows balanced among pages with a difference of 1 at most. In case m′ is
much less than n, a layout with narrow long panels will be created. When |m′−n|> mth,
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we change n to n−1 and repeat this to decide new m′ to improve the ratio of panels in
row and column. mth is a user given threshold to control the aspect ratio of panels.

As shown with the upper left image of Figure 3, a row right before a panning may not
be fully filled with panels. The remaining space can be filled by expanding the width
of a necessary number of panels. If those panels are not correctly chosen, however, we
may get a layout with some panels across two rows. Such an example is shown in the
upper right of Figure 3. This occurs when the third image is selected to expand. To
avoid generating such a layout, we should select the last image to expand for instance.

Layout 
Algorithm

Pan Pan

r1

Pan

A panel 
across rows

Step 1

A layout with 
remaining space

Pan

Step 2

Pan

Step 3

Pan

Step 4

Fig. 3. Layout with/without a panel across rows

For any n and ri, we can get a correct layout with the following algorithm.

Layout algorithm for filling the remaining space (Figure 3):

Step 1. If n is odd, assign a panel of width 1 at either the leftmost or the rightmost of
each row.

Step 2. Divide the remaining space into the slots of width 2.
Step 3. Let v = r mod n, the remainder of dividing r by n. Randomly choose v slots and

assign 1 panel of width 2 to each of them. The remaining slots are assigned with 2
panels of width 1.

Step 4. Fill all shots with the r images sequentially. The images are resized according
to the width of the panels.

The above algorithm has been proven to be able to generate correct layouts always with-
out panels across two rows. We include the formal mathematical proof in Appendix A.

5 Experimental Results

We conducted a subject study to investigate whether introducing camera-works im-
proves the readability of stories and contributes to the representation of mise en scene
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of original movies. The subjects were 20 university students. They were asked to watch
both the comic without stylized representation for camera-works, called as A, and the
comic with the stylized panels and layouts reflecting the camera-works, called as B.
B includes panels representing fading in/out, panning, tilting and zooming in/out. The
movies used for the test were “Snow White”, “Pinocchio” and “Shrek 3”. The lines of
characters were extracted from captions, and the gaze information of pre-viewers was
used for positioning the balloons and trimming the images. The examples of generated
comic pages are shown in Figures 4 and 51.

Our questionnaire includes the following questions together with a free feedback
description. We presented A in first to a half of subjects, and B in first to the other half
to eliminate the order effect.

Questions:
1. Is the story easy to understand?
2. Is the comic presented in a vivid style?
3. Are the scenes immersive?
4. Can you feel sentiments of characters?
5. Can you easily focus on the subjects in each

scene?
6. Did you enjoy reading?

The results are shown in Table 1. The evaluation results are summed up in the nominal
scale with 3 values for adopting χ2-test. When χ2(2) is larger than 9.2, 6.0 and 4.6, p
is smaller than 0.01, 0.05 and 0.10, respectively.

Table 1. Results of the subject study. ∗: p≤ 0.05, ∗∗: p≤ 0.01, bold values are the largest ones.

Snow White Pinocchio Shrek 3
Q χ2(2) − 0 + χ2(2) − 0 + χ2(2) − 0 +
1 1.6 4 8 8 9.1∗ 3 4 13 9.1∗ 3 4 13
2 24.1∗∗ 2 1 17 19.9∗∗ 1 3 16 19.9∗∗ 1 3 16
3 19.6∗∗ 2 2 16 12.4∗∗ 2 4 14 12.4∗∗ 2 4 14
4 9.7∗∗ 2 5 13 9.1∗ 3 4 13 9.1∗ 3 4 13
5 7.6∗ 2 6 12 4.3 4 5 11 4.3 4 5 11
6 15.7∗∗ 3 2 15 13.3∗∗ 1 5 14 13.3∗∗ 1 5 14

For Q1 of “Pinocchio” and “Shrek 3”, more subjects preferred B, the comic pages
with stylized panels and layouts reflecting camera-works. We can conclude that reflect-
ing camera-works improves the readability of stories. However, B was not preferred for
Q1 of “Snow White”. In the free feedback description, a subject answered that there are
too many panels being emphasized in the comic pages reflecting camera-works. An-
other subject answered that he got tired since it was too long. There are many stylized
panels and layouts in case of “Snow White” in fact, since the original movie had many
camera-works. It seems that the excessive presentment had prevented subjects from un-
derstanding the story of “Snow White” well. To narrow down to the panels that really

1 The intellectual property of “Snow White” shown in Figure 4 and Figure 5 has expired.
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(a) Page including pan shot (b) Page including pan shot
(Without camera-work representation) (With camera-work representation)

(c) Page including fade out shot (d) Page including fade out shot
(Without camera-work representation) (With camera-work representation)

Fig. 4. Generated comic pages with/without stylized panels and layouts. (a) and (b) are the pages
including panning shots, and (c) and (d) including fading out shots. (a), (c) are comic pages
without reflecting camera-works, while (b), (d) are those with the stylized panels and layouts
reflecting camera-works. Read from top left to bottom right.
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(a) Page including tilt shot (b) Page including tilt shot
(Without camera-work representation) (With camera-work representation)

(c) Page including zoom-in shot (d) Page including zoom-in shot
(Without camera-work representation) (With camera-work representation)

Fig. 5. Generated comic pages with/without stylized panels and layouts in manga. (a) and (b)
are the pages including tilting shots, and (c) and (d) including zooming in shots. (a), (c) are
comic pages without reflecting camera-works, while (b), (d) are those with the stylized panels
and layouts reflecting camera-works. Read from top left to bottom right.
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need to be emphasized, more advanced video understanding technologies is required.
We are going to address the problem as a future work.

For Q2, Q3 and Q4 of all movies, B was preferred by more subjects. Since camera-
works usually can help giving a vivid impression or rhythmic pace to a movie, we can
expect that a comic with camera-works reflected can also achieve the same effects. A
subject answered that he could not concentrate on reading A compared with B, since
A had uniform panels. The result of Q4 showed that effects of camera-works can also
facilitate viewers to better feel the sentiments of characters with our proposed method.
For Q5, B was better evaluated for “Snow White” only. In “Pinocchio” and “Shrek 3”,
there were the shots including two and more people talking together, which might be
a reason for preventing viewers from focusing on the subject. For Q6, B was preferred
by most users for all movies. We can conclude that a film comic generated with our
proposed method enable viewers to view the story in a more enjoyable and immersive
way.

Subjects also answered that echoic and mimetic words would improve the quality
of the comic and inserting additional panels without balloons may make the comic
more rhythmic. Those feedbacks are important clues to the further improvement of the
technology in our future work.

6 Conclusions and Future Works

We proposed a new method for automatically generating film comics with stylized pan-
els and layouts reflecting the camera-works of the original movie. We have confirmed
that the comic generated with the proposed technique can better convey the mise en
scene of the original movie.

One of our future works is to develop a technique for narrowing down to the most
important panels that really need to be emphasized in the comics. A subject of the eval-
uation experiment pointed out that the comics were over accentuated when too many
camera-works were used in a movie. We will seek more powerful image understanding
and motion analysis technologies for estimating the importance of camera-works. We
would like to provide an interactive editing tool enabling users to easily reflect their
personal styles, while continuing exploring the potential of automatic approach in the
mapping of mise en scene between movie and comic.
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Appendix A. The Validity of Scheduling Algorithm Described
in Section 4

Let n be the number of panels in a row, ri the number of images. The number of rows
k required for arranging ri images is calculated as k = �ri/n�, which is an integer and
satisfies the following equation.

(k−1)n < ri ≤ kn, k ≥ 1. (1)

In addition, let l and b denote the quotient and remainder of dividing kn by ri, respec-
tively. We have

kn = lri + b, 0≤ b < ri. (2)

To proof that a way of scheduling panels without panels across two rows exists, we first
give Lemma 1 and Lemma 2.
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Lemma 1. If k≥ 2, l = 1.

Proo f . By Eq. (1), ri ≤ kn, therefore, l ≥ 1. If l ≥ 2, kn≥ 2ri is satisfied by Eq. (2). By
Eq. (1),

kn ≥ 2ri > 2(k−1)n. (3)

Hence,

k > 2k−2. (4)

The above inequation is not true when k ≥ 2. Thus, l < 2 is proved by contradiction.
Since l is an integer by definition, l = 1. �

Lemma 2. b≤ n−1.

Proo f . Assume b≥ n. By Eq. (1),

kn = ri + b≥ ri + n. (5)

Then,

(k−1)n≥ ri. (6)

It conflicts with Eq. (1). Hence, b < n. Since b is an integer by definition, b≤ n−1. �

Based on Lemma 1 and Lemma 2, we can derive Proposition as follows.

Proposition. For any n and any ri, a way of scheduling panels without panels across
two rows exists.

Proo f . When k = 1, no panel that acrosses two rows exists, since panels are set in
one row. When n = 1, no panel that acrosses two rows exists, since one panel is set
in each row. When k ≥ 2,n ≥ 2, the remining space of b panels can be space is filled
by doubling the width of b images selected from ri images. ri−b images are remining
panels of width 1. As ri−b equals to kn−2b by Eq. (2) and Lemma 2, b panels of width
2 and kn−2b panels of width 1 should be set in kn. Now, by Lemma 2,

kn−2b≥ kn−2(n−1). (7)

Since n≥ 2,

kn−2(n−1)= (k−2)n + 2≥ 2k−2. (8)

Furthermore, since k≥ 2,

2k−2≥ k.

Hence, kn−2b, or the number of panels of width 1, is larger than k, the number of rows.
b panels of width 2 can be arranged in the following ways. When n is odd, one panel

of width 1 is set at either the leftmost or the rightmost of each row. The remining space
can be devided into the slots of width 2, which can be filled with panels of width 2 or
pairs of panels of width 1. When n is even, the whole space can be divided into the slots
of width 2, which can be filled with panel of width 2 or pairs of panels of width 1. �
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Abstract. This paper presents efficient parallelization strategies for
processing large-scale multimedia database operations. These strategies
are implemented by extending and parallelizing the GiST (Generalized
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1 Motivation

In multimedia databases, the set of multimedia objects are described by a col-
lection of features. In the case of images, examples of features include color
histograms, color moments, textures, shape descriptions and so on [1]. Common
multimedia database operations are similarity-based selection queries [2]. Two
main types of selections are considered. First, one looks for objects whose feature
vectors are within a given range (range queries) to the feature vector of a given
query object. Second, one finds objects whose feature vectors have the most
similar values to the feature vector of a given query object (nearest-neighbor
queries). In addition, similarity-based join queries are considered [3,4,5]. The
similarity-based join is useful to merge two sets of multimedia objects based on
their pairwise similarity. It can be employed within a single database, for instance
in social media applications to compute pairwise similarity of images posted by
different interest groups. Similarity-based joins may also be employed to merge
sets of image objects stemming from different repositories in order to find out
pairwise similarity and thus create interlinking among them. In this scope, our
paper studies methods for efficiently joining large sets of image objects. Our
solution strategies include several data and pipeline parallelization methods.

2 Multimedia Database Operations

Let M1 and M2 be two image tables in a multimedia database. The image
tables contain the image objects together with their feature vectors extracted
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beforehand from the images. For the following join example, we suppose that
we have one feature vector for an image object. A similarity-based join performs
for each image object of the left input table M1 a similarity search in the right
input table M2. Let M1 have the following two objects: (x1, (12, 15, 10)) and
(x2, (22, 32, 5)) and M2 has the objects (y1, (10, 14, 10)) and (y2, (14, 16, 12)).
The similarity search is a range query with a range of 4 using the Euclidean
distance. y1, y2 are the result objects of the similarity search of x1 in M2. For x2

we do not have any similar objects in M2. Thus, two result tuples are output:
(x1, y1, (12, 15, 10), (10, 14, 10)) and (x1, y2, (12, 15, 10), (14, 16, 12)).

Cascading the joins allows one to merge more than two multimedia ob-
ject sets (referred hereafter as multi join operation). Consider now a third im-
age table M3 with the following tuples (z1, (8, 15, 10)) and (z2, (16, 20, 5)). The
result of the former join between M1 and M2 shall be joined to M3 using a
range query (range of 5 using the Manhattan distance). This subsequent join
works as follows. First, we determine which feature vector of the join result
M1 with M2 is used for the subsequent join, then we perform for each join
result tuple a similarity search in M3. We choose the feature vector of M2

for the subsequent join. For the first tuple, (x1, y1, (12, 15, 10), (10, 14, 10)) we
find z1 to be similar, while z2 is not similar enough. For the second tuple,
(x1, y2, (12, 15, 10), (14, 16, 12)) we don’t find any similar image object in M3.
Thus, (x1, y1, z1, (12, 15, 10), (10, 14, 10), (8, 15, 10)) is the only result tuple of
the multi join operation.

Let M1(p, fvp, ap) and M2(q, fvq, aq) be two base image tables, p, q are the
image objects. fvp = f1, f2, ... is the set of feature vectors representing the low-
level features of the object p (respectively for q). ap and aq are object types
containing the attribute components that may be used to describe the objects.
Formally, the Similarity-based Image Join is defined as:

(a) join(M1, M2, fp, fq, ε) = X ⇔ X ∈ M1 ×M2 ∧ ∀((p, fvp, ap), (q, fvq, aq)) ∈
X • q ∈ ε− similarity(M2, p, fp, fq, ε).
(b) join(M1, M2, fp, fq, k) = X ⇔ X ∈M1 ×M2 ∧ ∀((p, fvp, ap), (q, fvq, aq)) ∈
X • q ∈k-NN-similarity(M2, p, fp, fq, k).

ε − similarity(M2, p, fp, fq, ε) is the ε-similarity in M2 computing all
neighbors whose distance to the query image p is below a threshold ε.
k-NN-similarity(M2, p, fp, fq, k) is the k-NN -similarity computing the k-nearest
neighbors to the query image p in M2.

The result of a similarity-based join is a new intermediate image table M
which contains the components of both joined image tables, thus the table
schema expresses as: M(p, q, fvp, fvq, ap, aq). The definition above can simply
be extended to the join of one base table with an intermediate image table and
to a join of two intermediate tables.

The Multi Similarity-based Join specifies n ≥ 1 similarity-based joins. It
is represented by a linear processing tree with the following syntax: PT ::= Mi

or PT ::= join(PT1, Mi, f1, f2, ε) or PT ::= join(PT1, Mi, f1, f2, k) where PT1

is a linear processing tree.
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For simplifying the notations and without loosing the generality of the opti-
mization consideration, each image table Mi is used exactly once.

3 Related Work

This paper concentrates on methods for efficient processing of large-scale multi
similarity-based join operations. To compute the similarity-based operations effi-
ciently, the feature space is usually indexed using a multidimensional index data
structure [6].

The similarity search in large databases may reveal time-consuming, if many
index nodes have to be examined in a range search. To cope with this, recent
works proposed a compact representation of the similarity join result [7]. While
this limits the problem for a similarity-based join, it cannot solve the problem
for multi join operations. If a nearest-neighbor search is employed, the compu-
tational complexity is in the many distance computations and in the size of the
priority queues used for pruning. It becomes specially time- and space-critical for
high-dimensional database spaces (see [8]). Recent works focused on improving
the nearest-neighbor algorithm by using distance estimators, in order to reduce
the storage requirements [9]. It has been proven that this can prune the prior-
ity queue without altering the output of the query. But the time complexity is
still present. As a consequence, several authors considered the parallelization of
similarity-based selection queries [10,11,12].

These works consider either data distribution, space partitioning, or multi-
plexed index structures. Data distribution assigns data rectangles/spheres to dif-
ferent computing nodes in a round robin manner or by a hash function. Space
partitioning divides the space into partitions which are assigned to separate
computing nodes. Multiplexed index structures are distributed over nodes with
pointers across the nodes. Data distribution balances the load, while space parti-
tioning activates few nodes. Multiplexed index structures are more flexible, they
can balance the number of activated nodes vs load balancing among nodes. These
strategies are well-researched. Coming to the processing of similarity-based join
operations, Kosch et al. [3] considered simultaneously processing of two index
structures, and Yu et al. [4] focused on dimension reductions and distance in-
dex structures. Both work did not consider parallelization strategies. In spatial
databases, parallelization of joins have been considered by several authors (see
Section 5 of Jacox et al. [13]). These works consider mainly the parallelization
of the filter step of a spatial join which is special to spatial databases and can-
not be directly transferred to multimedia databases. A recent work concentrated
on the optimal placement of similarity-based multimedia operations in complex
multimedia queries, a parallelization strategy is however only considered for the
selection operators [14]. Distributed processing in IR systems considered also
data distributions. Content replications and distributions for cluster-based ar-
chitectures is for instance considered by Klampanos et al. [15].

Extending the parallelization of similarity-based selections to multi similarity-
based joins is a challenging task. First, the index look-ups of the left input
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table image objects to the right image table must be parallelized. Second, the
processing of the different join levels must be also parallelized in order to fully
exploit the computing power of a parallel machine.

4 Large-Scale Processing

We want to effectively process large-scale multimedia queries specifying n ≥ 1
similarity-based joins. For each Mi(oi, fvi, ai) (1 ≤ i ≤ n) with fvi = fi1, fi2, ...
being the set of feature vectors representing the low-level features of the object oi,
we assume that multidimensional index structures are available for each different
f ∈ fvi to efficiently carry out the ε or k-NN -similarity. These multidimensional
index structures shall be able to hold a large number of data points in possibly
high-dimensional data spaces. From related work [6], Data Partitioning index
structures are good candidates. We concentrate in this work on hierarchical
index structures (e.g., X-,SS-, SR- and TV-trees), as they are the mostly used
and tuned [16] index structures in multimedia database products.

Nested-Loop Index Join. The method for performing a similarity-based join
is to apply the ε or k-NN -similarity for each object of the left input table M1

as a query object o looking for its similar objects from the right input table M2.
The latter operation is implemented as an index look-up in the index structure
of the right input table M2.

The research problem we pose is how to process effectively large-scale oper-
ations. Our two main methods are: Data Parallelism of a single similarity-
based operation and and Pipeline Parallelism of multiple similarity-based
operations.

Data Parallelism. We suppose that we are disposing a cluster system with a
high-speed interconnected computing nodes in a distributed memory architec-
ture. Each node has b cores which access the shared memory on the node. We
assume a shared disk architecture.

The processing is done in two phases. In the index build phase the feature
vectors of all available image tables are distributed in round robin manner over
the computing nodes. At each node, a local index structure is built. Thus, each
distribution is complete and not overlapping. We have chosen the data distribu-
tion over the space partitioning parallelization (see Section 3), because it is load
balancing for multi join processing. In a space partitioning approach, each level of
the multi join processing introduces a load imbalance which could easily sum up to
an important overall imbalance and thus leading to much higher-response times.

The processing of the similarity-based join is done in a master-worker manner
(processing phase). The multimedia database server acts as master. It for-
wards the common feature vector for each object of the left input table M1 to
all computing nodes (workers), where an index look-up in the common feature
vector index structure of the right input table M2 is performed. The processing
of each local join (on each node) can be done independently from the others.
This scales very well. The results are sent back to the master. It prepares then
for the subsequent join.
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Example. Consider two image tables, M1, M2 and a = 4 computing nodes. The
feature vectors of M1 and M2 are:

fv1 = {dominant color, color histogram} and
fv2 = {dominant color, edge histogram}.
In the index build phase, the four available feature vectors (2 for M1 and 2 for
M2) are distributed uniformly over the 4 nodes, thus each node holds 1/4 of the
complete index structures. In the processing phase, we like to perform a 3-NN
similarity-based join of the two image tables. The common feature vector for M1

and M2 shall be the dominant color. The master initiates the join by scanning
M1. For each tuple, it extracts the dominant color feature vector and forwards
the query information (vector and 3-NN ) to all nodes, where an index look-up
on the local dominant color index of the M2 table is performed. The result (the
tuple id) is returned to the master.

Pipeline Parallelism. We propose to process multiple similarity-based joins in
pipelined fashion. The principle idea is taken from right-deep processing of join
operations in parallel relational databases. The way of processing traditional
joins works with exact matching, while similarity-based join processing works
on possibly multiple feature vectors based on similarity matching. Thus, the
distributed implementation of the pipelined similarity-based join cannot directly
use right-deep processing implementations. We therefore originally designed a
pipelined processing strategy for similarity-based joins with a fully threaded
realization exploiting multi-core parallelism on different index structures (and
feature vectors). The pipeline parallelism works as follows, once the result of
a join arrives at the master node, the feature vector for the subsequent join
is looked up the corresponding base table. It is immediately send to all nodes
to probe against the next right input operator. Thus, the former join and the
subsequent join execute on each node in parallel. In order to scale, the processing
of the former join and the subsequent one is done by different threads allocated
to different cores on each node. For instance, if each node has b = 4 cores, one
may execute 4 join levels in parallel. The access to the shared memory could be
the limiting factor for this parallelization. But, as the joins are performed on
different right image tables, the access are not concurrently to the same data.
This strategy scales well.

5 Efficient Parallel Implementation

The implementation of the multidimensional index structure and the similarity-
based join operation is done in two main parts, the Database Extension (SB-
MJLibrary) and the External Index Structure (GiSTServer).

Database Extension (SBMJLibrary): An Oracle 11g Database with the Or-
acle Data Cartridge Interface Technology (ODCI) offering extensibility interfaces
is used. We can extend the query processing, type system and data indexing by
calling external C,C++ or Java routines. We implemented the similarity-based
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Fig. 1. Framework for the Similarity-based Join Execution

join operation as an external table function in C++. Figure 1 shows the frame-
work for the similarity-based join execution. In particular one sees the compo-
nents involved, these are the Oracle 11g Database, the ODCI Interface, the Query
Optimizer, the SBMJLevel and the GiST-Framework. The ODCI Interfaces in-
clude external routines that are combined to a shared library. Each subsequent
level of a similarity-based join is represented by an instance of a SBMJLevel.
In each SBMJLevel, the specific join parameters (e.g., involved table indices,
join type, etc.) and a reference to the GiSTWrapper are saved. New interme-
diate result tuples are computed by requesting index scans via GiSTWrapper
calls. The GiSTWrapper is a singleton Object, designed to communicate with
the GiSTServers.

Now, let’s take a look on our realization. The join processing starts with the
Query Optimization. Its task is to find a good ordering of the join operations,
where few intermediate join result tuples are produced. In a previous paper [5],
we introduced a cost model to compute the number of intermediate result tu-
ples. This paper uses the cost model and implements an Iterative Improvement
search strategy to compute a good ordering. The Iterative Improvement algo-
rithm makes a specified number of local optimization. The algorithm starts at
a random state and improves the solution by repeatedly performing swap- or
3-cycle-transformations until a local minimum or the maximal number of itera-
tions is reached. The query optimization is the first part of the similarity-based
join processing.

The execution of the joins, thus generating the result tuples is done
in a parallel and multithreaded manner (processing phase). Each level of a
similarity-based join (SBMJLevel) runs in a separate thread and is connected to
an own input queue. An input queue contains intermediate result tuples from the
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upper level and acts as a data pipeline (pipeline parallelism). The input queue
of the top level is initialized with feature vector / row-id pairs of the left input
table of the deepest join. With each feature vector in the input queue, a new
index scan request to the GiSTWrapper is started. The result of this query is a
set of matching pairs, which are merged to a new intermediate result tuple, that
is directly piped out to the input queue of the lower level. Considering that one
level will always produce new tuples faster (or slower) than another, the level
processing is also multithreaded to avoid a bottleneck. If there are more than
one intermediate tuple in the input queue, the level runs a predefined number
of worker threads for parallel index scan requests.

Now let us concentrate on the GiSTWrapper. GiST stands for Generalized
Search Tree and is an extensible data structure framework, developed at the
University of Berkeley [17]. The GiST-Library (libgist2.0) contains implemen-
tations for R-,R*,SS-,SR-,B- and NP-Trees and is designed for storing multi-
dimensional index structures. Our extension, the GiSTWrapper is an interface
between the database and the external index structure, which is based on the
GiST-framework. The two main tasks of the GiSTWrapper are first to map the
Oracle ODCI-datatypes to native C-datatypes and second to forward a query
(e.g., index scan request) to the GiSTServers. Considering that the external in-
dex structure is uniformly distributed over multiple GiSTServers in the network,
one query has to be sent to all GiSTServers by using a TCP/IP connection. For
this purpose and to satisfy the criteria of a parallel and multithreaded execu-
tion, the GiSTWrapper runs a new worker thread for each connection. This
thread holds the connection until the GiSTServer completes the computing of
the query. The result of all threads is merged into a set of tuples, which are
returned to the level thread. Note that in a k-NN -query, the result set contains
k * #GiSTServers tuples and must be filtered before it is returned.

External Index Structure (GiSTServer). A GiSTServer communicates over
our multithreaded TCP/IP-Connection-Pool which runs a configurable num-
ber of threads at start-up. When a new request arrives and a free thread is
available, the execution of the request is allocated to that thread. If not, the re-
quest has to wait until a new thread is available. After a new request is received,
it is forwarded to a request handler. The request handler parses each com-
ponent, checks for errors and classifies the request into data manipulating and
data querying requests. This determination is important for thread synchroniza-
tion. In order to avoid that the threads must be fully synchronized when calling
the GiST-framework, we preload multiple GiST-framework instances into the
memory at start-up. This allows truly parallel query execution of threads on
each node. This start-up handling is done by the GiSTHolder-Pool and the
GiSTHolder. A GistHolder holds the entire GiST-framework in protected mem-
ory dynamically. Thus, a GiSTHolder can process a request on his own, in an
independent memory area. The GiSTHolder-Pool is responsible for the schedul-
ing of the GiSTHolder. In this manner, multiple data querying requests can be
executed in parallel. On the completion of a request, either a status code (data
manipulating) or the result tuples (data querying) are returned to the database.
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Fig. 2. Similarity-based Join Response Times with Real Data (1 Million), up to 6
Processors

As the TCP/IP Connection-Pool only supports synchronous communication, the
reply is sent with the same connection as the request was received. Furthermore,
we added several updates and bug fixes to the original GiST-framework, e.g.,
large file support on Linux platforms, so the GiSTServer can handle larger files
than 2GB both on 64bit and 32bit compilates.

6 Experimental Results

We compiled and installed our implementation on a network cluster system. Our
cluster system consists of one master node and 16 worker nodes, interconnected
by a reliable Gigabit Ethernet network. To store the external index structure,
we used a shared disk with 2TB disk space, accessible by each node. All nodes
have the following hardware specification:

Operating System: openSUSE 10.3 (X86-64)
Kernel: 2.6.22.19-0.4-default x86_64
CPU(s): 1 Quad Core Intel Xeon E5405s
CPU Clock: 2000.069 MHz (each core)
Memory: 16078.3MB

We installed the Oracle 11g Database on the master node, the GiSTServers on
the worker nodes.

For the following series of tests, we used two different data sets: first, randomly
generated data (up to 10 millions) and second, real feature vectors, extracted from
images of the Flickr Database (up to 1 million). The main purpose of the tests
is to measure the response time improvements of the processing phase while
increasing the number of computing GiSTServers.

We executed similarity-based joins with varying image data sets (random
data, real data), four index structure types (R-Tree, R*-Tree, SS-Tree, SR-Tree),
different table sizes (103 to 107) and join depths (1-4 cascading joins). We first
found out that on every node, at least 10000 datapoints must be inserted to
achieve an improvement. From that, the greater the table size the clearer the
response times enhancements. In general, the greater the join depth, the better
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Fig. 3. Similarity-based Join Response Times with Real Data (1 Million), from 8 Pro-
cessors
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Fig. 4. Similarity-based Join Response Times with Random Data (10 Millions), up to
6 Processors

the response time enhancements. The response time highly depends on which tree
family is used: Sphere-based trees deliver (compared to rectangle-based trees)
the best performance. In this paper, due to the page size limit, the figures will
be shown for the maximal amount of treated image objects: 10 millions in the
case of randomly generated data and 1 million in the case of real data and for
the maximal join depths of four.

The result of a cascading similarity-based join with 4 levels on the real data
is shown in figures 2 and 3: join(join(join(join(M1, M2), M3), M4), M5). The
feature vector in the real data is a 64-dimensional MPEG-7 Scalable Color. In
order to regularize the number of result tuples, we set the size of the left input
table of the deepest join M1 to 10 datapoints. Each look-up table contained
1 million datapoints. We used a 1-NN similarity search on the deepest level
and a 3-NN similarity search on the other levels. With this setup, 810 result
tuples are produced. The Database Extension and the GiSTServers were con-
figured to exploit the entire hardware capacity. Each of the 4 SBMJLevel were
running 4 worker threads, so 16 ∗ #nodes threads were requesting the exter-
nal index structures in parallel. Regarding the memory limitation on one node,
the GiSTServers’ thread-pool was set to 8 threads. The scaling is very good.
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Fig. 5. Similarity-based Join Response Times with Random Data (10 Millions), from
8 Processors

Doubling the number of GiSTServers leads to just above halving the response
time. The slightly lower values on a larger number of computing nodes results
from a communication overhead and the bottleneck of the shared disk access.

Figures 4 and 5 show the results for the similarity-based joins on 5 randomly
generated multimedia tables with 10 millions datapoints on an R*-Tree based
index structure. We used the same thread- and similarity search configuration
as in the previous tests. The response time improvements are similar to figures 2
and 3, except for nodes=1,2. We had to reduce the thread-pool of the nodes
to 1 thread on 1 node and 3 threads on 2 nodes. This was necessary to avoid
memory overflow.

In general, we observed that the running times for the real data sets are
appreciable faster, which is due to the higher density areas in the real data
sets. The difference decreases with a higher number of processors involved.
Our parallelization strategy clearly scales with the size of the data sets joined
and the number of processors used. It brings down the response times of
complex queries to reasonable waiting periods with 10 millions data points
involved.

7 Conclusion

This paper presented efficient parallelization methods for processing large-scale
multimedia database operations. In special, similarity-based image join opera-
tions were efficiently been carried out by using data and pipeline parallelization
strategies. In future works, we will extend the parallelization framework of GiST
with further index structures, e.g., from the Windsurf framework1. We also in-
tend to integrate so called ”distance joins” between two image input sets, e.g., to
compute the K-closest pairs of the two image input sets, ordered by the distance
of objects in each pair.

1 http://www-db.deis.unibo.it/Windsurf/
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Abstract. This paper considers the scalable delivery framework of streaming
video content with advertisements. In this framework, the revenues generated
from the ads are used to subsidize the cost and thus attract more clients. We
analyze a predictive scheme that provides clients with multiple price options,
each with a certain number of expected viewed ads. The price depends on the
royalty fee of the requested video, its delivery cost based on the current system
state, the applied scheduling policy, and the number of viewed ads. The price is
lower when the number of viewed ads is larger.

Keywords: Media streaming, periodic broadcasting, pricing, scheduling, stream
merging, waiting-time prediction.

1 Introduction

Multicast-based delivery of video streams can be achieved by stream
merging [15,13,19,8] (and references within) or periodic broadcasting [20,9,21] (and
references within). Stream merging reduces the delivery cost by aggregating clients
into larger groups that share the same multicast streams while periodic broadcasting di-
vides each media file into multiple segments and broadcasts each segment periodically
on dedicated server channels. Successful video streaming services require incorporating
effective business models. A plurality of business models are currently being utilized
[14]. In this paper, we use advertisements for subsidizing the cost of premium content,
such as new movies.

Incorporating advertisements in the multicast-based approach is challenging because
requests (and/or streams) are aggregated to reduce the overall delivery costs. This paper
utilizes the recently proposed framework for scalable delivery of media content with
advertisements [2], which combines the benefits of stream merging and periodic broad-
casting. Video ads are delivered on dedicated broadcasting channels, whereas stream
merging is used for the primary video content. A client starts by joining an ads’ broad-
cast channel for some time and then receives the requested video by stream merging. In
[17], a waiting-time prediction algorithm has been proposed to estimate the ads’ view-
ing period based on the requested video and the system’s current state. Thus, a client
is presented with the expected ads’ viewing time and the associated price for streaming
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the requested video. The revenues generated from the ads are used to subsidize the price
and thus attract more clients. Clients with larger ads’ viewing time get lower prices. The
algorithm considers the dynamic and complex natures of stream merging and request
scheduling. The main limitation of that work is that the client is presented with only
one choice of price and associated ads’ viewing time.

This paper analyzes a solution that provides clients with the opportunity for selecting
from multiple price options, thereby providing a better customer-centric and profit-
making solution. The proposed Client-Driven Price Selection (CPS) approach provides
clients with multiple price options, each with a certain number of expected viewed
ads. The price depends on the royalty fee of the requested video, the video delivery
cost (to be computed dynamically based on the current system state because of request
aggregation), and the number of viewed ads (and thus the revenue generated from these
ads). We modify the waiting-time prediction algorithm in [17] and request scheduling in
[2] to allow for multiple options and then study the effectiveness of the overall solution
in detail. As in prior work, we assume the system uses a mechanism to ensure that the
clients do actually watch the ads (such as requiring their input to advance to the next
ad, using interactive ads, etc.).

We study the effectiveness of the CPS approach and various scheduling policies
through extensive simulation in terms of numerous performance metrics. These metrics
include waiting-time prediction accuracy, percentage of clients receiving waiting times,
client defection (i.e., turn-away) probability, average waiting time, price, arrival rate,
and profit. The defection probability is the probability that customers defect because of
waiting times exceeding their tolerance. The average deviation between the expected
and actual times of service is used as a measure of accuracy. The accuracy decreases
with the deviation. The reported average waiting time includes the time spent viewing
ads and the initial waiting time to receive the ads. We consider the impact of various
design and workload parameters. We combine the equation-based [2] and willingness-
based [17] arrival rate models to assess the impacts of the price, purchasing capacity,
and defection probability on the effective arrival rate. To account for the different ways
the clients may select from the available options that meet their purchasing capacity
(based on purchasing capacity and willingness model), we experiment with a variety of
price selection criteria: Random Price, Lowest Price, Median Price, and Highest Price.

The rest of the paper is organized as follows. Section 2 discusses background infor-
mation and related work. Section 3 presents the proposed approach. Section 4 discusses
the performance evaluation methodology. Section 5 presents and analyzes the main re-
sults. Finally, conclusions are drawn.

2 Background Information

Resource sharing techniques [3,4,7,10,16,11,15] face the scalability challenge of multi-
media streaming systems by utilizing the multicast facility. Stream merging techniques
are resource sharing techniques that combine streams when possible to reduce the deliv-
ery cost. Earliest Reachable Merge Target (ERMT) [5,6] is a near optimal hierarchical
stream merging technique, which allows stream to merge multiple times. A new client
joins the closest reachable stream (target) and receives the missing portion by a new
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stream. After the merger stream finishes and merges into the target, the latter can get
extended to satisfy the playback requirement of the new client(s), and this extension
can affect its own merge target.

For stream merging, a scheduling policy is used to select a video to service when a
channel becomes available. A channel is a set of resources needed to deliver a video
stream. All requests in the selected video can be serviced using only one channel. The
number of channels is called server capacity.

The main scheduling policies include First Come First Serve (FCFS) [4], Maximum
Queue Length (MQL) [4], Maximum Factored Queue Length (MFQL) [1], and Mini-
mum Cost First (MCF) [19]. MCF achieves the best overall performance by capturing
the significant variation in stream lengths caused by stream merging. MCF-P, which is
the preferred implementation, selects the video with the least cost per request.

For supporting video streaming with advertisements, a scalable delivery framework
was proposed in [2]. This framework has the following main characteristics. (1) Clients
start by joining an ads’ broadcast channel for some time and then receive the requested
video by stream merging. (In this paper, “requested video”, “actual video”, or “video”,
unless otherwise indicated, refer to one of a primary videos and not an ad.) (2) Ads are
combined and broadcast on dedicated server channels. Hence, when beginning to listen
to an ads’ channel, the client views different ads until streaming of the desired video
finishes. Multiple channels can be used with time-shifted versions of the combined ads,
as shown in Figure 1, to reduce the waiting time for reaching the beginning of an ad.
With NadCh channels, the maximum value of this time is ad len/NadCh, where ad len
is one ad length. (3) Ads are only viewed prior to watching the actual video to allow for
uninterrupted viewing and more enjoyable playback experience.

For the scalable delivery framework, two modified versions of MCF-P scheduling
policy were proposed in [2] to ensure that ads are viewed by a large number of clients:
Any N and Each N. Each N considers a video for scheduling only if each waiting request
for it has viewed at least N ads, whereas Any N considers a video for service only if
any one of its waiting requests has viewed at least N ads.

3 Client-Driven Price Selection

This paper explores the idea of presenting each client with multiple price options. Pro-
viding clients with multiple price options enhances customer satisfaction and system
profitability. The proposed Client-Driven Price Selection (CPS) approach is targeted
for the scalable video delivery framework with advertisements [2]. This approach per-
forms waiting-time prediction and provides the client with the list of expected waiting
times (or times of service) and their associated prices. The waiting-time prediction is
done by modifying the prediction algorithm in [17]. The waiting-time is essentially
the total time between the request arrival and the commencement of streaming of the
requested video.

The idea of the CPS algorithm can be described as follows. When a new request
is made, it is mapped to the ads’ channel with the closest ad start (or end) time. The
algorithm examines the ad start times on that channel in the order of closeness to the
current time for possible assignment as the expected time for that request. Because only
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multiple ads can be viewed by clients, the later ad start times represent the different pos-
sible service times. At each ad start time, the server estimates the number of available
channels and predicts the videos that can be serviced at that time. When the requested
video is the expected video to be serviced, the corresponding ads’ viewing time and
associated price is added to the list of choices to present to the client. The process con-
tinues until, the prediction window (Wp) is exceeded. This window provides a tradeoff
between the implementation complexity and the number of price options the client re-
ceives as well a tradeoff between the prediction accuracy and the percentage of clients
receiving expected times. If the video prediction does not return any expected time, the
average waiting time for the requested video is used instead.

Figure 1 illustrates how CPS generally works with Wp = 3 ad lengths. When a new
client makes a request at time TNow, the algorithm examines the ad start times within
the prediction window in the order T0, T1, T2, and T3. For each one of these times, if
the requested video is selected in the prediction, the corresponding ads’ viewing time
and price is added to the list of client’s choices. The list for example may include (1
ad, $2.2) and (3 ads, $1.8), assuming that the video is selected at times T1 and T3. The
server has to make sure that the client will view at minimum the selected number of ads
by placing an additional constraint on the scheduling policy.

Fig. 1. Illustration of the CPS Algorithm

Figure 2 shows a simplified version of the algorithm, which is performed upon the
arrival of request Ri to video vj . This algorithm extends the algorithm proposed in [17]
to allow multiple price options. Providing multiple price options is enabled by contin-
uing to provide expected ads’ viewing times and associated prices to the client even
after the prediction algorithm determines an expected time for service for that request.
Thus, if the request is expected to be serviced at time Ti, the CPS algorithm returns an
expected number of ads and a matching price to the client and continues to find other
expected service times until the prediction window is exceeded. When determining the
latter expected numbers of ads and associated prices, the CPS algorithm acts as if the
request has not been serviced earlier. As discussed earlier, the implementation of the
scheduling policy (not shown in the Figure) has also to be changed in order to enforce
that the client views the number of ads that he/she selected earlier. To make the paper as
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for (v = 0; v < Nv ; v + +) // Initialize
assigned time[v] = −1; // Not assigned expected time

adChNo = Get label # of the ads’ channel with the closest start time;
T = Get next ad’s start time; T0 = T ; examined times = 0;
// Find number of available channels at time T
Nc = available channels + will be available(TNow, T );
while (T < TNow + Wp) { // Loop till prediction window is exceeded

for (v = 0; v < Nv ; v + +){
if (isQualified(v, T, adChNo)) {

if (assigne time[v] == −1)
expected qlen = qlen(v, adChNo) + λ[v]×
((T − TNow) + examined times × ad len/NadCh);

else // Video v has been assigned an expected time
expected qlen = λ[v] × (T − assigned time[v])/NadCh;

objective[v] = find scheduling objective for video v;
} // end if (isQualified(v, T, adChNo))
else objective[v] = −1; // v is not qualified

} // end for (v = 0; v < Nv; v + +)
while (c = 0; c ≤ Nc; c + +){ //for every available channel

// Find the expected video to serve at time T
expected video = find video with maximum nonzero objective;
if(expected video == vj) {

Push T into expected time que QueET of request Ri;
TempPrice = CalculatePrice(T ,vj);
Push TempPrice into price que Queprice of request Ri;
break; }

else { assigned time[expected video] = T ;
objective[v] = −1; } // -1 means can’t be selected again

} // end while (c = 0; c ≤ Nc; c + +)
T = T + ad len; //Proceed to the next edge
// Find number of available channels at time T
Nc = left over + will be available(T − ad len/NadCh, T );
examined times + +;

} // end while (T < TNow + Wp)
Present QuePrice to client and then clear it.

Fig. 2. Simplified Algorithm for CPS [performed upon arrival of request Ri to Video vj ]

self-contained as possible, let us briefly discuss how to predict the videos to be served
at any particular ad start time T . First, the algorithm determines the videos that will be
qualified at that time based on any minimum ads’ viewing constraints, imposed by Any
N or Each N. For each video that qualifies, the algorithm estimates its waiting queue
length at time T , based on the video arrival rates, which are to be computed periodically
but not frequently. As in [17], the expected queue length for video v at time T can be
found as follows:

expected qlen[v] = qlen(v, adChNo)+
λ[v]× ((T0 − TNow) + examined starts× ad len/NadCh), (1)
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where qlen(v, adChNo) is the queue length of video v on channel adChNo at the
current time (TNow), λ[v] is the arrival rate for video v, ad len is the ad length, NadCh

is the number of ads’ channels, T0 is the nearest ad start time, and examined starts
is the number of examined ad start times so far during the current run of the prediction
algorithm. Equation (1) assumes that video v has not been identified before as the ex-
pected video to be serviced at an earlier ad start time. Otherwise, the expected arrivals
will have to be found during the time interval between T and the latest assigned time
(assigned time[v]) at which video v is expected to be served [17]. In Figure 2, Nc

represents the number of available server channels at ad start time T . This number is
equal to the number of channels that will be available prior to T plus a left-over value
for the number of unused channels at prior ad start times [17].

The pricing depends on the royalty fee of the requested video, the video delivery
cost (to be computed dynamically based on the current system state because of request
aggregation), and the number of viewed ads (and thus the revenue generated from these
ads). Note that the delivery cost varies with the current access rate. Although the predic-
tion algorithm is highly accurate as will be shown later, clients who view more ads than
expected should be provided with compensation credits, which can be used to reduce
the number of ads to be viewed when accessing other primary media later on.

4 Performance Evaluation Methodology

Table 1 summarizes the workload characteristics. Like most prior studies, we generally
assume that the arrival of the requests to the server follows a Poisson Process with an
average arrival rate λ. Hence, the inter-arrival time is exponentially distributed with a
mean Tavg = 1/λ. Additionally, we assume that the access to videos is highly localized
and follows a Zipf-like distribution. With this distribution, the probability of choosing
the nth most popular video is C/n1−θ with a parameter θ and a normalized constant
C. The parameter θ controls the skew of video access. Note that the skew reaches its
peak when θ = 0, and that the access becomes uniformly distributed when θ = 1. We
assume a value of 0.271 [18].

The waiting tolerance of clients is characterized as follows: a client who chooses a
certain expected time of service (and thus an associated number of expected ads and
a price) waits for service until that expected times plus an added tolerance value Wad
(a variable from 0 to 9 ad lengths with default value of 2). The waiting tolerance of all
other clients follows an exponential distribution with mean μtol.

Estimating the overall revenue and profit is challenging because the price influences
the arrival rate and number of streams delivered. Subsidizing the price can attract more
clients and can eventually increase the overall revenue and profit. By increasing the
arrival rate, the delivery costs also decrease because of the higher degrees of stream
merging. We combine equation-based and willingness-based arrival rate models. In the
first, the arrival rate changes dynamically based on the defection probability [2]. The
defection probability is the probability that clients leave without being serviced because
of waiting times exceeding their tolerance. We experiment with the following function:

λ =
c1(1− d)
c2 + c3d2

(2)
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Table 1. Summary of Workload Characteristics

Parameter Model/Value(s)
Request Arrival Poisson Process
Request Arrival Rate Variable, Default = 40 Requests/min
Server Capacity 200-550
Video Access Zipf-Like, Skew Parameter θ = 0.271

Movie-Related Characteristics 80 120-min movies
Waiting Tolerance Model for clients
without expected times of service

Poisson, min= 3 ads, mean= 5 ads, max= 8 ads

Waiting Tolerance Model for clients
with expected times of service

Expected Service Time + Wad, Wad: Variable, Default= 2
Ad lengths

Ad-Related Characteristics Ad Length= 30 sec, # different ads= 8, # ads channels= 3

Minimum Ads Constraint (N ) Variable, Default = 2

Prediction Window (Wp) Variable, Default = 9

Qualification Threshold (QTh) Variable, Default = 0.25

Scale (b), Shape (α), Elasticity (δ) Variables, Defaults= 1.0, 1, 7, resp.
Equation-Based Model Constants c1 = 60, c2 = 0.5, c3 = 1

where d is the defection probability, and c1, c2, and c3 are constants. In the second
model, we utilize client purchasing capacity and willingness models. The capacity of a
client to spend for a particular service or product can be modeled using Pareto distribu-
tion [12]. The Pareto probability density function can be given as follows in equation
(3):

fp(x) = α× b× x−(α+1) for x ≥ b, (3)

where b (also called scale) represents the minimum value of x, and α represents the
shape of the distribution. Most clients have capacities close to b. The distribution is more
skewed for larger values of α. Hence, as α increases, fewer clients can pay much more
than b. Clients with larger capacities are more likely to spend more. The willingness
probability of a client with capacity y to pay for a product or service with price p can
be given by

Prob(willingness) =

{
1− ( p

y )δ 0 ≤ p ≤ y

0 p > y,
(4)

where δ is the elasticity [12]. As δ increases, more clients are willing to spend.
In prior work, the equation-based model [2] and the willingness-based model [17]

were used separately. In this paper, we combine these two models as they are not exclu-
sive. The equation-based model captures the impact of the current defection probability
on the future arrival rate, whereas the equation-based model captures the impacts of the
price and purchasing capacity on the willingness of the client to purchase the streaming
service. Therefore, each one of these two models impacts the arrival rate in a different
way. Figure 3 illustrates how the two models are combined.

We consider a commercial Movie-on-Demand system. Without loss of generality, we
assume a cost-plus pricing. The price in the considered system covers the movie roy-
alty fee, delivery fee, and operational cost minus subsidization credit. In the discussed
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Fig. 3. Combining the Equation-Based and Willingness-Based Models

example, the revenue per ad per client is 10 cents, the movie royalty fee is 70 cents, and
the delivery cost per GB is 50 cents. Based on service positioning analysis, the service
provider seeks to get 70 cents per movie request to cover their operational cost and
attain the sought profit. A fixed fraction of the 70 cents is used as a profit.

5 Result Presentation and Analysis

We conducted extensive simulation using many different workload and system parame-
ters. For space limitation, we only show the main results. Only the results for ERMT are
shown because it is the most efficient stream merging policy. We assume that the client
selects the lowest price unless otherwise indicated. We also consider the impact of the
used price selection scheme. The analyzed performance metrics include: waiting-time
prediction accuracy, percentage of clients receiving waiting times (PCRE), client defec-
tion (i.e., turn-away) probability, average number of viewed ads, price, arrival rate, and
profit. The average deviation between the expected and actual times of service is used
as a measure of accuracy. The accuracy decreases with the deviation. The waiting time
includes the time spent viewing ads and the initial waiting time to receive the ads. Profit
is considered as the most important metric. All other metrics influence the profit. The
average number of viewed ads, prediction accuracy, and PCRE are important measures
of Quality-of-Service (QoS).

Figure 4 illustrates the effectiveness of CPS for “Any 2” and “Each 2” Scheduling
with different server capacities. The value 2 is selected optimally based on extensive
analysis. Note that increasing this value increases the ads’ viewing time but leads to
higher underutilization of resources. The results show that CPS may slightly increase
the defection rate, but this is due to the higher arrival rate achieved by accepting more
client requests, as shown in Figure 5(a). Figure 5(b) shows the same but with differ-
ent prediction windows. CPS increases the profit for both scheduling polices. “Any 2”
Scheduling with CPS achieves the best overall performance. The average deviation be-
tween the predicted and actual waiting times is always less than one ad length and is
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(c) PCRE
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(e) Profit

200 250 300 350 400 450 500
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 N
o

rm
al

iz
ed

 P
ri

ce
 

 Server Capacity

 

 

  Each 2
  Each 2 + CPS
  Any 2
  Any 2 + CPS

(f) Price

Fig. 4. Effectiveness of the Proposed CPS Scheme [ERMT, Least Price Selection]

within 6 seconds with the best scheduling policy. The percentage of clients receiving
expected times (PCRE) is always larger than 67%.

Figure 6 demonstrates the impact of various price selection schemes: random, lowest,
median, and highest. Note that there is a tradeoff between price and waiting time. The
price is lower with a larger waiting time. In reality, different clients will have different
criteria, and this motivates investigating random selection. Interestingly, although these
schemes achieve significant variation in waiting time and price, they perform closely in
terms of the profit.
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Fig. 5. Overall Arrival Rate [ERMT, Any 2, CPS, Least Price Selection]
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Fig. 6. Impact of Various Price Selection Schemes

6 Conclusions

We have analyzed a predictive scheme, called Client-Driven Price Selection (CPS),
which provides clients with multiple price options, each with a certain number of ex-
pected viewed ads. The main results can be summarized as follows. (1) The proposed
CPS approach enhances the revenue and profit by giving multiple price choices to the
client, thereby attracting more clients. (2) CPS is best when combined with Any N
scheduling and ERMT. (3) The achieved waiting time prediction accuracy with this
combination is within 6 seconds (20% of an ad length).
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Efficient Storage and Decoding of SURF Feature

Points

Kevin McGuinness, Kealan McCusker, Neil O’Hare, and Noel E. O’Connor
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Abstract. Practical use of SURF feature points in large-scale indexing
and retrieval engines requires an efficient means for storing and decoding
these features. This paper investigates several methods for compression
and storage of SURF feature points, considering both storage consump-
tion and disk-read efficiency. We compare each scheme with a baseline
plain-text encoding scheme as used by many existing SURF implemen-
tations. Our final proposed scheme significantly reduces both the time
required to load and decode feature points, and the space required to
store them on disk.

Keywords: Image features, interest points, quantization, coding.

1 Introduction

Speeded up robust features (SURF) based descriptors [1] have become very pop-
ular in modern computer vision and multimedia information retrieval engines,
primarily due to their exceptional performance and a fast method for detection
and extraction. For large datasets, SURF features can be computed offline and
stored alongside the images they represent, allowing matching to be performed
without the need to extract features each time an image is visited.

A linear search for an object in a database of feature points requires, for each
image, three operations: 1) loading all feature points for the image from the
disk; 2) decoding these feature points; and 3) computing the distance between
all feature points in the query object to all feature points in the target image.
Euclidean distance is generally used in practice, and can be implemented us-
ing a fixed number of primitive (add, subtract, square) machine operations. As
such, the time required to search a large dataset can be dominated by the time
spent loading and decoding feature points if the amount of memory required to
represent these feature points exceeds the memory capacity of the hardware.

Storage space for feature points also requires consideration. Typical image
files, efficiently compressed, require only a few tens or hundreds of kilobytes of
disk storage. Depending on the image and parameters specified for the feature
extraction algorithm, each image can produce hundreds or even thousands of
feature points. A näıve scheme for storing these feature points (e.g. XML) could
require significantly more storage space than the image file itself. Indeed, one
XML based storage scheme we investigated required over 13GB to store the
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feature points for 10,000 images; the images required only a single gigabyte of
storage.

Visual feature vector compression has previously been considered by Takacs
et al. [15], who used entropy coding of quantized feature vectors to reduce the
size of feature vectors to approximately 5 bits per coefficient, in their mobile aug-
mented reality system. They subsequently proposed transform coding of SURF
and SIFT [11] components using the Karhunen-Loeve transform, followed by
quantization and entropy coding, achieving very high compression rates of ap-
proximately 2 bits per coefficient [3]. They later achieved even higher compres-
sion rates using a compressed histogram of gradients descriptor [2].

While other authors have proposed very effective schemes for compressing
SURF feature vectors, these works were focused on low-bitrate descriptors; the
objective of this paper is to devise a storage scheme for SURF feature points
that is efficient in terms of both storage space and time required to read and
decode the features from a disk. This compression scheme, like the scheme used
by Takacs et al. [15], is based on quantization and entropy coding of the coeffi-
cients. While Takacs et al. simply noted the use of entropy coded SURF features
as part of a larger system, we present a more in-depth discussion on how to im-
plement such an encoding scheme, and an analysis of the effect of quantization
on the distance between pairs of descriptors. We also present an empirical anal-
ysis of decode time, storage requirements and accuracy using the BelgaLogos
dataset [9].

It is worth mentioning that exhaustive search is usually impractical for large-
scale online image search systems where the query images are not known a-
priori. Visual bag of words (BoW) and bag-of-features (BoF) based techniques
(e.g. [13,12,6]) are generally superior for these systems, in terms of both query
time and storage requirements, since only vectors of codewords need to be re-
tained for each image, rather than the individual descriptors. Such systems can,
in addition, benefit from BoF based compression techniques such that proposed
by Jègou et al. [8] to reduce the dimensionality of the codeword vectors, allowing
for very compact image descriptors. Nevertheless, storing the individual descrip-
tors is still important for a variety of applications. Search and indexing systems
may benefit from storing the descriptors during an intermediate step in the in-
dexing chain, to be processed at a later stage by other modules like visual word
extraction or offline indexing. Mobile applications may be required to transmit
descriptors over low-bandwidth connections for cloud based matching and de-
tection. Retaining individual descriptors can also be useful for establishing the
precise location of matched objects in images.

The remainder of the paper is organized as follows. Section 2 gives an overview
of the composition of a SURF feature point and introduces notation for the com-
ponents. Section 3 describes the dataset we used for analysis and experimenta-
tion. Section 4 examines the effect of quantizing SURF coefficients on the square
distance between pairs of coefficients. Section 5 discusses quantization strategies,
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and Section 6 discusses entropy coding of the quantized coefficients. Section 7
evaluates the proposed encoding schemes, and Section 8 concludes the paper.

2 SURF Feature Points

A SURF feature point f is composed of the (x, y) location of the point, a scale
value s, an orientation value θ, a Laplacian value l ∈ {−1, +1}, and 64 coefficients
that make up the descriptor. The coefficients are summations over the horizontal
and vertical Haar wavelet filter responses in the 4× 4 = 16 blocks surrounding
the feature point. There are four coefficients extracted for each block: f1 =

∑
dx,

f2 =
∑

dy, f3 =
∑ |dx|, and f4 =

∑ |dy|, where dx and dy are the horizontal
and vertical filter responses at each pixel inside a block, and the summations
apply over all pixels in the block.

3 BelgaLogos Dataset

The BelgaLogos dataset [9] is composed of 10,000 images manually annotated
for 26 logos and trademarks, with 55 images from the dataset provided as query
images for these logos. This makes it ideal for evaluating image and feature
point matching techniques. We extracted a total of 5,966,580 feature points
from these images1, a mean of 596.7 per image. The range, interquartile range,
mean, median, and standard deviation of the number of feature points per
image are:

min. Q.1 median mean Q.3 max. sd.

0 333 517 596.7 756 3938 377.8

The minimum of zero in the above is an outlier – only one image has zero feature
points associated with it.

To perform a statistical analysis of the feature points, we randomly sampled
100,000 feature points from the 5,966,580 in the dataset. Figure 1 shows the
distribution of feature point components f1 . . . f4 for all feature points in the
sample set. The f1 and f2 components for the sample are in the range [−0.5, 0.5];
the f3 and f4 are in the range [0, 1]. The observed ranges and mean values of
the coefficients are:

f1 f2 f3 f4

mean -0.0000235 0.0213 0.109 0.154
min -0.3709430 -0.408639 0.0 0.0
max 0.4143080 0.460317 0.64189 0.74343

The orientation value are in the interval [0, 2π], with modes {0, π
2 , π, 3π

2 , 2π}.
The scale values in the sample set are in the interval [1.601, 22.680].
1 The number of features extracted is governed by the Hessian threshold, which we

set to 0.001.
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Fig. 1. Histograms showing the distribution of feature point descriptor coefficients
(f1, f2, f3, f4)

4 Coefficient Precision

Matching comparable SURF features (i.e. those with similar scales and Laplacian
values) requires computing the Euclidean distance between the coefficient vectors
for pairs of descriptors. Common criteria for deciding if two feature vectors
match are [14]: 1) comparing against a simple threshold, 2) finding the k nearest
neighbors feature vectors and comparing their distance against a threshold, and
3) comparing the the ratio between the nearest and second nearest neighbors
(the nearest neighbor distance ratio) with a threshold. Reducing the precision of
the SURF coefficients allows them to be stored using less bits. Ideally, we would
like to reduce the precision so that it does not have a significant affect on the
distance between any two vectors. Here we look at the effect of reducing the
precision of the coefficients on the distance computation.

Let u and v be the coefficient vectors for two SURF feature points, with
v = (v1, v2, . . . , v64), and u = (u1, u2, . . . , u64). The square distance between
these vectors is:

δ2(u,v) =
64∑

i=1

(ui − vi)2. (1)

Any loss in precision can introduce a small error component at each value in u
and v. Let the maximum error introduced by encoding the coefficients ui and
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vi be equal to ε. In the worst case, this error value can affect each term in the
distance formula by 2ε, giving a square distance of:

δ2(u,v) =
64∑

i=1

(ui − vi + 2ε)2. (2)

Substituting Δi = ui − vi in the above and multiplying out gives:

δ2(u,v) =
64∑

i=1

Δ2
i +

[
4ε

64∑
i=1

Δi + 256ε2

]
. (3)

The first part is just the square distance, so the worst-case error in the square
distance computation that results from an error ε in each component is:

Eworst-case(ε, Δ) = 4ε

64∑
i=1

Δi + 256ε2. (4)

Recall that the SURF coefficients f1 and f2 are in the interval [−0.5, 0.5] and the
coefficients f3 and f4 are in the range [0, 1]. The maximum distance between any
two SURF coefficients is therefore 1, and so the largest value of the summation
in the above is 64 (since, max

∑64
i Δi = 64). Substituting this into Eq. (4) gives

a general worst-case error:

Eworst-case(ε) = 256× ε(ε + 1). (5)

To keep the square distance error δ2
ε below some value, we simply choose sufficient

digits of precision so that ε satisfies:

256ε2 + 256ε < δ2
ε . (6)

The maximum allowable value of ε for a given δ2
ε can be found by solving the

above quadratic inequality and inferring the required precision. The worst case
square error in terms of the number of bits of binary precision of each component
can be derived by substituting the machine unit roundoff error ε = 2−p/2 for p
bits of precision in Eq. (5).

Eworst-case(p) = 256× 2−p

2

(
2−p

2
+ 1

)
(7)

= 26−2p + 27−p. (8)

Usually the value of k =
∑64

i=1 Δi from Eq. (4) will be significantly less than its
worst-case value of 64, which only occurs when the distance between each of the
individual components is maximal. It is clear from Figure 1 that the coefficient
values are usually close to zero, and so the expected value of k is small. Moreover,
the threshold on the Euclidean distance δ(u,v) used to match SURF features is
usually low. Therefore, although in the worst-case k = 64, in the average case –
and for cases that will affect the outcome of a whether two are judged to match
– k � 64.
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Fig. 2. Histogram (left) showing the distribution of k =
∑64

i=1 Δi for a sample of 50,000
pairs of feature points. Q-Q plot (right) showing that it is reasonable to assume that
k is normally distributed

Figure 2 (left) shows the distribution of k for a random sample of 50,000 pairs
of feature points, and Fig. 2 (right) shows the normal Q-Q plot of 5,000 of these
values. It is clear from these figures that the distribution of the sample is very
close to normal, and it is reasonable to assume that the value of k in general
is also normally distributed. The mean and standard deviation were found to
be zero (±0.0077 with 95% confidence) and 0.88 (c.i. (0.875, 0.887) with 95%
confidence). Assuming that the sample is representative, this implies that 75%
of all values of k are in the (−1, +1) interval, 97.6% are in the (−2, +2) interval,
and 99.9% are in the (−3, +3) interval. The upper bound for error given by
k = 64 in Eq. 8 is therefore unrealistically high in practice; setting k = 4 gives a
practical upper bound on the error, while setting k = 1 gives the square distance
error in the majority of cases. The general formula for square distance error in
terms of k given p bits of precision is:

E(p, k) = 26−2p + 21−pk. (9)

Table 1 shows the error values for varying amounts of machine precision and
values of k. The first column is the number of bits p of machine precision; the
second is the roundoff error for p bits of precision; the remaining columns show
the effect of this error on the square distance in the worst and typical cases.
The last row, p = 23, corresponds to IEEE-754 single precision floating point
numbers. The table shows that the error incurred by encoding each coefficient
using 16 bits of precision is likely to be acceptable. The error incurred by using
8 bits of precision may also be acceptable, and is worth investigating.

5 Quantizing Coefficients

The discussion in the previous section on the effect of rounding error on the
outcome of a distance calculation indicates that encoding the coefficients with
16 or possibly even 8 bits of precision should not significantly affect the outcome.
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Table 1. Worst-case and typical error values for varying amounts of machine precision

p ε = 2−p/2 k = 1 k = 2 k = 3 k = 4 Eworst-case

7 0.00390625 0.01953125 0.03515625 0.05078125 0.06640625 1.00390625
8 0.00195312 0.00878906 0.01660156 0.02441406 0.03222656 0.50097656
9 0.00097656 0.00415039 0.00805664 0.01196289 0.01586914 0.25024414
10 0.00048828 0.00201416 0.00396729 0.00592041 0.00787354 0.12506104
12 0.00012207 0.00049210 0.00098038 0.00146866 0.00195694 0.03125381
14 0.00003052 0.00012231 0.00024438 0.00036645 0.00048852 0.00781274
16 0.00000763 0.00003053 0.00006105 0.00009157 0.00012209 0.00195314
18 0.00000191 0.00000763 0.00001526 0.00002289 0.00003052 0.00048828
20 0.00000048 0.00000191 0.00000381 0.00000572 0.00000763 0.00012207
22 0.00000012 0.00000048 0.00000095 0.00000143 0.00000191 0.00003052
23 0.00000006 0.00000024 0.00000048 0.00000072 0.00000095 0.00001526

Since all the coefficients f have a range r = |max f −min f | ≤ 1, they can be
remapped so that they lie in the interval [0, 1]. We therefore only need to encode
the significand (mantissa) of the floating point number – all the bits can be used
for precision.

A rigorous description of the quantization scheme requires us to define round-
ing and quantization functions. The rounding function r : R → Z returns the
nearest integer to x, rounding ties away from zero:

r(x) =

{
�x + 0.5� x ≥ 0
�x− 0.5� x < 0.

(10)

The clamp function c : R→ R limits the value of x to a given interval [x1, x2]:

c(x; x1, x2) = max{min{x, x2}, x1}. (11)

The linear remapping function m : R → R maps values that lie in the interval
[x1, x2] to values in the interval [y1, y2] as follows:

m(x; x1, x2, y1, y2) = y1 +
(y2 − y1)(x− x1)

x2 − x1
. (12)

Using the above definitions, we can define the p bit quantization function qp : R→
Z, which maps a real value x ∈ [x1, x2] to a p bit integer representation:

qp(x; x1, x2) = r(m(c(x; x1, x2); x1, x2, 0, 2p − 1)). (13)

The corresponding p bit de-quantization function dp : Z → R returns a real
number that approximates x ∈ [x1, x2]:

dp(y; x1, x2) = c(m(y; 0, 2p − 1, x1, x2); x1, x2). (14)
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5.1 8 and 16-Bit Encoding

We can define a 16-bit encoded point using the following C structure (a similar
structure can be defined for 8-bit coding, using instead 8 bits per coefficient):

struct encoded_point {
uint16_t x, y, scale;
uint8_t orientation, laplacian;
uint16_t coefficients[64];

};

Assuming images are never larger than 65535× 65535, the values x and y in the
above can be assigned from the unencoded values by simple rounding:

x′ = r(x) (15)
y′ = r(y). (16)

Assuming that scale values greater than 30 are sufficiently rare that they can be
safely approximated by a value of exactly 30, then we can assign the scale value
in the above structure as:

s′ = q16(s; 0, 30). (17)

The orientation parameter can be encoded to 8 bits, assuming that an error of
7/10 of a degree can be tolerated in practice.

θ′ = q8(θ; 0, 2π) (18)

The Laplacian parameter could be encoded in a single bit, but we use 8 bits so
that the structure is aligned to 16-bit boundaries in memory. The 16 blocks of
coefficients f1 . . . f4 are encoded as:

f ′
1 = q16(f1;−0.5, +0.5) (19)

f ′
2 = q16(f2;−0.5, +0.5) (20)

f ′
3 = q16(f3; 0, 1) (21)

f ′
4 = q16(f4; 0, 1). (22)

The final 16-bit encoding requires 136 bytes per SURF point, before applying
any compression algorithms. For the 8-bit quantization, the q8 quantizer is used
above. The 8-bit encoding requires 72 bytes per SURF point.

6 Compression

The symbol entropy values H(f) for each of the four Haar coefficients f1 . . . f4

for the BelgaLogos dataset sample were found to be:

f1 f2 f3 f4 mean

8-bit 5.64 6.32 6.09 6.60 6.16
16-bit 13.62 14.30 14.07 14.59 14.14
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Shannon’s source coding theorem for symbol codes bounds the compression
rate that can be achieved using an optimal symbol coding algorithm between
H(f) and H(f) + 1, so based on the mean entropies above we can expect com-
pressing the 8-bit encoded coefficients using an optimal symbol coding algorithm
to reduce the number of bits to required to encode a coefficient by between 0.84
and 1.84 bits per symbol. This translates reducing amount of space required to
store the coefficients by between 10 and 23%.

To encode 8-bit coefficients, we first computed four empirical probability
distributions for the quantized coefficients f1 . . . f4 by sampling N = 100,000
points from the BelgaLogos dataset. These four sample distributions were then
smoothed by convolution with a width 5 Hamming window to give the empirical
distributions Pe(x|n), n ∈ {1 . . .4}, x ∈ {0 . . . 255}. The empirical distributions
were then used to generate prefix codes Cn(x) for each the Haar coefficients
using the Huffman algorithm [5]. To minimize any wasted bits due to a block of
Huffman codes not being a multiple of 8 bits, we encoded all Haar coefficients
of the same type (e.g. f1) together in large blocks for all SURF points in a file.

7 Evaluation

To evaluate the effect of quantization on the outcome of a matching experiment,
we ran a linear search using the internal query set (55 query images) in the Bel-
gaLogos set for the different encoding strategies. Table 2 summarizes the results
of the evaluation. In the table, the column marked ‘text/xml’ refers to an XML-
based encoding scheme; ‘text/plain’ refers to the text encoding scheme used
by the OpenSURF2 library; ‘float/32’ refers to storing the coefficients as 32-bit
IEEE-754 floating point numbers; ‘int/16’ and ‘int/8’ refer to simple quantiza-
tion of the coefficients to 16 and 8 bits as described above; ‘huffman/8’ refers
to entropy coded 8-bit coefficients. The total query times shown are for all 55
images in the internal query set3.

There is no change in mean average precision (MAP) when using 16-bit preci-
sion to encode the coefficients. There is a slight increase in MAP when using 8-bit
coefficients. This increase can be attributed to the clustering effect of quantizing
the features, which makes them comparable with visual words.

The raw binary encoding schemes gave the fastest decode times, all producing
a roughly equal query time of ∼34 seconds per query on our test machine (34
seconds to match a set of query feature points against all feature points in the
BelgaLogos set). Huffman encoding of the coefficients more than doubles the
decode time to 75 seconds. Both raw and encoded coefficients are significantly
faster than using XML encoded features, giving speedups of 97.6% and 94.7%.
Compared with the plain text format generated by OpenSURF, the speedups
are 88% for raw features and 74.2% for encoded features.

2 http://www.chrisevansdev.com/computer-vision-opensurf.html
3 The test machine used was an Intel R© quad core Xeon R© 1.86GHz CPU (E5320) with

4GB RAM running Linux kernel 2.6.31-19 and using an ext4 filesystem.

http://www.chrisevansdev.com/computer-vision-opensurf.html
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Table 2. Summary of encoding method performance

text/xml text/plain float/32 int/16 int/8 huffman/8

Dataset size (MB) 13172 3683 1590 795 430 346
Mean file size (KB) 1349 377 163 81 44 35
Total query time (min) 1305 267 32 32 32 69
Mean query time (sec) 1422 291 34 34 34 75
Mean average precision (%) 8.53 8.53 8.53 8.53 8.74 8.74

Entropy coding of the 8-bit coefficients gives the greatest space efficiency,
reducing the dataset size by 97.4% compared to XML encoded features, by 90.6%
compared to plain text encoded features, and by 78.2% compared to binary
coding with 32-bit floating point numbers.

7.1 Comparison with PCA Compression

Correlation among the Haar coefficients within descriptors implies a more com-
pact representation may be obtained using principal component analysis (PCA)
to reduce the dimensionality of the feature vectors without loss of important
information. This approach is similar to the PCA-SIFT technique described
by Ke and Sukthankar [10], except that here we focus on matching using the
reconstructed descriptors rather than in the transform domain. The following
compares several PCA-based compression schemes with the simple quantization
and entropy coding schemes outlined above in terms of storage size, decoding
speed, and matching accuracy on the BelgaLogos dataset.

We used 100,000 randomly sampled feature points to derive the PCA eigenvec-
tor transform matrix Φ. We used the same sample to derive the empirical means
μ = (μ1, . . . , μ64) of the 64 coefficients, and the PCA transform of the sample to
derive the empirical range [αi, βi] of the transformed coefficients. Dimensionality
reduction of a coefficient vector v is performed by centering around the mean
and multiplying by the transform matrix: ΦT(v − μ), then truncating to the
desired number of coefficients. Each retained coefficient vi is then quantized to 8
bits using Eq.(13) with the empirical minimum αi and maximum βi. Decoding a
quantized coefficient vector u is performed similarly: by de-quantizing the stored
coefficients and performing the inverse transform Φu + μ.

Table 3 compares the performance of PCA compressed descriptors with 8-bit
quantization and entropy coding based descriptors on the BelgaLogos dataset.
The column heading ‘PCA/50’ denotes a 50 element PCA compressed descriptor
quantized to use 8-bits per element. It is clear from the table that the 50 element
PCA descriptor performs on par with 8-bit entropy coded coefficients in terms
of descriptor size and decode time, but suffers a small loss in matching precision.
The 40 and 30 element PCA descriptors are both smaller and faster than en-
tropy coded coefficients, but the sacrificed precision reduces matching accuracy.
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Table 3. Comparison of 8-bit PCA compression with quantization and entropy coding

PCA/50 PCA/40 PCA/30 PCA/20 int/8 huffman/8

Dataset size (MB) 351 294 237 180 430 346
Mean file size (KB) 36 30 24 18 44 35
Total query time (min) 61 53 47 41 32 69
Mean query time (sec) 66 58 51 44 34 75
Mean average precision (%) 8.18 6.94 5.47 2.35 8.74 8.74

The 20 element descriptor is almost half the size of the entropy coded descriptor,
but suffers an acute reduction in accuracy. Despite their smaller size, none of
the PCA-based descriptors match the decode time of the simple 8-bit scheme.

8 Conclusion

We have presented a simple, easy to implement, scheme for quantization and
entropy coding of SURF features that significantly reduces both the space re-
quired to store these features and the time required to load and decode them.
The experiments show that careful quantization of the feature points can be
performed without significantly effecting matching performance. Quantization
of coefficients to 8 bits also opens the door to an integer only implementation
of feature point distances, which may improve performance, particularly for em-
bedded applications. Entropy coding reduces the storage requirements by 20%
over raw 8-bit coefficients, but doubles the decoding time. This modest space
improvement rarely justifies the additional complexity and decode time; we an-
ticipate that simple 8-bit quantization may give the best balance between decode
time and storage requirements for many applications. If space is at a premium,
transform coding can be applied to de-correlate the coefficients prior to quanti-
zation at the cost of reduced matching accuracy and increased decode times.

More powerful compression techniques like product quantization [7] are capa-
ble of achieving an even more compact representation. For example, [4] used this
technique to compress SURF feature vectors to around half the size of the Huff-
man encoded vectors. This approach requires precomputing a codebook using a
VQ algorithm (e.g. Lloyd’s algorithm), which may take significant time and can
potentially produce suboptimal results. The simple quantization approach pre-
sented here can be combined with product quantization to reduce the memory
footprint of the codebook by a factor of four without significant effect on re-
construction. Codebooks can therefore be designed with four times more cluster
centroids and still fit in the same amount of memory, which may be important
for performance when the codebook is required to fit in cache memory [7].

An implementation of our SURF encoding schemes is available online and can
be downloaded from: http://kspace.cdvp.dcu.ie/public/surfenc.

http://kspace.cdvp.dcu.ie/public/surfenc
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Abstract. Recently, object recognition has been successfully implemented in a 
couple of multimedia content annotation and retrieval applications. The em-
ployed recognition approaches are carefully selected and adapted to the specific 
needs of their tasks. In this work, we propose a framework to automate the si-
multaneous selection and customization of the entire recognition process. This 
framework only requires an annotated set of sample images or videos and  
precisely specified task requirements to select an appropriate setup among thou-
sands of possibilities. We use an efficient recognition infrastructure and  
iterative analysis strategies to make this approach practicable for real-world ap-
plications. A case study for face recognition from a single image per person 
demonstrates the capabilities of this holistic approach.  

Keywords: Multimedia content annotation and retrieval, Object recognition, 
Feature selection, Automatic evaluation. 

1 Introduction 

Humans use their visual system to recognize objects for the interpretation of scenes 
and images. Computer vision systems try to imitate this process with approaches to 
recognize individual objects and object classes. Many of these approaches already 
exist and it requires experience and a fairly advanced level of computer vision skills 
to select an appropriate approach for an application. Furthermore, recent studies [1-3] 
show that the performance of most recognition approaches can be significantly im-
proved when they are adapted to certain tasks, domains, or datasets. Thus, the re-
search question of this work is: How to automate the selection and customization of 
recognition approaches for a given task?  

This auto-selection and customization depends on both, the task and the investigated 
recognition approaches. In the example of Fig. 1, an appropriate approach has to be 
selected for a cow recognition system that operates quite fast and accurate. On the one 
hand, recognition tasks mainly differ by the objects-of-interest to recognize and their 
appearance in the content. Thus, different recognition approaches might be well suited 
for tasks where all objects are similarly shown from one viewpoint and for tasks with a 
higher variability. Moreover, requirements about the recognition accuracy, quality,  
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Fig. 1. Auto-selection of a cow recognition system from precise specifications 

and speed have to be considered in the selection process. On the other hand, recogni-
tion approaches mainly differ by the used visual features, matching and machine 
learning strategies, as well as their settings.  

Nowadays, researchers and practitioners usually perform the approach selection 
and customization in a tedious and time-consuming process by manual evaluation of 
different setups. In this process, they collect sample data and specify the task re-
quirements before a prototype is developed using the best practice of related tasks. At 
last, the prototype is adapted to the sample data by replacement of single processing 
steps or the adjustment of parameter settings. We automate this process by an exten-
sive framework that operates on example-based data and that includes precise task 
specifications, an efficient recognition infrastructure, and an evaluation tool. The 
strength of this approach is demonstrated on a case study for face recognition applica-
tions with different task requirements.  

2 Related Work 

Recently, researchers have achieved quite good results for the recognition of individ-
ual objects and object classes, for example, in the Pascal VOC challenge [4]. Best 
practice approaches are based on visual features that are generated from local region 
detector-descriptor chains [5-6] and from object models that are suited for recognition 
with feature matching or machine learning approaches [7]. In the context of object 
recognition, good visual features should generally compute the same values when 
they are applied to the same objects and distinct values for different objects. It is well 
established that feature types mainly differ by the trade-off that they achieve between 
their discriminative power and invariance. Furthermore, different recognition tasks 
require different trade-offs, and thus no single visual feature is optimal in all situa-
tions [8]. In addition to these findings, [9] has shown that all components of a recog-
nition approach can have strong influences on the achieved results.  

The authors of [2] pointed out that the manual process of choosing appropriate al-
gorithms and tuning them for a given task is more an art than a science. A couple of 
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works investigated the automatic selection and customization of recognition ap-
proaches from different directions: Attempts to optimize the parameters of specific 
visual features, like SIFT and HOG, are given in [1], [3], and [10]. Varma et al. [8] 
proposes a kernel-learning approach to select the best feature combination for a task 
using a SVM framework that works with all types of features. [11] uses a convolu-
tional neural network to learn new features for each task instead of using manually 
designed, hand-crafted features while [2] proposed a trainable local feature matching 
approach that uses a boosting framework. In contrast to these works, we try to auto-
mate the simultaneous selection and customization of the entire recognition process 
with all kinds of visual features, matching strategies, and so on. To the best know-
ledge of the authors, no work exists that presents such a holistic approach. 

Similar to the mentioned works, we select and customize recognition approaches 
with the help of training data. Although it might be possible to tweak algorithms ma-
nually for specific tasks, it is much easier and more intuitive to provide appropriate 
training data instead [2]. According to [1], these data-driven approaches further in-
crease the probability to learn invariances accurately for specific applications. A po-
tential drawback of data-driven systems is the requirement of training data that is 
usually human labeled [12-13] or synthetically generated by artificial image transfor-
mations [11]. The manual annotation of training data is time-consuming and synthetic 
approaches often do not capture all the invariances of real data. Thus, [1] and [14] 
used optical flow tracking as a data collection step to customize the recognition of 
moving objects without human intervention. We propose a framework that can oper-
ate on all kinds of training data and with all of these data collection approaches. 

Moreover, vision prototyping tools like Papier-Mache [15] and Eyepatch [16] 
share some similarities with our work. These tools allow users to create, test and re-
fine recognition strategies with a visual, example-based approach in order to use cam-
eras as additional input devices. However, the users have to select and customize the 
recognition approaches manually by an examination of the achieved results in a trial-
and-error fashion. Furthermore, object recognition infrastructures, like REIN [17] and 
CORI [18], present another aspect of this work that is rooted in the literature. We 
employ the latter infrastructure for the proposed auto-selection and customization 
process.  

3 Framework 

In this work, we propose a framework for the automatic selection and customization 
of object recognition approaches for a given task, domain, or dataset. On the one 
hand, this framework enforces application engineers to specify their tasks in a precise 
and machine-readable form. On the other hand, every previously added recognition 
approach can be investigated for automatic selection and those approaches that offer a 
certain level of flexibility can be customized as well. In the simplest case, a few pa-
rameters are adjusted for a chosen recognition approach, but the selection and custo-
mization of the entire processing chain is also possible. In the following, we describe 
the required task specifications and the recognition setups before details about the 
auto-selection and customization strategy are provided.  
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3.1 Task Specification  

The presented framework operates on example-based specifications of a recognition 
task where objects-of-interest are annotated in a sample dataset and where the re-
quirements are defined as precisely as possible. These specifications are generated in 
three steps. First, a dataset has to be collected that represents the task and its objects 
well with appropriate difficulties and levels of abstraction. If it is, for instance, the 
task to recognize all kinds of cars from different views, then the dataset should not 
only include blue SUVs shown from a frontal view. One way to collect a dataset for 
rapid prototyping is the manual selection of labeled images from Flickr or Google 
image search. However, preliminary evaluations showed that the best performance is 
achieved when the sample images or videos are collected from a realistic application 
environment.  

In a second step, the dataset has to be annotated to specify which objects are si-
tuated where. One or more free text labels are thereby used to specify the object’s 
identity and an arbitrary shaped polygon specifies the object’s region. A couple of 
tools exist to annotate images and videos in such a way, like LabelMe [12] and Viper 
[13], and they generate annotations of different (XML-based) formats. In this work, 
we neither propose another annotation tool nor define a new annotation format. In-
stead, we present the used class schema that can be applied for all kinds of object 
annotations. As shown in Fig. 2 and Fig. 3, this schema contains media objects and 
real-world objects that are both derived from the base class object. They contain a 
unique identifier in combination with the media reference and one or more labels, 
respectively. The labels can be ambiguous as instances of the same object might be 
annotated differently when no common vocabulary is shared by all annotators. The 
object relation ‘same-as’ dissolves such ambiguities while the relations ‘part-of’ and 
‘child-of’ are used to model hierarchical structures. Annotated object instances use 
the ground truth class in contrast to recognition hypotheses that present the output of 
recognition systems. Both classes capture the object-of-interest that is shown in a 
media object as well as its region, difficulty level, pose and recognition probability.  

Thirdly, some selection criteria have to be defined to set the desired recognition 
quality, accuracy, and speed of a task. The recognition quality is defined by the recall 
and precision that should be achieved. The region accuracy specifies the required 
polygon overlap of recognition hypotheses and ground-truth objects to generate a 
positive match. Another selection criterion considers the analysis run-time. Further-
more, it is possible to specify selection criteria for certain objects and their appear-
ance (pose, difficulty, and size).  

 

Fig. 2. Class schema for object annotation and task specification 
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Fig. 3. Task specification for an animal recognition application 

3.2 Recognition Infrastructure and Setup 

State-of-the-art object recognition systems are composed of heterogeneous compo-
nents and they are often tailor-made in order to meet the needs of certain applications. 
Usually, these systems are deeply integrated to the workflow and processing chains of 
their applications. As a consequence, it is very difficult to adapt such recognition 
systems to new tasks, and it is a common practice to develop new recognition systems 
from scratch instead. For this reason, we propose a novel, holistic approach. Recogni-
tion components are thereby developed independently from certain tasks in a reusable 
way. The configurable object recognition infrastructure CORI [18] handles the 
integration and execution of selected components for a new task. With this infrastruc-
ture many different setups can be efficiently executed in parallel. CORI was devel-
oped to recognize objects with state-of-the-art approaches. Changes of a running sys-
tem (parameters as well as the entire processing chain) can be performed without 
recompilation and deployment, simply by adapting its configuration. We use this 
capability to compare different recognition setups against each other with a minimal 
development effort. All kinds of algorithms can be integrated into this infrastructure 
as components with well defined parameters and IO data structures. CORI is written 
in C++ but it provides an interface for external processes, and new components can be 
developed with computer vision toolboxes like OpenCV [19].  

A detailed description of CORI’s architecture and the integration of new approach-
es can be found in [18]. In this work, we have extended CORI to generate multiple  
 

 

Fig. 4. Recognition setups: visual feature extraction (left) and recognition (right) 
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setups from a simple configuration file, like the one of Fig. 4. On the left side, this 
configuration specifies two visual feature types (Harris-Laplace points [5] with SIFT 
descriptors [20], and MSER regions [5] with color histograms) and a combined bag-
of-features approach [9]. On the right side, we specify that the first two visual features 
are used for feature matching with a thresholding strategy while the bag-of-features 
are classified by SVMs [7]. The configuration format is similar to the original format 
of CORI, but parameters can be defined as intervals or lists of concrete values. Inter-
vals use a ‘{ start value : arithmetic expression : end value }’ syntax (Line 3 of Fig. 4)  
and lists are comma separated (Line 4). The corresponding analysis graph of Fig. 5 
shows many instances of each component with different parameter settings and that 
they are all executed in parallel. The output of a component is used as input for sever-
al succeeding components instead of executing these components again and again in 
separated graphs for each setup.  

 

Fig. 5. Analysis graph with the selected setup for a given task (shown in gray) 

3.3 Auto-selection and Customization 

After a task was specified and the recognition setups have been defined, the proposed 
framework starts to select the best path through the analysis graph. As shown in Fig. 
6, the four steps (1) dataset selection, (2) analysis, (3) evaluation, and (4) setup selec-
tion are performed. In this process, the annotated images and videos are used to com-
pare different recognition setups against each other and to select the one that fits best 
to the specified requirements.  

 

Fig. 6. Auto-selection and customization process 
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Data Selection: In the first step, two sets are selected from the sample data, one for 
training and one for evaluation. The size and composition of the first set depend on 
the investigated recognition approaches. On the one hand, machine learning ap-
proaches usually train their object classifiers from the same amount of positive and 
negative examples [7]. Feature matching strategies, on the other hand, can be trained 
from a few object examples without the need of any negative examples [20]. When 
the annotated sample data is large enough, an appropriate training set is straight for-
wardly selected. Otherwise, we support the manual selection of additional examples 
from Flickr. The selection of the evaluation dataset is a semi-automatic process that 
starts with those images from the sample data that are not contained in the training 
set. Users can then manipulate this initial set to specify the used amount of object 
instances. In general, the evaluation set should contain the same percentage of object 
instances as the real application data. For instance, if an object is shown in every 10th 
image in the application, the same should be true for the evaluation set.  

Analysis: During the analysis step, the visual features of each setup are extracted 
according to the specified recognition setup. CORI makes it possible the extract many 
different visual features with different parameterizations in parallel and to match them 
efficiently on distributed multiprocessor architectures [18]. However, usually it is not 
possible to extract all setups in parallel because of memory and run-time issues. For 
this reason, we start with the analysis of a few sample images. The memory load and 
the run-time are captured thereby and it is estimated how long a brute force analysis 
of all setups would take. If the memory load is too high or if the estimated run-time 
exceeds a few hours, several analysis runs are individually performed. Therefore, 
different recognition approaches are analyzed separately and a grid search approach 
[7] is applied to investigate rough parameterization steps prior to finer ones. Moreo-
ver, we exclude all configured recognition approaches from analysis that exceed the 
specified run-time requirements on the first few images.  

Evaluation: The evaluation process starts by sorting the generated recognition hypo-
theses according to their system setups. For each hypothesis of a setup, we then select 
all ground-truth instances that are annotated in the same image or video frame and 
that stem from the same object or from an object with an appropriate relation. If no 
region information is given in the recognition hypothesis, a positive match is  
 

 

Fig. 7. Evaluation process: The bold bounding boxes in the left image are true positives 
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generated when at least one of these ground-truth instances exist. Otherwise, all se-
lected ground-truth instances are individually compared against the investigated hypo-
thesis by computation of the region overlap using a polygon intersection. Fig. 7 shows 
this evaluation for a task where the ground truth (right image) has exact object boun-
daries while the recognition hypotheses (left image) are given as bounding boxes. The 
specified region accuracy (> 60%) is then used to classify hypotheses as true positives 
(bold bounding boxes) or as false positives (thin bounding boxes).  

Setup Selection: Finally, the recognition setup that fits best to the selection criteria is 
chosen for the application. In this process, we compare the specified recall and preci-
sion values against the achieved evaluation results from the investigated recognition 
setups. If only one measure is specified (recall or precision), we select the setup that 
meets this condition and achieves the highest value of the other measure. If both 
measures are specified, we select the setup that meets both conditions and that 
achieves the highest F-measure. When no setup was found that meets the conditions, 
we present the setups with the highest recall, the highest precision, and the highest F-
measure to the user for manual selection. Please note that the specified quality re-
quirements are only used for the auto-selection and customization process. There is no 
guarantee that these values are later achieved in the application with real data. How-
ever, experiments have shown that similar results are achieved when the correlation 
between the evaluation dataset and real data is high.  

4 Case Study 

This section demonstrates the capabilities of the proposed auto-selection and customi-
zation framework for a couple of different applications in the area of face recognition 
from a single image per person. In these applications, it has to be decided which 
trained person is shown in a query image. As pointed out in [21], this task is non-
trivial and different recognition approaches (including global features, local features, 
different matching strategies and different settings) might achieve good results. Face 
recognition is usually performed on image regions that have been identified by face 
detection approaches like the popular Viola & Jones AdaBoosting [22]. For the sake 
of simplicity, we use the FERET face database [23] to avoid annotation issues and to 
make the experiments comparable to other works. However, exactly the same experi-
ments can be done for other tasks like face recognition in surveillance videos.  

Dataset Selection: The used face database [23] consists of 1702 gray-level images of 
256 different persons. From each person at least 4 different portray photos are given 
with different facial expressions, with and without glasses, from slightly different 
views, and with different lighting conditions, see Fig. 8. In the experiments of this 
work, we divide these images into three datasets. The first one is the training set. It 
consists of 128 randomly selected images from different persons. The remaining im-
ages are divided into two equally large sets for auto-selection and customization, on 
the one hand, and to test the performance of the selected approaches, on the other 
hand. These sets consist of 355 positive examples (trained persons) and 432 negative 
examples (persons that are not trained).  
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Fig. 8. Examples of the sample data from FERET database for two persons 

Task Specifications: We use following selection criteria to evaluate different task 
requirements. (1) Recall > 90%, (2) precision > 90%, and (3) best F-measure whereby 
one evaluation was done without run-time requirements and another one with the 
requirement that recognition should not exceed 200 ms per query image. The high-
precision scenarios assume that a trained person is only returned when the system is 
quite sure that the query image belongs to this person. In the high-recall scenarios, 
more than one person is usually returned for each query image. This might be appro-
priate for applications where the user makes the final decision.  

Recognition Setup: We employ a set of visual features that are globally extracted 
from the face images and locally extracted around interest regions. Each feature is 
used for different matching strategies with several dissimilarity measures. Further-
more, optional pre-processing, post-processing, and filtering steps are investigated. 
Table 1 gives an overview of the used components and references to more detailed 
descriptions of them. Each component has one or more parameters for customization. 

Results: Table 2 shows the achieved results for the test set. Please note that the set 
was not used for auto-selection and customization, and thus some results are below 
the specified selection criteria. The numbers in brackets give the differences to the 
results of the selection set. For all three scenarios without run-time requirements (left 
columns), local SIFT features have been selected from dense sampled interest regions. 
However, the parameterization of each component (e.g. the used sampling scales and 
step sizes) as well as the matching strategies and dissimilarity measures are different. 
In the first scenario, features are matched with a nearest neighbor strategy with L1-
distance, and a feature voting component generates recognition hypotheses for per-
sons with at least 17 votes. In the second and third scenario, a K-NN feature matching 
(k = 3 and 5) was used with Euclidian distance combined with an alternative feature 
voting where the percentage between the highest entry and the second highest entry 
has to exceed a certain value (22% and 31%). Global Gabor wavelets with a NN-Dist- 
ance Ratio strategy [20] have been selected in the second and third scenario with run- 
time restriction (right columns). Different distance measures are thereby used (Jeffrey 

Table 1. Recognition components 

Type Name 
Visual Features  SIFT [20], Gabor Wavelets [24], MPEG-7 ColorLayout [25] 
Interest Regions [5] Dense Sampling [9], DoG, MSER 

Pre-Processing  Color Normalization, Image Scaling 
Filtering High-Contrast, Minimum Region Size 
Matching Strategy Nearest Neighbor, K-NN, NN-Distance Ratio [20], Tresholding 
Dissimilarity Measures L1, L2, Canberra Metric, Jeffrey Divergence, Psi Square 
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Table 2. Results of the test set including the measured differences to the selection set 

Selection Criterion 
Run-time < ∞ Run-time < 200 ms / image  

Recall Precision Recall Precision 
Recall > 90% 87.3% (- 2.7) 36.4% (+ 0.9) 85.9 % (- 4.2) 17.3% (+ 2.1) 

Precision > 90% 79.5% (+ 1.1) 90.3% (- 2.5) 63.9% (+ 2.1) 88.6% (- 1.8) 

Best F-Measure 68.6% (+ 4.2) 95.1% (- 4.4) 66.1% (- 1.3) 85.2% (- 2.9) 

divergence and L1). In the high-recall scenario, a local feature DoG-SIFT approach 
was selected with an image scaling (to 128x128 pixels) and a high-contrast filter.  

As shown in the brackets of Table 2, similar results have been achieved between 
the selection set and the test set in all scenarios. Differences of less than 5% are given, 
and the results slightly shifted to the middle of the trade-off between recall and preci-
sion. This indicates that it is possible to select recognition approaches automatically 
that meet the specified requirements when the sample data is highly correlated to the 
application data. The achieved results did not improve the state-of-the-art for face 
recognition from a single image per person, but the achieved results are close to the 
top ranked approaches in [21]. In our experiments, the auto-selection and customiza-
tion process investigated between 1500 and 5000 recognition setups for each scenario 
and took between 5 and 12 hours to complete.  

5 Conclusions 

The proposed framework facilitates the selection and customization of recognition 
approaches for complex task specifications that can hardly be achieved otherwise. 
The entire recognition process is investigated to select an appropriate setup for a giv-
en task, domain, or dataset. In contrast to this holistic approach, related works optim-
ize only specific components of the recognition process. We use all kinds of visual 
features, matching strategies and so on, as well as different parameter settings of all 
components. For this purpose, we extend an object recognition infrastructure to gen-
erate many recognition setups from a simple configuration file and to execute them in 
parallel. In order to cope with the complexity of thousands of setups, we further pro-
pose an iterative analysis strategy.  

As a proof-of-concept it was shown that the presented framework works efficiently 
for face recognition from a single image per person. Different recognition approaches 
were selected thereby for each task requirement and the achieved results are close to 
the state-of-the-art. However, we intend to support a broad range of multimedia con-
tent annotation and retrieval systems in order to use object recognition as an ancillary 
tool. Further evaluations on different applications are therefore planned as next steps.  

Acknowledgements. The author would like to thank Horst Eidenberger for his feed-
back and support. The research leading to this publication has received funding from 
the Austrian FIT-IT project ‘IV-ART – Intelligent Video Annotation and Retrieval 
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Abstract. Rank-based fusion is indispensable in multiple search setups in lack
of item retrieval scores, such as in meta-search with non-cooperative engines.
We introduce a novel, simple, and efficient method for rank-based late fusion of
retrieval result-lists. The approach taken is rule-based, employs a fuzzy system,
and does not require training data. We evaluate on an image database by fusing
results retrieved by three MPEG-7 descriptors, and find statistically significant
improvements in effectiveness over other widely used rank-based fusion methods.

Keywords: Image Retrieval, Rank-Based Late Fusion, Fuzzy Systems, Hetero-
geneous Databases.

1 Introduction

Fusion in image retrieval is critical for the future of image retrieval research [5] and is
not trivial [15]. Two main approaches to fusion have been taken: early fusion, where
multiple image descriptors are composed to form a new one before indexing, and late
fusion, where result rankings from individual descriptors are fused during query time.
In general, late fusion approaches concern every technique for combining outputs of
distinct systems [12] and can be accomplished either as a function of retrieval scores,
or as a function of the position in which the results appear in each rank-list. In most
cases, score-based late fusion is a better performer [2], but since in some practical sit-
uations scores are unknown, the use of rank-based fusion is necessary. A typical need
for rank-based fusion arises in meta-search setups with non-cooperative search engines.
Additionally, the score-based strategies, require a normalization among all systems in
order to balance the importance of each of them, which is not the case of the rank-based
strategies [12].

A commonly used method for rank-based fusion is Borda Count (BC), which orig-
inates from social theory in voting back in 1770. The image with the highest rank on
each rank-list gets n votes, where n is the collection size. Each subsequent rank gets
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one vote less than the previous. Votes across rank-lists are summed. Borda count is
strictly equivalent to combSUM on ranks [12]. The literature about the Borda rule is
very extensive (see [6] for references).

Alternatively, in methods such as Borda Count - Max (BC-MAX) and Borda Count
- Min (BC-MIN) the final rank-list does not originate from the sum of the votes. In BC-
MAX, the images are rated with the highest vote they get across rank-lists while in BC-
MIN with the lowest. Another method often used is the Inverse Rank Position (IRP),
which merges rank-lists in the decreasing order of the inverse of the sum of inverses of
individual ranks. More details about IRP as well as about Borda Count derivatives are
given in [7].

In [16], the traditional Borda method is extended by using the Ordered Weighted
Averaging (OWA) operator to consider the risk-attitudinal characteristics. This new ap-
proach, entitled Borda-OWA, solves the group decision making problem in a more in-
telligent procedure. Classic BC does not consider the optimistic/pessimistic view of the
system, which has a great effect on group decisions. Fusing several rank-lists, a system
faces various types of uncertainty so the decision making process will be under risk. If
the system strongly avoids the risk of making bad decisions, it will consider more rank-
lists in the decision process. However, this will result in conservative decisions which
are different than the decisions of a neutral or optimistic decision maker. In common
words, the authors are using the terms ‘Most of Them’ and ‘Few of Them’ which could
be modeled by fuzzy linguistic quantifiers and are used to characterize the aggregation
inputs in an OWA operator. The term ‘Most of Them’ corresponds to the ‘Pessimism’
optimistic nature, while ‘Few of Them’ corresponds to the ‘Optimism’ optimistic na-
ture.

In this paper we introduce a novel, simple, and efficient, rank-based late fusion
method. The approach utilizes a Mamdani-type rule-based fuzzy system, and it does
not require training data. We evaluate the effectiveness of the proposed method by
fusing image rankings of a benchmark database for three MPEG-7 descriptors [10]:
the Scalable Color Descriptor (SCD), the Edge Histogram Descriptor (EHD), and the
Color Layout Descriptor (CLD). As illustrated from the experimental results, the pro-
posed method provide statistically significant improvements in retrieval quality over
other widely used rank-based fusion techniques such as IRP, Borda Count and deriva-
tives.

The rest of the paper is organized as follows: Section 2 provides some details about
fuzzy inference systems while Section 3 describes the proposed fuzzy rank-based late
fusion technique. The experimental results are depicted in Section 4 and finally the
conclusions are drawn in Section 5.

2 Fuzzy Inference Systems

Fuzzy inference is the process of determining the response of a system to a given
input by using fuzzy logic and fuzzy linguistic rules for expressing the system’s i/o
relation. Its main characteristic is that it inherently performs an approximate interpo-
lation between “neighboring” input and output situations [14]. The process comprises
of four parts: Initially, (1) the fuzzification of the inputs using appropriately defined
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membership functions, (2) the designation of the type of the linguistic connection (fuzzy
operator AND or OR) in the input variables, (3) the determination of the fuzzy output
variables consequences using the fuzzy inference engine and a preset set of rules, and
finally, (4) the defuzzification process. Fuzzy inference systems have been successfully
applied in fields such as automatic control, decision analysis, expert systems, and com-
puter vision.For more details, see [8].

Two main types of fuzzy modeling schemes are the Takagi-Sugeno model and the
fuzzy relational model. The Mamdani scheme is a type of fuzzy relational model where
each rule is represented by an IF-THEN fuzzy relationship which is numerically built
by considering the linguistic rule, the type of the participating fuzzy membership val-
ues and the appropriate implication operator. Mamdani scheme is also called a linguis-
tic model because both the antecedent and the consequent are fuzzy propositions [1].
Mamdani fuzzy rule-based systems are among the most popular approaches used in
classification problems.

3 Fuzzy Rank-Based Late Fusion

In this section we are describing a Mamdani fuzzy rule-based system for rank-based late
fusion. The parameters of the proposed fuzzy inference system are given in Table 1.

Table 1. Parameters of the fuzzy inference systems

Fuzzy modeling scheme Mamdani
Inputs 3 membership functions for each input (Fig. 1)
Fuzzy operator in the input variables AND
Fuzzy output variables 7 membership functions (Fig. 2) with 27 Rules
Defuzzification process Centroid defuzzification method

Initially, we assume that the results of each rank-list can be divided into 3 fuzzy
clusters according to their probability degree of similarity, i.e. High, Medium and Low.
The membership functions (MF) of each class are illustrated in Fig. 1. The horizontal
axis corresponds to the total number of results in the rank-list (in percentage) while
the vertical one represents the membership value for each class. Position A defines the
center of the class Medium, as well as the lower limits of the other 2 classes. A can
be moved to the left or to the right of the position shown in Fig. 1 according to design
preferences.

When dividing a rank-list in this manner, we assume that each result participates in
all 3 classes but with a membership value. In the example outlined in Fig. 1, the result,
activates the first membership function by 0.7 and the second by 0.3. This means that
this result participates in the first class by 0.7, the second by 0.3 and the third by 0.0.

In each of the rank-lists of the 3 descriptors we employed, there is a corresponding
fuzzy system which classifies the results into the 3 classes, with a participation value in
each. The shape of all 3 systems is the same. The principle of the system operation is
as follows:
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Fig. 1. The fuzzy input of the proposed system

The position of each result in each rank-list is defined as Rj
i , where i is the id of the

result and j is the rank-list from which it originates. The value of R1
i interacts with the

fuzzy membership functions of system 1 to get a membership degree in each class of
the system. Similarly, R2

i and R3
i interact with the membership functions of systems 2

and 3 respectively.
The system output consists of �2�i��1 � 7 triangular membership functions, which

are illustrated in Fig. 2. The fuzzy system employs 27 rules. These rules are given in
Table 2.

Next, we explain how we build the rules using a “voting” concept. Activation (to
any degree) of the High membership function (MF) of each input contributes with +1
vote, activation of the Medium MF contributes 0 votes and activation of the Low MF
contributes with -1 votes. The output that corresponds to a particular input combination
depends on the summation of the votes carried by the three inputs and is determined in
respect to the central output MF which is the MM in Fig. 2.

Fig. 2. The fuzzy output of the proposed system
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Table 2. Fuzzy Inference Rules

RULE IF Input 1 is AND Input 2 is AND Input 3 is THEN Output is
1 HIGH HIGH HIGH LOW-LOW (LL)
2 HIGH HIGH MEDIUM LOW-MEDIUM (LM)
3 HIGH HIGH LOW MEDIUM-LOW (ML)
4 HIGH MEDIUM HIGH LOW-MEDIUM (LM)
5 HIGH MEDIUM MEDIUM MEDIUM-LOW (ML)
6 HIGH MEDIUM LOW MEDIUM-MEDIUM (MM)
7 HIGH LOW HIGH MEDIUM-LOW (ML)
8 HIGH LOW MEDIUM MEDIUM-MEDIUM (MM)
9 HIGH LOW LOW MEDIUM-HIGH (MH)
10 MEDIUM HIGH HIGH LOW-MEDIUM (LM)
11 MEDIUM HIGH MEDIUM MEDIUM-LOW (ML)
12 MEDIUM HIGH LOW MEDIUM-MEDIUM (MM)
13 MEDIUM MEDIUM HIGH MEDIUM-LOW (ML)
14 MEDIUM MEDIUM MEDIUM MEDIUM-MEDIUM (MM)
15 MEDIUM MEDIUM LOW MEDIUM-HIGH (MH)
16 MEDIUM LOW HIGH MEDIUM-MEDIUM (MM)
17 MEDIUM LOW MEDIUM MEDIUM-HIGH (MH)
18 MEDIUM LOW LOW HIGH-MEDIUM (HM)
19 LOW HIGH HIGH MEDIUM-LOW (ML)
20 LOW HIGH MEDIUM MEDIUM-MEDIUM (MM)
21 LOW HIGH LOW MEDIUM-HIGH (MH)
22 LOW MEDIUM HIGH MEDIUM-MEDIUM (MM)
23 LOW MEDIUM MEDIUM MEDIUM-HIGH (MH)
24 LOW MEDIUM LOW HIGH-MEDIUM (HM)
25 LOW LOW HIGH MEDIUM-HIGH (MH)
26 LOW LOW MEDIUM HIGH-MEDIUM (HM)
27 LOW LOW LOW HIGH-HIGH (HH)

Assuming the MM is the starting MF, each positive vote denotes a transition by one
MF to the left, while a negative vote denotes a transition to the right. This way, if the
inputs contribute with a sum of 1 vote, the output MF of the rule will be the MH. A +3
votes contribution means that the output MF of the rule will be the HH. On the contrary,
-3 votes determines that the output MF of the rule is the LL.

Let that R1
i activates the input MF High by an activation degree AVi,1 � 0.1, R2

i

activates the input MF Medium by AVi,2 � 0.2, and R3
i activates the input MF Low by

AVi,3 � 0.7. Then the total votes will be:

��1� � �0� � ��1� � 0

This means that the output MF will be the MM and the rule will be:

“If Ri
1 is High and Ri

2 is Medium and Ri
3 is Low, then the output is MM”.

This procedure can be followed in all possible input combinations deriving 27 rules.
In this particular example the rules’ degree of fullfilment (DOF) is given by:
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min�AVi,1, AVi,2, AVi,3� � 0.1

An input combination may normally activate more than one rule, each one by a differ-
ent DOF. The final crisp output is produced by using a conventional fuzzy inference
procedure for Mamdani type systems, employing the min implication operator and the
centroid defuzzification method. Centroid defuzzification method is also known as cen-
ter of gravity or center of area defuzzification. This technique can be expressed as:

x� �

�
μi�x�x�x�
μi�x��x

where x� is the defuzzified output, μi�x� is the aggregated membership function and x
is the output variable.

The 3 rank-lists are fused into a new one, with their results being sorted based on the
values (in the range [0,1]) provided by the fuzzy system.

4 Experimental Results

In this study, we evaluate the retrieval effectiveness of the proposed late fusion technique
which enable the combined use of the Scalable Color Descriptor (SCD), Edge Histogram
Descriptor (EHD), and Color Layout Descriptor (CLD)1, on a heterogeneous database
suggested in [2]. This database consist of 20230 images; 9000 grayscale images are
from the IRMA 2005 database2; 10200 are natural color images from the NISTER[13]
database and 1030 artificially generated images are from the Flags database [4]. The
database includes 40 fully-judged queries. The first 20 are natural color image queries
from the NISTER database and the second 20 are grayscale queries of the IRMA 2005
database.

A detailed description of the experiment is demonstrated in the following steps and
illustrated in Figure 3.

Initially, a query image interacts with the image retrieval system. The three MPEG-7
descriptors are calculated and the application executes the searching procedure using
each one of the descriptors. For every descriptor the similarity matching technique rec-
ommended for this descriptor is employed.

For each descriptor, when the procedure is complete, the application arranges the
images contained in the database according to their proximity to the query image, gen-
erating a ranking list. Overall, the system generates three individual ranking lists. Then,
using either the proposed method, or a method from the literature, these three result lists
are fused in order to generate the final ranking list.

For the evaluation of the performance of the proposed image retrieval method one of
the metrics we employed is the Averaged Normalized Modified Retrieval Rank (AN-
MRR) [11]. The average rank AVR�q� for query q is:

1 The source code for the MPEG-7 Descriptors is a modification of the implementation that can
be found in the LIRe[9] retrieval library.

2 IRMA is courtesy of TM Deserno, Dept. of Medical Informatics, RWTH Aachen.
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Fig. 3. Late fusion implementation process

AVR�q� �
NG�q��

k�1

Rank�k�
NG�q�

(1)

– NG�q� is the number of ground truth images for query q
– K � min�XNG �NG�q�, 2� GTM�
– GTM � max�NG�.
– If NG�q� � 50 then, XNG � 2 else XNG � 4.
– Rank�k� is the retrieval rank of the ground truth image. Consider a query and as-

sume that the kth ground truth image for this query q is found at position R. If this
image is in the first K retrievals then Rank�k� � R else Rank�k� � �K � 1�.

The modified retrieval rank is:

MRR�q� � AVR�q� � 0.5� 	1�NG�q�
 (2)

The normalized modified retrieval rank is defined as:

NMRR�q� �
MRR�q�

1.25�K � 0.5� 	1�NG�q�

(3)

and finally the average of NMRR over all queries is computed as:

ANMRR�q� �
1

Q

Q�

q�1

NMRR�q� (4)
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where Q is the total number of queries. The ANMRR has a range of 0 to 1 with the best
matching quality defined by the value 0 and the worst by 1.

Apart from the ANMRR metric, we also evaluated the performance of the method
using the Mean Average Precision (MAP) metric:

Percision � P �
Number of relevant images retrieved

Total number of images retrieved
(5)

Recall � R �
Number of relevant images retrieved

Total number of images retrieved
(6)

The average precision AP is:

AP�q� �
1

NR

NR�

n�1

PQ�Rn� (7)

where Rn is the recall after the nth relevant image retrieved and NR the total number
of relevant documents for the query. MAP is computed by:

MAP �
1

Q

�

q�Q

AP�q� (8)

where Q is the set of queries q.
The last evaluation metric that we employ is the Precision at 10 (P@10) and Precision

at 20 (P@20) metrics that describe the system’s capability to retrieve as many relevant
results as possible in the first 10 and 20 ranked positions, respectively. This evaluation
of the system’s performance is critical for web based retrieval systems where the users
are particularly interested in the credibility of the first results.

Additionally, we calculate how significant is the performance deviation between the
methods. Significance test tell us whether an observed effect, such as a difference be-
tween two means, or a correlation between two variables, could reasonably occur just by
chance in selecting a random sample. This application uses a bootstrap test, one-tailed,
at significance levels 0.05, 0.01, and 0.001, against a baseline run.

The results are outlined in Table 3. As a baseline we assumed the Borda Count, which
is one of the most commonly used methods in the literature for rank-based fusion.

All fusion methods beat the single descriptor performance. The best effectiveness
overall is achieved by the proposed method; it beats BC by wide margins for all the A
levels. BC-OWA (Neutral) results are the same with BC. This is inline with [16] which
shows that BC is a special case of the Borda-OWA approach.

In Table 3, we also present the significance test results at significance levels of 0.05
(��), 0.01 (����), and 0.001 (����) against the BC baseline. The proposed fuzzy method sig-
nificantly improves the results, for all the three A levels we experimented with, and in
all 4 evaluation measures. MAP value improved by 6.25% comparing to BC, 21.7%
comparing to EHD, 25% comparing to CLD and 93.9% comparing to SCD. ANMRR
value improoved by 10.2% comparing to BC, 37.89% comparing to EHD, 34.33% com-
paring to CLD and 85.15% comparing to SCD.
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Table 3. Experimental Results

MAP P@10 P@20 ANMRR
CLD 0.5046 0.4600 0.3837 0.4198
EHD 0.5183 0.5225 0.4525 0.4309
SCD 0.3254 0.2625 0.1875 0.5786
Borda Count (BC) 0.5973 0.5175 0.4237 0.3444
Fuzzy Fusion, A � 5% 0.6308�� 0.5300�� 0.4450�� 0.3125��

Fuzzy Fusion, A � 10% 0.6147�� 0.5325� 0.4337� 0.3253��

Fuzzy Fusion, A � 50% 0.6123�� 0.5350�� 0.4350�� 0.3244��

BC-OWA (Pessimism) 0.5540 �� 0.4825 �� 0.3962 �� 0.3947��

BC-OWA (Optimism) 0.5802- 0.4650 �� 0.3837 � 0.3453 -
BC-OWA (Neutral) 0.5973- 0.5175- 0.4237- 0.3444-
BC-MAX 0.5552 �� 0.4875 �� 0.3962 �� 0.3935��

BC-MIN 0.5263 �� 0.4375 �� 0.3600 �� 0.3849�

IRP 0.5574 �� 0.4550 �� 0.3687 �� 0.3574-

5 Conclusions

We proposed a new, simple, and efficient, rank-based late fusion method, employing
a fuzzy rule-based system with no need of training data. The method was found to
provide statistically significant improvements in retrieval quality over other widely used
rank-based fusion techniques such as IRP, Borda Count and derivatives. Although we
evaluated on an image database, the method can be directly applied to other media as
well. In order to have the proposed method to make sense, we assume that all the rank-
lists in the group are considered to contribute equally to the final fused ranking. For
the future, we suggest the dynamic calculation of both the number and limits of the
Membership Functions of fuzzy system, based on training data.

The proposed method is implemented in the image retrieval system img
(Rummager)[3] and is available online3 along with the image database and the queries.
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Abstract. We present a novel video retrieval system that accepts annotated free-
hand sketches as queries. Existing sketch based video retrieval (SBVR) systems
enable the appearance and movements of objects to be searched naturally through
pictorial representations. Whilst visually expressive, such systems present an im-
precise vehicle for conveying the semantics (e.g. object types) within a scene.
Our contribution is to fuse the semantic richness of text with the expressivity of
sketch, to create a hybrid ‘semantic sketch’ based video retrieval system. Trajec-
tory extraction and clustering are applied to pre-process each clip into a video
object representation that we augment with object classification and colour infor-
mation. The result is a system capable of searching videos based on the desired
colour, motion path, and semantic labels of the objects present. We evaluate the
performance of our system over the TSF dataset of broadcast sports footage.

1 Introduction

Text keywords are the dominant query mechanism for multimedia search, due to their
expressivity and compactness in specifying the semantic content (e.g. car, horse) de-
sired within a scene. However, keywords lack the descriptive power to concisely and
accurately convey the visual appearance, position and motion of objects. Querying by
Visual Example (QVE) offers a solution, yet most video QVE techniques require a
photo-real query (e.g. image [33], or video [5]) and so are unsuitable in cases where
exemplar footage is absent. Free-hand sketch is a complementary query mechanism for
specifying the appearance and motion of multimedia assets, and has recently been ap-
plied to video retrieval [8,16]. However the throw-away act of sketch, combined with
limited artistic skill of non-expert users, can make unambiguous depiction of objects
challenging. Such ambiguity limits the size and diversity of the dataset that can be
queried purely by pictorial means. The contribution of this paper is to fuse the orthogo-
nal query methods of sketch and text — for the first time presenting a QVE system for
searching video collections using textually annotated sketch queries.

Our system accepts a colour free-hand sketched query annotated with text labels in-
dicating object classification (semantics), and motion cues (arrows) that indicate the
approximate trajectory of the desired object. We focus upon these cues to assess rel-
evance, following recent studies [9,8] that observe users to draw upon their episodic
memory during sketch recall — resulting in sketches exhibiting low spatial and tem-
poral fidelity [34]. Users typically recall the names of a few salient objects in a scene,

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 473–484, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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and their approximate trajectories, rather than their detailed appearance (e.g. shape).
Object appearance tends to be depicted coarsely, using a limited yet approximately cor-
rect colour palette. Therefore, although users naturally depict an object’s shape within
a sketch, we do not currently use shape information to influence the type of object to
retrieve. Rather, our contribution is to combine spatio-temporal position information in
the sketch with colour, and the semantic tags associated with the object to create a more
scalable solution than that offered by shape alone [8,16].

We represent video as a set of video objects, identified during video ingestion by mo-
tion segmentation based on an unsupervised clustering of sparse SIFT feature tracks. A
super-pixel representation of video frames is used to aggregate colour information local
to each video object. An object class distribution is also computed local to each video
object, based on a per-pixel labelling of frames via a random-forest classifier. Thus each
spatio-temporal video object is accompanied by colour, semantic and motion trajectory
data. At query-time sketched trajectories are matched to the trajectories of video ob-
jects using an adapted Levenshtein (edit) distance measure, alongside a measurement
of similarity between the colour and semantic distributions of the query and candidate
objects.

We describe the extraction and matching of the video object representation in Sec. 3
and 4 respectively, evaluating over a subset of the public TSF dataset in Sec.5.

1.1 Related Work

Sketch based retrieval (SBR) of visual media dates back to the nineties, and the devel-
opment of image retrieval systems where queries comprised sketched blobs of colour
and texture [13,18,30]. Image retrieval using sketched line-art depictions has been ad-
dressed by exploring the relationship between image edges and sketched lines. Matusiak
et al. [27] proposed curvature scale-space [28] as a depiction invariant descriptor. Affine
invariant contour representations for SBR were also explored by [17]. The relationship
between edge detail and sketches was made explicit by Del Bimbo and Pala [10] where
an deformable model derived from the sketch was fitted over image edges via non-linear
optimization. More scalable solutions to image SBR have been proposed via the Struc-
ture Tensor[11], and the combination of Gradient-Field HoG descriptor and the Bag of
Visual Words (BoVW) framework [15] initially proposed for QVE using photographic
queries.

Although such sketch based image retrieval (SBIR) may be extended to video through
key-frame extraction, motion also plays an important role within video content. A
number of approaches [14,2,23,3,1] have explored the description of object trajectory
through sketch, but neglect the appearance and semantic properties of the video content.
Collomosse et al. combined sketched shape, colour and motion cue through free-hand
storyboard sketches [8] — solving an inference problem to assign super-pixels in video
to sketched objects at query-time. The expense of the inference step motivated Hu et al.
to consider alternative approaches to matching storyboard sketches [16] using a trellis-
based edit distance.

Our system directly builds upon [16], also adopting a edit-distance measure to match
tokenized motion trajectories. However our system is unique in considering not only
motion and colour, but also the semantic labelling of content within the video. This
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Fig. 1. Video pre-processing pipeline. Space-time video objects are first segmented from sparse
tracked feature correspondences. Medial axis of each object’s point cloud is extracted and aug-
mented with colour and semantic label distributions obtained from local super-pixels.

overcomes the scalability limitations inherent in the basic appearance features (e.g.
colour, shape) considered in recent work [8,16], and inherent in the medium of sketch,
by relying instead on a user-annotated semantic labelling of sketched objects.

The consideration of semantics in SBR is currently sparsely researched. Semantic
SBIR systems proposed by Liu et al. [24] and Wang et al. [35,6] demonstrate how
annotated examplar images can be exploited to retrieve images. Both systems used ex-
ample images from a database of images (Mindfinder – found by interactive keyword
search) to construct the query either using boxes or freehand shapes to depict the shape
of the object. These approaches showed how semantic based retrieval is useful in adding
spatial information to the user query, but are not suitable to be extended to video. To
the best of our knowledge, the extension of semantic sketch to video has not been pre-
viously explored in literature.

2 System Overview

Our system parses videos upon ingestion to extract a set of video objects, identified
as tracked clouds of sparse feature points (SIFT keypoints) undergoing self-consistent
spatio-temporal motion. This motion segmentation step is performed via Affinity Prop-
agation, as outlined in Sec. 3.1. The resulting video objects are analysed further to
extract motion, colour and semantic labelling information. Motion trajectory is identi-
fied by a space-time curve representing the medial axis of motion, and sampling regular
intervals along this curve to encode a series of ‘tokens’ that are later matched to the
sketched curve using a modified Levenshtein (edit) distance. Mean-shift segmentation
is applied to each video frame to yield a super-pixel representation, under which we can
compute a colour distribution as later described in Sec. 3.2. A per-pixel semantic label
is assigned to each video frame using a random-forest based labelling algorithm [32].
Thus the image pixels local to each tracked feature point within a video object group-
ing contributes to a colour and semantic distribution for that object. These three com-
ponents (motion, colour, semantics) comprise the video object representation that we
match against sketches at query-time (Sec. 4). Fig. 1 outlines the sequence of these
pre-processing steps.
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3 Video Feature Extraction

Upon addition of a new video to the dataset, we segment each video into clips using
shot-detection [37]. Each clip is then processed to identify objects in the video that
exhibit coherent motion relative to the background. Color, motion and semantic infor-
mation is then extracted for each object.

3.1 Motion Segmentation and Trajectory Extraction

Extracting and clustering motion trajectories is crucial for video processing and has
been used for event analysis [29,19], pedestrian counting [2] and video retrieval [16]. In
this paper, we adopt an unsupervised motion clustering method to group the trajectories,
generated by SIFT feature tracking, into different categories. The dominant trajectory
of each motion category is represented with a piece-wise cubic β-spline.

Trajectory Extraction. SIFT feature tracking has been used for video stabilization
[4], object recognition and tracking [26,36], as well as video retrieval [16]. In this paper
we use SIFT keypoints matching to compensate the camera motion and generate the
individual trajectories.

SIFT keypoints are detected on each frame and matched between each two adjacent
frames. We iteratively correspond descriptors using the L1 norm, the correspondences
where the distance ratio of the best two matches falls below tolerance are disregarded as
in [25]. Keypoints within the TV logo areas are not considered, and due to the constant
location of such logos in our dataset (TSF [8]), they are trivially masked out. The inter-
frame homography is estimated via MAPSAC using the keypoint correspondences. The
locations of SIFT keypoints are transformed using the inverse homography to effect
compensate for camera motion during the clip. Keypoints moving below a threshold
velocity are discarded as unwanted background detail.

The correspondences of keypoints after camera motion compensation generate a set
of individual trajectories. In order to filter and remove erroneous correspondences, we
delete and interpolate the position keypoints where the inter-frame displacement devi-
ates from the local average. Trajectories are fragmented into separate individual trajec-
tories from the point of sudden changes of velocity [16].

Trajectory Clustering. Tracklet representations, such as our SIFT trajectories, are fre-
quently adopted as a basis for motion clustering in structure-from-motion applications
[2,23,3,1], though often at the expense of imposing a simplifying motion model (e.g.
near-linear motion [16]). In [16] we construct a 5D feature space from the mean space-
time location (x, y, t) and velocity (Δx, Δy) of each trajectory. However, despite the
simplicity of individual trajectories, a grouping of trajectories can encode non-linear
motion. In this paper, we perform this grouping via Affinity Propagation clustering as
follows.

Given the trajectory set, we compute the affinity of each trajectory pair and represent
each as a node in an affinity graph. Each edge of the graph is weighted in proportional
the affinity between the two nodes. Only trajectory pairs that share at least one common
frame are considered to compute the affinity; the similarity between trajectories that do
not share a common frame is set to be 0.



Annotated Free-Hand Sketches for Video Retrieval 477

Let A and B be two trajectories sharing at least one common frame. The dissimilarity
between A and B is defined as the distance of these two trajectories at a time instance
where they are the most dissimilar:

d2(A, B) = maxtd
2
t (A, B). (1)

d2
t (A, B) is the distance of A and B at the particular time instant t:

d2
t (A, B) = dsp(A, B)

(uA
t − uB

t )2 + (vA
t − vB

t )2

3σ2
t

. (2)

where dsp(A, B) is the average spatial distance of A and B in the common time win-
dow; ut := xt+3 − xt and vt := yt+3 − yt measures the motion aggregation of the two
trajectories over 3 frames; σt = mina∈{A,B}Σ3

t′=1σ(xa
t+t′ , y

a
t+t′ , t + t′).

The similarity of trajectory A and B is then computed as:

sim(A, B) = exp(−kd2(A, B)). (3)

where in our experiments, constant k = 0.1. Having computed the affinity matrix,
we apply the Affinity Propagation (AP) algorithm [12] to group the trajectories into
different motion categories. In contrast to k-means clustering, AP requires only the
similarity between trajectories as input, and does not require prior knowledge of the
number of the clusters. Rather, AP considers all data points as potential exemplars and
iteratively exchanges messages between data points until the corresponding clusters
gradually emerges.

Motion Representation. We extract a representative medial axis from each clustered
component by approximating its global trajectory with a piece-wise cubic β-spline. The
solution is unavailable in closed-form due to the typical presence of outliers and piece-
wise modelling of complex paths. We therefore fit the spline using RANSAC to select
a set of control points for the β-spline from the set of keypoints in the corresponding
cluster. One keypoint is selected at random from each time instant spanned by cluster,
to form the set of control points. The fitness criterion for a putative β-spline is derived
from a snake [20] energy term, which we seek to minimize:

E = α ∗ Eint + β ∗ Eext (4)

Eint =
∫ 1

s=0

∣∣d2B(s)/ds2
∣∣2 (5)

Eext = ΣT
t=0

[
1
|Pt|Σp∈P |p−B(t/T )|2

]
(6)

where B(s) is the arc-length parameterised β-spline, and Pt, t = {0..T } is the subset
of keypoints within the cluster at time t. We set α = 0.8, β = 0.2 to promote smooth
fitting of the motion path.

3.2 Color Feature Extraction

After motion clustering, each group of individual trajectories represents motion from
one moving object which we term a video object. However, the sparsely detected SIFT
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keypoints within the video object typically exhibit insufficient pixel coverage to sample
the colour appearance information of the video object.

We therefore segment each video frame into super-pixels of homogeneous color, us-
ing mean-shift [7] algorithm. The color of each keypoint along the trajectory is deemed
as the mean color of the underlying region, and a weighted contribution is made to the
histogram proportional based on the area of the region and the number of times that
region been touched by trajectories from the according group.

The color distribution histogram is computed on all the keypoints along the trajecto-
ries of that category.

3.3 Semantic Labelling

Pixelwise Semantic Segmentation has started to gain attention in recent years, ap-
proaches such as TextonBoost[32] and ALE[21] provide a accurate way of segmenting
images. These approaches suffer from the computation of complex filter banks and as-
signment at test time, and the addition of K-Means at train time. An alternative to these
approaches Semantic Texton Forests (STF)[31] used Extremely Randomised Decision
Forests to classify pixels, these ensembles of decision trees are fast to train and test
their inherent random approach allows them to be flexible to a variety of applications.
In evaluation the STF computational performance makes it an attractive approach for
semantically segmenting videos allowing for database scalability, the alternative texton
based approaches are generally too slow to handle large datasets.

The STF approach is composed of two components, training of an ensemble of ran-
dom decision trees. These trees are trained based on CIELab colour value differences
within a window around the training point. The comparisons of values are based on a
random comparison function, these can be addition, subtraction, absolute difference for
example. The second component of this approach is a global image classification, this
trains a OneVsOthers SVM other each of the classes, the approach uses a unique ker-
nel based on Pyramid Matching Kernel(PMK). The PMK is adapted from the random
decision forest based on node counts of the ensemble classified image, this adds some
spatial consistency of class adjacent class context within images.

We apply the STF classifier to label the pixels in each the video frame as being in
one of a pre-trained set of categories. In our experiments we train STF over twelve cate-
gories — corresponding to object classes with the TSF dataset, e.g. horse, grass, person,
car. We count the frequency of label occurrence over all keypoints present within the
spatio-temporal extend of the video object. The resulting frequency histogram is nor-
malized via division by the number of keypoints, yielding a probability distribution for
the video object’s semantic label over the potential object categories.

4 Matching the Annotated Sketch

The basic unit of retrieval in our system is the video object, parsed via the process
of Sec. 3. Video retrieval proceeds by independently estimating the similarity of each
video object vi ∈ V to the annotated sketch Q supplied by the user. This provides both
a video and temporal window containing relevant content, which can be presented in a
ranked list to the user.
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The probability of object vi corresponding to a given sketch query is proportional to
a product of three orthogonal cues:

p(V |Q) ∝ argmax
i

[simC(vi)× simM (vi)× simS(vi)] . (7)

where simC , simM and simS denote the color, motion and semantic similarity of the
ith video volume to the query sketch Q respectively — as defined below.

4.1 Motion Similarity (simM )

We follow the observations of [9], who observe that users depict object motion against a
static background (the drawing canvas) regardless of any global camera motion present
in the scene. This leads to a mapping between the sketch canvas and the camera-motion
compensated frame derived from the inter-frame homographies computed within the
video. Introducing a further assumption, we consider the sketched trajectory to depict
the entirety of a video object’s motion. We are then able to construct a space-time
(x,y,t) trajectory from the sketched motion path — with time (t) spanning the temporal
extent of the video object being matched, and (x,y) spanning the total camera panorama
covered during that time.

The problem of matching the sketched motion path is thus reduced the problem of
assessing the similarity of two space-time trajectories; that derived from the sketch, and
that derived from the medial axis (β−spline) fitted to the video object’s keypoints in
subsec. 3.1.

Tokenization. We match the sketched motion trajectory to that of the video object by
considering the path as a sequence of discrete movements, which we achieve by sam-
pling the trajectory at regular arc-length intervals. In our experiments we sample ten
intervals. A codebook of space-time moves is generated, and each trajectory segment
assigned to a token in the codebook. The two strings are compared efficiently using
the Levenshtein (edit) distance [22]; the minimal cost of operations required to trans-
form one token sequence to the other. In our system we use the classical Levenshtein
distance comprising insertion, deletion and substitution operators. The cost of insertion
and deletion are defined as unity (i.e. high), with the substitution cost defined as the
probability of two motion token being similar (derived from their space-time position
and angle). The use of an edit distance measure enables two similar trajectories that ex-
hibit temporally misaligned segments (due to inaccuracies in the sketch) being matched
with low cost.

4.2 Colour Similarity (simC)

Colour similarity is measured by comparing the non-parametric colour distribution of
the sketched object with that of the video object being compared. The colour distribu-
tion is determined by computing a normalised frequency histogram from the colours
of pixels comprising the sketch. The set of colours comprising the histogram bins are
derived from the discrete 16 colour palette available to the user during sketching; a sim-
ilar palette is used when extracting the colour distribution from video objects with pixel
colours conformed to this palette via nearest-neighbor assignment in CIELab space.
The L2 norm distance is used to compute the distance between two color histograms.
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Fig. 2. Motion stroke queries and their top 10 returned results

4.3 Semantic Similarity (simS)

Our system enables the user to tag objects with a single object class, creating a class
distribution for the sketched object with all contribution assigned to a single bin (object
category). This histogram is directly compared with that of the video object, using the
L2 norm distance.

5 Experiments and Discussion

We evaluate our system over a subset of the TSF dataset, composed of 71 horse racing
and 71 snow skating clips. For semantic labeling of the video frames, we define eight
different semantic categories: person, horse, grass, snow, stands, plants, sky and void –
although the void class is ignored for training. We manually label 143 frames from 12
video clips as training set, to classify the rest video frames.

Our system is tested in four different ways: use motion information alone as query;
motion with color; motion with semantics, motion together with color and semantic
information as queries. The example queries and their top 10 returned results are shown
in Fig. 2 - Fig. 5 respectively. The positive results are highlighted in green and negative
results are highlighted in red.

In Fig. 2 we demonstrate the effectiveness of our motion extraction and matching
approach. The results over the selection of queries available for this dataset produce
a Mean Average Precision(MAP) of 38.6%. Within the combination of motion and
colour as queries as shown in Fig. 3, there is no shape information encoded therefore
objects despite there depiction are referred to abstractly as a colour blob. These results
demonstrate MAP of 42.7%.

The fusion of annotated class and motion as shown in Fig. 4, achieves a MAP of
75.85%. This improvement in contrast to motion alone demonstrates the advantages of
annotated class as a facet of information.
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Fig. 3. Motion with color queries and their top 10 returned results

Fig. 4. Semantic with motion strokes as queries, and their top 10 returned results

Fig. 5. Semantic query sketches and their top 10 returned results

When using the mix of all the different information sources as shown in Fig. 5, We
achieve a MAP of 51.22%. The reduction in MAP is due to two main reasons, the dif-
ficulty in describing a feature points colour accurarly – generally in most scenarios the
horse has a variety of colours on them even with the mean-shift filtering there are still
regions such as the leg of the rider that are difficult for both the semantic segmentation
and the colour description to deal with. Also with the amalgamation of all the different
facets of information reduces the possible accurate results in the dataset down making
it very difficult to get an accurate result.

Average Precision Recall curves of the four evaluated systems are ploted in the left of
Fig. 6. From the curves we can see that by adding semantic information into the color,
and motion query can significantly improve the performance of the retrieval system.
The figure on the right side of Fig. 6 show the precision recall curve of each of the three
queries in Fig. 5.
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Fig. 6. (left)Average Precision Recall curves of using motion (black curve), motion with color
(red curve), motion with semantics (blue curve), motion with color and semantics together (green
curve) based retrieval. (right) Precision Recall curves of the three queries shown in Fig. 4. The
curve for the query on the top is shown in red; the middle is shown in green; and the bottom one
is shown in blue.

6 Conclusion

We have presented a video retrieval system driven by annotated sketched queries. Salient
objects are identified within video through unsupervised clustering of SIFT keypoint
trajectories in a camera-motion compensated frame. Each object is analysed to develop
an augmented object description comprising data on space-time locus (spatial position
and motion path), colour and object category. The motion is derived from a β−spline
robustly fitted in space-time to keypoints comprising the object. Although semantic
sketch based retrieval has been recently applied to images [35,6], our system is the first
to explore the use of semantic (annotated) sketches for video retrieval. We have demon-
strated improved retrieval performance through the integration of semantics, over pre-
vious sketch based video retrieval techniques using colour and motion alone [16].

Having incorporated multiple orthogonal cues into a video retrieval system, a natural
direction for future work is explore the relative weightings of those cues. Such weight-
ings seemingly cannot be prescribed in advance; a user sketching a red blob labelled
“car” travelling right, may assign greater worth to red cars travelling left — or to yel-
low cars travelling right. Interactive relevance feedback, enabling re-weighting of the
terms of eq. 7 seems a promising approach to resolving this ambiguity behind a user’s
intention.
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Abstract. Clothing style is a salient feature for understanding images of people. 
To automatically identify the style of clothing that people wear is a challenging 
task. Suit as one of the clothing style is a key element in many important 
activities. In this paper, we propose a novel suits detection method. By analyzing 
the style of clothing, we propose the color features, shape features and statistical 
features for suits detection. Experiments with five popular classifiers have been 
conducted to demonstrate that the proposed features are effective and robust. 
Comparative experiments with Bag of Words (BoW) method demonstrate that 
the proposed features are superior to BoW which is a popular method for object 
detection. The proposed method has achieved promising performance over our 
dataset, which is a challenging web image set with various styles of clothing.  

Keywords: Suits Detection, Photo Ranking, People Search, Clothing Style. 

1 Introduction 

People always wear different styles of clothing when participate in different activities. 
As shown in Fig.1, when people attend a meeting they always wear suits and when 
people do sports they always wear sportswear. Therefore, detecting the style of clothing 
is very beneficial to understand the content of images with people. Meanwhile, clothing 
provides significant information in people search in consumer photo albums and 
surveillance videos, e.g., Daniel et al. [1] used the color feature of clothing to perform 
attribute-based people search in surveillance environments. Besides the color feature, 
the style is also an important factor to reflect the characteristic of clothing. As shown in 
Fig. 2, in consumer photo selection systems, finding photos of people wearing suits 
from an increasing amount of personal photos is also very useful. 

Many researchers have noted that clothing feature is important in two computer 
vision tasks [2-7], including human detection [2] and human recognition [3-7]. Sprague 
et al. [2] used the segmentation results of clothing to detect human in still images. In 
[3-7], researchers took the clothing feature as context information to aid human 
recognition. Song et al. [3] used the trained code-words to represent the clothing region, 
and this is an effective method concerning clothing’s different types of color and 
texture. Gallagher et al. [4, 5] represented the clothing via three color features and two 
texture features. For the color features, they used the values of luminance-chrominance  
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(a) Meeting      (b)  Playing Football & Baseball     (c)  Cooking 

Fig. 1. Clothing style is a salient feature to understand images of people. (a) When people wear 
suits, they may be attending a meeting. (b) When people wear sportswear, they may be playing. 
(c) When people wear chef apparel, they may be cooking. 

 

Fig. 2. Finding Obama in suits through suits detection, which is useful in consumer photo 
selection systems and attribute-based portrait search 

space (LCC) and for the texture features, they used the responses to a horizontal and 
vertical edge detector. Zhang et al. [6] exploited the spatial relationship of features. 
They used the color signature, color pyramid and texture pyramid to represent the 
clothing. Khoury et al. [7] employed 3D histogram of the dominant color for clothing 
matching. In addition, there are many other studies on clothing analysis. Chen et al. [8] 
proposed an And-Or graph to represent the wide diversity of cloth configurations for 
clothing sketching. Tian et al. [9] proposed a clothing matching method to help the 
blind or color blind people. 

All the above researches concentrated on extracting clothing features for clothing 
matching, using the segmentation of clothing for human detection and sketching. There 
are few researches focusing on recognizing style of clothing automatically. 

There are various styles of clothing, e.g. suit, t-shirt and skirt. In this paper, we focus 
on finding suits in images of people for that suits have the uniform appearance and are 
generally a key element in many important activities. However, the features proposed 
in [3-7] [9] cannot be used in suits detection for the colors and textures are different in 
suits. Furthermore, there are some popular local features which have received a lot of 
research attention in recent years [3]. These features have been successfully used in 
many applications. However, the detectors of most of the local features are based on 
local extreme which cannot work if the clothing regions don’t have textures (e.g., a suit 
always has a single color). Thus some more effective features are desired. The 

Suits Detection

. . .
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overview of our approach is shown in Fig. 3. To the best of our knowledge, we are the 
first one exploring visual features to find suits in images of people. 

The contribution of the paper is that, by analyzing lots of suits and non-suits images, 
we discover several regular patterns for suits and propose three color features, one 
shape feature and two statistical features for suits detection (section 2). The proposed 
features will also be helpful for other clothing style detection (section 4).  

 

Fig. 3. Overview of the proposed method 

2 Visual Features for Suits Detection 

By analyzing the appearance of clothing, color features, shape features and statistical 
features are proposed for detecting photos of people wearing suits. The details of these 
features are described in this section. 

2.1 Clothing Region Location 

Before extracting clothing features, the clothing region should be located. A modified 
version of [10] which can handle rotated faces is performed first to get the face regions. 
And the clothing regions are acquired in rectangular regions below the face [3]. All 
images are normalized by the face size. In our experiments, the face region is 
normalized to 100*80 pixels. The clothing regions are located 10 pixels below the 
faces. And the size of clothing regions is 200*180. Fig.4 shows the results of the 
clothing region location. All the features presented below are computed in the clothing 
region CR . Since all features are computed in CR , our method focuses on finding 
photos of frontal view people wearing suits. 

2.2 Color Features 

Color is an important factor of clothing. Since the colors are different for different suits, 
conventional color features (e.g., values of luminance-chrominance space [4], color 
pyramid [6]) are not appropriate for suits detection, some novel color-related features  
should be explored. By observing lots of clothing images, we find that there are some  
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Fig. 4. Results of clothing region location. Face regions are shown in red rectangles and clothing 
regions are shown in blue rectangles. 

rules of suits on the aspect of color: (1) Suits usually have no more than 3 main colors. 
(2) In the case of frontal view portrait, the distribution of the main color in the left 
region and right region of the suits is symmetric. (3) When people wear suits, there will 
be small skin region exposed in the suits location. Thus we define three features: Main 
Color Number ( MCN ), Ratio of Left-Right ( RoLR ) and Ratio of Skin( RoS ). 

To solve the problem caused by the lighting changes and self-shadow we use the 
color quantization method proposed in [9]. The clothing region rgbCR  is quantized to 

11 colors image 11CR  in HSI color space. First, “white”, “black” and “gray” are 

defined based on saturation S and luminance I. Then, “red”, “orange”, “yellow”, 
“green”, “cyan”, “blue”, “purple” and “pink” are defined based on the hue information. 
The results of color quantization are shown in Fig.5. After color quantization, MCN ,
RoLR  and RoS  are defined as follows: 

MCN : MCN  is the number of colors which occupy larger than 10% of clothing 

region 11CR .  

RoLR : RoLR  is the ratio of _ratio left  to _ratio right  which is computed by 

Eq. (1).  

     

_

_

ratio left
RoLR

ratio right
=

 
,                             (1) 

where 
# _

_
#

MC LCR
ratio left

LCR
= , 

# _
_

#

MC RCR
ratio right

RCR
= , # _MC LCR  is the 

area of the main color regions in left clothing region, # LCR  is the area of left clothing 
region. # _MC RCR  is the area of the main color regions in right clothing region. 

# RCR  is the area of right clothing region. The left clothing region ( LCR ), middle 
clothing region ( MCR ) and right clothing region ( RCR ) are defined in Fig.5.  

This feature also can get rid of profile-clothing images, e.g. Fig.5 (g). 
RoS : RoS  is the ratio of the skin area in the clothing region. Skin detection [11] is 

performed on rgbCR  to get the skin mask skinCR . Morphology processing is  
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  (a)          (b)       (c)         (d)        (e)         (f)         (g) 

Fig. 5. Three portions of clothing region (top row) and the results of color quantization (bottom 
row). (a)-(c) Suits. (d)-(g) Non-suits. The left region and right region occupy 0.25 the width of 
the clothing region each and the middle region occupy 0.5 the width of the clothing region. 

implemented on skinCR  to remove small regions. The results of skin detection are 

shown in Fig.6. RoS  is computed as follows: 
#

#

skin
RoS

CR
=  ,  

                             

(2) 

where # skin  is the area of skin region in the skin mask skinCR , and # CR  is the area 

of clothing region. 

 
Fig. 6. Results of skin detection in clothing regions 

2.3 Shape Features  

There are some regular shape patterns of the suits. The most significant pattern is the 
line feature as shown in Fig.7. The lines at the middle of the clothing region form an 
inverted triangle. Meanwhile, the two lines are not intersecting in some cases as shown 
in the fourth column of Fig.7. Therefore, we use the ratio of the longest lines to the 
clothing region girth ( RLLG ) to represent this feature. RLLG  can be obtained by 
Eq.(3). 

max

CR

L
RLLG

Girth
= ,                               (3) 

where max maxl LineSetL l∈= , CRGirth  indicates the girth of the clothing region CR , l  

means the length of l . LineSet  denotes a line set acquired as follows: First, the 
segmentation method JSEG [12] is implemented to get the edges in clothing region. 
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JSEG is more robust to clothing images than canny edge detection which will cause 
more false edges induced by self-shadow and self-fold of the clothing. Then, the Hough 
line detection [13] is carried out on the edge set acquired by JSEG to get the candidate 
line set. There are still some useless lines in the candidate line set, such as too short 
lines, horizontal lines, lines induced by the self-fold and self-shadows of the clothing 
and lines induced by the boundary of the skin region. Therefore, the line filter algorithm 
is carried out. Following lines are filtered: with length shorter than one-fifth of the face 
width, with slope smaller than 0.7, with same color on both sides, with too much skin 
region on one side. The results of LineSet  are shown in Fig.7. 

     
Fig. 7. Results of line detection in clothing regions. (a) Results of JSEG; (b) Results of Hough 
line detection; and (c) Results of our line filter algorithm. 

2.4 Statistical Features   

There are some salient statistical features in suits. We compute a map which comes 
from the statistics of the location distribution of the Harris corners in the clothing 
regions. The map is shown in Fig.8. We use 100 suits images and 100 non-suits images 
(training data set in section 3.1) to get the map. For the suits images we can see, the 
corners mainly concentrate in the middle of the clothing regions. For non-suits images, 
the corner distribution is uniform. Therefore we define the spatial statistical feature of 
Harris Corner ( SSFoH ) to represent this regular pattern. Clothing regions are divided 
into three regions as shown in Fig.5. SSFoH  can be calculated by Eq.(4). 

HNoM
SSFoH

HNoLR
=  ,                            (4) 

where HNoM is the number of Harris Corners in the middle clothing region, HNoLR is 
the number of Harris Corners in the left and right clothing region. 

Another significant statistical feature of suits is the blob statistical features. Suits 
always have simple texture and a small number of blobs (connected regions), e.g. Fig.5 
(a)-(c). But for some non-suits clothing, the texture is complex and the number of 
connected regions is large, e.g. Fig.5 (d)-(e). Thus, we define Number of Connected 
Regions ( NoR ). NoR can be obtained on the quantized image 11CR . Morphological 

processing is processed on 11CR  first to remove small regions. 

(b) 

(a) 

(c) 
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         (Suits)                           (Non-Suits) 

Fig. 8. Statistical results of Harris corner location for suits and non-suits. The point in the images 
at top row means the location of Harris corners in clothing region and the brightness of the point 
indicates the corner number, the whiter the more. The bar charts are the statistical results 
projecting to horizontal axis. The horizontal axis is divided into 10 bins, each bar indicates the 
ratio of the corner points falling in the bin to the total corner number (RoHN). 

3 Data Set and Experiments 

3.1 Data Set 

A consumer image collection of 1500 images of people is constructed to evaluate the 
proposed features. All the images come from “flickr”, “baidu” and “google”. We use 
the keywords like “portrait”, “portrait+suits”, “people+suits” to search these 
images. The image collection contains 200 suits images and 1300 non-suits images. 
100 suits and 200 non-suits are used for training, other 100 suits and 1100 non-suits are 
used for testing. Some samples of our dataset are shown in Fig.9. 

3.2 Experimental Results 

To demonstrate the effectiveness and robustness of the features, we use five popular 
classifiers including SVM [14], Random Forest [15], Adaboost [16], Decision Table 
[17] and C4.5 [18]. True Positive Rate (TPR) and False Positive Rate (FPR) are used  
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Fig. 9. Some samples in our dataset. The first line is suits images and the second line is non-suits 
images. Most of the suits images are frontal. The non-suits images contain various style of 
clothing, e.g. skirt, t-shirt, shirt and sweater. 

 
(a) 

 
(b) 

Fig. 10.  Performance comparison. (a) Performance of five classification and BoW method. (b) 
Performance of each type features based on SVM. 
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for evaluation. The results are shown in Fig.10(a). We can see that all the five 
classifiers get TPR 80% under FPR less than 10%. This shows the effectiveness and 
robustness of our features. The SVM method gets the best result with TPR of 90% 
under FPR of 9.2%. To illustrate that our features are superior to state of the art, 
comparison to Bag of Words (BoW) [19] is performed. In the BoW method, we use 
harris corner detector since we have normalized the images based on face regions. The 
descriptor we use is SIFT descriptor [20]. SVM is used as the classifier. The 
performance of BoW method is shown in Fig.10(a): BoW+SVM. We can see that our 
features outperform BoW method. 

To further evaluate the contribution of each type of features, comparative 
experiments are performed. SVM which gets the best performance in the above 
experiment is used as the classifier. The results are shown in Fig.10(b). From the results 
we can see that every type of our features is effective. In low True Positive Rate, False 
Positive Rate of all three types of features is under 20%. The statistical features are the 
most discriminative of all the features. The shape features give the minimum 
contribution which doesn’t meet our intuition. By analyzing this issue, we find that this 
is caused by the non-rigid deformation of clothing which reduces the performance of 
Hough line detection. 

Some images are falsely detected by our method. As for the suits images that are not 
detected by our method, most of them are profile-suits images or suits images with 
occlusion. As for the non-suits images incorrectly detected as suits images, most of 
them have similar appearance with suits.  

4 Conclusions and Future Work 

Clothing style is an important feature to understand images of people including what 
he/she is doing and what is his/her profession etc. Actually, recognizing the style of 
clothing is a very hard task due to two reasons: (1) no-rigid deformation and (2) various 
styles of clothing. In this paper, we proposed a novel method to detect suits in images of 
people. This method is useful in photo selection systems and attribute-based people 
search task. We proposed six novel features including color features, shape features and 
statistical features for this task. The experimental results show the effectiveness of the 
proposed features.  

Also these features will be helpful for other clothing style detection. For example, 
skin feature (one of our color features) is useful in t-shirt detection. The limitation of 
our method is that the results for suits images with occlusion and profile-suits images 
are not satisfactory. In the future, we will find ways to solve these problems and expand 
our work to other clothing style detection. We will also investigate on how to further 
combine the multiple features in a multiple graph framework [21][22] to learn a better 
detector for a particular style of clothing.  
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Abstract. Videos are often characterized by the human participants,
who in turn, are identified by their faces. We present a completely unsu-
pervised system to index videos through faces. A multiple face detector-
tracker combination bound by a reasoning scheme and operational in
both forward and backward directions is used to extract face tracks from
individual shots of a shot segmented video. These face tracks collectively
form a face log which is filtered further to remove outliers or non-face
regions. The face instances from the face log are clustered using a GMM
variant to capture the facial appearance modes of different people. A
face Track-Cluster-Correspondence-Matrix (TCCM) is formed further
to identify the equivalent face tracks. The face track equivalences are
analyzed to identify the shot presences of a particular person, thereby
indexing the video in terms of faces, which we call the “Video Face Book”.

1 Introduction

Videos are generally identified by actors, sceneries or specific activities. Home
videos (e.g. brother’s wedding, papa’s birthday etc.), movies (e.g. Mel Gibson’s
“Braveheart”) and TV series (e.g. Jennifer Aniston’s “Friends”) are generally
referred to by the human participants. Human face is one of the most important
objects in news programs. Identifying such actors from videos become a tough
computer vision task if performed in a supervised framework. In such a scenario,
one has to undergo a tedious supervised learning procedure to perform the task of
face recognition for individual actors or for each friend/relative in a home video.
In contrast, an unsupervised approach would detect and track the face regions
and cluster them to generate video intervals where a certain face appears. This is
also similar to the way humans perform, by associating scene intervals with the
occurrence of (previously) unseen faces. The explosive growth of image and video
data available both off-line and on-line further stresses the need for unsupervised
methods to index, search and manipulate such data in a semantically meaningful
manner.

A system for building extremely large face datasets from archival video has
been introduced by [7]. The system does shot detection, tracking using color
histograms for hair,face and torso followed by grouping the tracks using ag-
glomerative clustering. For handling large number of objects in large number of
dimensions a technique using Relevant Set Correlation (RSC) has been proposed
by [5]. News videos are decomposed into shots followed by face detection and

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 495–506, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The shot segmented input video is subjected to multiple face tracking (Sec-
tion 2) to extract face tracks from individual shots, which are filtered in two stages to
remove outliers (Section 3). The resulting face log is clustered using a GMM variant to
discover the modes of facial appearances of different people in varying facial poses. The
face based video index is generated by analyzing the track and cluster correspondences,
which we call the Video Face Book.

simple tracking based on estimating the sizes and locations of faces in consecutive
frames. Principal Component Analysis (PCA) is used for reducing the number
of dimensions of the feature vector for face representation. For finding repeated
faces, a clustering method based on RSC is used. For automatic labeling of faces
of characters in TV or movie material with their names, using only weak super-
vision from automatically aligned subtitle and script-text [8] follow an approach
where frontal/profile detections of the same face are merged using agglomerative
clustering based on the overlap of the detections. Kanade-Lucas-Tomasi (KLT)
feature tracker is used for feature point tracking. An approach which uses face
features extracted using Discrete Cosine Transform (DCT) is proposed by [2].
Nearest neighbor classification is used to merge the tracks with distances less
than a threshold. On similar lines a technique for efficient face retrieval from
large video datasets using Local Binary Patterns (LBP) is proposed in [6]. A
novel face indexing system that takes advantage of the internet connection of a
Set Top Box (STB) to construct a Face Recognition (FR) engine has been pro-
posed by [3]. Faces are clustered and the clustered images are combined using a
weighted feature fusion scheme.

The proposed approach (Figure 1) – The video is first segmented into
shots using hue-saturation histograms computed from images. The component
frames of each shot interval are subjected to frontal/profile face detection and
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shots without any detection success are rejected as they are irrelevant to our
purpose of face extraction which is dependent on such detection results. The
individual shots are subjected to multiple face tracking using a detector-tracker
reasoning scheme operational in both backward and forward directions (Sec-
tion 2). The extracted face tracks are filtered through a two stage process where
non-face regions are first removed track-wise followed by outlier track removal
(Section 3). All the faces from the filtered face log are clustered to capture the
facial appearance modes of different persons (Section 4). We further compute a
face Track-Cluster-Correspondence-Matrix (TCCM) to identify the equivalent
tracks and hence acquire the different shot presences of the same person. This
results in the generation of the face based video index, which we call the “Video
Face Book”.

2 Multiple Face Tracking

We have used the Haar feature based face detectors [9] to segment the regions
of left/right profile or frontal faces in the image sequence. However, these de-
tectors are extremely sensitive to the facial pose. Thus, although they are very
accurate in detecting faces in left/right profile or frontal faces, they fail when
the facial pose changes. It is also not practical to use a lot of detectors, each
tuned to different face orientations as that would lead to both high memory
and processor usage. Thus, a detection reduced to a local neighborhood search
guided by face features is advantageous to satisfy real-time constraints. Such a
necessity is achieved by the procedure of tracking. We initialize the tracker with
a face detection success, continue tracking where detection fails (due to facial
pose variations) and update the target face features at times when the detectors
succeed during the frame presence of the face.

Existing works in multiple face tracking have generally focused on method-
ologies for face detection and tracking using (skin) color distributions and/or
motion cues [7,8]. These satisfy the tracking algorithm necessities of “target rep-
resentation” and “inter-frame target region correspondence”. However, in cases
involving multiple targets, a “reasoning” method is required for handling var-
ious situations like tracking failure, new target acquisition, entry/exit etc. We
next describe the proposed face region representation/localization schemes (Sub-
section 2.1) and the adopted methodology of reasoning for tracking multiple faces
(Sub-section 2.3).

2.1 Face Representation and Localization

The location of the face F in the image is identified by the face bounding rectan-
gle BR(F ) with sides parallel to image axes. We use a second order motion model
(constant jerk), continuously updated from the 3 consecutive centroid positions
of BR(F ). Using this model, The centroidal position Ĉt(F ) at the tth instant is
predicted as Ĉt(F ) = 2.5Ct−1(F )−2Ct−2(F )+0.5Ct−3(F ). The color distribu-
tion H(F ) of the face F is computed as a normalized color histogram, position
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weighted by the Epanechnikov kernel supported over the maximal elliptical re-
gion BE(F ) (centered at C(F )) inscribed in BR(F ) [4]. Mean-shift iterations
initialized from the motion model predicted position converge to localize the
target face region in the current image. The mean-shift tracking algorithm max-
imizes the Bhattacharya co-efficient between the target color distribution H(F )
and the color distribution computed from the localized region at each step of
the iterations. The maximum Bhattacharya co-efficient obtained after the mean-
shift tracker convergence is used as the tracking confidence tc(F ) of the face F
[4]. We combine this color based representation with an appearance model to
encode the structural information of the face. The RGB image region within
BR(F ) is first resized and then converted to a q × q monochrome image which
is further normalized by its brightest pixel intensity to form the normalized face
image nF of the face F . The normalization is performed to make the face image
independent of illumination variations.

2.2 Normalized Face Cluster Set

During the course of tracking, a person appears with various facial poses. We
propose to cluster the normalized faces obtained from the different facial poses to
learn the modes of his/her appearances thereby forming a Normalized Face Clus-
ter Set (NFCS(F ), henceforth). The normalized face image nF is re-arranged in
a row-major format to generate the d = q×q dimensional feature vector X(nF ).
To achieve computational gain, we assume that the individual dimensions of the
feature vector are un-correlated and hence, a diagonal co-variance matrix is suf-
ficient to approximate the spread of the component Gaussians. A distribution
over these feature vectors is approximated by learning a variant of the Gaussian
mixture models where we construct a set of normalized face clusters.

The NFCS with K clusters is given by the set NFCS = {(μr, σr, πr); r =
1, . . .K}, where μr, σr are the respective mean and standard deviation vectors of
the rth cluster and the weighing parameter πr is the fraction of the total number
of normalized face vectors belonging to the rth cluster. The NFCS initializes
with μ1 = X(nF1) and an initial standard deviation vector σ1 = σinit and
π1 = 1.0.

Let there be Kl−1 clusters in the NFCS until the processing of the vector
X(nFl−1). We define the belongingness function Br(u) for the uth dimension of
the rth cluster which is set to 1.0 if |X(nFl)[u] − μr[u]| ≤ λσr [u] and to 0.0,
otherwise. Here λ is the cluster membership threshold and is generally chosen
between 1.0− 5.0 (Chebyshev’s inequality). The vector X(nFl) is considered to
belong to the rth cluster if

∑d
u=1 Br(u) ≥ (1 − ηmv)d, where ηmv ∈ (0, 1) is

the cluster membership violation tolerance threshold such that ηmv × d denotes
the upper limit of tolerance on the number of membership violations in the
normalized face vector. If X(nFl) belongs to the rth cluster, then its parameters
are updated as,
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πr ← (1− αl)πr + αl (1)
σ2

r [u]← (1− βr(l, u))[σ2
r [u] + βr(l, u)D2

lr[u]] (2)
μr[u]← μr[u] + βr(l, u)Dlr[u] (3)

where αl = 1
l , βr(l, u) = αlBr(u)

πr
and Dlr[u] = X(nFl)[u] − μr[u]. For all other

clusters r′ 	= r, the mean and standard deviation vectors remain unchanged while
the cluster weight πr′ is penalized as πr′ ← (1−αl)πr′ . However, if X(nFl) is not
found to belong to any existing cluster, a new cluster is formed (Kl = Kl−1 +1)
with its mean vector as X(nFl), standard deviation vector as σinit and weight
1
l ; the weights of the existing clusters are penalized as mentioned before.

The parameter updates in equation 3 match the traditional Gaussian Mixture
Model (GMM) learning. In GMMs, all the dimensions of the mean vector are
updated with the incoming data vector. However, here we update the mean
and standard deviation vector dimensions selectively with membership checking
to resist the fading out of the mean images. Hence, we call the NFCS as a
variant of the mixture of Gaussians. Figure 2(a) shows a few mean images of the
normalized face clusters learned from the tracked face sequences of the subject.

Fig. 2. (a) Color distribution H(F ), second order motion model and the normalized face
cluster set (NFCS(F )) are used for face representation and tracking. (b) Backward-
Forward tracking – Jennifer Aniston’s face gets detected somewhere at the middle of
the shot interval; multiple face tracker detects a new face region and starts tracking
(marked with red bounding box) in forward direction. Mean-shift tracker initialized
from the first detection is used to localize the face in backward direction (marked with
blue bounding box).

2.3 Handling Multiple Faces

Tracking multiple faces is not merely the implementation of multiple trackers but
a reasoning scheme that binds the individual face trackers to act according to
problem case based decisions. For example, consider the case of tracking a face
which gets occluded by another object. A straight through tracking approach
will try to establish correspondences even when the target face disappears in the
image due to complete occlusion by some scene object leading to tracking failure.
A reasoning scheme, on the other hand, will identify the problem situation of
the disappearance due to the occlusion of the face and will accordingly wait
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for the face to reappear by freezing the concerned tracker. Our approach to
multiple face tracking proposes a reasoning scheme to identify the cases of face
grouping/isolation along with the scene entry/exit of new/existing faces.

The process of reasoning is performed over three sets, viz. the sets of active,
passive and detected faces. The active set Fa(t) consists of the faces that are well
tracked until the tth instant. On the other hand, the passive set Fp(t) contains
the objects for which either the system has lost track or are not visible in the
scene. The set of detected faces Fd(t) contains the faces detected in the tth

frame. The system initializes itself with empty active/passive/detected face sets
and the objects are added or removed accordingly as they enter or leave the field
of view. During the process of reasoning, the objects are often switched between
the active and passive sets as the track is lost or restored. We start the process
of reasoning at the tth frame based on the active/passive face sets available
from the (t − 1)th instant. The faces in the active set are first localized with
motion prediction initialized mean-shift trackers (Sub-section 2.1. We compute
the extent of overlap between the tracked face regions from the active set and
the detected face regions to identify the isolation/grouping state of the faces.
The reasoning scheme based on the tracked-detected region overlaps is described
next.

Consider the case where m faces are detected (Fd = {dFj ; j = 1 . . .m})
while n faces were actively tracked till the last frame (Fa = {aFi; i = 1 . . . n}).
We define the fractional overlap between the faces F1 and F2 as γ(F1, F2) =
|BR(F1)∩BR(F2|)

BR(F1) to analyze the correspondence between F1 and F2. We consider
aFi and dFj to have significant overlap with respect to a certain threshold ηad,
if the predicate Overlaps(aFi, dFj)⇒ [γ(aFi, dFj) ≥ ηad]∨ [γ(dFj , aFi) ≥ ηad]
is satisfied.

Let Sdf (i) = {dFk : [dFk ∈ Fd] ∧ Overlaps(aFi, dFk) denote the set of
detected faces which has significant overlap with the face aFi in the active set
and Saf (j) = {aFr : [aFr ∈ Fa] ∧ Overlaps(aFr , dFj) represent the set of
faces in the active set which has significant overlap with the detected face dFj .
Based on the cardinalities of these sets associated with either of aFi/dFj and
the tracking confidence tc(aFi), we identify the following situations during the
process of tracking.

Isolation and Feature Update – The face aFi is considered to be isolated if it does
not overlap with any other face in the active set – ∀r 	= i¬Overlaps(aFi, aFr);
aFi, aFr ∈ Fa. Under this condition of isolation of the tracked face, we update
its color distribution and motion features from the associated detected face if
there exists a pair (aFi, dFk) which significantly overlap only with each other
and none else – ∃kOverlaps(aFi, dFk) ∧ |Sdf (i) = 1| ∧ |Saf (k) = 1|.
Face Grouping – The face is considered to be in a group (e.g. multiple persons
with overlapping face regions) if the bounding rectangles of the tracked faces
overlap. In this case, even if a single detected face dFk is associated to aFi,
we only update the motion model of aFi as we are not confident about the
correspondence on account of multiple overlaps.
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Detection and/or Tracking Failure – This is the case where face detection fails
due to facial pose variations. However, if the face aFi is tracked well (tc(aFi) ≥
ηtc), we update only the motion model of aFi and do not update the color
distribution. However, in case of both detection and tracking failure, aFi is not
associated with any detected face and the tracking confidence also drops below
the threshold (ηtc). In this case, we consider aFi to disappear from the scene and
transfer it from Fa to Fp i.e. Disappears(aFi)⇒ |Sdf (i) = 0| ∧ [tc(aFi) < ηtc].
New Face Identification – A new face in the scene does not overlap with any of the
the bounding rectangles of the existing (tracked) faces. Thus, dFj is considered
a new face if Saf (j) is a null set i.e. NewFace(dFj) ⇒ |Saf (j)| = 0. Note
that, the system might lose track of an existing face whose re-appearance is also
detected as the occurrence of a new one. Hence, the newly detected face region
is normalized first and checked against the NFCS of the faces in Fp. If a match
is found, the track of the corresponding face is restored by moving it from Fp to
Fa and its color and motion features are re-initialized from the newly detected
face region. However, if no matches are found, a new face is added to Fa whose
color and motion features are learned from the newly detected face region.

During the course of multiple object tracking, the faces in the active set are
identified in one of the above situations and the feature update or active to
passive set transfer decisions are taken accordingly. By reasoning with these
conditions, we initialize new trackers as new faces enter the scene and destroy
them as the faces disappear.

2.4 Backward-Forward Tracking

Our work assumes that a certain person will be detected in either front/profile
face at some time in a shot (of duration [ts, te], say). However, it may well happen
that the person gets detected only at the tth instant (ts < t < te), although
he/she was present from the very beginning (ts) with a facial pose different from
either frontal or left/right profile. In such cases, tracking in only forward direction
will not provide us with all the face instances of the person. To avoid this, we
also run a backward tracker initialized with the first detection to provide us
with all the facial pose variations of the tracked person. The tracker is terminated
when the tracking confidence dips below the threshold ηtc. Figure 2(b) illustrates
the combined scheme for tracking in both backward and forward direction for
acquiring the face instances in varying poses; including the ones prior to first
detection.

2.5 Results: Multiple Face Tracking

We present results from 3 shots from the movies “300” (624 images) and “Sher-
lock Holmes” (840 images); and the TV Series “Friends, an episode from Season
1 (143 images). The results of multiple face tracking in these videos are shown
in figure 3. The proposed approach for multiple face tracking is implemented
on a single core 1.6 GHz Intel Pentium-4 PC with semi-optimized coding and
operates at 13.33 FPS (face detection stage included).
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

(k) (l) (m) (n) (o)

Fig. 3. Results of multiple face tracking under occlusions. (a)-(e) Movie 300 - faces are
relatively unoccluded; (f)-(j) Movie Sherlock Holmes – The face marked with the pink
bounding rectangle undergoes partial and full occlusion and the track is successfully
restored as it reappears. (k)-(o) TV series Friends, Season 1. Note that apart from
faces, trackers are also initialized on non-face regions in (f)-(o) due to false detections
which are filtered later. (Section 3)

Performance Analysis – We present an object centric performance analysis by
manually inspecting the surveillance log for computing the average rates of track-
ing precision and track switches. Consider the case of a tracker with a life span
of T frames, of which for the first Ttrk frames, the tracker successfully tracks
the same face over which it is initialized and then successively switches track to
Nswitch number of (different) faces(s) during the remaining T −Ttrk frames. The
tracking precision of an individual object is then defined as Ttrk

T and the average
tracking precision computed over the entire set of extracted faces is called the
Tracking Success Rate for the entire video. In the same line, the Tracker
Switch Rate is evaluated as the average number of track switches over the
entire set of extracted objects. After a track switch from the Ttrk + 1 frame
onwards, a different tracker may pick up the trail of this object through a track
switch from some other face or through the initialization of a new tracker – let
there be Nreinit number of tracker re-initializations on some face region. The
Tracker Re-initialization Rate is defined as the average number of tracker
re-initializations per face computed over the entire set of extracted faces. Refer
to Figure 4.

3 Face Log Processing

The cropped face regions acquired by tracking are stored in a face log. How-
ever, the face log also contain non-face regions (outliers) on account of detec-
tion/tracking failure. We note that such outliers are of two types – first, trackers
initialized on proper face regions which occasionally drift to non-face regions
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Fig. 4. Multiple face tracking performance analysis. The rates of tracking success,
track switches and tracker re-initialization are plotted with respect to (a) tracking con-
fidence threshold (ηtc) and (b) fractional overlap threshold (ηfo) varied in the interval
of [0.1, 0.9] in steps of 0.1. We choose ηfo = 0.4 and ηtc = 0.6 for optimal performance
by referring to these graphs.

due to motion-model failure or pre-mature mean-shift convergence; and sec-
ond, trackers initialized from non-face regions (false detections) continuously
tracking these outlier regions during the entire shot. We propose a two-stage
filtering scheme to remove such outliers based on three assumptions – first, hue-
saturations histograms computed from face regions will have similar distribu-
tions for the skin pixels while non-face regions will have completely different
distribution profiles; second, in each track the face regions are in the major-
ity and hence the average color distribution will be considerably different from
the color distributions of non-face regions; and third, in face-tracks initialized
on false detections, there will be hardly any face region and thus the average
hue-saturation distribution of that track will be significantly different from an
average distribution computed from only face regions.

Consider the case where N face tracks (Ti; i = 1, . . .N) are extracted where
the ith track contains ni faces (Ti = {Fij ; j = 1, . . . ni}). Let Hhs(i, j) denote
the hue-saturation distribution computed from Fij and we compute the average
H̄hs(i) = 1

ni

∑ni

j=1 Hhs(i, j) from all the faces in Ti. Based on our assumptions,
we declare the qth face as an outlier if Bc(Hhs(i, q), H̄hs(i)) < ηcm where ηcm is
a color distribution match threshold. The outliers, if present are removed from
each track and leaves us with Ti = {Fij ; j = 1, . . . n′

i}; i = 1, . . .N . Note that this
process only removes outliers from each track but can not filter the ones where
the trackers were initialized on non-face regions due to erroneous face detections
(Figure 5(a)).

The process of individual track filtering leaves us with two kinds of tracks –
first, the “pure” ones with only face regions; and second, the ones containing
mostly outliers where the tracker was initialized on non-face regions. We com-
pute the average hue-saturation distributions H̄hs(i) from each track and obtain
their average as H̃hs = 1

N

∑N
i=1 H̄hs(i). Proceeding on the same assumptions

outlined earlier, we describe the ith track as an outlier, if Bc(H̃hs, H̄hs(i)) < ηcm

(Figure 5(b)). The faces belonging to the filtered tracks are clustered further to
group the similar faces and are described next (Section 4).
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(a) (b)

Fig. 5. Two stage face log filtering with Bhattacharya coefficient ηcm = 0.6. (a) Non-
face instances are removed from individual tracks in first stage. (b) Outlier tracks
initialized from non-face regions are filtered next.

Fig. 6. (a) The cluster purity is evaluated by varying the cluster membership threshold
(λ) and membership violation tolerance threshold (ηmv) for clustering performance
analysis. (b) The marked cells of TCCM indicate the face track-cluster linkages which
satisfy a thresholded association criterion. A linkage transitivity analysis is performed
further to identify the tracks linked through the common cluster(s). (c) A small segment
of the Video Face Book generated from the TV series “Friends” (episode 1, season 1).
Horizontal colored bars indicate the shot presences of different human participants.

4 Face Clustering

The face regions obtained from all tracks of the filtered face log are clustered us-
ing the approach outlined in Sub-section 2.2. Ideally, each cluster should contain
faces of the same person. However, such a cluster purity varies with different
values of the cluster membership threshold (λ) and cluster membership viola-
tion tolerance threshold (ηmv). Consider the case where K clusters are formed,
where the kth cluster contains nCk faces, of which mCk number of faces be-
long to the same person and satisfies the plurality criterion. Then, we define
the average cluster purity cP (λ, ηmv) for a certain set of chosen thresholds as

cP (λ, ηmv) =
∑K

k=1 mCk∑
K
k=1 nCk

. The clustering performance is analyzed by varying λ in
[0.5, 4.5] in steps of 0.1 and ηmv in [0.05, 0.25] in steps of 0.005. The performance
analysis is performed on 3 test data sets (Figure 3) and we have chosen λ = 1.8
and ηmv = 0.215 by referring to Figure 6(a) for which we achieve the maximum
cluster purity of 0.804.
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5 Video Index Generation

Consider the case where the filtered face log contains N ′ face tracks and K
clusters are obtained by face clustering. We form the N ′ ×M Track-Cluster-
Correspondence-Matrix (TCMM) to analyze the equivalences of the different
tracks present in the face log. Let cL(i, j) denote the cluster index of the jth

face in the ith track, i.e. cL(i, j) ∈ [1, M ]. The TCMM is thus formed as
TCMM [i][k] =

∑n′
i

j=1 δ(cL(i, j) − k) where, the ith track contains n′
i faces and

δ(•) is the Kronecker Delta function.
Tracking provides us with various facial poses of the same person while clus-

tering helps us discover the modes of facial appearance. The similar facial ap-
pearances are grouped through clustering while the different facial appearances
of the same person are linked through tracking. Each row of the TCCM sig-
nify the number of occurrences of different facial appearance modes in a certain
track and each column of TCCM denote the frequencies of assuming the same
facial appearance mode by different tracks. We link a track i to the cluster k
if more than 25% faces of the ith track assume the k facial appearance mode
i.e. if TCMM [i][k] ≥ 0.25n′

i. Consider the case where the ith track is linked
to the clusters k and p while the rth track is linked with clusters p and q. We
perform a linkage transitivity analysis to identify that the tracks i and p have a
common link to the pth cluster and use the same to declare the tracks i and j as
equivalent. A similar analysis is performed on the entire TCMM to identify the
equivalent tracks (Figure 6(b)). Since the face tracks are obtained from indexed
shots, analyzing the equivalent tracks reveal the shot presences of the same per-
son. This is illustrated in Figure 6(c) where a part of the Video Face Book formed
by analyzing the TV series “Friends” (episode 1, season 1) is shown.

6 Conclusion

We present an unsupervised scheme for indexing videos with human partic-
ipants by using facial information and hence the name Video Face Book. The
video is initially decomposed into a sequence of shots using the criterion of intra-
shot frame hue-saturation distribution consistency. A combination of backward-
forward tracking is used to extract the tracks of multiple faces from individual
shots. Such tracks obtained from each shot collectively form the crude face log
containing outliers along with face instances. Outliers are removed in two stages
– first, the non-face regions are filtered from each track and second, the outlier
tracks formed due to false detections are removed. All the face instances from
all tracks are clustered next to form the face clusters. A person may appear with
varying facial poses in the same track and hence traverse the different modes
(mean faces of clusters) of facial appearance. Thus people appearing in differ-
ent shots can be linked through strong correspondences of different tracks with
the same cluster. We form a Track-Cluster-Correspondence-Matrix (TCMM) to
identify such track linkages and hence generate the video index in terms of shot
presences of a certain person.
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We have demonstrated an unsupervised approach to indexing videos through
faces. However, recent research has also proposed unsupervised means of dis-
covering objects from images/videos [1]. These approaches may be used to dis-
cover objects from videos first, and the proposed scheme can be used next to
detect/track and cluster objects of different categories for indexing videos. How-
ever, this will only be the indexing of videos with the actors, whose interactions
might be discovered and grouped further to index videos in terms of actions
thereby proceeding a few steps further to achieve the final goal of a cognitive
vision system.
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Abstract. In this work we introduce the Bag-Of-Regions model, in-
spired from the Bag-Of-Visual-Words. Instead of clustering local image
patches represented by SIFT or related descriptors, low level descrip-
tors are extracted and clustered from image regions, as given by a seg-
mentation algorithm. The Bag-Of-Region model allows to define visual
dictionaries that capture extra information with respect to Bag-Of-Visual-
Words. Combined description schemes and ad-hoc incremental clustering
for visual dictionnaries are proposed. The results on public datasets are
promising.

Keywords: Content Based Image Retrieval, Bag-Of-Regions, Incremen-
tal Clustering, Meta-Search.

1 Introduction

Image retrieval is a challenging topic that has been a research challenge for
several decades. The task is difficult for several reasons. Smeulders et. al. [24]
introduced the concept of semantic gap, that is the discrepancy between the low
level descriptors that can be computed from the images and the interpretation
of the image done by humans. A query to an image retrieval system is ill-defined
by nature. Such a query could take several forms. One of the earliest successful
system, QBIC[8], accepted queries as a user defined color palette, that images
should matches. A query can be formulated using an example image (Query-By-
Example – QBE– paradigm). The system must retrieve the most similar images
to the query. In this case, the notion of similarity is implicit for the user, and the
system must approximate this notion into a computable quantity. In the best
case, it can be related to several measurements in terms of low level descriptors.

In the last decade, a breakthrough in image retrieval and object recognition
have been achieved using the Bag-Of-Visual-Words (BOVW) model based on
interest-point descriptors such as SIFT[16]. In the mean time, methods based
on region-based properties of the image have known a decrease of popularity for
CBIR and classification tasks, since the fundamental work of Duygulu et. al. [5].
Few examples include Souvannavong et. al. [25] for video content indexing and
retrieval and Gokalp and Askoy [10] for scene classification. However, current
state-of-the-art for accurate object class image segmentation rehabilitates image
segmentation and region-based visual description of the image content [12,26,27].

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 507–517, 2012.
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In this paper, we study an image retrieval system that extends the traditional
notion of BOVW vocabulary not only to keypoint-based descriptors, but to re-
gion based descriptors, as obtained by a segmentation algorithm. Region-based
descriptors open the way to exploit a vast amount of different visual cues, such
as colour, texture and shape, that are not captured by keypoint descriptors.
With this extension arise several challenges: first, in section 2, we clarify the
definition of a region-based visual dictionary. The computation of visual dictio-
nary has been considered traditionally as an offline, time independent process.
This point becomes more problematic when several such dictionaries must be
built. In section 3, we propose to rely on an incremental clustering method that
has lower memory and computational complexity than k-means, the reference
algorithm. Able to express the image content through several visual dictionaries,
we combine them to improve the single-modality retrieval results. We introduce
in section 4 the topic of meta-search and its most famous strategies. In section
5, we perform deep experiments of the method on three public datasets. We
conclude the paper in section 6 and give research perspectives for the future of
this work.

2 Bag-Of-Regions Model

The BOVW model has been inspired by the Bag-Of-Words (BOW) model for
text document representation. In the BOW model, a text document is repre-
sented by the number of occurrences of the words in the document. Despite the
simplicity of the model, which neither takes into account the order of the words,
nor the relationships between them, this model is very efficient for document
classification tasks [11]. Sivic and Zisserman proposed to compute a visual dic-
tionary by clustering similar visual entities inspired by BOW model. Hence, to
build a visual dictionary, we must define two key concepts: what entity defines
the spatial support for a visual word and which descriptor underpins the no-
tion of similarity in the clustering process. In the BOVW model, local interest
points are used as salient image patches and SIFT or related [18] descriptors
used to describe the patches. We propose to define as the basic entities support-
ing the visual words the image regions obtained by a segmentation algorithm.
An extremely rich collection of descriptors can be extracted from image regions
providing new kind of visual dictionaries. We call the Bag-Of-Regions dictionary
BOR. Figure 1 shows the different steps for BOR extraction. If these are similar
to BOVW, BOR is trickier to compute due to the number of parameters in the
process. The parameters are represented by the colored box in figure 1: there
can be several segmentations, many visual features and different quantization
of the visual space to compute a single BOR dictionary. Hence, the number of
single BOR models that can be computed explode with the number of param-
eters. The time spent in the vocabulary computation is usually considered as
irrelevant, since clustering is performed offline. Time does matter with such an
amount of dictionaries to compute. There is a need for an efficient clustering
algorithm able to produce these results in a reasonable time.
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Fig. 1. Bag-Of-Regions extraction pipeline

3 Incremental Clustering for Visual Dictionnaries

Clustering for codebook construction is a difficult problem because of the large
number of data samples as well as clusters. K-means clustering has been the
reference and most popular method so far [23]. Alternative for to k-means have
been proposed by Nister and Stewenius, for handling large amount of data [19].
Yeh et. al. proposed the dynamic computation of visual vocabulary using adap-
tive vocabulary forests [28]. We propose to replace the traditional k-means algo-
rithm with the incremental vector quantization of Lughofer [17]. The principles
of vector quantization are the following:

1. Choose initial values for the k cluster centers, ck, k = 1, . . . , K.
2. Fetch out the next data sample x of the data set D
3. Calculate the distance of the selected data point to all cluster centers.
4. Elicit the cluster center which is closest to the data point as

cwin = argmin
k

d(x, ck) (1)

5. If d(x, cwin) ≥ ρ then the current sample x becomes the center of a new
cluster. Otherwise move the cluster center towards the new point:

cnew
win = cold

win + η(x − cold
win), η ∈ [0, 1] (2)

The main advantage of incremental clustering with respect to k-means is the
lower computational complexity. All the data are processed in a single pass. The
computational complexity of the incremental clustering is O(KNd) with K the
number of clusters, N the number of vectors and d their dimension. K-means is
O(IKNd) with I the number of iterations. Extensions to vector quantization to
fit a real incremental clustering task with unknown number of clusters are given
in [17] that we do not detail here.

However, we have seen that those extensions are not directly suitable for
our task. Indeed, clustering model can differ significantly while processing the
same data in different order. We propose to choose the initial cluster centers
according to the k-means++ initialisation [1]. In this way, we ensure that a
minimal number of clusters (visual words) is reached. Moreover, as the position
of the centroid is crucial during the incremental clustering process, it is natu-
ral to chose centers that reflect well the organisation of the data as k-means++
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does, leading to a more robust model. In section 5, in order to compare the
incremental clustering with k-means, we ensured that no clusters were created
incrementally (i.e. setting up a high threshold ρ).

4 Fusion of Multiple Retrieval Systems

The BOR model allows a profusion of different representations of image content
based on the nature of the low level descriptor, the granularity of the segmen-
tation or the quantization method used for vocabulary construction. Retrieval
systems based on these vocabularies are likely to return different sets of images.
The optimal combination of this set is the problem of meta-search [2]. We as-
sume that the retrieval systems return results in a decreasing order of similarity
to the query. Two major types of error can occur for any such system[9]: 1) giv-
ing a high rank to non relevant documents and 2) giving a low rank to relevant
ones. In table 1, we present the most widely known strategies for combination
[9,13]. S(q, d) is the similarity value of document d to query q. CombMIN mini-
mizes probability of 1), while CombMax minimizes probability of 2). CombMED
tries to handle 1) and 2). The other three methods consider the relative simi-
larity values given by each method, instead of selecting a value from the set of
runs. CombSUM gives the numerical mean of similarity values, CombANZ ig-
nore effects of single runs failing to retrieve relevant documents and CombMNZ
provides higher weights to documents retrieved by multiple retrieval methods.
Experiments have shown that CombSUM and CombMNZ usually offer the best
increase in performances [2,9,13]. We considered these methods as they are very
simple and are almost a standard in information retrieval, despite the existence
of more advanced literature on this subject.

Table 1. Classical combination strategies for multiple retrieval system results

��� �������

���	��� S(q, d) = mini(Si(q, d))
���	��� S(q, d) = maxi(Si(q, d))
���	��� S(q, d) = median(Si(q, d))
���	��� S(q, d) =

∑
i
Si(q, d)

���	��� S(q, d) = CombSUM/
∑

i|Si(q,d) �=0
1

���	��� S(d) = CombSUM ×∑
i|Si(d) �=0

1

5 Experiments

The goal of the experiments our threefold:

1. Test that the proposed incremental clustering approach for visual dictionary
computation does not affect the performances of the retrieval systems.

2. Show that BOR is a suitable approach that can be as efficient as traditional
BOVW.
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3. Effectively combine the results of multiple systems to build a meta-search
engine with increased performances.

The three points are addressed in the following subsections. We used three pub-
licly available datasets, namely WANG, SIVAL and CALTECH101. WANG [15]
is a subset of Corel dataset containing 1000 images classified in 10 different cat-
egories. We chose WANG to compare our results with the in-depth evaluation
of features for image retrieval of Deselaers et. al. [4]. SIVAL is a more challeng-
ing dataset which has been specifically built for localized CBIR, i.e. where the
user is interested in retrieving images of a specific object[21]. 25 objects have
been pictured at different locations on the same set of complex backgrounds.
There are 1500 images in this dataset. Using this dataset, we will show that the
BOR representation is suitable for performing local queries as is the BOVW.
Finally, we used CALTECH101 dataset [6] to provide larger scale experiments.
CALTECH101 contains approximately 9000 images grouped into 101 categories.
The number of images per category differs from one another.

We fixed the parameters to compute BOR visual dictionaries for all the
datasets to the following:

– 7 different segmentations per image. 5 segmentations were computed with
the algorithm of Felzenszwalb and Huttenlocher [7], tuning the parameters to
produce different levels of region granularity. 2 segmentations were computed
using Turbopixels [14]. We the number of regions to k and 2k with k = 50
for WANG, k = 1000 for SIVAL and k = 100 for CALTECH101. We used
different k because images in SIVAL have much larger resolution than images
in WANG. Examples are given in figure 2.

– 2 low level descriptors were computed from the regions: HSV color histogram
and the histogram of Local Binary Patterns (LBP) [20] as a texture descrip-
tor.

– 5 different size for visual vocabularieswere used: {500, 1000, 2000, 5000, 10000}
words.

Hence, we computed 5 × 2 × 7 = 70 BOR vocabularies for each dataset. We
also computed the BOVW by the clustering of SURF points [3] using the same
dictionary sizes. When computing the actual image signature for the BOR rep-
resentation, we can weight the contribution of each word either by the area of
the regions or by the number of regions in the image. We tried both approaches.
Thus we have 70× 2 + 5 = 145 visual vocabularies for each dataset. In the case
of SIVAL dataset, we will consider 2 cases: global queries, where the BOR and
BOVW signature are computed using the full image, and local queries, where
they are computed considering only the regions or keypoints that are inside the
object bounding box, that have been manually annotated.

For all datasets, we computed the visual vocabularies using the whole dataset,
as no supervised learning is employed which would require the definition of a
training and test set. We evaluate the Mean Average Precision (MAP) to asses
the performances of the systems. The MAP is evaluated using every image of
the datasets as query.
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Fig. 2. Example of segmentation with Felzenszwalb [7] (left) and TurboPixels [14]
(right). Image from CALTECH101 flamingo category.

5.1 Incremental Clustering

We compared k-means clustering and the proposed incremental clustering on
WANG and SIVAL, as it was not possible to compute k-means on CALTECH101
due to memory requirements. For incremental clustering and k-means, we used
k-means++ initialisation of centroids. We set up the incremental clustering to
ensure that no clusters were added incrementally, in order to have a fair com-
parison using vocabularies of the same size. Figure 3 shows the results obtained
with the two methods on the 145 systems for each. The curve of performances
of systems built with k-means and incremental clustering always have the same
shape. This shows that the incremental clustering does not affect the retrieval
performances, despite the lower computational and memory requirements. The
incremental clustering curve seems even slightly higher than the k-means curves
in all cases (i.e. WANG, SIVAL global and SIVAL local). Note that the increase
is not really significant and we are far from claiming that incremental clustering
should be favored to build retrieval systems with improved retrieval efficiency,
but use it for computational efficiency.

5.2 Retrieval Efficiency Using Bag-Of-Regions Vocabulary

In figure 4 we compare the results obtained by the HSV, LBP and original
BOVW with SURF descriptors. The results are presented in the same way as
in figure 3, by increasing MAP scores. There are only 5 systems based on SURF
and 70 systems based on HSV and LBP, which is why the SURF curve is shorter.

For WANG dataset, the results obtained with SURF descriptors is outper-
formed by HSV and LBP. More than half of the HSV and LBP systems are
better than SURF. The best results are achieved by HSV descriptors, which
is in accordance with the experiments of [4], where global color histograms
were the best features for this dataset. Note that the best MAP reported in
[4] was 0.505, while our best system obtains 0.548 MAP, and many systems
outperform 0.505. The best run based on SURF is 0.443. For the SIVAL and
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Fig. 3. Comparative performances of retrieval systems built with k-means clustering
and the proposed incremental clustering scheme. x-axis denotes the system rank (from
worst to best), y-axis the system MAP score.

Fig. 4. Performances of retrieval systems using HSV, LBP and SURF descriptors

CALTECH101 datasets, the best overall systems are obtained with SURF (0.157
on SIVAL global, 0.505 on SIVAL local, 0.177 CALTECH). However, SURF does
not clearly outperforms color and texture systems. In figure 5, we detail the
MAP per categories of the best performing SURF, HSV and LBP systems. The
retrieval performances of the descriptors is linked with the queries. The most
explicit example can be seen in CALTECH101 dataset, where there are 2 blue
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peaks corresponding to a high MAP obtained with HSV. While HSV is overall
the worst descriptor(figure 4), it is particularly well suited for car sides and
leopards categories. This is surprising for the first category, but is actually due
to an artifact of the dataset. All car sides images are black and white, while
other are color images.

Fig. 5. MAP per category for the best performing SURF, HSV and LBP systems

5.3 Combining Multiple Retrieval Systems

The results obtained in the previous section naturally let us think that the
combining the runs could greatly improve the efficiency of the method. In this
section, we present the results of combined systems using the strategies shown
in table 1. Since we returned for each query the ranked list of all images in the
database, CombANZ and CombMNZ are not applicable as they are equivalent
to CombSUM. We defined two sets of systems to combine. In the first set, we
combine the best HSV, LBP and SURF runs. In the second set, we combine
the top 5 systems overall, independently of the descriptors. Results are shown in
table 2. It is clear from table 2 that combining the different systems is beneficial
to the overall retrieval efficiency. The best performing system, shown in bold,
is always the result of a meta-search. As reported in [9,13], CombSUM seems
to be the best choice. In these experiments, we have fixed a set of systems to
combine. The choice of this set is still an interesting research challenge. The
greatest increase in result is achieved when selecting high performing single sys-
tems with complementary results. This is the case when combining SURF, HSV
and LBP for WANG, while the 5 best systems on this dataset are HSV-based
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Table 2. MAP results for different combination strategies

Single runs Combined runs
SURF HSV LBP (SURF,HSV,LBP) (Top5)

MIN MAX MED SUM MIN MAX MED SUM
WANG

.443 .548 .533 .539 .551 . 522 .639 .553 .551 .556 .563
SIVAL Global

.157 .120 .097 .131 .120 .122 .132 .135 .157 .148 .149
SIVAL Local

.505 .443 .260 .461 .437 .508 .555 .541 .475 .579 .603
CALTECH

.177 .142 .162 .173 .178 .178 .197 .172 .178 .186 .223

and the improvement is small. Results are greatly improved for SIVAL-Local
and CALTECH101 when combining the top 5, which are composed of 2 HSV
and 3 SURF, 4 SURF and 1 LBP respectively. To our knowledge, there is no
comparable CBIR results on SIVAL dataset. Ramanathan et. al. reported 0.0978
MAP on CALTECH101 using a quadtree extended vector space model [22], but
they queried the system using only 10 images per category. This corresponds to
a 19.2% of increase compared to the regular BOVW in their experiments (8.3%
increase using spatial pyramid matching). We increase the BOVW results by
26%. An example for a SIVAL-local query is shown in figure 6.

Fig. 6. Example query from SIVAL Dataset (local). First row: best SURF run. Second
row: best HSV run. Third row: best LBP run. Fourth row: CombSUM of the top 5
ranking system results, showing a higher average precision for the query.

6 Conclusion

In this work, we proposed a new kind of image signatures based on the cluster-
ing of image regions, BOR. We have demonstrated that the BOR signatures are
well adapted to build efficient CBIR systems, that can outperform traditional
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BOVW signatures on some datasets. BOR signatures are a good counterpart
of BOVW, and can be more appropriate depending on the specific queries. Up-
grading the traditional BOVW framework to BOR leads to a multiplication of
possible visual dictionaries. With this increase, the computational time to build
the dictionaries becomes problematic. We proposed to rely on a single pass,
incremental clustering algorithm with appropriate k-means++ bootstrapping
method. Experiments have shown that visual dictionaries built upon the incre-
mental clustering lead to results as efficient as k-means. Finally, we proposed
to combine the results of the different systems using well known meta-search
techniques from text information retrieval. In all the cases, the combined results
have favorably impacted the performances of the single retrieval systems.

This work has demonstrated that a system based on BOVW and BOR sig-
natures is already very effective. Yet, it opens the way for further research on at
least two different aspects. The impact of the segmentation algorithms on the
retrieval performances would be interesting to study. Is an accurate segmenta-
tion really necessary? Should we over-segment, under-segment, or both? Such a
study could allow to fix a few set of segmentation parameters that enable to cap-
ture complementary information from the BOR signatures. The second research
topic that we will investigate is concerning the meta-search. In our experiments,
we just fixed the set to combine under what seemed to be a reasonable choice.
However, we know for sure that those choices are far from optimal. Moreover,
the choice of an optimal combination is likely to differ between queries. In the
future we will investigate meta-models that allow the weighted combination of
each single system (e.g. weighted Borda-Fuse of Aslam and Montague [2]), where
the weights are interactively computed using relevance feedback.
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Abstract. In this paper, we have described the Active Cleaning approach that
was used to complete the active learning approach in the TRECVID collabora-
tive annotation. It consists of using a classification system to select the samples to
be re-annotated in order to improve the quality of the annotations. We have eval-
uated the actual impact of our active cleaning approach on the TRECVID 2007
collection, using full annotations collected from the TRECVID collaborative an-
notations and the MCG-ICT-CAS annotations.

From our experiments, a significant improvement of our annotation systems
performance was observed when selecting a small fraction of samples to be re-
annotated by our cleaning strategy, denoted as Cross-Val, than using the same
fraction to annotate more new samples. Furthermore, it shows that higher per-
formance can be reached with double annotations of 10% of negative samples,
or 5% of all the annotated samples that were selected by the proposed cleaning
strategy.

Keywords: Corpus annotation, active learning, annotation cleaning.

1 Introduction

Concept indexing in image and video documents is very important for content-based
retrieval. It is a fundamental image/video retrieval problem: given a data set of images
and a query (visual concept), which images do present the given visual concept? Gen-
erally, classical keyword based search is not possible due to the frequent absence of
appropriate text annotation. Signal-level descriptions (e.g. color and texture) are also
known to be inappropriate for the task since they do not represent the semantic content
well, and are not easy to handle for users. Automatic concept indexing has been one
of the main focus of the TRECVID campaigns (evaluation of video retrieval systems,
[12]) since 2002.

Most concept indexing systems use a supervised learning approaches [7,13], in which
concepts are learned from sets of positive and negative samples. The models and train-
ing algorithms are important for systems’ performance, but the training data also play
an important role. While it is quite easy and cheap to get large amounts of raw data, it
is usually very costly to have them annotated, due to the involvement of human inter-
vention for judging the “ground truth”.
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While the volume of data that can be manually annotated is limited due to the cost
of manual intervention, it still possible to select the data samples that will be annotated,
so their annotation is “as useful as possible” [1]. Deciding which samples will be the
most useful is not trivial. Active learning is an approach in which an existing system
is used to predict the usefulness of new samples. This approach is a particular case of
incremental learning in which the system is trained several times with a growing set of
labeled samples. The objective is to select as few samples as possible to be manually
annotated so that these annotations lead to better classification performance.

The quantity of the annotated samples is important for system’s performance, Their
quality is also very important since most advanced classification methods are sensitive
to mislabeled training examples. Using crowd-sourcing [3,14] methods leads to quickly
changing the landscape for the quantity and the quality of labeled data available to su-
pervised learning. While such data can now be obtained more quickly and cheaply than
ever before, the generated labels also tend to be far noisier due to limitations of quality
control mechanisms. The quality of the labels obtained from annotators varies. Some
annotators provide random or bad quality labels in the hope that they will go unnoticed
and still be paid, and yet others may have good intentions but completely misunderstand
the task at hand or they become distracted or tired over time. The standard solution to
the problem of “noisy” labels is to assign the same labeling task to annotators, in the
hope that at least a few of them will provide high quality labels or that a consensus
emerges from a great number of labels. In either case, a large number of labels is nec-
essary, and although a single label is cheap, the costs can accumulate quickly. It can be
observed, that if one is aiming to produce a quality labels within minimum time and
money, it makes more sense to dynamically decide on the number of labelers needed.
For instance, if an expert annotator provides a label, we can probably rely on it being
of high quality, and we may not need more labels for that particular task. On the other
hand, if an unreliable annotator provides a label, we should probably ask for more la-
bels until we find an expert or until we have enough labels on which we can apply the
majority vote to decide the final label.

Given the substantial human effort required to gather good training sets -as well
as the expectation that more data is almost always advantageous-, researchers have
begun to explore new ways to collect labeled data. Both active learning and crowd-
sourced labeling are promising ways to efficiently build up training sets for concept
indexing and retrieval. The active learning techniques aim to minimize human effort
by focusing label requests on those that appear to be the most informative samples
to the classifier [8,4,15,10,2], whereas crowd-sourcing work explores how to package
annotation tasks in such a way that they can be dispersed effectively [15,5,11]. The
interesting questions raised in these areas - such as dealing with noisy labels, measuring
reliability, mixing strong and weak annotations - make it clear that data collection is no
longer an ordinary necessity, but a thriving research area in itself.

Recent years have seen significant growth in label aggregation researches. For exam-
ple, Vijayanarasimhan et al. presented an approach for live learning of object detectors
[15], in which the system autonomously refines its models by actively requesting crowd-
sourced annotations on images crawled from the worldwide web. Kumar et al. showed
that generating additional labels for labeled examples reduces the potential label noise
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[5], and faster learning can be achieved by incorporating knowledge of worker accura-
cies into consensus labeling. Sheng et al. in [11] presented repeated-labeling strategies
of increasing complexity, and their results show clearly that when labeling is not per-
fect, selective acquisition of multiple labels is a strategy that data miners should have
in their repertoire; and for certain label-quality/cost regimes, the benefit is substantial.

Using multiple annotations to reduce labeling noise have also been used in the con-
text of crowd-sourcing; although a full double or triple annotation is even more costly
than a simple full one; and it is not in the spirit of data annotation based active learn-
ing approaches, in which we do not need to annotate all the samples in the data set.
In this paper, we propose to use an active learning approach for selecting samples for
second or third annotations. We call this approach Active Cleaning. Using the simulated
active learning approach and all the available annotations on TRECVID 2007 develop-
ment set, we have designed different experiments in order to evaluate the benefits of the
active cleaning approach, as well as the relative efficiency of the associated strategies.

The outline of the paper continues as follows: the annotation type is presented in
section 2; the active cleaning approach is discussed in section 3; section 4 describes the
experimental results, while Section 5 presents concluding remarks.

2 Annotation Type

We consider the binary annotations, which are often used for image/video classifica-
tion, such as “Does the video-shot contain an instance of the given visual concept C
or not?”. Let tx the target value for the sample x and yxk the kth label for the sample
x given by an annotator. The set of target values T and the set of labels Y are binary
scalars, hence yxk, tx ∈ {−1, 1}. T values are decided by applying the majority vote
on Y values. In the collaborative annotation we have a third case that we call skipped:
the user already saw the shot but he/she was confused of its label. Three possible an-
notations were considered: Positive, Skipped and Negative we name them pos, skip and
neg respectively.

3 Active Cleaning

Active cleaning is the method of using an existing classification system for selecting
samples for re-annotation, in order to improve the quality of an annotated corpus. It may
be implemented in an incremental way, in conjunction with an active learning based
annotation algorithm. In this case, the annotations may be cleaner and more correct,
which makes the active learning more effective and efficient. Active cleaning may also
be used for cleaning an already existing annotation, which can be either complete or
partial. In this case, the benefits are only at the level of the resulting annotation.

Cleaning during active learning is the approach that was used in TRECVID collab-
orative annotation system. The active cleaning algorithm based concept annotation is
detailed in Algorithm 1, which applies the classical active learning algorithm in which
we added the cleaning process. Let D be the data set which needs to be labeled as con-
taining a target concept (e.g. Airplane, Person..); L, U the labeled and unlabeled subsets
respectively, thus L ∪ U = D and L ∩ U = φ. N a set of the possible choices of the
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user to label sample x as containing a given concept or not. Three possible choices are
allowed by the annotation system: Positive, Skipped and Negative, (see section 2). We
denote Qal and Qcl to be the selection strategies of the active learning and cleaning
respectively (see section 3.1). Before explaining the algorithm let us introduce some
definitions in order to facilitate the understanding of our algorithm:

1. The set of available annotations: Y = {yxk ∈ N : x ∈ L; k ∈ {1, 2, . . . , t}},
where yxk defines the kth label of sample x given from an annotator. Hence we
ask, orderly, for up to three annotations for each sample, we set t = 3.

2. The subset of conflicting samples: ConfANN = {x ∈ L : yx1, yx2 ∈ Y ∧ yx1 	=
yx2}, a subset of L that have two different annotations for each sample.

3. The subset of second-annotations: SANNQcl
= {x ∈ L : yx1 ∈ Y ∧ yx2 /∈ Y },

a subset of L that have only one annotation for each sample, selected according to
the cleaning strategy Qcl.

4. The subset of primary-annotations: PANNQal
= {x ∈ U} samples have no avail-

able annotations, selected according to the active learning strategy Qal.

Algorithm 1. Active Cleaning Algorithm Based Concept Annotations
D: all data samples.
Li, Ui: labeled and unlabeled subsets of S, (Li ∪ Ui = D).
A=(train, predict): the elementary learning algorithm.
Qal, Qcl: the selection strategies, respectively, for the active learning and cleaning.
Yi: available annotations for Li.
Initialize L0 and Y0.
while D \ Li �= ∅ do

mi ← Train(A, Li, Yi)
Pu ← Predict(Ui,mi)
Pl ← Predict(Li,mi)
(*) Select the subset ConfANN ⊂ Li

(**) Apply Qcl on Pl in order to select the subset SANN ⊂ Li.
(***) Apply Qal on Pu in order to select subset PANN ⊂ Ui.
Ỹ = (Label (ConfANN)) ∪ (Label (SANN)) ∪ (Label (PANN))
Yi+1 ← Yi ∪ Ỹ
Li+1 ← Li ∪ PANN
Ui+1 ← Ui \ PANN

end while

The algorithm is iterative, for implementation purposes, the elementary learning al-
gorithm A is split into two parts: train and predict. The algorithm starts by initializing
the L0 set, which can be done by collecting initial labels Y0 for some samples of D,
through the annotators. Iteratively, the development set D is split into two parts: labeled
samples Li, and unlabeled samples Ui. Then classifier A is trained using Li with its as-
sociated labels Yi and obtains the model mi, which is then used to predict the scores
- likeliness to contain the target concept - Pl and Pu of the samples in Li and Ui sets
respectively. These predicted scores are used to select the samples to be labeled in the
next iteration. However, the selection is done in three steps: first the algorithm chooses
the samples with conflicting labels ConfANN (*); then it apply the cleaning strategy Qcl
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on the predicted scores Pl of the samples in Li, and selects the samples of the SANN set
to be re-annotated by different users (**). Finally, the predicted scores Pu of unlabeled
samples in Ui are passed to the Qal strategy, which selects the PANN set (***). The
annotators are asked to annotate all the samples in these three sets, taking into account
that a data sample x can be examined maximum once by the same annotator, and anno-
tators cannot access the judgments of other annotators. When the new annotations set
Ỹ is completed, it will be added to the global annotations set Y . The set PANN is added
to the Li set to produce the set Li+1, and it is also removed from the Ui set to produce
the Ui+1 set. Thus a new iteration is started.

3.1 Active Learning and Cleaning Strategies, Qal and Qcl

In this paper, the selection strategy of the active learning, Qal has been chosen to imple-
ment the relevance sampling, which selects the most probable positive samples regard-
ing to their classification scores (samples with high prediction scores). It was observed
that this is a good strategy for sparse concepts [2,10] where the objective is to find as
many positive samples as possible from the unlabeled set U to be annotated.

For the active cleaning, several strategies Qcl can be used for the selection of samples
to be re-annotated. They may depend upon the type of annotation (number of possible
judgments for instance) and the problem of highly imbalanced dataset, which is a very
frequent case in video indexing. Furthermore, these strategies can depend on whether
the first annotations were done incrementally or at once. We propose here a cleaning
strategy, denoted Cross-Val. It is based on re-annotating the wrongly labeled samples
due to an error of the annotator (for instance if the annotator missed the change of the
concept to annotate). Detecting the wrongly labeled samples is done by training classi-
fiers on these labeled samples and using the trained models to predict the correctness of
these labeled samples. Thus, through the predicted score of each sample we can expect
if the sample has a correct label or not. The wrongly labeled samples are then those hav-
ing positive labels with low scores, or negative labels with high scores. Basically, this
strategy selects fractions of the labeled samples. These fractions denoted as P%, N%
and S% and refer to annotated samples as positive, negative and skipped respectively,
(see section 2). Furthermore, the selected samples are then proposed to annotators for
a second annotation round.

In Cross-Val strategy, the N%, P% and S% correspond to the percentage of the la-
beled samples as Negative, Positive and Skipped. This includes the baseline (no second
annotations), when N=P=S=0, re-annotating all skipped and positive samples (Skip-
Pos) by P=S=100 and N=0, and the extreme fully cleaning N=P=S=100. In this paper,
we evaluated the Cross-Val strategy with different fractions and several ways of re-
annotations as in table 1. Our goal is to study the system performance with the Cross-
Val strategy for cleaning annotations, furthermore to find the best fraction values for
this process.

3.2 A Posteriori Cleaning

In the case of a posteriori cleaning, we assume that first annotations have been done,
thus we have one annotation for each sample, and they will be cleaned globally with
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a single iteration. A system is trained using the available annotations and the samples
are ranked according to their probability of being positive by the system. The given
fractions P%, S% and N% of samples annotated as positive, skipped and negative will
be used respectively to select the samples for second annotation round. For the positive
samples, the system chooses the P% of positive samples with false prediction (have
lowest predicted scores). For the negative samples, it chooses the first N% of negatives
samples with the highest predicted scores annotated. For the skipped samples we chose
the S% of the skipped samples that have uncertainty scores (predicted score is close to
the classifier boundaries). In all cases, a third annotation is required from the annotators
when conflicting is detected, between the first and second annotations.

4 Experiments

We have evaluated the active cleaning approach based on the Cross-Val (Qcl) strat-
egy in a variety of contexts. It has been applied with a classification system using four
types of image descriptors, which are taken from IRIM GDR-ISIS partners [9], includ-
ing the combination of Histogram and Gabor, Global-Tlep, Global-Qwm and Bow-Sift.
The multiple-SVM classifiers with RBF kernel was applied as the classification algo-
rithm, which was implemented as in [10]. The evaluations were conducted using the
TRECVID 2007 collection metrics and protocol. The TRECVID 2007 collection con-
tains two main sets: the development set consists 21532 sub-shots with 36 concepts (or
“high level features”) selected from the LSCOM-lite [6] set for annotation, and the test
set which consists of 22084 sub-shots. In TRECVID 2007, the evaluation was done on
the test set using only 20 concepts which were chosen by the National Institute of Stan-
dards and Technology (NIST). In order to carry out the experiments on the simulated
active cleaning, three annotations are needed for each concept (c )× sub-shot (x) in this
dataset. We have collected and completed all the annotations, which were produced by
the collaborative annotation on the considered database, that we get at least two labels
for each c × x. In addition, we used a complete set of annotations: one label for each
video shot, produced independently by a group from the Multimedia Content Group,
Institute of Computing Technology, Chinese Academy of Sciences (MCG-ICT-CAS).

Since our goal, in this work, is to study the system performance with the Cross-Val
(Qcl) strategy for cleaning annotations, we present the different fractions that were used
in our experiments in table 1. In which E1 is the baseline, E8 refers to the cleaning of
all skipped and positive samples, and (E2, E3, . . . , E7) indicates the cross-validation
strategy with different (N%, P%, S%) fractions.

Table 1. The (P%,N%,S%) fraction values that were used in our experiments with our active
cleaning strategy

Qcl E1 E2 E3 E4 E5 E6 E7 E8
pos % 0 10 0 0 5 10 20 100
neg % 0 0 0 10 5 10 20 0
skip % 0 0 10 0 5 10 20 100
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4.1 The Active Learning Steps and the Cold-Start

In calculating the number of the required annotations at each active learning iteration
(including the third, second and first annotations), a variable step size function can be
used. In practice we used 30 steps in total, considering the geometric scale function
with the following formula: sk = s0 × (n/s0)k/K , where n is the total size of the
development set, s0 is the size of the training set at the cold-start, K is the total number
of steps and k is the current step. At each step (or iteration) the algorithm calculates
the sk to be the size of the new training set and it chooses the number of samples
that needs to be cleaned clk, and the new samples to be labeled with size equal to
newk = sk − sk−1 − clk.

In this evaluation, the harmonic mean has been applied as a fusion function for the
multiple-SVM results (scores). The cold start problem was solved by using another
TRECVID collection, the 2005 one. We trained SVM classifiers on the TRECVID 2005
collection and predicted the usefulness on the development set of TRECVID 2007; we
have started with annotating the first 100 samples at the top of the ranked list (samples
having high scores), then the Active learning and cleaning system was run to label all
the shots within the development set.

4.2 Available Annotations

In the following we present the two resources of the considered annotations:

1- Collaborative Annotations (CA): Annotations were done in collaboration with 32
groups of participants at TRECVID, each group contributed with several annotators.
The annotation system used is based on the active learning approach. For each concept
(c) × sub-shot (x) in the data set, the annotators have left the choice to label x as
containing an instance of concept t or not, pos and neg respectively, they also can skip
annotating it in the case of confusing on its label. This can be considered as crowd-
sourcing, since each shot could be proposed to several annotators to judge whether it
contains c or not. Since we were limited in time of the annotating phase of TRECVID,
this data set was not fully annotated. Furthermore, there are multiple annotations for the
annotated samples L for each concept c, and they are still available and can be used as
multiple judgments for the experiments on simulated active cleaning approach. For our
experiments, these judgments have been completed to have at least two judgments for
each sample.

2- MCG-ICT-CAS Annotations (MCG): The MCG-ICT-CAS team has produced, on
its own, complete and independent annotations of all the concepts (c)× sub-shots (x).
The annotations were made by a pool of students. Each student could annotate shots to
contain only a specific concept, and the annotations were done on all the data set (active
learning was not considered). Each c× x has only one label, since only one annotator
(student) could examine and label it, which means that it does not contain multiple
annotations. This annotations set has the advantage of being complete, and since it was
made using a smaller number of annotators, one can say it is more consistent.

These annotations were taken by different annotators and two different systems, and
they have some noise in annotations. These noises came from the annotation systems
used and the annotators themselves. For instance, given concept Sports: we got 482
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Fig. 1. The MAP calculated on 20 concepts of the TRECVID 2007 test set, with two different
annotation sources

positive samples from the CA annotations, while from MCS annotations we got only
226 positives; furthermore, the two sources were agreed on only 168 positive samples.

The performance of our baseline system, by using only single annotations from the
two annotation resources (CA and MCG), is shown in figure 1. This figure shows the
effectiveness in performance, of the classification system, with the number of the anno-
tated sub-shots from the development set. Thus, it presents the MAP, of the 20 concepts,
calculated on the test set. For both curves, we consider a better curve to be: the fastest in
growing, and the highest MAP value, it reaches, especially in the beginning. As we can
see, the system performance using the annotations produced by the CA is much higher
than using the MCG annotations. This can be due to the annotation strategy, which is
different in the two cases as described above, and it may also be related to the annotators
themselves.

From this result, we assume that for each concept (c)× sub-shot (x), the annotations
taken from CA are cleaner than the MCG, and we planned two main experiments to
study the effectiveness of the active cleaning strategies:

1. (MCG-CA): the first annotation, for each c × x, is taken from low-quality annota-
tors, (MCG), and the second annotation was taken from better-quality annotators
(CA).

2. (CA-MCG): the first annotation, for each c × x, is taken from good-quality anno-
tators, (CA), and the second annotation was taken from lower-quality annotators
(MCG).

In both experiments, we have used the second annotation produced by CA as the third
annotation, and it was used when the two annotations (CA and MCG) are conflicting.

4.3 Active Cleaning Effectiveness

We have studied the performance of the annotation system using the cleaning strategy,
Cros-Val with different P%, N% and S% fractions as set in table 1. Thus, we report the
obtained results from our two main experiments MCG-CA and CA-MCG. For simplic-
ity, we report the results of the last iteration of the active cleaning, in table 2. Further-
more, in figure 2 we present the full iterative results of the cleaning performance, for
some experiments.
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Table 2. The result of the cleaning strategies with the eight experiments described in table 1

MCG-CA #Annotations CA-MCG #Annotations
E1=N0P0S0 0.084 21532 0.091 21532
E2=N0P10S0 0.084 +0% +65 0.091 +0% +46
E3=N0P0S10 0.086 +2% +50 0.092 +1% +11
E4=N10P0S0 0.095 +14% +2100 0.096 +5% +2150
E5=N5P5S5 0.096 +14% +1100 0.095 +4% +1100
E6=N10P10S10 0.097 +15% +2200 0.090 -1% +2215
E7=N20P20S20 0.097 +15% +4400 0.095 +4% +4420
E8=N0P100S100 0.086 +2% +1150 0.093 +2% +580
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Fig. 2. Active cleaning strategies: Cleaning MCG annotations by CA in left, and in right Cleaning
CA by MCG annotations

Table 2 presents the evaluation results of the two main combinations MCG-CA and
CA-MCG, using the cleaning strategy, Cros-Val with different P%, N% and S% frac-
tions as set in table 1. Moreover, it presents the number of cleaning annotations required
for each experiment in the two considered combinations. As we can see from this table,
some experiments do not have a real effect on the system performance, especially when
the cleaning system does not include the negative samples, as in E2, E3 and E8. This is
due to the fact, that the number of re-annotated samples is very small, since there are
few positive and skipped samples in the data set. However, the performance is higher
when the negative samples were included in the cleaning system; moreover it goes up
to 15% in the case of MCG-CA and 5% in CA-MCG. This is expected since, as shown
in figure 1, we consider that annotations from MCG have lower-quality than CA.

Figure 2 shows the effectiveness of the active cleaning strategies E4 and E5 com-
pared to the baseline (E1) and the Skip-Pos (E8) strategy, with the two considered exper-
iments, the MCG-CA (left) and CA-MCG (right). As we can see in this figure, in both
experiments, the system performance (using the MAP) was increased when the clean-
ing system considered the re-annotations of negative samples, as in E4 and E5. Hence,
the Cross-Val strategy E4 works in re-annotating only 10% of the negative samples,
and E6 re-annotating 5% of each type of the annotations (positive, negative, skipped).
Moreover, the active cleaning maintains the purpose of using the active learning ap-
proaches to annotate large scale image/video databases. Thus, the best performance
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could be obtained when annotating only 15-30% of the development set. The enhance-
ment in the performance is more important when cleaning the lower-quality annotations
than better-quality annotations. Furthermore the active cleaning can better enhance the
performance under the condition that the number of annotations is the same.

4.4 A Posteriori Cleaning Effectiveness

Table 3 shows the same results in the case of a posteriori cleaning. The results are sim-
ilar to the results obtained by active cleaning, as shown in the previous section, but
Active cleaning is is more effective and efficient. In this table, as we can see, using the
full three annotations (N100P100S100) leads to a better performance than using dif-
ferent fractions as in table 1. Even though, it requires three times as many annotations
as the baseline, while each of the other combinations requires only few more annota-
tions than the baseline. This is due to either the fraction is small (e.g. N5* or N10*) or
because the target concepts are sparse.

Table 3. The result of the posteriori cleaning with the eight experiments described in table 1

MCG-CA CA-MCG
E1=N0P0S0 0.0840 0.0910
E2=N0P10S0 0.0833 0.0917
E3=N0P0S10 0.0847 0.0927
E4=N10P0S0 0.0858 0.0917
E5=N5P5S5 0.0841 0.0921
E6=N10P10S10 0.0852 0.0910
E7=N20P20S20 0.0877 0.0921
E8=N0P100S100 0.0866 0.0931
Full3=N100P100S100 0.0962 0.0962

5 Conclusions

We have described the active cleaning approach that was used to complement the ac-
tive learning approach in the TRECVID collaborative annotation. The actual impact of
the active cleaning approach was evaluated on TRECVID 2007 collection. The eval-
uations were conducted using complete annotations that were collected from different
resources, including the TRECVID collaborative annotations and the MCG-ICT-CAS
annotations.

From our experiments, a significant improvement of the annotation quality was ob-
served when applying the cleaning by cross-validation strategy, which selects the sam-
ples to be re-annotated. Experiments show that higher performance can be reached with
minimum double annotations of 10% of negative samples or 5% of all the annotated
samples selecteded by the proposed cleaning strategy using cross-validation. It has been
shown that, with an appropriate strategy, using a small fraction of the annotations for
cleaning improves much more the system’s performance than using the same fraction
for adding more annotations.
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Acknowledgments. This work was partly realized as part of the Quaero Program
funded by OSEO, French State agency for innovation. Experiments presented in this
paper were carried out using the Grid’5000 experimental testbed, being developed un-
der the INRIA ALADDIN development action with support from CNRS, RENATER
and several Universities as well as other funding bodies (see https://www.grid5000.fr).

References

1. Angluin, D.: Queries and concept learning. Machine Learning 2, 319–342 (1988)
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Abstract. Can we discover audio-visually consistent events from videos in a to-
tally unsupervised manner? And, how to mine videos with different genres? In
this paper we present our new results in automatically discovering audio-visual
events. A new measure is proposed to select audio-visually consistent elements
from the two dendrograms respectively representing hierarchical clustering re-
sults for the audio and visual modalities. Each selected element corresponds to
a candidate event. In order to construct a model for each event, each candidate
event is represented as a group of clusters, and a voting mechanism is applied to
select training examples for discriminative classifiers. Finally, the trained model
is tested on the entire video to select video segments that belong to the event
discovered. Experimental results on different and challenging genres of videos,
show the effectiveness of our approach.

Keywords: Video mining, Video structuring, Multimodality, Mutual Informa-
tion, Event discovery, Structural event, Audiovisual consistency.

1 Introduction

The purpose of video structuring is to automatically find structural events in video
sequences. Obviously, a structural element is represented as a key content of videos.
Examples of such structural events are jingles in news videos, anchorpersons or par-
ticipants in TV program videos, choruses from karaoke music videos, etc. Due to its
potential applications in various fields, such as video summarization, video indexing
and browsing, and content based video retrieval, video structuring can be considered as
a crucial step in content-based video analysis. Existing methods can be broadly clas-
sified into two groups: (i) dense segmentation of the entire video, in which the video
is mapped to a predefined structure [5] [6], and (ii) detection of a specific event like
goals in sport videos [7] [8], advertisements, or anchorpersons [3] [4]. Despite their
good results, most of these methods have two shortcomings: (a) they require manu-
ally annotated data for training models, thus these methods lack the generality to cope
with diverse video sources; (b) they use clustering techniques to group similar video

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 529–540, 2012.
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segments, which form structural events. However, the problems that many clustering
algorithms encounter are the choice of the optimal number of clusters, and how to deal
with outliers.

It should be noted that there are very few research results available on discover-
ing audio-visual events in an unsupervised way. Previous methods that are closely re-
lated to our work are those concerning video mining (video structuring). Video mining
approaches [9] [10] [11] [12], which aim to detect regularly repeating patterns, have
focused on the discovery of near-duplicate repetitions. However, these methods can-
not deal with the structural events exhibiting content and temporal variations, i.e., the
repetitions are not exact. There have been several works in unsupervised mining from
videos [2] [5] [6]. The main idea of these methods is to exploit structural elements
through mapping the entire video to predefined models. Because they are based on the
assumption of dense segmentation, these approaches cannot handle the discovery of
sporadic structural events.

In order to overcome the limitations mentioned above, in our previous work [1] we
have proposed an unsupervised method to detect structural events from audio-visual
documents without prior knowledge of the genre of the video. As presented in [1], two
hierarchical clustering trees (called dendrogram) are first constructed for both audio
segments and video shots (keyframes). We then measure the consistency between all
pairs of audio-visual clusters by using mutual information (MI). Finally, several heuris-
tics are used to select the best (i.e., the most relevant) audio-visual pair that represents
a structural event. In this paper, we propose an extension to this method that makes
it more robust to deal with variability and easier to extract multiple structural events.
Compared to our previous work [1], the main contributions of this paper are summa-
rized as follows:

• We present a new measure for selecting audio-visually consistent elements. The
proposed measure is slightly different from the one used in [1], in that instead of
using the original mutual information measure, which has 4 possible states (corre-
lations) for two input binary variables, we use only two positive correlations (see
section 3.1 for more details).
• We take into account the structure of the two given dendrograms to represent events,

ie., each event is represented by a group of audio-visual cluster pairs, as opposed
to only one pair used in [1], which may result in partial events (i.e. events whose
occurrences are incompletely detected).
• In order to construct a model for each event, we propose a voting mechanism to

select positive and negative examples as input vectors for Support Vector Machines
(SVM). Note that, in [1], positive and negative examples are selected entirely based
on the audiovisual segments of the best pair of clusters. Due to errors in clustering,
however, not all these segments belong to the same structural event. In this work,
we propose a more accurate method, in which each audiovisual segment will first
cast its votes for negative or positive. Then, thresholds are used to select positive
and negative examples (see section 3.3 for more details).

The rest of this paper is organized as follows. After briefly summing up the early work
[1] for discovering structural events in section 2, we introduce our extensions of this
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method in section 3. Section 4 describes experimental results. Finally, we conclude and
give some perspectives of this work.

2 Discovering Audio-Visually Consistent Events

In this section, we briefly summarize our early work on unsupervised video structur-
ing [1], on which our approach is based. Figure 1 illustrates the main components of our
approach, as well as the original approach1 in [1]. Recall that our main objective was to
design a generic approach to find events of interest that share common characteristics,
including audio and visual presentations. First, the audio and video streams are respec-
tively segmented into audio and video (shot) segments. We then extract commonly used
audio and visual features (Gaussian components for audio, and RGB histograms for
video) for segmentation and clustering. Classical bottom-up clustering algorithms are
then applied for each modality to provide two different dendrograms representing video
and audio clustering results. Given these two dendrograms, the work in [1] consists of
3 steps:

1. The first step measures mutual information (MI) between all pairs of audio and
video clusters. These pairs of clusters are then ranked according to their MI values,
and a list of n-best top pairs of clusters (i.e., the ones having highest MI values),
called N-best list, is extracted.

2. The second one selects the best consistency pair among different pairs in the N-best
list using several heuristics. This selected pair is considered to be representative of
the most relevant event.

3. In the last step, based on the found event (the pair of clusters selected from the
above step), positive and negative samples are extracted (see section 3.3 for more
details). Then, a binary SVM classifier is applied to construct the event model.

In this paper, we aim at improving the cluster selection (step 1), and the event modeling
techniques (step 3). We do not focus on using heuristics (step 2), which depend on the
mining objectives, but we propose a new way to represent candidate events. The details
of our approach is described in the next section.

3 Improving Cluster Selection and Event Modeling Techniques

Despite the promising initial results, the method introduced in [1] has several limita-
tions:

a) It only allows to discover a single audio-visually consistent event.
b) It relies entirely on the consistent power of a single pair of clusters, i.e., a structural

event is represented by a pair of audio-visual clusters only. Thus this method may
result in partial structural events.

1 This scheme, which illustrates the different components of our work, is slightly different from
the original one presented in [1], but both operate on the same principle.
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Fig. 1. Our general scheme for mining structural events from videos (this figure is adapted from
[1]). In this figure, we show a simple example illustrating the detection of an anchor-person.

c) The original mutual information measure used in [1] to compute the consistency
between two binary variables, which represent a pair of audio-visual clusters, is
symmetric. That is, MI(A, V ) = MI(Ā, V ) = MI(A, V̄ ) = MI(Ā, V̄ ), where
A, V are two binary variables denote the existence of audio, and video clusters, re-
spectively; and MI(·, ·) is a function that measures mutual information of two given
variables. This measure can give good results for detecting events that appear quite
regularly, or for events, for which the corresponding audio and video segments from
the selected clusters are quite strongly consistent. However, it cannot distinguish
between relevant and irrelevant events (an irrelevant event appears when one of the
two binary variables, or both is absent, i.e., for the cases of MI(Ā, V ), MI(A, V̄ ),
and MI(Ā, V̄ )).

In this work we overcome these limitations by exploiting the N-best list based on the
structure of the trees (i.e., dendrograms).

3.1 Estimating the Consistency of Audio-Visual Clusters

After the hierarchical clustering of audio and video segments extracted from an in-
put video, we obtain two corresponding dendrograms, where each node has a set of
segments from the corresponding modality. Now we measure audio-visual consistency
between an audio cluster and a visual cluster by using mutual information (MI) for two
random variables. A large MI value indicates that the two corresponding clusters are
closely consistent with each other and share more mutual information. In our case, for
finding a repeating event, we aim at finding the consistency of audio-visual segments
from a pair of clusters, which can be represented by the two positive correlations of the
original mutual information. Let (CA

i , CV
j ) be the i-th and the j-th nodes of the audio

and video dendrograms, respectively. The mutual information between CA
i and CV

j is
given as follows:

MI(CA
i , CV

j ) =
∑

(a,v)∈{(0,0),(1,1)}
p(a, v) ln(

p(a, v)
p(a)p(v)

) (1)

where a and v are binary random variables which respectively denote membership in
CA

i and CV
j . The probabilities p(a, v), p(a), and p(v) are estimated from the temporal
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distribution of segments. For instance, the join probability p(a = 1, v = 1) is measured
as the sum of the amount of time each segment of CA

i co-occurs with a segments of
CV

j , normalized by the total duration of the video.
Equation 1 is applied for measuring MI between all audio and visual cluster pairs.

Then, a list of pairs of clusters is established, and sorted in descending order according
to its MI value. The objective of sorting is to help discover candidate events from more
consistent to less consistent, and to filter out the irrelevant pairs (inconsistent pairs),
i.e., the ones having low MI values. After removing inconsistent pairs, the final list
remains n best pairs, called N-best list. In the next sub-section, we will analyze this list
to discover structural events.

3.2 Event Mining

From the N-best list obtained in the above step, we extract candidate events. Due to the
nature properties of hierarchical clustering algorithms, there are redundancies (in terms
of structural relationships and similar characteristics) in the N-best list. Obviously, the
pairs of clusters in the N-best list, which share redundant contents, should be part of
an event (i.e., they should belong to the same structural event). More precisely, using
a pair of audio-visual clusters (a, v) as example, if (a, v) represents a structural event,
all other pairs of clusters from the two sub-trees constructed from (a, v) will repre-
sent (sub)instances (or other instances) of this event. Therefore, this event should be
represented by a group of cluster pairs, including (a, v) and its neighboring pairs. See
figure 2 for an explanation of this principle. Based on the analysis above, we extract
multiple structural events in the following way: starting from the first pair in the N-best
list (i.e., the one having highest MI value), we search from the N-best list to find all
successor pairs from the two sub-trees constructed from this pair. The found successor
pairs are grouped together with the current pair to establish a representative group for

Fig. 2. Partial views of the audio (a) and visual (b) dendrograms, which illustrate the principle
of the construction of a representative group for a given candidate event represented by a pair
of clusters (see section 3): assuming that the pair of audio and video clusters in the N-best list
(h,6) represents a candidate event. Then, the list of audiovisual candidate pairs contains: {(a,1)
(a,2), (a,3),(a,5), (a,6), (a,7), (b,1), (b,2), (b,3), (b,5), (b,6), (b,7), (c,1), (c,2), (c,3), (c,5), (c,6),
(c,7), (f,1), (f,2), (f,3), (f,5), (f,6), (f,7), (h,1), (h,2), (h,3), (h,5), (h,6), (h,7), (i,1), (i,2), (i,3),
(i,5), (i,6), (i,7)}. From this list, a representative group for the candidate event is constructed by
grouping together pairs that are present in the N-best list. Note that the yellow clusters from both
dendrograms are not considered to be part of the representative group, because they may belong
to another event.
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Fig. 3. Algorithm for extracting groups of consistent audio-visual clusters
Data: A ranked list of n pairs of clusters: nbestList; Two dendrograms corresponding to

the two hierarchical clustering results: A, V;
Result: A list of groups containing consistent audio-visual clusters: E
k = 0;
while not empty(nbestList) do

E(k) = {};
a, v ← getF irstAV (nbestList);
suba = getSubtree(A,a);
subv = getSubtree(V, v);
for ∀(a, b) |(a ∈ suba, b ∈ subb) do

if (a, b) ∈ nbestList then
E(k) = E(k) ∪ (a, b);
remove(nbestList,(a,b));

end
end
k = k + 1;

end

this event. This process is applied for each of the remaining pairs in the N-best list.
The result is a list of group containing consistent audio-visual clusters, in which each
group represents a structural event. The overall algorithm is presented in Figure 3,
where getSubtree(·, ·) is a function that returns a subtree from a given node (cluster);
remove(·, ·) function that removes a pair of clusters from a list; and getF irstAV (·)
function returns the first element (ie., the pair of audio-visual clusters having highest
MI value) from a list. Please note that we define a subtree for a given node as a list of
nodes created from all paths that pass through it from a leaf to the root of the tree. An
illustration example is shown in figure 2a, where the subtree for the red node is a list of
nodes including all green nodes and the red node.

In our context, a consistent audio-visual cluster belongs to only one structural event.
In other words, there are no structural events that share the same cluster pairs. Thus,
after having constructed the list of groups, we remove for each group from this list,
all common elements of any two groups. Consequently, the obtained list contains only
non-intersecting groups, each of which represents a structural event. Note that although
the algorithm presented in figure 3 returns all possible structural events from an input
video, quantitative evaluations for multiple structural events require the knowledge of a
human expert, and therefore out of the scope of this paper. In the next sub-section, we
present a new method to model an event from a given group of audio-visual clusters.

3.3 Event Modeling and Recognition

After the event mining step, a candidate event is characterized by a group of audio
and video clusters E = {e1, e2, ..., em}, where ei represents a pair of audio and video
clusters (CA, CV ) with the corresponding temporal segments (SA, SV ). Note that the
audio/video segmentation and clustering steps are performed independently for each
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Fig. 4. Feature selection for SVM
Data: A group of clusters E; thresholds Tp,Tn; set of audiovisual segments SEG
Result: Set of input vectors (including positive samples and the negative ones) for SVM:

vp, vn

forall s ∈ SEG do
SN(s) ← 0 ;
SP(s) ← 0 ;

end
foreach e ∈ E do

negVote(e, SN);
posVote(e, SP);

end
vp ← (AVsi | si ∈ SEG and SP (si) > Tp);
doubtSet ← (si ∈ SEG | (0 < SP (si) ≤ Tp and SN(si) > 0));
vn ← (AVsi | si ∈ SEG and (SN(si) > Tn and si /∈ doubtSet));

modality. Thus SA and SV may be different from each other, and we need to com-
bine them for building representative segments (i.e., audiovisual segments) of the pair
in consideration ei. For this end, an audiovisual segment of the video is constructed
by merging the boundaries of an audio and a visual segments, and the corresponding
feature vector (audiovisual feature vector) is the concatenation of the two component
feature vectors. Recall that our goal here is to build a model based on audiovisual fea-
ture vectors, which can be used to predict a structural event from the entire video. Our
early experiments [1] show that taking audiovisual segments belonging to the intersec-
tions of audio and video segments as positive examples2, and those corresponding to
neither their intersections nor their unions as negative examples, gives good results.
Particularly, for the above pair ei characterized by the two clusters (CA, CV ), two sets
of positive and negative training samples are determined as follows:

AVsk ∈ +1l if sk ⊂ SA ∩ SV

AVsk ∈ −1l if sk 	⊂ SA ∪ SV

where sk is an audiovisual segment, and AVsk is its corresponding audiovisual feature
vector.

Now we extend this technique for the selection of training samples for the group of
clusters E. The idea is as follows: for each element ei (a pair of clusters) in E, we cast
its votes for negative and positive samples (i.e., each audiovisual segment from ei casts
vote for positive or negative), and the voting results are accumulated for all elements in
the group. This voting algorithm is described in figure 4, where negV ote(·, ·) is a func-
tion that casts votes for negative examples for the audiovisual segments from a given
pair of clusters. Similarly, posV ote(·, ·) casts votes for positive examples. Note that,
SN and SP are used to keep voting results accumulated over all elements in the input
group. Tp, Tn are thresholds, which will be set experimentally, used to filter out the

2 Note that, in our case we use a binary classifier to distinguish between an candidate event, i.e.,
positive class (+1), and non-candidate event, i.e., negative class (-1).



536 A.-P. Ta, M. Ben, and G. Gravier

Fig. 5. Illustration of typical structural events in our dataset. From left to right: anchor person in
news; a separator screen in flash news; a separator, two participants, and a presenter in games; a
guest in a talk show; and magazine anchor person.

outliers. And doubtSet is a set of audiovisual segments, where we do not have enough
information to choose between negative and positive samples. Thus these segments
should not belong to both negative and positive sets. Once the positive and negative
samples are selected, discriminative classifiers can be used to train a binary model. In
our work, we use a binary SVM with 5-fold cross-validation procedure on the training
set to optimize Hyper-parameters. We then apply the trained model to all audiovisual
segments in the input video. These segments are classified as corresponding to either
the event under consideration or not.

4 Experimental Results

Discovering structural events based on audiovisual consistency should be evaluated on
datasets, in which such events are present. Unfortunately, up to our knowledge no stan-
dard database is available for such difficult tasks. To evaluate our method, we captured
TV programs with different genres from various French television channels (see fig. 5
for several examples of structural events), including: flash news, news, magazines, in-
vestigation reports, talk shows, and games. These videos are then annotated by a human
expert. There are 18 video sequences (over 16 hours), in which the longest annotated
event has about 120 occurrences and the shortest one has 9 occurrences. We used the
classical recall, precision, and F-measure to evaluate the performance of our method.
Note that, given the occurrences of an discovered event and its corresponding anno-
tated event, recall is defined as the amount of time of correctly detected occurrences
with respect to the total amount of time of all the occurrences from the correspond-
ing annotated event in the ground truth, whereas precision is the amount of time of
correctly detected occurrences with respect to the total amount of time of the detected
occurrences. We performed two different experiments: the first was designed to evaluate
the performance of the proposed measure for cluster selection. The second experiment
aimed to evaluate the effectiveness of the proposed event modeling method. These two
experiments are described below.

Evaluation of the Proposed Measure. In this evaluation, we compare the performance
of the proposed measure for cluster selection with the baseline measure presented in [1].
For more convenience, we denote our measure by MI2 (i.e., it has two possible corre-
lations, cf. eq. 1), and the method in [1] by MI4. The testing protocol is as follows: for
each video, both MI2 and MI4 are first applied to establish two corresponding N-best
lists (ranked lists). Then SVM models are trained on samples extracted from the first
element for each list. Note that ranking results in the N-best list provided by these two
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Table 1. Comparison of the performance between MI4 and MI2

Genre
MI4 MI2

#videos
R P F1 R P F1

Flash News 0.78 0.88 0.83 0.78 0.88 0.83 4/4

News 0.81 0.85 0.82 0.83 0.85 0.84 2/2

Magazine 0.91 0.97 0.93 0.91 0.97 0.93 2/5

Investigation 0.24 0.75 0.35 0.33 0.69 0.44 3/4

Games 0.71 0.71 0.71 0.79 0.72 0.75 2/3

Table 2. Comparison of the performance for MI4 with and without applying the proposed event
modeling technique

Genre
Single pair Group

R P F1 R P F1

Flash News 0.78 0.88 0.83 0.88 0.82 0.85

News 0.81 0.85 0.82 0.82 0.84 0.83

Magazines 0.78 0.87 0.82 0.79 0.87 0.83

Investigation 0.35 0.75 0.44 0.52 0.76 0.57

Talk shows 0.50 0.93 0.65 0.68 0.90 0.72

Games 0.63 0.81 0.68 0.75 0.76 0.75

measures are not always in the same order. Therefore, for a fair comparison, for each
genre of programs, we selected to report only results from the videos, for which both
methods give exactly the same structural event corresponding to the first element in
the N-best list. In the case that these two methods return the same event with different
orders, we will discuss qualitative results later. Table 1 presents a comparison of these
methods, where the last column indicates the number of videos for which the two meth-
ods detect the same event (in terms of the first element in the two N-best lists) with
respect to the total number of videos tested. For flash news, these two methods give
exactly the same pair of audio and visual clusters, yielding the same results from SVM
classification. This is due to the fact that such kinds of videos contain only one struc-
tural event and have little variations. From this table, we can observe that for the more
challenging videos (eg., investigation videos), MI2 gives much better results. It should
be noted that, except for flash news and magazines, MI2 always returns a pair compris-
ing either the same audio cluster as MI4 and associated with a higher (i.e., higher level
in the dendrograms) video cluster, or vice-versa. This indicates that MI2 is more robust
to variability. Please note that, we cannot directly compare our results with those from
the previous method [1], because the experimental set-ups are different, and we used
more challenging videos for the tests in this work.
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Table 3. Comparison of the performance for MI2 with and without applying the proposed event
modeling technique

Genre
Single pair Group

R P F1 R P F1

Flash News 0.78 0.88 0.83 0.84 0.88 0.86

News 0.83 0.85 0.84 0.85 0.83 0.83

Magazine 0.65 0.77 0.71 0.67 0.76 0.71

Investigation 0.45 0.65 0.49 0.61 0.66 0.61

Talk shows 0.65 0.85 0.74 0.67 0.80 0.73

Games 0.82 0.81 0.81 0.90 0.79 0.83

Evaluation of Event Mining and Modeling Techniques. In this experiment, we test
the performance of the proposed event modeling method, i.e., evaluating the voting
mechanism based on a representative group for a candidate event. To this end, we com-
pare the performance for both MI2 and MI4 with and without using group (i.e., with
or without using the proposed event mining and modeling techniques). For the case of
without using group, the experimental set-up is the same as in experiment 1 above. For
the case of using group, the testing protocol is given as follows: given the N-best list
(obtained by MI2 or MI4), we apply the algorithm presented in Fig. 3 to obtain a list
of representative groups of candidate events. The first group is then extracted from this
list (i.e.., the group corresponding to the first element in the N-best list). For each group
of audiovisual cluster pairs, we keep only 5 elements that have highest MI values. In all
our experiments, thresholds3 Tp is set to 1, and Tn is 4 for MI4, and Tp is set to 2, and
Tn is 4 for MI2 (i.e., Tp and Tn are respectively set to be of 40% and 80% with respect
to the group size). Finally, the algorithm presented in Fig. 4 is used to select training
samples and SVM is applied to train the event model.

Table 2 and table 3 give the average results (in terms of recall, precision, and F1-
measure) by using the measure introduced in [1] (MI4) and our measure (MI2), respec-
tively. Where, the column, namely “Single pair”, shows the obtained results from the
best pair of clusters; and the column “group” shows the obtained results applying the
proposed event modeling technique (i.e., the voting mechanism). From these tables, it
can be easily seen that applying the proposed event modeling method (using a group
of pairs) to represent events significantly outperforms the case of using only one pair
of clusters (the most consistent pair in the N-best list). Taking the investigation videos
for example, the performance of using the event modeling technique is increased by
more than 10% with respect to that of using only one single pair. The results in terms
of the average of F1-measure for MI2 using the voting method moderately decrease
by roughly 1% for talkshows and news, however the corresponding recalls are higher.
To evaluate the stability of our voting method, we also performed the tests for MI2 by
varying the size of the group and setting Tp to 40%, and Tn to 80% of the group size,
respectively, the performance changes by less than 1.5%.

3 The choice of the optimal thresholds Tp and Tn is beyond the scope of this paper.
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Qualitative Analysis. Although quantitative analysis for multiple structural events is
beyond the scope of this paper, we still performed the tests for this task, and observed
qualitative trends of both MI4 and MI2 with and without applying the proposed event
modeling technique. This allows us to point out some particular points: (a) using the
proposed voting method gives much better results in general; (b) MI4 seems to be suited
for sparse events, and events having little variations, and provides quite limited potential
for discovery of multiple events; (c) if both measures detect the same events but with
different orders (the detected order from the N-best list), MI2 often returns a more
complete event.

5 Conclusion and Discussion

In this paper, we have presented an improvement on cluster selection and event mod-
eling in unsupervised mining for automatic audiovisual video structuring. The experi-
mental results, using different genres of videos, demonstrate that the proposed method
gives significant improvement compared to our previous work [1]. Our current work can
be extended in several ways: first, we plan to evaluate multiple structural events, and to
automatically determine the thresholds used for selecting training features. Second, we
will explore how to automatically select n best pairs in the N-best list, and the relevant
events among the different candidate groups. Finally, other features would be useful for
the discovery of events in specific domains, eg., optical flows could be interesting for
event discovery in sport videos.
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Abstract. In this paper, we propose a method to analyze gender of the 
pedestrian and whether he or she has a baggage or not in a public space. The 
challenging part of this work is we only use top-view camera images to protect 
the pedestrians’ privacy. We focused on temporal changes in their position, 
shape, and contours over the frames because their appearances do not provide 
much information. We extracted the pedestrians' features using their position, 
area, aspect ratio, histogram of oriented gradients (HoG), and Fourier 
descriptors. The temporal information was taken into consideration by 
employing Gaussian mixture models (GMM), GMM universal background 
model (GMM-UBM), and bag of features (BoF) model. The attributes were 
classified by using support vector machines (SVM). We conducted experiments 
using 60-minute video captured by a top-view camera attached at an airport. 
Experimental results show that the classification accuracy is 69% for the gender 
classification and 79% for baggage possession classification. 

Keywords: Human attributes, surveillance, gender classification, bag 
possession classification. 

1 Introduction 

Visual surveillance has been one of the most active research areas in computer vision 
[1][2]. Surveillance cameras have been installed in a lot of places in such as stations, 
airports, or on the streets for security purposes. Visual surveillance data are easy to 
analyze for humans. On the other hand, analyzing the data by computers requires a 
wide range of algorithms such as moving object detection, object classification, 
counting, tracking, behavior labeling, human identification, abnormal object/event 
detection, flux analysis, data fusion collected from multiple cameras, and so on. 

Understanding human attribute and behavior, in particular, is getting more 
attention not only for security reasons but for better services, marketing, and so on. If 
surveillance systems can recognize gender and age range of the passengers, digital 
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singnage dedicatedly designed for a particular target can be displayed. If systems 
detect children who are alone, they might be lost and looking for their parents. In 
addition, systems can alert person who is carrying a large suitcases widely spread 
behind him/her, which is dangerous and is becoming a significant safety issue in 
crowded airports and stations. For activity recognition, Chen and Hauptmann 
proposed MoSIFT [3]. MoSIFT was an extension of the Scale Invariant Feature 
Transform (SIFT) [4] features to the temporal domain and showed its superiority to 
Histogram of Oriented Gradients (HoG) [5] and Histogram of oriented Optical Flow 
(HoF) [6] based approaches. Vezzani et al. proposed projection histogram features 
and used Hidden Markov Models (HMM) to classify the human activities [7]. These 
activity recognition algorithms focused on general activity classification such as 
walking, running, jumping, and so forth. Ozturk et al. [8] proposed body and head 
orientation detection to analyze what pedestrians are looking at in a public space. 
They used omega-like-shape detection for head pose estimation and SIFT-based 
feature tracking for temporal analysis. 

In this paper, we analyze gender of pedestrians in an airport and to judge whether 
they have bags by using only top-view images. A lot of work on bag detection [9], 
gender classification [10], and face attribute analysis [11][12] can be found in 
literatures. Tao et al. proposed general tensor discriminant analysis using Gabor filter 
based gait analysis to analyze human carrying status [9]. Zhang et al. analyzed the 
optimal camera angle for the gender classification using SMV classifiers [10], in 
which only yaw angles were considered. In these approaches, however, the quality of 
the images was well-controlled: target objects were large enough, taken from the 
frontal-view, and so on. On the other hand, only top-view images taken by a 
surveillance camera is used in this work, which could protect the pedestrians’ privacy. 
Another challenging point is the data used in our experiment were “real-life” data 
taken at an airport, not simulated data. 

In our proposed approach, we detect pedestrians and track them using conventional 
background subtraction and blob tracking. Then, position, area, contour, shape, and 
their changes are extracted. In order to analyze the shape feature of the contour 
images, three kinds of Fourier descriptors [13] and HoG are employed. Features over 
the multiple frames are considered by using GMM [14], GMM-UBM [15], and BoF 
[16]. The validity of the proposed algorithm was evaluated using 60 minutes’ real-life 
video taken at Haneda airport, in which 788 pedestrians walked through the view 
area. The experimental results have demonstrated that the performance for the gender 
classification was 69% when the change in the position, area, and aspect ratio is 
directly considered. On the other hand, the P-type Fourier descriptor with GMM-
UBM yielded the best score of 79% for baggage possession classification followed by 
the P-type descriptor with BoF a little behind. 

The organization of this paper is as follows. Section 2 describes pedestrian detection 
and tracking. Feature extraction from each frame and feature vector generation over the 
frames are explained in Section 3 and Section 4, respectively. Experimental results are 
demonstrated in Section 5. Concluding remarks are given in Section 6. 
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2 Detection and Tracking 

Since multiple pedestrians could be observed in a frame, detection and tracking of 
them is mandatory. A conventional approach was employed because detection and 
tracking themselves are out of scope of this paper. A background image is generated 
for every frame by averaging the previous 60 frames. After simple background 
subtraction, graph-cuts [17] based segmentation is applied to extract the pedestrians’ 
silhouettes. The graph-cuts based segmentation is important because some pedestrians 
wear a white or cream color shirt, whose color is very close to that of the floor and 
simple background subtraction cannot detect the silhouette properly. The flowchart 
and some results are shown in Fig. 1. 

Since the pedestrians’ paths in the view area are rather simple, a simple blob 
tracking algorithm is employed to save computational time. Once blobs representing 
pedestrians are detected, blob matching is done between neighboring frames 
searching for the nearest blob in terms of the position and the size. If there is no 
correspondence in the previous frame, the blob is detected as a new pedestrian and the 
same procedure is applied to the pedestrians who are getting out of the view area. In 
this paper, erroneously detected or tracked blobs were eliminated in advance. And 
only the pedestrians who existed in the area for more than 20 frames are analyzed 
because the temporal change is also considered. Some examples of our blob tracking 
results are demonstrated in Fig. 2. 

Current frame image

Background imageImages from camera
(60 frames)

Seeds for FG/BG
(by BG subtraction) Detected Pedestrians

 

Fig. 1. Pedestrian detection using background subtraction and graph-cuts 

frame 3 frame 4frame 1 frame 2

 

Fig. 2. Blob tracking by comparing position and size 
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3 Feature Extraction from Each Frame 

Analyzing human attributes using only top-view images is a challenging task because 
no face and no details are recorded while it protects the pedestrians’ privacy. The 
underlying assumption is that their silhouette and how they walk would differ 
depending on their gender and their belongings. 

3.1 Position and Area Based Features 

The change in pedestrians’ position is calculated as follows. We assume that they 
walk straight in a short distance so the direction of the pedestrian is estimated by  
the least square linear fitting using five previous positions of the pedestrian. Then, the 
shift from the previous position in the perpendicular and parallel directions to the 
estimated moving direction is defined as dx(t) and dy(t), where t is the frame ID. In 
addition, area, aspect ratio, and their changes from the previous frame are also used. 

3.2 Shape Based Features 

The shape feature of the detected pedestrians is analyzed by three kinds of Fourier 
descriptors: G-type, P-type, and Z-type. Approximating the contour by a closed loop 
of lines is common to all of them but to what components the Fourier transform is 
applied is different. In our case, the contour is represented by 100 lines. In the G-type 
Fourier descriptor, the Fourier transform is applied to the vertex position in a form of 
z(i) = x(i) + jy(i), (i = 0, … ,99) directly: 
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Here, e(k) is the G-type descriptor and i is the ID for the lines. The P-type descriptor 
is obtained applying the Fourier transform to the length-normalized vector from z(i) to 
z(i+1) as shown below: 
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where w(i) = (z(i+1)−z(i))/|z(i+1)−z(i)|.  

The Z-type is the Fourier coefficients of the angles of the lines instead of using the 
vectors as in the P-type descriptor. 
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where φ(i)= θ(i)-θ(0)-2πl/L.  
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Table 1. Summary of pedestrians’ attributes 

 With bag W/o bag Total 
Male 272 187 459 

Female 179 150 329 
Total 451 337 788 

(a) (b) (c) (d)  

Fig. 3. Examples of pedestrians: (a) male w/o bag, (b) male w/ bag, (c) female w/o bag, (d) 
female w/ bag 

Here, θ(i) is the angle of the ith line to the x-axis, l is the length of the lines 
accumulated from the 0th to the ith, and L is the total length of all the lines. The 
lengths of the lines need be stored for the inverse transform in the P-type and the Z-
type descriptors. 

Only a limited number of Fourier coefficients from lower frequency components, 
which describes rough shape of the object, are used for the classification. The 
performance dependency on the number of coefficients will be discussed in Section 5. 
HoG-based feature vectors are generated as in the original paper [5]. 

4 Feature Extraction over the Frames 

For the position and area related feature, the dimension of the feature description is 
small. Therefore, they are simply concatenated chronologically. The other features 
such as Fourier descriptors and HoG descriptors tend to have higher dimension. 
Therefore, the feature vector distribution over the frames is transformed into a single 
vector by applying GMM, GMM-UBM, and BoF. 

In the GMM approach, a mixture of Gaussians in the feature space is estimated 
using the expectation-maximization (EM) algorithm and the mean vectors of the 
estimated Gaussians are concatenated to form a feature vector. In a simple GMM 
approach, GMM is generated independent of other pedestrians’ set of vectors. 
Therefore, the order of concatenating multiple mean vectors is not consistent among 
the pedestrians. In the GMM-UBM approach, however, the seed vectors for the EM 
process are generated by putting all the feature vectors of all the pedestrians first and 
then the seeds are used in generating a GMM for each pedestrian. Therefore, 
generated feature vectors are expected to be more robust than those generated by a 
simple GMM approach. The BoF vectors are generated by clustering all the feature 
vectors of all the pedestrians and generating a frequency histogram of the cluster IDs 
for each pedestrian. The BoF vectors are normalized by the number of frames. 
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Fig. 4. Classification performance using position, area, and aspect ratio: (a) gender, (b) 
with/without bag 

5 Experimental Results 

The data were captured in Haneda airport, Japan, which is one of the top-5 busiest 
airports in the world. A top-view camera was attached at 12m height. The view area 
was about 6m x 4.5m. The images were captured at 720 x 540 resolutions and at 6.25 
frames per second because the system was originally designed to record images for a 
long period. Typical pedestrians’ sizes are about 100 x 100. Note here is that all the 
pedestrians were actual travelers; there were no “simulated (or pretended)” 
pedestrians. Only the pedestrians who were detected for more than 20 frames were 
used. Erroneously detected/tracked blobs such as those including two or more 
pedestrians in them were eliminated by hand. Such miss detection and tracking and 
occlusion/overlap problems are still difficult problems [18] and therefore they are out 
of focus of this paper. This paper concentrates only on human attribute analysis  
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Fig. 5. Classification performance using Fourier descriptors with GMM and GMM-UBM: (a) 
gender, (b) with/without bag 

assuming that such pre-processing is done perfectly. Ground truth was annotated by 
the authors. The number of detected pedestrians and their attributes after the pre-
processing are summarized in Table 1 and some sample images are shown in Fig. 3. 
The extracted feature vectors were classified using SVM with the Gaussian kernels 
optimized for each case. The accuracy was calculated by the 10-cross validation. 

Figure 4 shows the classification performance using position, area, aspect ratio and 
their temporal changes. The changes between frames are more significant for gender 
classification. The best performance is obtained when the changes in the area and 
aspect ratio over 15 frames are used and its accuracy is 69%. On the other hand, raw 
data of area and aspect ratio are better than the others for the with/without bag 
classification. It can be observed that the number of frames is not so important except 
for only a few exceptions. Also, it is interesting to see that the pedestrian’s gender and 
bag possession status affects how they walk to some extent and it can be observed in 
such simple features. 
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Fig. 6. Performance of with/without bag classification using GMM and GMM-UBM based 
features as a function of the number of Gaussians 

The classification performance using Fourier descriptors with GMM or GMM-
UBM is demonstrated in Fig. 5. The number of Fourier coefficients is altered in the x-
axis. The number of the Gaussians is set as two. We can see that the gender 
classification accuracy is around 58-60% for all the cases. Besides, the gender 
classification accuracy was always within the range of 58-60% for all the experiments 
hereafter. Therefore, graphs are not shown to save the limited space. For with/without 
bag classification, the P-type Fourier descriptor performs the best and GMM-UBM 
yields better results than simple GMM. This tendency coincides with [19], which 
compared the P-type and Z-type Fourier descriptors and Zernike moments in the 
context of motion retrieval. The best performance of 79% is obtained when the 
number of coefficients is 10 for the P-type descriptor with GMM-UBM. 5-20 
coefficients out of 100 are enough for the classification, showing that the other 
coefficients do not contribute to shape description and can be regarded as noise. 

The classification performance as a function of the number of Gaussians is shown 
in Fig. 6. The GMM model performs the best when the number of Gaussians is only 
one. On the other hand, for the GMM-UBM model, the performance gets the 
maximum when the number of Gaussian is two. The computational cost and the 
memory usage for the feature vector storage are almost the same for GMM and 
GMM-UBM. GMM-UBM is better from the view point of the classification 
performance. 

The BoF representation works well with the P-type Fourier descriptor as shown in 
Fig. 7. The accuracy is the best (78%) when the number of clusters is set at 200. Since 
the number of frames for each pedestrian is only 20-40 frames, the generated BoF 
vector is very sparse. On the other hand, BoF using HoG features performs with less 
than 75% of accuracy. In addition, gender classification accuracy using HoG was 
58% for GMM and 59% for GMM-UBM and that for baggage possession 
classification was 71% for GMM and 69% for GMM-UBM. 
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Fig. 7. Performance of BoF-based with/without bag classification using p-type Fourier 
descriptor and HoG 

6 Conclusions 

In this paper, we have presented the algorithms to analyze the pedestrians’ attributes 
such as gender and whether they have bags or not using top-view images in the 
airport. After the pedestrian detection and blob tracking, the features for each frame 
were extracted such as temporal change in position and area, shape feature using HoG 
and Fourier descriptors. Then GMM, GMM-UBM, and BoF were applied to the 
feature vectors over the frames to form final feature vectors for the classification. The 
experiments using 60 minutes’ video demonstrated that the gender could be classified 
with 69% of accuracy. And the accuracy for the with/without bag classification was 
79%. It has been shown that simple features such as temporal change in position and 
area performs well for the gender classification and the P-type Fourier descriptor with 
either GMM-UMB or BoF is suitable to judge the pedestrian possesses a bag or not. 
Performance improvement up to 96% is expected by employing a multi-stage 
classifier framework along with a HoG-based BoF model [20]. 

The future direction of this work is analyzing more attributes such as age range and 
group/family detection, which would be moving synchronously, among multiple blobs. 
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Abstract. H.264/AVC is the most recent predictive video compression standard 
to outperform other existing video coding standards by means of higher 
computational complexity. In recent years, heterogeneous computing has 
emerged as a cost-efficient solution for high-performance computing. In the 
literature, several algorithms have been proposed to accelerate video 
compression, but so far there have not been many solutions that deal with video 
codecs using heterogeneous systems. This paper proposes an algorithm to 
perform H.264/AVC inter prediction. The proposed algorithm performs the 
motion estimation, both with full-pixel and sub-pixel accuracy, using CUDA to 
assist the CPU, obtaining remarkable time reductions while maintaining rate-
distortion performance. 

Keywords: H.264/AVC, Heterogeneous computing, Motion Estimation, GPU. 

1 Introduction 

Most of the applications which have recently appeared in the multimedia community, 
such as digital TV, streaming, video conferencing or DVDs, require a video coding 
algorithm to meet their requirements and operate. The most recent video coding 
standard is H.264/AVC [1], which is able to outperform the video codecs of previous 
coding standards [2]. The compression gains are mainly related to the variable and 
smaller block size motion compensation, improved entropy coding, motion estimation 
with multiple reference frames, and smaller block transforms, among others. 
However, these new/improved video coding tools increase both the encoder and 
decoder complexity substantially.  

Fortunately, heterogeneous computing has emerged as a real solution for high-
performance computing [3]. There are many examples of this kind of systems, but 
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possibly the systems composed of one or more Graphics Processing Units (GPUs) and 
one or more multi-core Central Processing Units (CPUs) are the most widely used. 
GPUs are small devices with hundred of similar processing cores organized to 
achieve higher performance. GPUs are highly parallel and are normally used as a 
coprocessor to assist the CPU for computing massive data. GPUs have a parallel 
architecture that focuses on executing many concurrent threads slowly, rather than 
executing a single thread very quickly. In order to assist programmers, the main GPU 
manufacturers provide them with different tools. For example, Nvidia® proposes a 
powerful GPU architecture called Compute Unified Device Architecture (CUDA) [4]. 
CUDA is basically a Single Instruction Multiple Data (SIMD) computing device. 

Therefore, it is mandatory to explore new and efficient implementations of 
H.264/AVC video coding systems on different computing platforms in order to 
support these applications. At this point, this paper proposes an algorithm to perform 
the inter prediction carried out in H.264/AVC using CUDA to assist the CPU. The 
present approach performs the Motion Estimation (ME) with both full-pixel and sub-
pixel accuracy over the GPU. It should be pointed out that the ME algorithm is one of 
the most computationally expensive tasks in an H.264/AVC encoder; it performs the 
same operations (Sum of Absolute Differences) over a large amount of data (over the 
search area). Therefore, ME fits well in the SIMD programming model. On the other 
hand, the ME algorithms implemented in the H.264/AVC reference software are 
sequential, where each MacroBlock (MB) is encoded based on its neighboring MBs. 
One of the major issues of our proposed algorithm is how to remove or mitigate these 
dependencies between MBs in order to minimize the Rate-Distortion (RD) penalties. 
Performance evaluation is carried out for High Definition (HD) video sequences. The 
results show a remarkably time reduction of up to 99% with a negligible RD penalty. 
Moreover, the proposed algorithm outperforms the fastest ME algorithms included in 
the H.264/AVC reference software as well as some of the approaches available in the 
literature in terms of coding efficiency and time savings. 

The rest of the paper is organized as follows: Section 2 contains a brief overview 
of H.264/AVC and GPU programming; in Section 3 some related proposals are 
shown; Section 4 shows details about the approach presented in this paper; Section 5 
describes the performance evaluation and, finally, conclusions are given in Section 6. 

2 Technical Background 

In the H.264/AVC standard [1] inter prediction is carried out by means of the process 
of variable block size ME, which is able to eliminate the temporal redundancy 
between two or more adjacent frames. This approach supports motion compensation 
block sizes ranging between 16x16, 16x8, 8x16 and 8x8, where each of the sub-
divided regions is an MB partition. If the 8x8 mode is chosen, each of the four 8x8 
block partitions within the MB may be further split in 4 ways: 8x8, 8x4, 4x8 or 4x4, 
which are known as sub-MB partitions. The ME is carried out for each of these 
partitions. Furthermore, Motion Vectors (MVs) from spatially adjacent blocks and 
from other MB partitions are used to initialize the search area for the current partition. 
These are known as Motion Vector predictors (MVp). In addition, to compute the rate 
term R in the Lagrangian cost the MVs of the neighboring MBs are required [5].  
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In terms of Multi-Core graphics processors, GPUs are small accelerator devices 
with hundreds of cores which are organized in several SIMD blocks. GPUs are 
characterized by a high level of parallelism and are usually used as a coprocessor to 
assist the CPU in computing massive data. For instance, the architecture of the 
Nvidia® GPUs consists of a set of SIMD multiprocessors called Stream 
Multiprocessors (SM). Each SM has up to 48 processing elements called cores and a 
set of resources shared by all cores, such as 32-bit registers, local shared / texture 
memory or caches. More detail about the Nvidia GPU architecture can be found in [4]. 

3 Previous Work 

Most of the proposals available in the literature for accelerating the H.264/AVC 
encoding algorithm are sequential-based approaches, but so far there have not been 
many solutions which make use of Many-Core graphics hardware to accelerate this 
highly complex algorithm. At this point, the main objective of this paper is to 
combine powerful Multi-Core architectures to accelerate traditional video coding 
algorithms, such as H.264/AVC. In 2007, Lee et al. [6] presented a multi-pass and 
frame parallel algorithm to accelerate H.264/AVC ME using a GPU. They unroll and 
rearrange the multiple nested loops by using the multi-pass method. The multiple 
reference frames method is implemented at frame parallel level by the use of SIMD 
vector operations of the GPU. In 2008, Ryoo et al. in [7] and Chen and Hang [8] 
presented some optimization principles of a multithreaded GPU using CUDA. In [8] 
the algorithm is based on an efficient block-level parallel algorithm for the variable 
block size motion estimation in H.264/AVC. They decompose the H.264/AVC ME 
algorithm into 5 steps so that they can achieve highly parallel computation. The major 
failing of all these approaches is that they do not analyze the RD performance, they 
only show timing results; although the speedup and time reduction are acceptable, 
they are only valid if they keep the RD as close as possible to the sequential approach.  

More recently, in 2010, Cheung et al. proposed a GPU implementation of the 
simplified Unsymmetrical Multi-Hexagon search (smpUMHexagonS) [9] ME 
algorithm, which is a fast ME technique implemented in the H.264/AVC reference 
software. The authors divide the current frame into multiple tiles. Each tile is 
processed by a single GPU thread, and different tiles are processed by different 
independent threads concurrently on the GPU. They report significant bitrate 
increases (12%) with a penalty in quality (0.4dB) depending on the sequence and the 
tile length.   

Many-Core architectures have been also used for accelerating other modules of the 
H.264/AVC encoding algorithm, such as the Intra Prediction [10]. Based on a 
dependency analysis of intra-mode decision. they propose to encode the video blocks 
following the greedy order, leading to highly parallel RD cost computations.  They 
obtain an speed of up to 80 with negligible RD penalty. 

4 Proposed GPU-Based Motion Estimation Algorithm 

This section describes the algorithm for implementing the inter prediction performed 
by the H.264/AVC encoding algorithm via a system composed of a CPU with the 



554 R. Rodríguez-Sánchez et al. 

support of a GPU. The ME as part of the inter prediction process has been 
implemented in the JM v17.2 reference software [11], but this algorithm can be easily 
adapted to other H.264 implementation such as x264 [12]. The present approach is 
based on the Full Search (FS) ME algorithm implemented in the JM reference 
software. At this point, this paper proposes a modified GPU-based FS ME algorithm 
with quarter-pixel accuracy. 

ME is tackled in two steps, full-pixel and sub-pixel accuracy ME; each one is 
performed following a highly-parallel procedure over the GPU. Firstly, the image to 
be processed (with full-pixel accuracy) is moved from CPU to GPU and it performs 
the full-pixel ME. Then, the GPU is able to generate the sub-pixel image from the 
reference image. Finally, the GPU performs the sub-pixel ME. In other words, once 
the frame is moved to the GPU, all the computations relating to the ME are carried 
out over the GPU. In this way, we avoid memory transfers between the CPU and 
GPU, which is the bottleneck in this kind of systems. The proposed GPU-based ME 
algorithm is performed concurrently for the complete image at the beginning of 
coding each P frame, where the inter prediction is applied. Figure 1 shows a 
simplified activity diagram of our parallel ME proposal. 

 

Fig. 1. Activity Diagram of Proposal 

4.1 Full-Pixel Motion Estimation 

The proposed Full-pixel ME process is divided into three steps. The goal of the first 
step is to obtain the Sum Absolute Differences (SAD) calculation between the current 
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MB (split into sixteen 4x4 partitions) and all MB positions in the reference frame 
inside the search area. Then, the second step, using the previous 4x4 block SAD 
calculations, is able to obtain the SAD costs for all other MB partitions. Finally, the 
last step reduces the SAD costs to one SAD cost for each one of the 41 MB partitions 
of each MB. This three-step algorithm is implemented using two GPU kernels.  

In the first kernel, all threads from a thread block cooperate to copy its assigned MB 
and corresponding search area from texture memory to multiprocessor local shared 
memory. Shared memory is defined as an integer and it allows contiguous multiprocessor 
threads to read from contiguous memory banks without access conflicts in the memory 
banks. The SAD calculations are carried out in 4x4 blocks, therefore each MB is divided 
into sixteen 4x4 blocks for each search area position. These SAD costs are stored in 
registers to build the structured motion tree (4x4 SAD sub-matrix in Figure 2). The 
complete search area is computed by rows, one or more rows corresponding to a thread 
block, so contiguous search area positions for a certain MB are computed by the same 
thread block, with normally 256 positions for each thread block. 

 

Fig. 2. Proposed Full-pixel ME Algorithm 

In the same GPU kernel used to obtain the 4x4 SAD costs, the structured motion 
tree is obtained. Using the information previously stored in registers (4x4 SAD costs) 
our algorithm is able to obtain the SAD costs for higher partitions. As depicted in 
Figure 2, by adding two 4x4 SAD costs it is able to obtain the 4x8 and 8x4 SAD 

best
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costs, by adding two 4x8s it is able to obtain the 8x8 SAD costs and so on. 
Intermediate results are stored in multiprocessor shared memory for faster memory 
accesses. 

Finally, this kernel also carries out a first reduction due to the large amount of data 
generated. The reduction starts with 256 SAD costs per MB partition and finishes 
with 1 SAD cost per MB partition (Reduced tree-structured matrix in Figure 2). For 
this reduction procedure, a binary reduction has been implemented. Note that this 
kernel performs the reduction procedure over the 256 positions configured in a thread 
block; the final reduction is performed by an independent kernel. This last kernel 
obtains the best SAD cost for each one of the MB partitions in each MB, using the 
same binary reduction procedure as the previous kernel. 

Our GPU-based algorithm is executed concurrently for a complete frame, but each 
MB coding depends on their neighbors in two ways: 1) to compute the Lagrangian 
cost and, 2) to locate the search area (MVp). These dependencies mean that the 
optimal MV may not be found, resulting in a bitrate increase and in a PSNR drop. 

Therefore, the proposed algorithm also tries to mitigate the effect of MVp, which is 
one the biggest challenges of performing the ME process in parallel. The idea for 
solving these impairments consists of reusing the MV of the previous frame to adjust 
the MB search area. The MVp does not have a big impact on low resolution and/or 
low motion sequences, but the lack of MV predictors for higher resolutions (such as 
HD) and/or high motion sequences may result in a big impact on RD performance. 
After a large set of experiments, we conclude that the best way to estimate the motion 
is to use the MV from the higher partition (16x16) for the MB located in the same 
position in the reference frame, but with the constraint that the MVp cannot be higher 
than the search range to ensure that the MV (0,0) is inside the search area. 

Furthermore, to compute the Lagrangian cost, the MVp is required. The 
Lagrangian cost is defined as , where vectorbits is the number 
of bits required to encode the . Nevertheless, the MVp is required to obtain 
the final cost for all positions inside the search area, which is affected by the 
dependencies between neighboring MBs. 

4.2 Sub-pixel Accuracy Motion Estimation 

In order to further improve compression, the H.264 /AVC standard assumes that the 
best match can be found at a region offset from the current MB (search area)  by an 
integer number of pixels. However, for many MBs a better match can be obtained by 
searching a region interpolated to sub-pixel accuracy; for this case, a new prediction 
pixel is created by means of an interpolation of its neighbor. H.264/AVC reference 
software supports quarter-pixel accuracy, which means that the image sizes are 
multiplied by four on each dimension or, in other words, one pixel is converted into 
sixteen sub-pixels. One of these sub-pixels is the pixel with full-pixel accuracy; three 
of them are the sub-pixels with half-pixel accuracy and the other twelve pixels are the 
sub-pixels with quarter-pixel accuracy. 

As mentioned at the beginning of this section, the images are located in GPU 
DRAM with full-pixel accuracy. So, we need firstly to extend the reference images to 
sub-pixel accuracy. The sub-pixels with half-pixel accuracy are obtained by means of 
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a 6-tap filter and the sub-pixels with quarter-pixel accuracy are obtained by a bilinear 
filter. A GPU thread per pixel is generated and it applies both filters to obtain the 
fifteen sub-pixels. 

The sub-pixel accuracy ME is performed in two steps: the first one is the half pixel 
refinement and the second one is the quarter pixel refinement, both of which are 
performed for all partitions. The best matching obtained for full-pixel accuracy 
becomes the center point for half-pixel refinement, and the best matching for half-
pixel refinement becomes the center for quarter-pixel refinement. The algorithm for 
half- and quarter-pixel refinement is the same, but applied over different data. 

The algorithm for sub-pixel ME is similar to the algorithm used for full-pixel ME: 
we divide the MB into sixteen 4x4 blocks and each one takes as its starting point the 
appropriate MV, i.e., all 4x4 blocks will take the same MV to perform the 16x16 
partition and the final cost will be obtained using atomic GPU operations. On the 
other hand, all 4x4 blocks will take different MVs to perform the 4x4 partition and no 
extra operations will be needed. The same reduction procedure used for full-pixel 
accuracy ME is used to obtain the best MV. However, there are two main aspects to 
take into account. First, we cannot reuse the motion information from the smallest 
partition to obtain the Lagrangian cost of the higher partition because each partition 
has a different starting point (Full-pixel MV or Half-pixel MV). We have to 
recalculate the 4x4 cost for each partition. Second, the metric to compute the 
Lagrangian cost is the Hadamard SAD instead of SAD, as configured for the baseline 
profile in the H.264/AVC JM 17.2 [11] reference software used. 

5 Performance Evaluation 

In order to show the performance of the proposed algorithm, it was implemented in 
the H.264/AVC JM v17.2 reference software encoder. The parameters used in the 
H.264/AVC encoder configuration file were those included in the baseline profile of 
the mentioned reference software. However, some parameters were changed in the 
configuration file: the number of reference frames was set to 1 in order to keep the 
complexity as low as possible because higher values imply excessive time 
consumption, but higher number of reference frames can be used; RD-Optimization 
was disabled for the same reason as the NumberReferenceFrames parameter; the GOP 
pattern was set to one I frame followed by eleven P frames (I11P); the tests were 
carried out with popular sequences in 720p format (1280 x 720) and 1080p format 
(1920 x 1080); the frame rate parameter was set to 50 because sequences were 
sampled at 50Hz; the parameter FramesToBeEncoded was adjusted according to the 
sequence, in order to encode the full sequence; the Quantization Parameter (QP) 
called QPISlice and QPPSlice was varied among 28, 32, 36 and 40 according to [13]. 

The performance evaluation of our proposal for H.264/AVC based on the JM v17.2 
encoder was carried out on a system composed of an Intel® Core™ i7 @930 running 
at 2.80 GHz, with 6GB DDR3 memory and the GPU Nvidia GTX480. The operating 
system was Ubuntu 10.4 with the Nvidia GPU driver 260.19 and CUDA SDK 3.2 was 
used. 
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5.1 Metrics 

In order to evaluate the time saved by the proposed algorithm with respect to the 
reference H.264/AVC encoder, two metrics were used: Time Reduction (TR), which 
is based on Equation 1, and Speedup, which is based on Equation 2. 

  (%) =   100 (1) 

 =  (2) 

where TJM denotes the coding time used by the reference software, and TFI is the time 
taken by the algorithm proposed in this paper. The times measured by TJM and TFI  
refer to the time employed to carry out the ME. TFI also includes all the computational 
costs for the operations needed in order to prepare the information required by our 
proposal. 

5.2 Results 

Table 1 shows the RD performance and time reduction of our proposed GPU-based 
ME algorithm for 720p sequences against three of the most well-known ME 
algorithms implemented by the reference H.264/AVC encoder (Full search (FS), 
Unsymmetrical Multi-Hexagon search (UMHexagonS) and simplified Unsymmetrical 
Multi-Hexagon search (smpUMHexagonS) [14])). The results show that the RD 
performance obtained by our proposed ME algorithm is very similar to the sequential-
based implementations. Our GPU-based ME algorithm compared with FS ME and 
smpUMHexagonS ME have a PSNR drop of up to 0.1 dB for a given bitrate, and a 
bitrate increase of up to 3.52% for a given PSNR. On the other hand, our algorithm 
has a PSNR increase of up to 0.199 dB for a given bitrate and a bitrate drop of up to 
7.07% for a given bitrate, compared with UMHexagonS ME. 

Table 1. RD Performance and TR of the proposed GPU-Based Algorithm. 720p sequences. 

 

Sequence 

Full Search UMHexagonS smpUMHexagonS 

ME 

TR 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ME 

TR 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ME 

TR 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

Dolphins 98.82 -0.072 2.59 83.01 0.199 -7.07 68.60 -0.039 1.35 

Mobcal 99.06 -0.037 1.15 81.64 0.031 -1.12 74.46 -0.073 2.35 

Parkrun 99.28 -0.043 1.40 86.31 -0.018 0.57 80.72 -0.049 1.59 

Shields 98.94 -0.043 1.38 83.50 -0.038 1.00 73.95 -0.100 3.21 

Stockholm 98.96 -0.040 1.35 82.67 -0.021 0.45 74.74 -0.097 3.52 

Average 99.01 -0.047 1.57 83.43 0.031 -1.23 74.50 -0.072 2.40 

Table 2 shows the RD performance and time reduction of our proposed algorithm 
for 1080p sequences. The RD performance conclusions are similar to those obtained 
for 720p format. Our GPU-based algorithm obtains slightly worse results than the FS 
ME algorithm and the smpUMHexagonS ME algorithm (the bitrate increases and the 
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PSNR drops) and it obtains slightly better results than UMHexagonS ME (the bitrate 
drops and the PSNR increases).  However, for both resolutions our proposal obtains 
considerable time reductions. The average ME time reduction comparing with FS ME 
is better than 99% (Speedup over 100), the average ME time reduction comparing 
with UMHexagonS ME is better than 81% (Speedup over 5) and finally, the average 
ME time reduction comparing with smpUMHexagonS ME is better than 74.5% 
(Speedup close to 4). At this point, the negligible RD penalty is an acceptable solution 
because of the very high time reductions achieved. 

Table 2. RD Performance and TR of the proposed GPU-Based Algorithm. 1080p sequences. 

 

Sequence 

Full Search UMHexagonS smpUMHexagonS 

ME TR ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ME TR ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ME TR ΔPSNR 

(dB) 

ΔBitrate 

(%) 

Crowd 99.15 -0.118 3.86 83.14 0.035 -1.25 78.57 -0.103 3.32 

Ducks 99.31 -0.037 1.20 84.19 -0.002 -0.12 81.18 -0.036 1.05 

IntoTree 99.13 -0.074 3.66 84.19 0.026 -1.18 77.56 -0.113 5.00 

OldTown 98.92 -0.048 2.31 80.15 -0.017 0.36 71.17 -0.102 3.78 

ParkJoy 99.25 -0.077 2.33 85.10 0.017 -0.61 79.38 -0.087 2.61 

Average 99.15 -0.071 2.67 81.89 0.012 -0.56 77.57 -0.088 3.15 

Figure 3 shows the RD graphic (PSNR against bitrate) results for the reference 
algorithms and the proposed approach, using different 1080p sequences. In general, 
the PSNR against bitrate curves are quite similar to those achieved by the reference 
algorithm while our proposal is always much faster than the reference 
implementations. Due to space limitations only 1080p sequences are shown. Similar 
RD results are obtained for 720p sequences. 

5.3 Comparison with Other Known Results 

In this section, a comparative performance evaluation in terms of the RD performance 
and execution time is presented. We compare the results of the proposed algorithm 
with those shown in one of the papers available in the literature with the most 
promising results. In [9], the authors proposed a GPU-based implementation of the 
well-know smpUMHexagonS ME algorithm. They partition each frame into multiple 
tiles, where each tile contains one or more MBs and each tile is processed by a single 
GPU thread.  

Table 3 shows the RD results for their algorithm as well as our RD results using 
the same encoding conditions. We have employed the same 720p sequences sampled 
at 60Hz, selecting 64 as the search range and all pictures are encoded as P-frames 
except the initial I-frame. The comparison is achieved when comparing our results 
against the reference smpUMHexagonS (implemented in JM) with their results 
against smpUMHexagonS too. In their implementation, they obtain more degradation 
as many tiles are used due to the dependencies between neighboring MBs. However, 
we mitigate the degradation in our approach. Our algorithm outperforms the RD 
performance obtained by their fastest configurations (90 or more tiles); our algorithm 
has lower bitrate increments and lower PSNR losses than their algorithm for all video 
sequences. 
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Fig. 3. RD results comparing the performance of the proposal and the H.264 reference. 1080p 
Sequences. 

Table 3. RD comparison with Cheung et al. results[9] 

 Sequence 

Crew City Harbor Night 

Number of Tiles ΔBitrate 

(%) 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ΔPSNR 

(dB) 

ΔBitrate 

(%) 

ΔPSNR 

(dB) 

3,600 3.14 -0.082 12.93 -0.407 5.58 -0.221 4.64 -0.170 

900 3.08 -0.079 11.12 -0.352 2.39 -0.094 3.55 -0.130 

225 3.12 -0.080 11.17 -0.350 2.25 -0.089 3.42 -0.125 

90 3.22 -0.083 10.82 -0.339 2.21 -0.087 3.40 -0.124 

12 0.63 -0.016 1.41 -0.044 0.57 -0.022 1.19 -0.043 

3 0.09 -0.003 0.26 -0.008 0.07 -0.003 0.16 -0.006 

Our algorithm 3.08 -0.071 6.68 -0.309 0.88 -0.028 1.55 -0.047 

 
Table 4 shows the execution time for the experiments carried out to fill the 

previous table. Table 4 also shows the average execution time for each configuration. 
Note that the peak performance for our GPU is 1350 GFlops and the peak 
performance for the GPU used in [9] is 345.6 GFlops, which means that our GPU is 
3.9 times more powerful. For this reason and for a fair comparison, we have included 
the column labeled as Index in Table 4, which shows the ratio between the average 
execution time obtained by their implementation for a certain encoder configuration 
and the average execution time by our implementation using the same encoder 
configuration. Higher values than 3.9 for this index mean that our algorithm is faster 
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than their algorithm. In conclusion, our algorithm is as fast as their best configuration 
(index of 3.85) and it outperforms the execution time for the other configurations 
(higher index than 3.9). The execution time using 3 and 12 tiles is not specified in [9]; 
however we expect a higher execution time than the other tile configuration since they 
use less GPU threads. 

Table 4. Execution time comparison with Cheung et al. results[9] 

 Sequence  

Average GPU 

time (ms) 

 

Index Crew City Harbor Night 

Number of 

Tiles 

GPU 

Time 

(ms) 

GPU Time 

(ms) 

GPU Time 

(ms) 

GPU Time 

(ms) 

3,600 835.05 927.32 1,248.95 1,688.50 1,174.95 3.85 

900 959.16 1,005.55 1,341.45 1,975.95 1,320.53 4.33 

225 2,169.25 2,108.71 2,763.79 4,175.44 2,804.30 9.19 

90 4,373.63 4,165.28 5,318.38 6,920.73 5,194.51 17.02 

12 Unknown   

3   

Our algorithm 305.09 306.16 304.96 304.71 305.23  

6 Conclusions 

This paper proposes an algorithm to perform the inter prediction carried out in 
H.264/AVC using a system composed of a CPU with the support of a GPU. The 
proposed algorithm performs the ME over a GPU by means of an efficient 
distribution of complexity and management of GPU resources. The algorithm 
includes the ME with full-pixel and sub-pixel accuracy, as well as sub-pixel 
interpolation. Furthermore, the proposed approach is further adapted to avoid coding 
dependencies between MBs, which is one of the major issues when the ME is carried 
out in parallel. The results show that the proposed algorithm achieves almost the same 
coding efficiency but outperforms all the ME algorithms available in the JM reference 
software in terms of time. The performance is also compared with the state-of-the-art 
approach available in the literate, achieving a faster execution time together with 
better coding efficiency. 
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Abstract. Rate control plays a very important role in video coding. A low 
complexity macroblock (MB) layer rate control scheme for H.264 encoder is 
presented in this paper. Based on the analysis of the relationship among the 
quantization parameter (QP), mean absolute distortion (MAD) and the coded 
bits, a weighted-window model is proposed. A weighted-window based QP 
decision and MAD prediction model is proposed to reduce the computational 
complexity of MB-layer rate control. A new rate control scheme based on these 
models is presented in detail. The experimental results show that the proposed 
scheme gives a quality improvement of about 0.80dB on the average for all 
sequences, and about 58% reduction in bit rate mismatch.  

Keywords: H.264, rate control, weighted-window, Video coding. 

1 Introduction 

Rate control plays a very important role in real-time video communication 
applications. The goal of rate control is to regulate the coded bitstream to meet certain 
given constraints, such as bit rate, buffer overflow/underflow prevention. As one of 
the key technologies in regarded to coding performance, rate control has drawn 
significant research attentions. 

1.1 Brief Review of Rate Control Scheme 

In the field of video transmission, as the available channel bandwidth for the coding 
process can be constant or time varying, the rate control schemes can be classified 
into two major categories: constant-bit-rate (CBR) control for constant channel 
bandwidth and variable-bit-rate (VBR) control for variable channel bandwidth. The 
existing rate control schemes focus on the CBR case. There are two main problems in 
rate control schemes: the first is how to allocate proper bits to each coding unit, and 
the second is how to select the quantization parameter (QP) to encode each unit with 
the allocated bits. The problem of optimum bits allocation can be described by the 
formula as follows: 

{ } cmin , tD subject to R R≤                        (1) 

Where D denotes the distortion of current encoding unit, Rc and Rt denote the number 
of bits used to encode the unit and the bits budget respectively. The key point of 
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quantization parameter (QP) selection is to find the relation between rate and QP. The 
relation between rate and QP is usually derived based on a rate-quantization (R-Q) 
model, and the most common R-Q models are either linear or quadratic. Linear R-Q 
model has been studied in MPEG-2 TM5 rate control [1]. The quadratic R-Q model, 
originally proposed for MPEG-4 Q2 rate control [2] [3], was considered better and 
more accurate than the linear one. This quadratic R-Q model has been adopted in the 
JM reference software for H.264 rate control [4~6]. 

1.2 Rate Control in H.264 

According to the terms of the unit of rate control operation, rate control schemes for 
H.264 can be classified into MB-layer, frame-layer, group-of-picture- (GOP) layer 
rate control [6]. The rate control for H.264 is more difficult than those for other 
standards such as MPEG-2, MPEG-4, H.263, and so on. This is because the 
quantization parameters are used in both rate control algorithm and rate distortion 
optimization (RDO), which results in the following chicken-and-egg-dilemma: to 
perform RDO for MBs in the current frame, a quantization parameter should be first 
determined for each MB by using the mean absolute distortion (MAD) of current 
frame or MB, however, the MAD of current frame or MB is only available after the 
RDO. To solve this dilemma, a linear model using the actual MAD of the basic unit in 
the same position of previous frame is proposed in [6]: 

1 2[ , ] [ , 1]a aMAD k i a MAD k i a= × − +                   (2) 

Where a1 and a2 are two coefficients of prediction model, MADa[k,i] and MADa[k,i-1] 
are the MAD of kth MB in current (i) and previous (i-1) frame, respectively. By the 
value of MADa[k,i], the corresponding QP can be computed by following quadratic  
R-Q model: 

1 2 2

[ , ] [ , ]a aMAD k i MAD k i
R c c

Qs Qs
= +                        (3) 

Where the two parameters c1 and c2 are model coefficients, and R denotes the target 
bits used for encoding the current basic unit, Qs is quantizer step size. QP can be 
obtained by converting Qs as defined in [4]. 

It is noted that by employing a bigger coding unit, a higher PSNR can be achieved 
while the bit fluctuation is also bigger. On the other hand, by using a smaller coding 
unit, the bit fluctuation is less severe. This is very useful in some communication 
application. By employing a MB-layer rate control, the bit fluctuation can be the 
smallest; however, this will introduce the highest computational complexity and make 
it hard for real-time applications. Many previous works have paid attention to the 
accuracy of (1) and (2). To improve the performance of (2), frame bits allocation and 
MAD estimation accuracy have been enhanced using a PSNR-based frame 
complexity measure in [7]. Multi-pass rate control can achieve higher performance 
than one-pass rate control, [8] has proposed an optimized two-pass rate control with a 
linear R-Q model, however, it will introduce higher complexity. A weighted model 
for MAD prediction is proposed using for rate control in embedded systems [9], a 
simple QP decision method is proposed by judging the MAD of current MAD and 
previous frame average MAD, only a little better RD performance can be achieved 
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compared with the JM’s. Since any model is actually an approximate model and 
cannot always match ideally with real application, the estimation of model parameters 
usually has some deviation or errors. 

In this paper, base on the analysis among QP, MAD, and coded bit, a Weighted-
Window prediction model is proposed. This model removes the complex update of 
the coefficients in (1) and (2) [10]. A weighted-window model based QP decision and 
MAD prediction model is proposed to reduce the computational complexity of MB-
layer rate control, a new rate control scheme based on these models is presented in 
detail. The experiment results show that our scheme achieves higher PSNR and 
smaller overall bit rate mismatch compared with JVT-G012 [6]. 

The rest of this paper is organized as follow. Section 2 presents the proposed rate 
control algorithm in detail. The experiment results and the comparison are given in 
Section 3. Finally, section 4 shows the conclusion. 

2 Proposed Weighted-Window Based Rate Control Scheme 

Temporal and spatial information are always been used to predict MAD and QP. In 
this section, a weighted-window model is proposed in this section. The relationship 
between QP, MAD and coded bit is analyzed to decide the size of the window. Based 
on this weighted-window model, temporal and spatial information are used. A new 
QP decision and MAD prediction model are proposed. And finally, the framework of 
the proposed rate control is presented in detail. 

2.1 Weighted-Window Model 

Experiments have shown that the average MAD of the current frame becomes bigger 
if the previous frame is quantized with a larger QP [9]. This is because the motion 
estimation has to refer to the reconstructed previous frame with more distortion. On 
the other hand, if the QP in the previous frame is smaller, the average MAD of the 
current frame should be decreased. Hence, we can jointly considering the average 
MAD and the average QP of current frame and the previous reference frame. Fig.1 
illustrates two windows in current frame and previous frame. The window in current 
frame can be seen as spatial information and the window in previous frame as the 
temporal information. We use Ws to measure the size of the window, Ws  equal to 3 
denotes that the window is 3x3 macroblock square. Fig.1 is a case with a window size 
equals to 3. MB0c means current MB in current frame, and MB1c~ MB8c are the 
corresponding MB of Left, Right, Top, Down, Top left, Top right, Down left, Down 
right, respectively. To find the relationship between the QP and MAD in the two 
windows, we introduce two variables Nc and Np whose values are given by: 

( [ , ]) / ( [ , ])c k k a
k Wc k Wc

N QP k i MAD k iα α
∈ ∈

= × ×                 (4) 

( [ , 1]) / ( [ , 1])p k k a
k Wp k Wp

N QP k i MAD k iβ β
∈ ∈

= × − × −             (5) 

Where Wc and Wp denote the windows in current and previous frame respectively, 
QP[k,i], QP [k,i-1] are the QP of the MBs in the window of current and previous 
frame, respectively. MADa[k,i], MADa[k,i-1] are the MAD of the MBs in the two 
windows, αk and βk are weight factors. 
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Fig. 1. Proposed weighted-window model with Ws is equal to 3 

 

(a) Window size = 1 

 

(b) Window size = 3 

 

(c) Window size = 5 

Fig. 2. The relationship Nc and Np at different window size for test sequences: Carphone (left) 
and Foreman (right) 96kbps@30fps 
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To analyze the relationship between Nc and Np, let α0=…=αk, β0=…=βk, and 
numerous experiments have been done according (4) and (5) at different window size. 
The results are shown in Fig.2, the bigger the window size, the closer the correlation 
between Nc and Np; when Ws is 3 or larger, Np is almost linear to Nc as follows: 

 3c pN N if Ws= ≥                            (6) 

 

Fig. 3. Relationship between Nc,2 and Np:Carphone (left) and Foreman (right) 64kbps @30fps  

2.2 QP Computation Model Based on Weighted-Window 

As mentioned above, when the window size is 3 or larger, we can have Nc = Np. The 
more candidates taken into account, the more parameters should be determined, which 
will introduce more computational complexity. The value of Ws is set as 3 in this 
paper. As shown in Fig.1, at the current frame, the data of MB2c, MB7c, MB4c, and 
MB8c is not available when the encoder is coding MB0c, so (4) has to be adjusted. The 
data of MB2c, MB4c, MB7c and MB8c are substituted by MB2p, MB4p, MB7p and 
MB8p as follows: 

,2
0,1,3,5,6 2,4,7,8

0,1,3,5,6 2,4,7,8

{ [ , ] [ , 1]}

/{ [ , ] [ , 1]}

c k k
k k

k a k a
k k

N QP k i QP k i

MAD l i MAD k i

α α

α α
= =

= =

= × + × −

× + × −

 

 
       (7) 

Similar relationship between Nc,2 and Np can be obtained as Fig.3 shown when Ws = 3. 

,2  3c pN N when Ws= =                            (8) 

For MB layer, the coded bit of each MB should also be considered. The bit allocated 
for each MB is by judging the value of the current MAD, the remaining bit, and the 
complexity of current picture. Combine (5), (7) and the coded bit, we have: 

0
1,3,5,6 2,4,7,8

[0, ] { [ , ] [ , 1]} /c p k k
k k

QP i S N QP k i QP k iφ α α α
= =

= × × − × − × −   (9) 

Where Sc is computed as: 

0,1,3,5,6 2,4,7,8

[ , ] [ , 1]c k a k a
k k

S MAD k i MAD k iα α
= =

= × + × −            (10) 
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According to experiment results, the weight factors are set as follows: 

3, 0

2, 1, 2,3, 4

1, 5,6,7,8
k

k

k

k

α
=

= =
 =

 , 
4, 0

2 , 1,2,3, 4

1, 5,6,7,8
k

k

k

k

β
=

= =
 =

                (11) 

Where 0~8 denote the position of MB0~MB8 as shown in Fig.1.φ  is a regulated 

factor which value is computed by : 

[0, ]

[ , 1] /k k
k Wp k Wp

Bit i

Bit k i
φ

β β
∈ ∈

=
× − 

                 (12) 

Where Bit[0,i] is the coded bit for current MB，Bit[k,i-1] is the coded bit of the MBs 
in the window of previous frame.φ  is used for regulating the obtained QP according 

to the consumed bits. Before encoding current MB, Bit[0,i] is always obtained by bit 
allocation according to the predicted MAD of current MB. If 

Bit[0,i]> [ , 1] /k k
k Wp k Wp

Bit k iβ β
∈ ∈

× −  , it means the bit used for current MB is large 

than the number of the bits previous window used,φ >1 is obtained to achieve a 

relative large QP, else if Bit[0,i]< [ , 1] /k k
k Wp k Wp

Bit k iβ β
∈ ∈

× −  , the bit used for 

current MB is smaller than the previous window used, φ <1 is obtained to achieve a 

relative small QP . The QP obtained by (9) is rounded as follows: 

[0, ] 0.5QP QP i= +                        (13) 

Where     is the floor operation, the further bound of the QP is presented in the 

following parts. 

2.3 MAD Prediction Model Based on Weighted-Window 

As we mentioned above, for the current MB, we can obtain the value of QP according 
to (9), however, MADa[0,i] can only be obtained until RDO is done. As the one which 
is used for QP decision model, we use the same weighted-window to predict the 
MAD of current MB. According to our experiment, similar relationship exists 
between the MAD of previous frame and current frame. Same as the QP decision 
model, a similar MAD prediction model based on weighted-window can also be 
established. As Fig.1 shows, we use the previous window to predict the MAD of 
current window in current frame. Two variables Mp and Mc are introduced as follows: 

8

0

[ , 1] /p k a k
k k Wp

M MAD k iβ β
= ∈

= × −                     (14) 

0,1,3,5,6 2,4,7,8

{ [ , ] [ , 1]} /c l a l a l
l l l Wp

M MAD l i MAD l iγ γ γ
= = ∈

= × + × −         (15) 



 A Low Complexity MB Layer Rate Control Scheme Base on Weighted-Window 569 

 

Where γl and βk are the weight factors, the value of βk is the same as (11) shown. We 
analyze the relationship between Mp and Mc in the same way as Np and Nc. The results 
are presented in Fig.4. We can have: 

 3c pM M when Ws= =                      (16) 

 

Fig. 4. Relationship between Mc and Mp @Ws=3 for test sequences: Carphone (left) and 
Foreman (right) 64kbps@30fps  

As shown in Fig.4, we can have Mp = Mc , MADa[0,i] can be computed by: 

0
1,3,5,6 2,4,7,8

[0, ] { ( [ , ] [ , 1]) / } /a p l a l a l
l l l Wp

MAD i M MAD l i MAD l iγ γ γ γ
= = ∈

= − × − × −   (17) 

Where the weight factor γl is given as following according to the experimental results: 

3, 0

1, 1 ~ 8l

l

l
γ

=
=  =

 

2.4 Proposed Rate Control Framework 

With the proposed QP and MAD model based on the weighted-window, we now 
present our rate control scheme for H.264. The proposed rate control scheme includes 
three different coding granularities: the GOP-layer, frame-layer, and MB- layer. At 
the GOP-level and frame-layer, it is the same way as [6] to allocate target bits and 
perform the post-encoding regulation. Now we focus on a step-by-step description of 
the proposed scheme at MB-layer for P-frames as Fig.5 shows. 

In Fig.5, for the first I/P frame, the initial QP is computed by the same way as Li’s 
[6], QPave is the average QP of previous frame, QP[k-1,i] is the QP of the previous 
MB in current frame. The MB layer bits allocation is according to the predicted MAD 
obtained from (17) and the average MAD of all coded MBs in current frame as 
following shows: 

,[0, ] / ( )c r a ave cT T MAD i MAD N= × ×                 (18) 

Tc and Tr are the target bits for the current MB and the remaining bits for all MBs 
which are not encoded yet in the current frame. MADave,c denotes the average MAD of 
all coded MB in current frame and N is the number of the remaining MBs to be 
encoded. Tr is updated by substracting the total encoded bits of encoded MB from it. 
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Frame layer bits allocation

MB layer bits allocation

Predict MAD by (17)

QP = QPave

Compute QP by (9)

MB Actual Encoding

Update remaining bits, record actual 
MAD , QS and Bit of each MB

First MB

QP = Initial QPLoad one MB

yes

yes

no

no

yes

yes

no

no

QP =
QP[k-1,i] +1

remaining bits<0

Finish Sequence

Finish one Frame

First I/P frame

Load one frame

Start

Done
 

Fig. 5. Proposed rate control scheme framework base on the weighted-window 

If current MB is the first MB in current frame, current QP is set to be the average 
QP of the previous P-frame. For other MBs, QP can be calculated as follows. If the 
remaining bits are negative, the current QP is set to QP[k-1,i]+1 to achieve frame 
level actual bits that are closer to target bits, otherwise, allocate bits for the current 
MB by (18), and calculate QP for the MB by (9). The derived QP value should also be 
restricted by the QP value of the previously encoded MB to reduce blocking artifacts 
by (19): 

{ }[ , ] min [ 1, ] 1,max{ [ 1, ] 1, }QP k i QP k i QP k i QP= − + − −         (19) 

Qp[k,i] is the QP value for the kth MB in current frame. To maintain the smoothness 
of the visual quality within one sequence, the QP value is further adjusted by (18): 
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{ }[ , ] min 2,max{ 2, }ave aveQP k i QP QP QP= + −               (20) 

And finally, the QP value should be restricted between 1 and 51, which is provided in 
H.264/AVC [4]:  

{ }[ , ] min 51,max{1, }QP k i QP=                   (21) 

After encoding each MB, the encoder should update the remaining bits and record the 
data such as the actual QP, coded bit and MAD. 

3 Experimental Results 

Our proposed rate control scheme is implemented in JM15.1 [5], to evaluate the 
performance of the proposed rate control scheme, the test parameters for encoding 
are: 1) CABAC is used; 2) Hadamard transform is used; 3) Max reference frame 
number is 5, and search range is 16; 4) Fast full search is used; 5) RDO is on, and rate 
control mode is 0. All other parameters are carefully selected for both algorithms to 
be equivalent. For each sequence, 300 frames are encoded at 30fps, and the GOP 
structure is IPPP, the GOP length is 300 if not specified, for each GOP, the first frame 
is IDR frame, and the following 299 frames are P-frame. 

Table 1. Rate control performance comparison between JM15.1 and the proposed  

Sequence 
Target 

rate 
(kbps) 

JM 15.1 Proposed 

PSNR Rate PSNR(dB) Rate 

akiyo 
48 40.64 48.08(+0.08) 41.70(+1.06) 48.05(+0.05) 

64 42.12 64.10(+0.10) 43.03(+0.91) 64.06(+0.06) 

96 44.51 96.19(+0.19) 45.07(+0.56) 96.07(+0.07) 

Carphone 

48 32.02 48.09(+0.09) 32.67(+0.65) 48.03(+0.03) 

64 33.26 64.09(+0.09) 33.88(+0.66) 64.03(+0.03) 

96 35.30 96.12(+0.12) 35.83(+0.53) 96.01(+0.01) 

Container 

48 36.43 48.04(+0.04) 37.17(+0.74) 48.02(+0.02) 

64 37.66 64.04(+0.04) 38.25(+0.59) 64.02(+0.02) 

96 39.34 96.06(+0.06) 39.84(+0.50) 96.04(+0.04) 

foreman 

48 31.10 48.10(+0.10) 31.50(+0.40) 48.03(+0.03) 

64 32.49 64.08(+0.08) 32.89(+0.40) 64.05(+0.05) 

96 34.50 96.17(+0.17) 34.82(+0.32) 96.06(+0.06) 

grandma 

48 37.25 48.08(+0.08) 38.18(+0.93) 48.05(+0.05) 

64 38.55 64.06(+0.06) 39.46(+0.91) 64.03(+0.03) 

96 40.92 96.10(+0.10) 41.72(+0.80) 96.09(+0.09) 

salesman 

48 35.21 48.07(+0.07) 36.25(+1.04) 48.02(+0.02) 

64 37.07 64.04(+0.04) 37.94(+0.87) 63.98(-0.02) 

96 39.90 96.06(+0.04) 40.48(+0.58) 96.04(+0.04) 
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Fig. 6. PSNR comparison frame by frame: Akiyo (left), Carphone (right) 64kbps @30fps 

 

Fig. 7. PSNR comparison at different bit rate: Akiyo (left), Carphone (right) 64kbps @30fps 

 

Fig. 8. Coded bits comparison frame by frame: Carphone (left), Foreman (right) 64kbps@30fps 

The rate distortion performance comparison is summarized in Table 1. For all test 
sequences, the target bit rate is set to 48, 64 and 96kbps. It shows that our proposed 
rate control scheme achieves better results with a largest increase in PSNR about 
1.06dB (Akiyo @48kbps) and an average increase for all test sequences of about 
0.80dB @48kbps, 0.72dB @64kbps, and 0.55dB @96kbps. Fig.6 illustrates the 
comparison of the PSNR curse for QCIF sequences Akiyo and Carphone @64kbps 
frame by frame. Fig.7 gives the PSNR comparison at different bit rate. The results 
prove that the proposed rate control scheme outperforms the original rate-control 
scheme proposed in JM15.1 [5]. 
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Table 1 also shows that the bit rate mismatches in our proposed rate control scheme 
is smaller than that of JM15.1. The average bit rate mismatch in our proposed rate 
control scheme for all sequences is about 0.069%, 0.055% and 0.054% at different bit 
rate. The corresponding values are 0.188%, 0.107% and 0.122% respectively in JM 
15.1. The average bit rate mismatch for all video sequences is reduced by 58% with 
our proposed rate control scheme. Fig.8 shows the number of coding bits frame-by-
frame of QCIF sequence Carphone and Foreman 64kbps @30fps. 

4 Conclusion 

Based on the analysis of the relationship among the quantization parameter (QP), 
mean absolute distortion (MAD) and the coded bits, a weighted-window model is 
proposed in this paper. A weighted-window model based QP decision and MAD 
prediction model is proposed to reduce the computational complexity of MB-layer 
rate control. A new rate control scheme based on these models is presented in detail. 
The experimental results show that the proposed scheme gives a quality improvement 
of about 0.80dB on the average for all sequences, and about 58% reduction in bit rate 
mismatch. 
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Abstract. With the aim of providing low complexity encoders, Wyner-Ziv 
video coding provides a new paradigm where the complexity of the encoder is 
moved to the decoder. However, this high decoding complexity could involve a 
problem in some applications which have delay restrictions. Nowadays parallel 
computing is a growing field into the computation market. In particular, most of 
personal computers and hardware for video coding includes multicore 
processors, which allows a parallel execution by means of several independent 
cores in a same chip. As a consequence, several DVC parallel decoding 
approaches are beginning to appear. This work proposes a parallel DVC 
decoding scheme for multicore processors, which decodes each GOP in an 
independent and parallel way. This scheme achieves above 70% time reduction 
without any rate-distortion penalty.   

Keywords: Distributed Video Coding, Parallel Computing, Multicore 
Processors, OpenMP. 

1 Introduction 

Traditionally, the digital video codecs adopted by all MPEG and ITU-T video coding 
Standards have based their design in architectures where encoders are more complex 
than decoders [1]. Nowadays, new devices (such as surveillance systems, sensor 
networks, micro cameras, etc) with low-cost hardware can integrate cameras, but they 
should carry out a low-cost encoding. For this kind of applications, Wyner-Ziv (WZ) 
video coding [2] (which is a particular case of Distributed Video Coding (DVC) [3]) 
is an attractive paradigm since it provides a framework where the complexity of the 
encoder is displaced to the decoder allowing low cost encoding. This low-complexity 
is achieved because the encoding process does not exploit the temporal correlation to 
compress more the video information. In addition, DVC can achieve theoretically a 
similar Rate-Distortion (RD) performance than the joint video coding. At the same 
time, it provides robustness over noisy channel (as it often happens in wireless 
networks).  Despite all this advantages, the complexity of the decoder is highly 
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increased. Most of this complexity is caused by the iterative turbo decoding 
algorithm. In particular, the feedback channel contributes to a large degree in the cost 
of the decoder [4]. Although the amount of time taken by the decoder could not seem 
important, for many applications which the decoding delay plays an important role 
(such as WZ to H.264 video transcoding [3]), a fast decoding is desired and 
sometimes mandatory.   

On the other hand, the technological advancement in microprocessors has 
introduced new architectures, which allow high-performance computing [5]. In 
particular, regarding processors, the new architectures tend to include several 
processors (called cores) in the same chip. This kind of processors is called Multicore 
Processors and nowadays they are widely extended in the market. However, although 
multicore processors can help to reduce the time spent by high-complex tasks, most of 
applications are designed to be executed in a sequential way. As a consequence, high 
complex tasks follow spreading much time and they do not take advance of the 
available computational capacity. To exploit this research field, the researching 
community should invest effort to propose new architectures and methods to take 
advance of the parallel computing to use efficiently the computational capacity that 
the new hardware offers to us. 

At that point, this paper proposes to reduce the complexity of the WZ decoder (the 
WZ decoding complexity is even higher than traditional video coding algorithms [4]) 
by means of a multicore processor system. As a first attempt to achieve this, each 
Group of Pictures (GOP) is decoded in each processing unit. This provides good 
trade-off between the time reduction and the RD loss. The simulations results offer an 
acceptable time reduction up to 71% without any RD penalty. Moreover, the present 
proposal is scalable for a higher number of cores. 

Accordingly, this paper is organized as follows: Section 2 presents an overview of 
the WZ codec and multicores; section 3 shows the previous works related to reducing 
WZ decoding complexity and some parallel DVC decoding approaches; section 4 
proposes the parallel WZ decoder based on multicore; section 5 presents experimental 
results for the proposed architecture; and, finally, some final remarks are presented in 
Section 6. 

2 Technical Background 

2.1 Distributed Video Coding 

Theoretical fundaments of DVC depart from the information theory [6]. However, is 
in [3] where one of the first practical DVC architecture was proposed by Stanford 
University. It is based on turbo codes as Slepian-Wolf encoder/decoder and a 
feedback channel used by the decoder to manage the rate control. Over the Stanford 
architecture many research and improvement have been carried out in the literature. 
Later, in [7] was proposed the DISCOVER codec architecture as a result of a 
European project and it could be considered as a reference codec in the DVC 
paradigm. In addition, DISCOVER codec was later improved by VINET-II team [8]. 
These codecs are focus on achieving the best RD results without considering the time 
spent. In this work, our architecture is an improved version of VISNET-II codec 
which is depicted in Figure 1. 
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Fig. 1. Block diagram of the reference DVC architecture 

 

The Figure 1 presents a scheme of the architecture employed in this paper. To sum 
up the basic WZ video coding architecture operation, we should know WZ video 
coding deals with two kinds of frames: Key Frames (K) and Wyner-Ziv Frames 
(WZ). Each frame of the sequence is sent to a different channel by means of the 
splitting module (1).  At the encoder side, the K frames are encoded using a 
H.264/AVC Intra encoder [1] (2). On the other hand, the WZ frames are sent to a 
Wyner-Ziv Encoder (3). On the first stage, the frame information is quantized (3a). 
Afterwards, over the resulting quantized symbol stream, a bitplane extraction is 
performed per bitplanes (3b). Each bitplane is then independently channel encoded, 
starting with the most significant bitplane (3c). The parity bits produced by the 
channel encoder are stored in the buffer and transmitted in small amounts upon 
decoder request via the feedback channel; the systematic bits are discarded (3d). 

On the other hand, in the decoder side, firstly the K frames are decoded using a 
H.264/AVC Intra decoder [1] (4). Then, in (5) the decoder uses each both frames like 
previous and next temporary references to create a Side Information (SI) frame. SI 
represents an estimation for each non-present original WZ frame. From each SI in (6) 
a Laplacian distribution models the residual statistics between corresponding WZ 
frame and SI. Then, the SI and the statistic model associated are used in an iterative 
decoding algorithm (7b) to obtain the decoder quantized symbol. In this module, each 
bitplane is decoded in a sequential order. Every decoding iteration new parity bits are 
requested to the encoder by means of the feedback channel. To decide if more parity 
bits are requested, a stopping criterion is defined based on error probabilities. When 
the decoding is considered successfully another bitplane is being decoded. Finally, the 
reconstructed pixels are obtained using the decoded quantized pixels, the correlation 
noise model estimated in (7a) and the quantized SI pixels. 

2.2 Multicore Processor System 

As a consequence of the computation limit of single processors, some time ago was 
introduced successfully the idea of having multiple cores in a same chip. Nowadays 
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the usage of multicore processors is growing more and more. In fact, most of 
commercial computers include a multicore processor to increase the performance of 
the computers. In a muticore processor each core can execute a different application 
or they can work in a collaborative way to accelerate the execution of one application. 
However, due to heritage of simple processors, most of complex applications are 
designed to be executed in a sequential way and then the computational capacity of 
multicore systems are not fully exploited. In the particular case of multimedia 
applications, multicore processors can help to accelerate complex tasks. In fact, many 
multimedia hardware solutions are based on this kind of architectures. However, new 
methods and algorithms should be proposed to support the parallel execution as 
efficiently as possible. 

In the architecture of a multicore processor, several cores share the same chip and 
they have some shared memory and some private memory. Regarding commercial 
multicore processors, the highest performance is reached by the multicore processors 
based on Intel Nehalem Micro-architecture [9]. In particular, this paper is based on 
this multicore processor Intel i7-940. The most important features of this processor 
are the following: four cores, clock speed of 2.93 GHz, 45nm manufacturing process, 
new point-to-point processor interconnect, Intel QuickPath Interconnect (QIP), 
Simultaneous Multi-Threading (SMT) by multiple cores which enables two threads 
per core (hyper-threading) and three levels of cache (32 KB L1 instruction and 32 KB 
L1 data cache per core, 256 KB L2 cache per core and 8 MB L3 cache shared by all 
cores). 

On the other hand, Open Multi-Processing (OpemMP) has been proposed to 
develop parallel programs over this kind of multicore processors [10]. OpemMP is an 
Application Programming Interface (API) that supports multi-platform shared 
memory multiprocessing programming. It provides a portable and scalable model 
which consists of a set of compiler directives, library routines, and environment 
variables that influence run-time behavior. 

 

Fig. 2. Proposed Parallel DVC GOP decocing architecture 

3 Related Work 

DVC framework is based on displacing the complexity from the encoders to the 
decoders; however, a reduction of the complexity into the decoders is desirable. In 
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traditional feedback-based DVC architectures [3], the rate control is done at the 
decoder and it is controlled by means of feedback channel; this is the main reason of 
the decoder complexity just because once a parity chunk arrives to the decoder, the 
turbo decoding algorithm (one of the most computational task [4]) is called. Taking 
this fact into account, there are several approaches which try to reduce de complexity 
of the decoder, which usually induces RD penalty. However, due to the technology 
advance, new parallel hardware is being introduced in practical video coding 
solutions. These new features of computers offer a new challenge for the research 
community to integrate its algorithms into the parallel framework; this opens a new 
door in the multimedia research. On the one hand, regarding the traditional standards 
several approaches have been proposed since multicores appeared in the market but, 
this paper focuses on parallel computing applied to the DVC framework. 

On the other hand, in 2010 have been proposed different parallel solutions for 
DVC. In particular, in [11] Oh et al. proposed a DVC parallel execution carried out 
by Graphic Processing Units (GPUs). In this proposal, authors focus on design a 
parallel distribution for a Slepian-Wolf decoder based on rate Adaptative Low 
Density Check Code (LDPC) with Accumulator (LDPCA). LDPC codes are 
composed by many bit-nodes which do not have many dependencies between each 
node, so they propose a parallel execution in three kernels (steps): “kernels for check 
nodes calculations”, “kernels for bit nodes calculations”, and “kernels for termination 
condition calculations”. In a NVIDIA GeForce GTX260 216SP GPU they achieve a 
decoding 4~5 times faster for QCIF and 15~20 for CIF. On the other hand, in [12] 
Momcilovic et al. proposed a DVC LDPC parallel decoding based on multicore 
processors. In this work, the authors parallelize several LDPC approaches (Sum-
Product, Min-Sum, and Algorithm E). In a Quad-Core machine, they reach and 
speedup up to 3.5.  Both previous approaches propose a low level parallelism for a 
particular LDPC/LDPCA implementation. 

However, the current work presents a higher level parallel WZ video decoding 
algorithm implemented over a multicore system. The reference WZ decoding 
algorithm is adapted by means of a GOP parallel decoding. In addition, the proposed 
algorithm is scalable because it does not depend on the hardware architecture neither 
the number of cores or on the implementation of the internal Wyner-Ziv decoder. 
Therefore, the time reduction can be increased simply by increasing the number of 
cores, as technology advance.  Furthermore, the algorithm depicted in this paper could 
be extended by using another level of parallelism (frame or bitplane) as well as GPUs. 

4 Proposed Wyner-Ziv GOP Parallel Decoding 

Although most of commercial computers include multiple core processors, several 
cores are inactive regularly, while other are overloaded. As a result, the computation 
capacity is wasted and the complex tasks spend more time to finish. In the DVC 
framework, the fist aim is providing simple encoders, which are suitable to encode 
sequences in low cost devices. However, the decoder complexity is highly increased 
and sometimes, this high decoding delay does not allow including DVC in real 
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environments. The first goal of this work is providing a simple and practical solution, 
which will be allow to execute WZ decoding in a parallel way, saving much decoding 
time and tanking advance of the computation capacity of whatever multicore 
processor.  

4.1 Proposed Architecture 

The traditional WZ decoding presents several sequential dependences such as the 
updating of CNM between bitplanes. Basically, once a bitplane is successfully 
decoded, the correlation model is updating by the following bitplanes. 

Depending on the parallelism level, it is necessary to break these dependences, 
which could affect increasing the bitrate needed or decreasing the quality of the 
decoded frame. This is because a poor SI or a bad correlation model deals with a loss 
of performance. However, the WZ video coding offers an independent GOP decoding 
so we could execute each WZ GOP decoding in an independent core. In this way, we 
achieve a parallel decoder, which carries out a fast parallel decoding without any rate 
RD penalty. Figure 2 shows the proposed scheme, where the number of decoders is 
equal than the number of available cores, and then each decoder will decode one 
independent GOP. This involves that the architecture is not fixed for a specific 
hardware. In other words, it is architecture scalable. 

 In addition, the architecture has a module splitter and joiner. The first one carries 
out the task of splitting the key frame sequence by sending each key frame to the 
corresponding core. In addition, the joiner module includes the execution schedule. 
Each decoded GOP could have different delay due to the complexity of the scene and 
thus the number of the iterations needed. In addition, during a sequential execution 
there is one core in use and the rest are idle.  

Taking this fact into account, the best schedule is a dynamic schedule (Figure 3), 
which assigns new tasks when any core finishes the current task. In this way, if there 
are GOPs to be decoded, all cores will be working and the capacity of the multicore 
processor will be utilized fully. In the end of the sequence, some cores could be idle, 
but this period is insignificant comparing with the whole sequence time decoding.  

 

Fig. 3. DVC parallel GOP decoding time line execution for a 4 cores processor 
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On the other hand, the joiner module carries out the task of join each GOP in a 
suitable sequential way, because the parallel decoding could not maintain the source 
order.  

In addition, as the decoding could be carried out without following a sequential 
order, the parity data could be also requested without a sequential order. To consider 
this case, the decoder sends a few bits in a header of the request to the encoder, which 
includes a module to estimate the relative position of the parity data related to each 
GOP. The Parity Position (PP) is calculated by the Equation 1, where I is the Intra 
period, P is position of the current GOP and Q is the quantification parameter. On the 
other hand W is the width of the image and H the height.  

= ( 1) 28 1  (1) 

 

Fig. 4. Distribution of GOPs en each core and data shared for GOPs 2, 4 and 8 

The WZ video coding only needs two reference frames to build any GOP length. 
Therefore, for consecutive frames, the same K frame is shared, as it is shown in 
Figure 4.Normally, in the WZ video coding the GOP sizes used are 2, 4 and 8. 

In a nutshell, initially the parallel decoder needs to store several frames. This 
number of frames will depend on the number of available cores, but it does not 
depend on the GOP length. In general terms, the Number of Frames (NF) needed in 
the key frame buffer at the beginning is defined by the Equation 2, where c is the 
number of cores. = c 1 (2) 

Finally, the structures created at the beginning for each core are reused for every GOP 
decoding, saving time and reusing the allocated memory.  
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5 Experimental Results 

In order to evaluate the proposed parallel DVC decoding, four QCIF sequences were 
considered. These sequences have different motion and complexity features. For each 
sequence 150 frames were encoded by using the DVC VISNET-II codec [8]. The 
parallel implementation departs from the VISNET-II codec and was implemented by 
using Intel C++ compiler (version 11.1) [9] which combines a high-performance 
compiler as well as Intel Performance Libraries to support multi-threading 
applications. In addition, it provides support for OpenMP 3.0 [10]. In order to study 
the performance of the DVC parallel decoder, the sequences were encoded by using 
quantification from 1 to 4 bitplanes in pixel domain. In addition, to analyze the impact 
in different GOPs, several lengths of GOP were selected (2, 4 and 8).  

The Time Reduction achieved (TR) is calculated by the Equation 3, where  
is the time spent by the sequential decoding and  the time spent by the 
proposed parallel version. Additionally, the speedup is calculated as the reference 
time divided by the parallel time. 

= 100  (3) 

The Table 1 shows the results for a GOP length = 2. It displays the results for several 
bitplanes (BPs) for each sequence. The Reference Time per frame column represents 
the decoding time spent by one WZ frame (on average). The reference version is 
composed by the VISNET-II sequential version. In the proposed parallel version a 
four-core processor was used (more details in section 2.2). As this multicore 
processor allows hyperthreading, each core runs 2 threads sharing the same core. In 
general, time reduction is higher in more complex sequences (such as foreman and 
soccer) reaching a mean of 71.05%. In most of the cases the speedup is between 3.5 
and 4 (the maximum theoretically by using four core is 4).  The RD results are not 
included due to for both versions (reference and proposed) are exactly the same. 

On the other hand, tables 2 and 3 show the results for GOP length 4 and 8 
respectively. As it is expected, the decoding time is a little higher for the middle 
frames because the distance of their references is higher and then, the SI generated is 
worse. To correct a worse initial SI, the decoding needs more interactions and then 
the decoding time per frame is increased. However, for longer GOP lengths similar 
conclusions are observed when sequential and parallel versions are compared. 

In addition, a study about the influence of the number of cores and threads was 
done. Figure 5 shows the decoding time and the speedup factor (for Foreman 
sequence with GOP length = 2 and 3 BPs) when different threads are used in a 4 core 
processor with hyperthreading. As it is observed, the first 4 obtain a more significant 
time reduction whereas following 4 threads reach less time reduction. This is caused 
by the hyperthreading effect: when more than 4 threads are running, they are sharing 
the same physical cores and then the time reduction is lower. 

 
 



582 A. Corrales-Garcia et al. 

 

 

Table 1. Parallel Decoder performance for GOP 2 
 

Sequence BP 
Reference 
Time per 
frame (s) 

Parallel 
Time per 
frame (s) 

TR(%) SpeedUp 

Foreman 

1 4.33 1.21 72.01 3.57 
2 7.49 1.94 74.12 3.86 
3 13.41 3.49 74.01 3.85 
4 20.05 5.39 73.13 3.72 

Hall 

1 3.18 1.21 62.07 2.64 
2 4.63 1.43 69.19 3.25 
3 8.35 2.18 73.88 3.83 
4 11.14 2.89 74.03 3.85 

CoastGuard 

1 3.05 1.22 59.95 2.50 
2 6.26 1.83 70.77 3.42 
3 11.97 3.37 71.82 3.55 
4 18.09 4.98 72.45 3.63 

Soccer 

1 7.18 2.07 71.21 3.47 
2 12.02 3.41 71.60 3.52 
3 19.47 5.24 73.06 3.71 
4 26.04 6.91 73.46 3.77 

Mean 11.04 3.05 71.05 3.51 

Table 2. Parallel Decoder performance for GOP 4 

Sequence BP 
Reference 
Time per 
frame (s) 

Parallel 
Time per 
frame (s) 

TR(%) SpeedUp 

Foreman 

1 4.33 1.21 72.01 3.57 
2 7.49 1.94 74.12 3.86 
3 13.41 3.49 74.01 3.85 
4 20.05 5.39 73.13 3.72 

Hall 

1 3.18 1.21 62.07 2.64 
2 4.63 1.43 69.19 3.25 
3 8.35 2.18 73.88 3.83 
4 11.14 2.89 74.03 3.85 

CoastGuard 

1 3.05 1.22 59.95 2.50 
2 6.26 1.83 70.77 3.42 
3 11.97 3.37 71.82 3.55 
4 18.09 4.98 72.45 3.63 

Soccer 

1 7.18 2.07 71.21 3.47 
2 12.02 3.41 71.60 3.52 
3 19.47 5.24 73.06 3.71 
4 26.04 6.91 73.46 3.77 

Mean 11.04 3.05 71.05 3.51 
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Table 3. Parallel Decoder performance for GOP 8 

Sequence BP 
Reference 
Time per 
frame (s) 

Parallel 
Time per 
frame (s) 

TR(%) SpeedUp 

Foreman 

1 5.89 1.64 72.24 3.60 
2 10.71 2.65 75.26 4.04 
3 17.94 4.32 75.94 4.16 
4 25.72 6.40 75.10 4.02 

Hall 

1 2.81 1.19 57.6 2.36 
2 4.10 1.53 62.75 2.68 
3 6.75 2.12 68.66 3.19 
4 10.54 2.99 71.67 3.53 

CoastGuard 

1 3.61 1.41 60.86 2.56 
2 7.42 2.43 67.25 3.05 
3 13.36 4.11 69.27 3.25 
4 20.15 6.42 68.14 3.14 

Soccer 

1 8.89 2.26 74.51 3.92 
2 15.20 3.75 75.36 4.06 
3 23.12 5.72 75.26 4.04 
4 31.16 7.70 75.28 4.05 

Mean 12.96 3.54 70.32 3.48 
 

 

 

Fig. 5. DVC sequential decoding time line execution 

6 Conclusions 

The WZ video decoding is highly complex and this could be a problem for 
applications which have delay requirements. This work presents a WZ parallel 
decoding scheme by means of muticore processors. In this approach each GOP is 
decoding in an independent and parallel way, so that this scheme could be used in 
different WZ implementations without taking into account the implementations 
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details of a particular approach. In addition, our proposed decoder maintains the same 
RD results than the sequential version.  The time reduction reached is above 70% on 
average and it is extensible for longer GOP lengths with similar results. In spite of the 
feedback channel is still a bottleneck in DVC decoding, this proposed scheme could 
be used without modifications with more core architectures (following the current 
market tendency) and even in architectures without feedback channel.  
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Abstract. Scalable Video Coding (SVC) uses a notion of layers within the en-
coded bitstream for providing temporal, spatial and quality scalability, separate-
ly or combined. By truncating layers the bitstream can be adapted to devices 
with different characteristics and to varying network constraints. Since the ma-
jority of the existing video content is encoded using H.264/AVC without scala-
bility, they cannot benefit from these scalability tools, so a transcoding process 
should be applied to provide scalability to this existing encoded content. In this 
paper, an algorithm based on Machine Learning techniques for temporal scala-
bility transcoding from H.264/AVC to SVC focusing on mode decision task is 
discussed. The results show that when our technique is applied, the complexity 
is reduced by 82% while maintaining coding efficiency. 

Keywords: Scalable Video Coding (SVC), H.264/AVC, Transcoding, Tempor-
al Scalability, Machine Learning. 

1 Introduction 

The users’ demand for multimedia content such as video streaming in digital video 
services has grown spectacularly in the last years. These video streams, generally, are 
encoded to reduce the necessary storage and the network bandwidth for transmission. 
In 2007, the scalable extension of the H.264/AVC [1][2] video coding standard was 
finalized. Scalable Video Coding (SVC) [3] provides temporal, spatial, quality scala-
bility or a combination of these. An SVC bitstream is organized in layers (one base 
layer and one or more enhancement layers). The base layer represents the lowest 
frame rate, spatial resolution and quality resolution while the enhancement layers 
provide improvements allowing a higher frame rate, resolution and/or quality. The 
bitstream is adaptable to the channel bandwidth or the terminal capabilities by trun-
cating the undesirable enhancement layers. 

Today, most of the digital video streams are still created in a single-layer format 
(such as H.264/AVC video streams) so they cannot benefit from this scalability. This 
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fact leads to the need for developing alternative techniques to enable video adaptation 
between non-scalable and scalable bitstreams. In this framework, transcoding ap-
proaches are one of the solutions used to adapt a video stream by reducing the tem-
poral resolution, lowering the spatial resolution, decreasing the visual quality, or 
changing the coding format.  

In this paper, an efficient video transcoding [4] technique is proposed for trans-
forming H.264/AVC bitstreams to SVC bitstreams providing temporal scalability. 
The ultimate goal is to perform the required adaptation process faster than the 
straightforward concatenation of decoder and encoder while maintaining its coding 
efficiency. In the H.264/AVC standard and its SVC extension, inter prediction is car-
ried out by means of variable block size motion estimation, which is able to eliminate 
the temporal redundancy between two or more adjacent frames. This approach sup-
ports motion compensation block sizes ranging between 16x16, 16x8, 8x16 and 8x8, 
where each of the sub-divided regions is a Macroblock (MB) partition. If the 8x8 
mode is chosen, each of the four 8x8 block partitions within the MB may be further 
split in 4 ways: 8x8, 8x4, 4x8 or 4x4, which are known as sub-MB partitions. In the 
proposed approach, the reduction in complexity is obtained by reusing as much in-
formation as possible from the original bitstream, such as H.264/AVC mode decision, 
residual, etc. to reduce the encoding SVC time focusing on the mode decision 
process. This time saving is achieved by narrowing the possible modes where the 
standard can choose by using a decision tree built using Machine Learning (ML) 
tools. This technique is applied to different sequences using varying GOP sizes in 
Baseline Profile. 

The remainder of this paper is organized as follows. In Sect. 2, the state-of-the-art 
for H.264/AVC to SVC transcoding is discussed. Sect. 3 introduces briefly the tem-
poral scalability technique in SVC. In Sect. 4, our proposal is described. In Sect. 5 the 
results of applying our approach are presented and, finally, in Sect. 6 conclusions are 
shown.  

2 Related Work 

In the literature different proposals exist for using Machine Learning for transcoding. 
Some examples are [5][6].  

In the framework of H.264/AVC-to-SVC video transcoding, in the last few years, 
different techniques have been proposed. They can be classified into three different 
types of scalability.  

For quality-SNR scalability, in 2006 Shen at al. proposed a technique for transcod-
ing from hierarchically-encoded H.264/AVC to Fine-Grain Scalability (FGS) streams 
[7]. In 2009, De Cock et al. presented different open-loop architectures for transcod-
ing from a single-layer H.264/AVC bitstream to SNR-scalable SVC streams with 
Coarse-Grain Scalability (CGS) layers [8]. In 2010 and 2011, they proposed simple 
closed-loop architectures that reduce the time of the mode decision [9][10]. 
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Regarding spatial scalability, in 2009 a proposal was presented by Sachdeva et al. 
in [11]. The idea consists of an information single layer to SVC multiple-layer for 
adding spatial scalability to all existing non-scalable H.264/AVC video streams. The 
algorithm reuses available data by an efficient downscaling of video information for 
different layers. 

Finally, for temporal scalability, in 2008 a transcoding method from an 
H.264/AVC P-picture-based bitstream to an SVC bitstream was presented in [12] by 
Dziri et al. In this approach, the H.264/AVC bitstream was transcoded to two layers 
of P-pictures (one with reference pictures and the other with non-reference ones). 
Then, this bitstream was transformed to an SVC bitstream by syntax adaptation. In 
2010 Al-Muscati et al. proposed another technique for transcoding that provided tem-
poral scalability in [13]. The method presented was applied in the Baseline Profile 
and reused information from the mode decision and motion estimation processes from 
the H.264/AVC stream. The same year we presented an H.264/AVC to SVC video 
transcoder that efficiently reuses some motion information of the H.264/AVC decod-
ing process in order to reduce the time consumption of the SVC encoding algorithm 
by reducing the motion estimation process time. The approach was developed for 
Main Profile and dynamically adapted for several temporal layers [14]. Later, in 2011, 
the previous algorithm was adjusted for Baseline Profile and P frames [15]. At this 
point, we emphasize that the present work is another step in the framework of 
H.264/AVC to SVC video transcoders. Our previous approaches [14][15] focused 
only on the motion estimation process, where the idea consists in reducing the search 
area dynamically based on the incoming H264/AVC motion vectors. On the contrary, 
in this work, while the motion estimation is kept untouched, the approach is extended 
to a MB mode decision algorithm which is explained in next section. As future work, 
we can try to combine both approaches together. 

3 Temporal Scalability in SVC 

Since our proposal focuses on temporal scalability, a brief explanation about this type 
of scalability is given in this section. For a comprehensive overview of the whole 
scalable extension of H.264/AVC, the reader is referred to [3]. 

As it was said in the introduction, in a sequence with temporal scalability, the bit-
stream is encoded in layers. The base layer (with an identifier equal to 0) represents 
the lowest frame rate while the temporal enhancement layers (with identifiers that 
increase by 1 in every layer) increase the available frame rate. By removing temporal 
layers, the frame rate can be adapted dynamically. 

Fig. 1 shows a sequence with a Group of Pictures (GOP) of 8 encoded as four 
temporal layers. The base layer (layer 0) consists of frames 0 and 8 and provides 1/8 
of the original frame rate. Frame 4 lies within the first enhancement temporal layer 
and, decoded together with layer 0, produces 1/4 of the frame rate of the full se-
quence. Layer 2 consists of frames 2 and 6; together with layers 0 and 1 it provides a 
frame rate that is 1/2 of the frame rate of the whole sequence. 
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Fig. 1. Distribution per temporal layer of the frames within a GOP = 8 

Temporal scalability can be achieved using P and B coding tools that are available 
in H.264/AVC and by extension in SVC. Flexible prediction tools were provided that 
make it possible to mark any picture as a reference picture, so that it can be used for 
motion-compensated prediction of the following pictures. In this way, to achieve tem-
poral scalability, SVC links its reference and predicted frames using hierarchical pre-
diction structures [16] which define the temporal layering of the final structure. As 
was mentioned previously, the temporal base layer represents the lowest frame rate 
that can be obtained. The frame rate can be increased by adding pictures of the en-
hancement layers. There are different structures for enabling temporal scalability, but 
the one used by default in the Joint Scalable Video Model (JSVM) reference encoder 
software [17] is based on hierarchical pictures with a dyadic structure where the num-
ber of temporal layers is thus equal to 1+ log2[GOP size]. 

Temporal scalability based on P pictures was introduced in [18]. This technique 
provides lower latency and is particularly useful for multimedia communications like 
mobile video broadcasting or mobile digital television where the transmission of a 
scalable bitstream would be a good solution to address mobile terminals with several 
requirements. 

4 Proposed H.264/AVC-to-SVC Video Transcoder 

4.1 Motivation 

One of the computationally most intensive tasks involved in the SVC encoding 
process is the MB mode decision. Therefore, this is one of the more suitable parts of 
the proposed H.264/AVC-to-SVC transcoder to be accelerated.  H.264/AVC and its 
extension SVC support both intra prediction and inter prediction in P or B frames. 
Intra prediction only requires data from the current picture, while inter prediction uses 
data from pictures that have been previously coded and transmitted (reference pic-
tures) and is used for eliminating temporal redundancy in P and B frames. As it has  
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been depicted before, SVC supports different MB and sub-MB partitioning modes for 
inter prediction as shown in Fig. 2.  Moreover, SVC also allows intra predicted mod-
es, and a skipped mode in inter frames for referring to the 16x16 mode where no mo-
tion and residual information is encoded. 

 

Fig. 2. Macroblock and sub-macroblock partitions for inter prediction 

Since for choosing the best partitioning, every block size is checked by the SVC 
encoder (as part of the proposed transcoder), a way to reduce the time spent by this 
mode decision process is trying to narrow the set of possible MB partitions. This pa-
per proposes an algorithm which makes use of some information gathered in the 
H.264/AVC decoding algorithm to reduce the MB partitions to be checked in the 
SVC encoder. By using a data mining procedure, an algorithm which implements a 
decision tree is proposed. This decision tree is generated by means of machine learn-
ing tools.  

Although the prediction structure (and as result, the frames used as a reference) of 
H.264/AVC without temporal scalability (in this case using the well-known IPPP 
pattern) and SVC are not the same, some data extracted from the H.264/AVC decod-
ing algorithm can still be reused in the transcoder. This information can help us to 
find out the best partitioning structure without the needed of checking all the MB 
partitions. This correlated information extracted from the H.264/AVC decoding algo-
rithm is depicted in Fig. 3. In this figure, the correlation between the residual and MV 
length calculated in H.264/AVC with respect to the MB coded partition done in SVC 
are shown. 

In this case, after an extensive analysis, we observed that stationary areas or objects 
with slow motion are often coded in MBs without sub-blocks (such as 16x16, 16x8 or 
8x16) or even as Skipped where the MB contains no residual data. On the other hand, 
the regions with sudden changes (scene, light, an object that appears) are coded using 
inter modes with smaller MB mode partitions (such as 4x8, 8x4, 4x4) or even using 
the Intra mode. Moreover, we also found a high correlation between the length of the 
MVs calculated by H.264/AVC and the final MB mode decision where long MVs 
suggest more complicated MB partitions such as 4x4, while shorter MVs lead to 
simpler MB partitions. These relationships can be observed in Fig. 3 as well. Taking  
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(a) Original frame (b) Residual H.264/AVC 

(c) MVs in H.264/AVC 

 
(d) MB mode decision in SVC 

Fig. 3. Exploiting the correlation using Machine Learning 

into account these observations, the information that needs to be extracted from the 
H.264/AVC decoding process is: 

• Residual: The residual data of every block of 4x4 pixels is used by the decoder to 
reconstruct the MB, so this information will be available in the decoding process. 
For our purpose, only the residual data of the luma component is extracted. 

• Motion vectors: This information is available as well in the decoding process. The 
motion vectors of each MB are extracted. Note that each MB in H.264/AVC can 
have more than one pair of motion vectors since each MB can be further divided in 
smaller partitions. 

• Mode decision of H.264/AVC: The MB partitioning of each MB in H.264/AVC is 
related to the residual and the motion vectors and can give us valuable information. 

4.2 Generating the Decision Tree 

Data mining is the process of finding correlations or patterns among dozens of fields 
in large relational databases. This information can be converted into knowledge. Ma-
chine learning is a scientific discipline concerned with the design and development of 
algorithms that allow computers to evolve behaviors based on empirical data. It has 
the decision making ability with low computation complexity, basically, if-then-else 
operations. For this proposal, we used ML tools for converting the relationships be-
tween data extracted from the H.264/AVC decoding process and the MB mode parti-
tioning of SVC into a decision tree. By using this decision tree, the possible modes 
that can be chosen by the encoder are narrowed down.  

This decision tree was built using the WEKA software [19]. WEKA is a collection 
of machine learning algorithms for data mining tasks and also contains tools for data 
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pre-processing, classification, regression, clustering, association rules, and visualiza-
tion. For every MB, the extracted information is used to generate the decision tree 
(used to decide the MB partitioning later). Some operations and statistics are calcu-
lated for this data such as the length of the motion vectors, the variance of means of 
the residual of 4x4 blocks or the mean of variances of the residual of these blocks. 

The information enumerated in Section 4.1 together with the SVC encoder mode 
decision was introduced and then, an ML classifier was run. In this case, the well-
known RIPPER algorithm [20] was used. The process for building the decision tree 
for H.264/AVC-to-SVC transcoding is shown in Fig. 4. The obtained binary decision 
tree has three decision levels: 

• First level: Discriminates between LOW {SKIP, 16x16, 16x8, 8x16} and HIGH 
COMPLEXITY {INTRA, 8x8, 8x4, 4x8, 4x4} modes. 

• Second level: Inside the LOW COMPLEXITY bin, a decision between {SKIP, 
16x16} or {16x8, 8x16} is made. 

• Third level: Inside the HIGH COMPLEXITY bin, a decision between {8x8, 8x4, 
4x8} or {4x4, INTRA} is made. 

 
Fig. 4. Building the decision tree 

This tree was generated with the information available after the decoding process 
and does not focus on the final MB partition, but reduces the set of MB modes that 
can be chosen by SVC encoder. This is represented in Fig. 4 where the white circles 
represent the set of MB partitions the SVC encoder can choose from. The ML process 
gives us a decision tree that classifies correctly in about 87% of the cases in the 1st 
level, 80% in the 2nd level and 93% in the 3rd level. For all this cases, training with 
Football and testing with the rest of sequences of the performance evaluation (see 
Section 5). 

This decision tree is composed of a set of thresholds for the H.264/AVC residual 
and for the statistics related to it. Since the MB mode decision, and hence the thre-
sholds, depend on the Quantization Parameter (QP) used in the H.264/AVC stage, the 
residual, the mean and the variance threshold will be different for each QP. The solu-
tion is to develop a single decision tree for a specific QP and adjust the mean and the 
variance threshold used by the trees based on the QP. 
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5 Implementation Results 

In this section, results from the implementation of the proposal described in the pre-
vious section are shown. Test sequences with varying characteristics were used, 
namely Foreman, Harbour, Mobile, City, Soccer and Hall in CIF resolution (30 Hz) 
and QCIF resolution (15 Hz). These sequences were encoded using the H.264/AVC 
Joint  Model (JM) reference software [21], version 16.2, with an IPPP pattern and a 
fixed QP = 28 in a trade-off between quality and bitrate. Then, for the reference re-
sults, the encoded bitstreams are decoded and re-encoded using the JSVM software 
[17], version 9.19.3 [17] with temporal scalability, Baseline Profile and different val-
ues of QP (28, 32, 36, 40). 

For the results of our proposal, encoded bitstreams in H.264/AVC are transcoded 
using the technique described in the previous section. This technique was applied to 
the enhancement temporal layers because, as it was shown in [15], the two enhance-
ment temporal layers with the highest identifier are where most encoding time is 
spent. In these results, the Football sequence has been excluded from the evaluation 
set since it was used as a training sequence for generating the decision tree. 

In Table 1, 2 and 3 the results for ∆PSNR, ∆Bitrate and Time Saving are shown 
when our technique is applied compared to the reference transcoder. ∆PSNR and 
∆Bitrate are calculated according to the Bjøntegaard-Delta metric [22].  

Time Savings are calculated for the full sequence (‘Full Seq.’) and for the temporal 
layers where the technique is applied to (‘Partial’). To evaluate it, (1) is calculated 
where Tref denotes the coding time used by the SVC reference software encoder and 
Tpro is the time spent by the proposed algorithm. 

 Tsaving (%) = 100 · (Tref -Tprop)/Tref  (1) 

Table 1. RD performance and time savings of the approach for GOP = 2 and different 
resolutions 

RD performance and time savings of H.264/AVC-to-SVC transcoder 
GOP = 2

QCIF (15 Hz) CIF (30 Hz) 

Sequence 
∆PSNR 

(dB) 
∆Bitrate 

(%) 

Time Saving 
(%) ∆PSNR 

(dB) 
∆Bitrate 

(%) 

Time Saving 
(%) 

Full 
Seq. 

Partial 
Full 
Seq. 

Partial 

Hall 0.042 -0.05 57.96 85.38 0.055 -0.08 58.94 86.64 
City 0.026 0.92 57.16 84.16 0.055 0.25 58.24 85.61 
Foreman 0.077 1.21 56.20 82.70 -0.059 1.51 58.12 85.46 
Soccer 0.036 1.45 54.34 79.86 0.021 1.28 56.28 82.85 

Harbour 0.022 -0.13 52.91 77.95 0.047 -0.35 56.12 80.58 
Mobile 0.033 -0.15 52.28 76.93 0.080 -1.10 54.51 80.09 

Average 0.039 0.54 55.14 81.16 0.033 0.25 57.03 83.54 
∆PSNR: Difference in quality (negative means quality loss); ∆Bitrate: Bitrate increase; 

Time Saving: complexity reduction. 



 Fast Mode Decision Algorithm for H.264/AVC-to-SVC Transcoding 593 

The values of PSNR and bitrate obtained with the proposed transcoder are very 
close to the results obtained when applying the reference transcoder (re-encoder) 
while around 65% of reduction of computational complexity in the full sequence and 
82% in the specific layers is achieved. The resulting Rate-Distortion (RD) curves for 
the CIF SVC bitstream with GOP = 4 is shown in Fig. 5 where it can be seen that our 
proposal for transcoding is able to approach the RD of the reference transcoded (re-
encoded) without any significant coding efficiency loss. Due to the space restriction, 
only one RD plot can be shown; the rest of the figures are similar. 

Table 2. RD performance and time savings of the approach for GOP = 4 and different 
resolutions 

RD performance and time savings of H.264/AVC-to-SVC transcoder 
GOP = 4

QCIF (15 Hz) CIF (30 Hz) 

Sequence 
∆PSNR 

(dB) 
∆Bitrate 

(%) 

Time Saving 
(%) ∆PSNR 

(dB) 
∆Bitrate 

(%) 

Time Saving 
(%) 

Full 
Seq. 

Partial 
Full 
Seq. 

Partial 

Hall 0.219 0.04 74.58 85.80 0.328 -0.45 74.69 86.45 

City 0.064 1.93 75.69 86.04 0.200 0.66 76.30 86.96 
Foreman 0.251 2.34 72.68 83.55 -0.112 3.01 74.63 85.65 
Soccer 0.043 2.24 72.11 81.83 0.021 2.37 72.35 83.05 
Harbour 0.107 -0.68 68.30 78.88 0.175 -1.22 71.75 81.57 
Mobile 0.142 0.15 65.37 76.51 0.229 -1.69 69.83 80.37 

Average 0.138 1.00 71.46 82.10 0.140 0.45 73.26 84.01 

Table 3. RD performance and time savings of the approach for GOP = 8 and different 
resolutions 

RD performance and time savings of H.264/AVC-to-SVC transcoder 
GOP = 8

QCIF (15 Hz) CIF (30 Hz) 

Sequence 
∆PSNR 

(dB) 
∆Bitrate 

(%) 
Time Saving (%) ∆PSNR

(dB) 
∆Bitrate

(%) 

Time Saving 
(%) 

Full Seq. Partial Full Seq. Partial 
Hall 0.158 0.37 70.59 86.28 0.025 0.47 70.69 86.83 
City -0.008 2.67 70.16 85.70 0.175 1.32 70.10 86.16 
Foreman 0.210 3.22 66.89 82.89 -0.001 3.58 69.96 85.91 
Soccer 0.074 2.61 65.19 80.63 -0.001 2.99 68.07 83.55 
Harbour 0.048 0.15 64.60 79.54 0.072 -0.18 65.54 80.60 

Mobile 0.031 0.87 64.82 79.36 0.233 -0.84 65.81 81.10 

Average 0.086 1.65 67.04 82.40 0.084 1.22 68.36 84.02 
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Fig. 5. Rate-distortion performance of CIF sequences with GOP = 4 

Finally, our technique is capable of outperforming earlier solutions such as in 
[12][13][15]. In contrast to [12], we show that our proposal can be successfully ap-
plied to a wide range of test sequences with varying motion characteristics and resolu-
tions. A comparison with these proposals is shown in Table 4. This comparison is 
done with the values available in the papers (PSNR and Time Saving for Foreman 
CIF with GOP = 2 and an average of PSNR and Time Saving for different sequences 
in QCIF and CIF resolutions and GOP = 8). Regarding ΔBitrate, there is not numeri-
cal information in [12] and [13] and comparing to [15] the ΔBitrate is similar. 

Table 4. Comparison between different proposals 

Comparison with other proposals 

 
GOP = 2 

CIF - Foreman 
GOP = 8 

QCIF 
GOP = 8 

CIF 

Proposal 
∆PSNR 

(dB) 
TS 
(%) 

∆PSNR 
(dB) 

TS 
(%) 

∆PSNR 
(dB) 

TS 
(%) 

Dziri et al. [12] -0.50 47.00 -- -- -- -- 

Al-Muscati et al. [13] -0.50 37.00 -0.200 55.20 -- 62.10 
Garrido-Cantos et al. [15] -0.01 41.79 -0.027 51.90 -0.040 48.83 

Our technique -0.06 58.12 0.086 67.04 0.084 68.36 
∆PSNR: Difference in quality (negative means quality loss); TS: complexity reduction. 

6 Conclusions 

In this paper, a proposal based on Machine Learning tools for transcoding 
H.264/AVC bitstreams to SVC streams with temporal scalability has been presented. 
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This scalability makes it possible to adapt the video contents to different mobile de-
vices regarding frame rate. Moreover, by applying our proposal, the complexity of the 
macroblock mode decision process is reduced. The experimental results show that it is 
capable to reduce the coding complexity by around 82% where it is applied while 
maintaining the coding efficiency. 
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Abstract. We present a novel method to register multispectral acquisitions on a
3D model. The method is based on the external tracking of the acquisition sys-
tems using close-range photogrammetric techniques: multiple calibrated cameras
simultaneously observe the successive acquisition systems in use. The views from
these cameras are used to precisely determine the position of each acquisition
system. All datasets can then be projected in the same coordinate system. The
registration is thus independent from the quality and content of the data. This
method is well suited to the study of cultural heritage or any other application
where we do not wish to place targets on the object. We describe the method and
the simulation pipeline used to find an adequate setup for two case studies.

Keywords: 2D-3D registration, close range photogrammetry, optical calibration,
3D digitization, multispectral acquisitions, cultural heritage.

1 Introduction

The analysis of cultural heritage objects relies on multiple techniques of which contact-
less analysis techniques are favored. Two such optical techniques are multispectral
imaging and 3D digitization. Both are increasingly used to document and analyze cul-
tural heritage objects. Multispectral imaging systems are used to produce more faithful
color reproductions [2], for pigment identification [10] or to decipher overwritten text
in palimpsests [5] for example. On the other hand, 3D models can be used to observe
the surface structure of an object without manipulating it. This is useful both for con-
servators and for communication purposes. Art scholars can examine fine brushstrokes
on paintings and chisel marks of statues. 3D models can also be used to create virtual
museums and as virtual archives of an object. 3D digitization and multispectral imaging
provide complementary data and it is interesting for conservators to be able to visualize
both datatypes in an integrated frame. 3D models with multispectral texture can also be
used for web-museums or enhanced reality applications.

Systems which simultaneously perform the 3D digitization on an object and ac-
quire multispectral texture [9,14] generally do not reach the resolution each system can
achieve independently. These systems are also very bulky and not transportable. Using
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separate systems for the multispectral acquisitions and the 3D digitization of a given
object we benefit from the high resolution each acquisition system offers. We can also
choose and adapt each acquisition system independently to the present application. This
approach, however, requires to register the acquisitions in a single coordinate system.
We develop a registration strategy based on close-range photogrammetry techniques to
precisely asses the position and orientation of each acquisition system during its use.
This paper presents a description of the registration strategy and simulation results for
two real scenarios. The strengths of our multimodal registration method are:

– A method suitable for registering data with no salient features
– A registration precision independent from the content of the acquired data
– A registration method which works for many different optical sensors
– A flexible solution suitable for many different applications

2 Related Work

2D-3D registration. If the various bands that form a multispectral acquisition have
been properly calibrated and registered, registering a multispectral acquisition on a 3D
model is equivalent to image to 3D registration. Most 2D-3D registration techniques
have the same global setup: first estimate the external camera parameters (position and
orientation) of the 2D acquisition system as well as its focal length and possibly other
internal parameters (lens distortion, principle point, etc); then use these parameters to
project the image on the 3D model.

If we have a set of corresponding points in the two datasets, a calibration method
such as Tsai’s [15] can be used to estimate the camera parameters. These pairs of 2D-
3D points can be natural features, or targets that are added to the scene to guide the
registration. There are several drawbacks to this approach: Manually detecting corre-
sponding points is time-consuming, yet the accuracy of the registration depends on this
task. Also, image vision algorithms can rarely be used to automatically detect corre-
sponding points due to the very different data structure. When studying cultural her-
itage objects we have the additional problem that often few natural salient features are
present in both the 2D and 3D datasets, yet we can not use targets as they may damage
the fragile and unique surfaces.

Another strategy to estimate the camera parameters is based on the maximization
of mutual information developed in the late 1990s [8,16]. Here we compare successive
views of the 3D model to the image and iteratively compute the camera parameters.
The precision of the ensuing registration is of the order of a few pixels, though the suc-
cess of such methods greatly depends on the rendering strategy (depth map, silhouette,
illumination related, etc.) as illustrated in [4].

Our approach differs in that we evaluate the camera parameters using photogram-
metric techniques, instead of interpolating them from the acquired data.

Photogrammetric Tracking. Photogrammetric tracking is used in industrial settings for
the real-time calibration of robot arms. Two setups exist: either a calibrated camera
is fixed to the arm and observes the background which has been covered with targets
[6], or a target object is attached to the robot arm which is observed by several pho-
togrammetric cameras surrounding the scene [7,13]. Our work is based on the second
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Fig. 1. Setup of the on-site acquisitions: a group of photogrammetric cameras observe each ac-
quisition device while it images the surface from several positions

approach: multiple photogrammetric cameras observe an acquisition system defined by
several targets. A similar setup has been used in [3] to guide the 3D registration pro-
cedure of a high precision scanner using a second scanner. We extend the scope of
this setup to multimodal registration and demonstrate its flexibility and adaptability to
several acquisition settings.

3 Material and Methods

3.1 Acquisition Pipeline

Fig. 1 represents the in-situ acquisition setup: a group of photogrammetric/tracking
cameras observe the acquisition devices as they successively digitize the surface under
study from various positions. Several calibration and acquisition steps are necessary
before, during and after the acquisition process to obtain a precise registration.

Pre-Processing. The following two steps must be performed independently for each
acquisition system, either before or after the on-site acquisitions.

– Acquisition system characterization: the relative position of the targets on the
acquisition system is measured by taking multiple photos of the acquisition
system with several surrounding targets as well as at least one scale bar.

– Acquisition system calibration: a calibration procedure provides us with the
interior camera parameters of each acquisition system.

On-Site Acquisitions. The following steps must be performed once the photogram-
metric cameras are set up to observe the acquisition devices in all their planned
positions.
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– Calibration of the photogrammetric cameras: the standard procedure of taking
several simultaneous images of a target plate in many positions provides us
with the interior and exterior camera parameters.

– Data acquisitions: simultaneously from the acquisition system in use and all
tracking cameras.

Data-Processing. We now have the data necessary to perform the registration. This is
done in two steps:

– The photogrammetric cameras interior and exterior orientation, the acquisition
system characterization and the view of the acquisition system by the tracking
cameras during the acquisition process are used to compute the position and
orientation of each acquisition system for each acquisition.

– The acquisition system calibration and the position and orientation of each
acquisition system in the same coordinate system enable us to project all the
object data in a common coordinate system.

The precision of the final registration depends on many parameters such as the number,
focal length, position and sensor of the photogrammetric cameras; the dimension of
acquisition area, etc. Simulations enable us to test many configurations and evaluate
how precisely we can detect the position and orientation of each acquisition system.

3.2 Simulation Pipeline

We use a three stage simulation pipeline to predict how precisely we can track the
position of each acquisition system. We start by creating a scene under 3ds Max which
contains the object under study, an acquisition device in different positions and the
photogrammetric cameras. Each acquisition device is simplified by a box modelized by
a variable number of points. These points represent the targets that we will attach to our
acquisition device. The scene is exported as a *.WRL file and read by a lab-developed
software. This software calculates the images seen from each camera as given by the
focal length defined in 3ds Max. Lens distortion parameters can be entered manually.
This software is also used to add Gaussian noise to the following four scene parameters:

Object Coordinates: The coordinates of the targets that define the object in the coor-
dinate system defined by the photogrammetric cameras. These are usually known
with a precision of 0.1 mm or 0.05 mm.

Picture Coordinates: The coordinates of the targets in the images taken by the pho-
togrammetric cameras. These are usually known with a precision of 1/10 of a pixel.
If the conditions are good (sufficient contrast and focus, well resolved targets) the
picture coordinates can be resolved with an accuracy of 1/30 of a pixel.

Camera Translation: The position of the photogrammetric cameras (X, Y, Z coordi-
nates). The accuracy of these values depends on the camera setup and the results
of the calibration procedure. We can usually resolve them with an accuracy better
than 0.05 mm.

Camera Rotation: The orientation of the photogrammetric cameras (Ω, Φ , K coordi-
nates). We usually know these coordinates with an accuracy better than 0.05 mrad
though this also depends on the success of the camera calibration.
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The resulting data is then exported as a *.axo file to be treated by a lab-developed soft-
ware based on the AXOri library [1]. This library can perform the inverse calculation
of the camera positions, their interior orientation or the object position, depending on
the input parameters.

3.3 Acquisition Systems

Multispectral cameras. The multispectral acquisitions are performed either by a lab-
designed multispectral camera or with a commercial camera from FluxData (FD-1665-
MS). A few characteristics of both cameras are given in the top portion of Table 1. The
lab-designed mulitpsectral camera is based on a filter-wheel and has been used in the
past to document these objects. Careful calibration and a neural network algorithm pro-
vide us with a reflectance spectra for each pixel [12]. On the other hand, the FluxData
camera is based on a 3 CCD system which provides simultaneous data for each spec-
tral band. This camera acquires less spectral bands than the lab-designed multispectral
camera, but the bigger sensor and pixel size will allow us to register the data more
precisely.

3D digitizing system. The digitizing of the surface is carried out by a commercial fringe
projection system (Atos III, manufactured by GOM). The system can digitize a field of
view of 500 × 500 mm2 with a resolution of 0.25 mm. A smaller field of view of
150× 150 mm2 can be acquired with a resolution of 0.07 mm.

Photogrammetric cameras. The grayscale cameras we use have a 5 megapixel sensor
(AVT Stingray F-504B). This 2/3" sensor is large enough to ensure good results, while
still being compatible with good quality optics (we use an 8 mm Pentax lens).

3.4 Objects under Study

This work stems from the need to study both the surface structure and the spectral
properties of two cultural heritage objects: a sandstone sarcophagus and a wall painting.

We are interested in monitoring the deterioration of the surface of a polychrome
sandstone sarcophagus from the 3rd century A.D. This sarcophagus is in a crypt under
the Friedhofs chapel of the St. Matthias abbey in Trier (Germany). The sarcophagus was
discovered by archaeologists approximately fifty years ago. Unfortunately, the airflow
and humidity in the crypt has been damaging the surface and fragmentary remains of
polychromy. The area of the sarcophagus facing the entrance of the chamber is very
damaged. Traces of polychromy on the surface of the sarcophagus are flaking while the
stone itself erodes. We study an area of approximately 40 × 70 cm2 on this face. Our
goal is to precisely localize and quantify the structural and spectral degradation of the
sandstone and polychromy in this zone. The need to precisely register the two datasets
stems naturally from the will to find correlations in the structural and spectral aging of
the surface.

We also monitor a 16th century wall painting located in the Brömser Hof in Rüdes-
heim (Germany). In 2008 this wall painting was partially restored. Regular acquisition
campaigns on both the restored and non-restored surfaces are being carried out to com-
pare the aging of these two areas. Once again, the changes that can arise over time
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are both spectral and structural. This accounts for the complementary acquisition tech-
niques and the need to register the data an integrated dataset.

4 Results and Discussion

The simulation proceeds in three steps: First we optimize the camera arrangement for a
given number of cameras observing the acquisition system. This is done while adding
noise only to the picture coordinates. Once an optimized setup has been found, we
simulate the camera calibration. This tells us how precisely we can expect to evaluate
the interior and exterior camera parameters on site. We use the output values to define
reasonable noise to add to the camera parameters in the next step. We can then simulate
the full tracking procedure with realistic noise. If we do not reach our target goal at this
stage, there are other parameters that can be tweaked, such as the number of targets that
define the acquisition system. The full strategy is illustrated in detail in the case of the
sarcophagus. For the wall painting configuration, we only present a few intermediate
results.

4.1 Sarcophagus

Accuracy goal. We assume the acquisition system is 50 cm from the acquisition surface
of the sarcophagus. The field of view and pixel size at this distance for each multispec-
tral camera are given in the second section of Table 1. We need 3 × 6 acquisitions to
cover the full area of interest with sufficient overlap using the lab-designed multispec-
tral camera (and 4×8 acquisitions using the FluxData multispectral camera). We do not
perform the simulations for every 18 (respectively 32) positions. Instead, we calculate
the achieved accuracy for the four corners of the rectangle thus defined, as well as for
the central position. All results correspond to the worst spatial accuracy in X, Y or Z
and the worst angular accuracy achieved in Ω, Φ or K over all the test positions.

Our goal is to register the multispectral data on the 3D model with an accuracy of
at least half a pixel. We must thus track the imaging systems with an accuracy better
than half a pixel of the multispectral camera in use. This constraint is harder to achieve
with the lab-designed multispectral camera which has smaller sensor cells (see the first
section of Table 1). It is also generally much harder to reach the desired angular ac-
curacy than the desired spatial accuracy. Our goal is thus to detect the lab-designed
multispectral camera with an angular accuracy of 0.128 mrad. Given the size of the
area of interest, we would like to reach this target value using no more than four pho-
togrammetric cameras.

Optimizing the camera arrangement. In these simulation runs the acquisition device
is modelized by a box defined by 26 points. The dimensions of the box are that of the
lab-designed multispectral camera. During this simulation phase we only add noise to
the picture coordinates, with a standard deviation of 1/10 of a pixel (0.345 μm). The
successive setups are described bellow. As can be seen in the corresponding simulation
results (Table 2), varying the camera positions does not greatly alter the results.
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Table 1. Characteristics of the multispectral images and simulation goal to detect each acquisition
systems with half a pixel accuracy. The target value is typeset in boldface.

Object – sensor Lab-designed FluxData
distance multispectral camera multispectral camera

Sensor size 1392× 1040 659× 494
(

pixels2
)

Cell size 6.45 9.9 (μm)
Focal length 25 25 (mm)
Angular accuracy goal 0.128 0.198 (mrad)

Field of view
0.5m

178× 134 130× 98
(

mm2
)

Pixel size on object 0.129 0.198 (mm)
Spatial accuracy goal 0.064 0.099 (mm)

Field of view
1.8m

641× 482 469× 352
(

mm2
)

Pixel size on object 0.464 0.713 (mm)
Spatial accuracy goal 0.232 0.356 (mm)

Table 2. Optimizing the camera arrangement to track the lab-designed multispectral camera in
front of the sarcophagus. The best results are typeset in boldface.

Camera
Results

Mean number of visible points per camera
Arrangement

Spatial Angular
(mm) (mrad) Camera 1 Camera 2 Camera 3 Camera 4

(a) 0.0218 0.326 19 19 18.2 16.6
(b) 0.0212 0.334 19 19 18.2 18.2
(c) 0.0210 0.300 19 18.8 17.4 17.4
(d) 0.0240 0.342 19 19 17.4 17.4
(e) 0.0200 0.312 19 19 17.4 17.4

(a) Initial setup created by placing the cameras roughly at 90◦ angles (top row of Fig.
2). This configuration is based on the authors experience as well as general guide-
lines in close range photogrammetry such as those given by [11]. We notice that
camera 4 is not very well placed, as it only sees a mean of 16.6 points over the five
positions. Since the lowest position of the acquisition device is on the ground, it is
not possible to place the bottom cameras as low as we would like to. The bottom
tracking cameras are constrained to 10 cm to 20 cm above the ground and thus
detect less points than the top two. On the other hand, raising the top two cam-
eras would reduce the number of points that are well detected by all cameras, an
essential factor for a stable configuration.

(b) Based on setup (a), cameras 2 and 3 are placed symmetrically to cameras 1 and 4
with respect to the y-z plane. As could be expected the results are worse, though
more points are detected than in the previous setup.

(c) Based on setup (a), cameras 1 and 4 are positioned symmetrically to cameras 2 and
3 with respect to the y-z plane. The results are greatly improved, though camera 2
does not see as many points as it could.
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Fig. 2. Top row: view of camera arrangement (a), first configuration. Bottom row: view of camera
arrangement (e), optimized configuration.

Table 3. Orientation results for the sarcophagus configuration

Noise Results Characteristics of next input noise
Picture Coord. Spatial Angular Camera Transl. Camera Rot. Description
(pixel = μm) (mm) (mrad) (mm) (mrad)

1/10 0.345 0.0210 0.030 0.03 0.04 Strong constraints
1/30 0.115 0.0070 0.010 0.01 0.02 Low constraints

(d) Cameras 1 and 2 from setup (b), cameras 3 and 4 from setup (c). Taking what seems
like the best from the two previous setups surprisingly gives worse results.

(e) Based on setup (c), we increase the perpendicularity of the intersections (bottom
row of Fig. 2). The angular results are not increased but camera 2 detects more
points. We thus base the following simulations on this setup.

Orientation. To define how precisely we can detect the position and orientation of
the cameras during a real calibration we simulate positioning several target fields in the
area between the cameras and the sarcophagus. These simulations are also performed by
adding noise only to the picture coordinates. We evaluate how accurate the calibration
is if the picture coordinates are resolved with a precision of 1/10 of a pixel and 1/30 of
a pixel. Adding a reasonable margin to these results defines a realistic amount of noise
to use on the subsequent simulations (see Table 3) .
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Table 4. Simulation results for the sarcophagus configuration. The results that are better than our
target angular accuracy are typeset in boldface.

Noise parameters Results
Object Picture Coord. Object Coord. Camera Transl. Camera Rot. Spatial Angular

(pixel = μm) (mm) (mm) (mrad) (mm) (mrad)

Lab MSC 0.0200 0.312
FluxData MSC 1/30 0.115 0.05 0.01 0.02 0.0200 0.580
Gom Atos III 0.0216 0.252

Frame 1
1/30 0.115 0.05 0.01 0.02

0.0192 0.132
Frame 2 0.0140 0.100

Frame 2
1/30 0.115 0.1 0.01 0.02 0.0262 0.184
1/10 0.345 0.1 0.03 0.04 0.0328 0.230

Table 5. External dimensions of the acquisition systems

Acquisition system
Width Height Depth
(mm) (mm) (mm)

Lab designed multispectral camera 270 320 180

FluxData multispectral camera 92 112 187

GOM Atos III 3D digitization system 490 170 300

Simulations with realistic noise. We apply the lowest realistic noise (strong constraints)
to three boxes of the dimension as the acquisition systems (these dimensions are given
Table 5) defined by 26 points. The results are given in the top section of Table 4. The
target spatial accuracy is reached for all three acquisition systems and its value is hardly
influenced by the the dimension of the acquisition system. The target angular accuracy
on the other hand is not reached and depends on the size of the acquisition device. Big
objects are tracked with a better angular accuracy than small objects. If our acquisition
systems were large enough, we could thus detect them with the angular accuracy we
seek. We can enlarge the acquisition systems by fixing them to a three-dimensional
frame which will also support the targets. We thus evaluate how precisely we can detect
a 500×500×500 mm 3 cube covered with 26 targets (Frame 1) or 56 targets (Frame 2).
The second section of Table 4 shows that this higher amount of targets is necessary to
reach the desired angular accuracy. The third section of Table 4 shows that we need
to ensure the best acquisition conditions possible to reach our goal: if we increase the
noise added to the parameters, we no longer reach the target angular accuracy.

4.2 Wall Painting

Our goal is once again to register the data with an accuracy better than half a pixel. We
are interested in an area that is 2 × 1.5 m2. We assume that the multispectral cameras
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Fig. 3. View of the optimized camera arrangement in front of the wall painting

are 1.8 m from the wall surface. At this distance, we need 16 acquisitions to cover the
full area of interest with the lab-designed multispectral camera and 25 acquisitions to
cover the full area of interest with the FluxData multispectral camera.

We start by optimizing the camera arrangement. These simulations are performed
using Frame 2. The optimized arrangement with four cameras (see the top section of
Table 6) has an angular accuracy which is very far from our target goal, even though
we only apply noise to the picture coordinates. We thus use 6 cameras to track the
frame in front of the area of interest. Since we know that using more than four cameras
to observe the same area does not greatly improve the tracking accuracy, we divide
the observed area in two overlapping zones, each of which is observed by 3 cameras.
The optimized arrangement is illustrated Fig. 3. The angular accuracy thus achieved is
greatly improved.

We now evaluate how precisely the camera calibration can be performed for this
setup. The spatial results are a factor two worse than those achieved for the setup in
front of the sarcophagus while the angular results are only slightly worse (see the second
section of Table 6).

As previously, we use these results to define realistic noise to add to the full setup.
Once again, we reach our angular accuracy goal only if we can detect the picture coor-
dinates with an accuracy of 1/30 of a pixel and the object coordinates with an accuracy
of 0.05 mm. These are strong but achievable constraints.

The final results are valid if we move the full setup (photogrammetric cameras and
acquisition systems) closer to the wall painting. However, as we move closer to the wall
painting, the size of a pixel on the object decreases. If the acquisition system is too
close to the object the constraining value to reach our accuracy goal of half a pixel will
be the spatial accuracy instead of the angular accuracy. In the final setup, the spatial
accuracy reached is 0.0152 mm. This value is larger than half a pixel as long as the
distance between the wall painting and the lab-designed multispectral camera is more
than 12 cm. This distance is even smaller for the FluxData multispectral camera. Using
6 photogrammetric cameras we can thus track our acquisition systems with a precision
better than half a pixel in front of any area of 2 × 1.5 m2 that is at least 12 cm away
from the object.
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Table 6. Simulation results for the wall painting configuration

Number of
Noise parameters Results

cameras
Picture Object Camera Camera

Spatial Angular
Coord. Coord. Trans. Rot.

(pixel = μm) (mm) (mm) (mrad) (mm) (mrad)

Camera 4
1/10 0.345 0 0 0

0.0138 0.208
positioning 6 0.0164 0.116

Orientation
6 1/10 0.345 0 0 0 0.0408 0.036
6 1/30 0.115 0 0 0 0.0138 0.012

Full results
6 1/10 0.345 0.1 0.05 0.04 0.0292 0.200
6 1/30 0.115 0.1 0.02 0.02 0.0230 0.156
6 1/30 0.115 0.05 0.02 0.02 0.0152 0.106

5 Conclusion and Future Work

Simulations show that we can to evaluate the position and orientation of an acquisition
system in front of an area of 40× 70 cm2 with an angular accuracy of 0.100 mrad and
a spatial accuracy of 0.05 mm using four cameras photogrammetric cameras. Using
six cameras we reach comparable results (0.106 mrad angular accuracy and 0.015 mm
spatial accuracy) for an area of 2×1.5 m2. These configurations will enable us to project
multispectral data (or any 2D information) on a 3D model with an accuracy better than
half an image pixel.

These simulation results will be validated through a series of lab tests. Then, we
will test our technique on the two cultural heritage objects which motivated this study.
Though only very specific results are given, this technique is widely adaptable to other
setups and different constraints. Furthermore, the technique works independently from
the acquisition systems used, as long as they are based on optical sensors that can be
characterized and calibrated. This setup could thus be extended to other applications.
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Abstract. In this paper, we share our experience of applying the mod-
ern multimedia technologies to the traditional performing art in a drum-
ming performance project, U-Drumwave. By deploying an interactive
system on the drumming stage, the audience will see augmented visual
objects moving on the stage in accord with the performer’s drumming
rhythms. The creation and display of the visual objects are integrated
with the concept of story intensity curve in order to vary the perceptual
degree of tension given to the audience during the performance.

Keywords: Interactive Art, Drumming Performance, Spatial AR.

1 Introduction

U-Drumwave is a project for producing a new style drumming show with the
creation of a sense of harmony between the traditional art performance and the
modern multimedia technologies. We incorporated the existing interactive and
spatial augmented reality technologies into the traditional East Asian drumming
performance of U-Theatre1. In this show, the U-Theatre artists aim to convey
the harmonious relation between humans and the universe. To express the idea,
the stage was designed as shown in Figure 1. We set up a transparent screen
between the audience and the stage. From the audience’s viewpoint, visual con-
tents will be projected on that screen, appearing as augmented objects near to
the performer so as to create a perception that there is no boundary between the
performer and the world (the projected contents). In addition, the visual effects
will be in response to the performer’s actions in a synchronized rhythmic man-
ner to express the performer’s sense of mutuality and understanding toward the
world. To ensure the visual contents’ style would conform to U-Theatre’s con-
veyed messages, the contents are jointly created by both the drumming group
and our visual design artists through an iterative discussion process. We also
incorporate the concept of story intensity curve in the film theory [5] into the

1 http://www.utheatre.org.tw/
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(a) Overview (b) Actual setup

Fig. 1. The setup of our U-Drumwave stage

design of our visual effects in order to give better comprehension of the idea be-
hind the performer’s motions to the audience. The U-Drumwave project was suc-
cessfully presented to the committees of Taiwan’s Council for Cultural Affairs2

on November 17, 2010, and also granted the government’s financial support. In
this paper, we will share our experience of running this project and describe our
design philosophy and the corresponding implementation details.

1.1 U-Theatre Introduction

U-Theatre is a renowned Taiwanese performance group. It was founded in 1988
by their artist director Ruoyu Liu in a mountain forest in Taipei’s Muzha Area.
Inspired by Jerzy Grotowski who trains performers in mountains, Liu emphasizes
how performers sharpen their bodily sensation and inner awareness. In 1993, af-
ter studying meditation in India and Tibet, the drum master ChihChun Huang
join the group. Huang requests that before practicing drumming, performers
must learn meditation. This training course not only changes the temperament
of U-Theatre members but also sets the tone of their performance: athletic drum-
ming and martial arts. Because U-Theatre represents the harmonious encounter
between the West and the East in its performances, it is highly evaluated by
international artists. U-Theatre has been regularly invited to perform in art
festivals of different countries, such as the Netherlands, Italy, Germany, Spain,
France, and so forth.

2 Artist’s Intentions and Design Strategies

Liu thinks that a show, in essence, is the expression of “an individual’s attitude
toward life.” For U-Theatre members, the attitudes are “living in the moment”
and the unification of “Tao3” and “Yi4”. Huang believes that the spiritual states
2 Taiwan’s highest official institution for planning cultural establishments and policies.
3 A Chinese character generally meaning “way”, here means self-improvement.
4 A Chinese character generally meaning “skill”, here means live with art.
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during meditating and performing are the same. When the performers drum with
meditative minds, each hit on the drums strikes the heart chord of the audience.
Contrarily, the loud pounding of drums makes the audience stay calm. Then, the
performance becomes a comfort for the audience. In this show, the U-Theatre
artists tend to further emphasize the relation between humans and the universe.
That is, with open minds, there will be no boundaries among people. Then,
there will be no boundary between humans and the world. Humans will develop
a sense of mutuality and understanding toward natural beings. To convey the
above ideas, our design strategies are listed below.

2.1 Transparent Screen

The transparent screen between the audience and the stage (cf. Figure 1) will
help to provide the feelings of no boundary between the performer (humans) and
the projected visual contents (the world). From the audience’s viewing direction,
the contents becomes virtual objects near the performer. There are many means
that could create this experience (c.f. Section 6.1). We use a near-transparent
projection screen made of gauze. The gauze is coated with special painting ma-
terials so that it reflects non-black lights only. Accordingly, black contents pro-
jected on the screen become transparent while other-colored contents will be
normally shown (c.f. Figure 2(a)). With appropriate lights, stage design and
seat arrangement, the audience will not notice the existence of the screen and
the immersive experience is created. The advantages of gauze screen are flex-
ibility and portability. For our purpose to “hide” the screen, its size should
be as large as possible. Fabricating large gauze screen is easier than making
large electronic screen e.g. OLED (Organic light emitting diode). Furthermore,
the gauze screen is easy to be decomposed. Its frame and its gauze can be de-
tached (c.f. Figure 2(c)) and the frame can be further divide into short rods (c.f.
Figure 2(b)). This makes it easier to be moved among different theatres and
more suitable for tour performances.

(a) (b) (c)

Fig. 2. (a) The gauze screen coated with special painting materials reflecting non-black
lights only. (b)(c) Snapshots of our staff’s assembling the gauze screen on the stage.
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2.2 Interaction

With the assistance of interaction technologies, we can make the visual effect in
accord with the rhythms of performers’ actions detected from drumming sound.
For example, “the time to appear”, “the speed of movement”, and “the size”
of visual effects may correspond to sound events like “timings of hit”, “speed
of hits”, and “strengths of hits”, respectively. We regard each visual effect as
a virtual character, relative to the real character: the performer. Each virtual
character has its own reaction to the performer. Combining all these virtual and
real characters forms a story intensity curve (c.f. Section 2.4) that may increase
the comprehensibility and attractiveness for the audience.

2.3 Visual Content Design

The visual content are designed through an iterative process. Initially, our vi-
sual design artists proposed several designs to the U-Theatre artists. Then, they
re-designed the contents according to U-Theatre artists’ feedbacks. The above
process iterated several times until the both sides have reached a common agree-
ment. As a result, all the visual contents are joint creations of both U-Theatre
and our visual design artists. During the design process, we found that the U-
Theatre artists prefer plain, abstract, or natural contents, instead of fancy ones.
The designed contents are listed below: geometric symbols (Figure 3), Buddhist
styled symbols (Figure 4), and simulated natural phenomena video (Figure 5).

(a) (b) (c) (d) (e)

Fig. 3. Geometric Symbols: (a) Energy Wave(EW), (b) Stroke(ST), (c) Triangle(TR),
(d) Rectangle(RE), (e) Circle(CR)

(a) (b) (c) (d)

Fig. 4. Buddhist Styled Symbols: (a)(b)(c) Part of Abstract Sanskrit Totems (TT),
(d) Sutra Video Screenshot (SU)
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(a) Level 1 Fog (FG1) (b) Level 2 Fog (FG2)

(c) Raining (RA) (d) Sunshine (SH)

(e) Raindrop (RD) (f) Lightning (LT)

Fig. 5. Screenshots of Simulated Natural Phenomena Videos

2.4 Story Intensity Curve

The term “story intensity” refers to the degree of tension that the audience
experienced[5]. A good story that people would enjoy often contains three stages:
exposition (EX, beginning), conflict (CO)/climax (CX) and resolution (R)[5].
The story intensity during these stages often follows the shapes like Figure 6(a).
In real world, the curve is often jagged (c.f. Figure 6(b)), but the overall shape
will still conform to the standard one [5].

To increase the comprehensibility and attractiveness of the performance, both
the U-Theatre artist and we carefully arranged the performer’s action and the
appearing order of the visual contents in order to conform to the standard story
intensity curve (c.f. Figure 6(c)). First, the U-Theatre artist adds an exposition
section in the beginning of the original pure-drumming to introduce the “inter-
action” in this show. In the exposition, the performer will act with his motions
similar to the projected visual effects, just like he is playing around with the
drum. For example, he may use his drum sticks to draw a triangle above the
drum with a triangle (cf. Figure 3(c)) showing on the screen at the same time.
After that, the performer normally drums loud or soft according to an internal
story intensity in his mind. As illustrated in Figure 6(c), the visual contents are
also arranged to conform the story intensity curve (including the one hidden in
the performer’s mind). First, the geometric symbols accompany the exposition
section. Then, the Sanskrit totems appear as a bridge between geometric sym-
bols and the sutra book video. As the performer drumming to the climax and
suddenly drumming soft, we switch the visual contents to the category of natural
phenomena. In this section, we let the worst weather (FG2+RA+LT) match the
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Fig. 6. Standard Story Intensity Curve: (a) Theoretic story intensity curve (b) Real
world story intensity curve (c) The Story Intensity Curve of U-Drumwave (i): Testing
and playing around with the drum (introducing interactivities) (ii): Drumming to the
climax, then suddenly drumming soft (iii): Drumming from soft to loud (climax), and
vice versa (iv): Drumming very softly, then stopping drumming, slowly going off stage

climax of drumming. After it clears up and the performer stops drumming, the
raindrop effects are shown to decrease the intensity.

3 System Implementations

3.1 Physical Installation

Figure 7 illustrates the physical installation of U-Drumwave. We regard the com-
bination of the blending PC (the red PC) and two projectors (Hitachi CP-A200
3 LCD) as a virtual projector. The main programs running on the control PC
(the white PC) analyzes the signals from the audio mixer and then outputs the
corresponding visual effects to the virtual projector. During the run-time, the
working screen will display the control GUI.

Virtual Projector. Since the gauze screen is wider than the maximum range
that one projector can cover, we use two projectors in charge of each half of
the projected contents. To reduce the effort of calibration, a blending program
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Fig. 7. Semantic Illustraction of the Physical Installation

running on the blending PC is embedded as a plug-in of KMPlayer5, a free
video playing software available on the web. There are also tools for helping
adjust the overlap ratio of the two halves and tuning the affine transformation
parameters of each half (c.f. Figure 8). After adjusting, every video played by the
KMPlayer will apply these parameters and show on the gauze screen seamlessly.
Since KMPlayer supports real-time playback of frame grabber cards, we let the
control PC just output VGA signals as for normal projectors, and KMPlayer
on the blending PC plays frames captured from frame grabber card as playing
a normal video. For the control PC, the combination of the blending PC and 2
projectors forms a virtual projector.

(a) Before Adjusting (b) During Adjusting (c) After Adjusting

Fig. 8. Adjusting the projection parameters on the stage

5 http://www.kmplayer.com/

http://www.kmplayer.com/
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3.2 Software Architecture on the Control PC

The software architecture on the control PC is described in Figure 9. We im-
plemented it on the Cycling’74 Max/MSP/Jitter6 platform. The system can
be divided into three parts: audio processing, virtual character, and mixer-like
control interface.

Mixer-like 
Controller

Audio Processing Virtual Character

Virtual Character

Virtual Character

Virtual Character

Virtual Character

Onset 
Detection

Tempo
Determination

Tempo

Onset 
Timing

Onset 
Energy

Control PC

Composite 
Frames

Composite 
Frames

ControlControl
GUI

Audio Mixer (Input)

Working 
Screen

Virtual 
Projector

Fig. 9. Control Software Architecture

3.3 Audio Processing

In the audio processing part, we tend to detect the onsets of the input signal.
For drumming performance, the onsets can be approximately regarded as beats.
Thus, we then determine the tempo information using the timings of the onsets.

Onset Detection. The goal of onset detection is to find the timing and the
strength of every hit to the drum. By observation, a hit on the Chinese drum pro-
duces a vertical line on the sound spectrogram. As a result, our approach is similar
to the “spectra difference” method mentioned in [1] except that we use bark-scaled
spectrogram instead and a different peak picking method. The bark-scaled (25
subbands) spectrogram is computed using Tristan Jehan’s MSP external “bark∼”
[8]. The onset detection function f(n) is calculated by the sum of the rectified
energy difference of each frequency band between successive audio frames. We
modified the peak picking method to adapt to this live application. That is, the
determination of onsets only depends on previous frames. If f(n) exceeds a certain
threshold, we report an onset happened at time n. However, when the performer
drums fast, f(n) becomes less discriminative. As a result, two thresholds are used.
The total energy in the previous frame E(n − 1) determines which threshold to
use. As shown in Equation 1, the indicator function O(n) represents the detected

6 http://cycling74.com/

http://cycling74.com/
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onsets. When O(n) = 1, an onset is detected, we output a “bang” message and
the corresponding f(n) value reflecting its strength. That is,

O(n) =

⎧⎨⎩
1 , E(n− 1) > T high

E and f(n) > T low
f

1 , E(n− 1) ∈ (T low
E , T high

E ] and f(n) > T high
f

0 , otherwise.
(1)

In addition, the widely used spectral brightness feature[9] is used to reduce false
detection caused by other sounds (e.g. human voice). We regard an onset happens
if O(n) = 1 and Brightness(n) < 0.08 because the drum usually sounds bass.
The core of the onset detection algorithm is implemented in JavaScript.

Tempo Determination. After obtaining the timing of each onset, we further
estimate the tempo (in BPM, beat per minute) of the drumming performance
through the reciprocal of onset intervals. An MSP built-in object sync∼ supports
the above BPM calculation. However, using sync∼, the BPM value only updates
when it receives “bang” message. As a result, we implement our own patch to
immediately update the tempo once the performer starts to slow down. We not
only calculate BPM value upon receiving a “bang”, but also check the elapsed
time from the last onset to now. Once the elapsed time exceeds the last onset
intervals, we replace the onset interval as this elapsed time. Subsequently, the
output tempo value will gradually decrease when the performer start to slow
down until he hits the drum again.

3.4 Virtual Character

The virtual character part deals with the response actions of the visual contents
to the audio events. Figure 10(a) shows the structure of one virtual character
and its relationships to other components. Users will decide whether a virtual
character is allowed to show through the control interface. Once being allowed,
the virtual character starts to receive audio processing results. Then, it appears
according to the properties of showing based on its settings. For example, the
size may be full-screen or varying with the onset energy. The vanish time may be
receiving “not allowed to show” or automatic vanishing upon last video frame.
The virtual character is implemented as a wrapper object of “jit.qt.movie”
and “jit.gl.videoplane”. We choose this combination because it is easier to
composite multiple images and videos with varying properties. Besides, the alpha
channel works better with “jit.gl.*” objects. This makes it easier to show
irregular shape objects without revealing annoying rectangle frame and blocking
other objects beneath them.

3.5 Control Interface

Figure 10(b) shows a screenshot taken from the control interface of U-Drumwave
system. Motivated by audio mixer devices, we design 2 check boxes and one slider
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Fig. 10. (a) The structure of Virtual Character (b) Control Interface Screenshot

bar for each virtual character (the bottom part). One check box controls loading
the virtual characters into the memory. The other one determine whether the
characters are allowable to show. The slider bar controls the transparency of the
character’s appearance. we also design a presetting part to record the appearance
settings, so the users can switch numerous settings of virtual characters simul-
taneously. To avoid sharp changes between settings, the slider bar will smoothly
slides to the target value. “Fade-in/out” effects between the characters are then
resulted. The “onset bang” button at the right hand side will light up each time
while an onset is detected. If an important event is miss detected, clicking the
button to send an “bang” message is a remedy.

4 Live Demo

The U-Theatre artists combined U-Drumwave with their other drum songs to
create a 40-minutes show and presented it to the committees of Taiwan’s Coun-
cil for Cultural Affairs on Nov. 17, 2010. Figure 11 presents some snapshots
taken during the performance7. The government-appointed reviewers highly ap-
preciated the show. They commented like, “Very splendid! Fortunately this is
not another tech-show! The technology and the art mix just right and seamless.”
After the show, the reviewers also enjoy the interactive system. The exposition of
U-Drumwave acquired the most interest. Finally, they granted financial support
for U-Theatre to run the formal version on August, 2011 in Taiwan.

5 Discussion

The most difficult but also the most interesting development challenge of the
U-Drumwave project is the communications between engineers and artists. Our
crew comes from various professional domains. We have the drum master, the
artistic director, the visual design artists, the gauze screen technicians, the
recording technicians and the interactive program engineers. The U-Theatre
7 Demo video: http://www.cmlab.csie.ntu.edu.tw/~known/ud/

http://www.cmlab.csie.ntu.edu.tw/~known/ud/
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(a) (b) (c)

Fig. 11. Snapshots captured from the live U-Drumwave performance

artists often describe things via feelings. These descriptions are vague for the
engineers to write programs. Besides, the U-Theatre artist used to impromptus
and often change the plot when rehearsing. It is a challenge for the engineers to
change the programs as fast according to the artists’ requests. The control UI
helps a lot to these issues. The artists and the engineers can discussed the flow
and the design of the contents with viewing the results on the gauze screen. Be-
sides, it is easily to immediately modify virtual characters’ actions, just like a real
man changing his gestures. Thus, the resulting performance nicely harmonizes
the art and the technology.

6 Related Work

6.1 Spatial Augmented Reality

Spatial Augmented Reality (SAR) is one of AR’s sub-domain. SAR does not re-
quest users to equip with eye-wornor head-mount display. As Bimber and Raskar[4]
mentioned, existing SAR techniques can be categorized into 3 groups according
to the display techniques used: “screen-based video see through display”, “spatial
optical see-through display” and “projection-based spatial dispaly”. The first one
mixes captured image and virtual object as video and displays on regular moni-
tors. The second one overlays synthetic image on real object through optical tech-
niques, such as optical combiners [3], transparent screen ([10] and our approach)
or optical hologram[2]. The last one directly projects image seamlessly on physical
object’s surface instead of a projection screen[7].

6.2 Interactive Technology for Performance

The development of interactive technology for performance has long been
explored. The first representative work was Gordon Pask and Robin McKinnon-
Wood’s electromechanical system MusiColour in 1953 [6]. Motivated by the con-
cept of synaesthesia, Pask makes color lights adjusted in response to live music.
The responded color lights are treated as another performer on the stage. There
are many follow up systems. Sparacino et al. [11] gave a widely survey of inter-
active spaces of performing art. A recent approach was Wei et al.’s Ozone[12], a
state-based interactive system for live performance.
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7 Conclusions and Future Work

In this paper, we share our experience of harmonizing the technology and the art
to produce a show. The artistic intentions are realized through the development
of a technology enabled interactive system on the performing stage, including the
combinations of a transparent screen, the sound-driven interactive technology,
iterative visual content design and the concept of story intensity curve. It is
our belief that U-Drumwave has created a new style of performance and set a
working example. As for the further improvements, possible directions include
enhancing the onset detection accuracy, incorporating timbre recognition, real-
time rendered particles, and human action detection with IR or depth cameras.

Acknowledgments. The rest crew of U-Drumwave: Ruoyu Liu, ChihChun
Huang, Tai-Huei Lee, MAKA Inc., Chris Wu, Vivi Chen, Eddie Lin, Jade Cheng,
Bala Tsai, Chien-Tse Yang, Hao-Ming Chen, and Edward Chang.
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Abstract. With the recent standardization of WebGL as part of
HTML5, new possibilities have arisen for graphically intensive web-based
applications. This paper presents our gigapixel texture visualization sys-
tem which runs entirely within the limitations of a standards-compatible
browser. Compared to existing approaches, our system offers high-
performance 3D texture visualization and streaming without any ded-
icated plugins. We show that real-time performance can be achieved
(less than 12ms render time per frame) on current-generation desktop
hardware for texture data sets of at least 15 gigapixels.

Keywords: Streaming, WebGL, Visualization.

1 Introduction

The introduction of the new HTML5 standard has enabled a new generation of
web applications. Web applications are no longer constrained to DOM based user
interfaces or proprietary plugins to generate rich visual output. Standardized
technologies such as the 2D canvas and 3D WebGL allow graphics operations to
be scripted directly from within JavaScript. By generating graphics entirely on
the client side, the latency and bandwidth of the web application can also be
significantly reduced compared to systems generating graphics in the cloud and
streaming the results to the clients as a video stream.

Visualizing high-resolution image and texture data sets is a challenging prob-
lem which has many practical uses. For example, GIS, biology, archeology, her-
itage, and educational applications all have benefited from efficiently aquiring
and accessing large image data sets [1]. In this paper we will show how access-
ing large texture data sets can be made possible within the framework of the
HTML5 standard by using WebGL and other HTML5 features.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 621–623, 2012.
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Table 1. Per-frame render times of our application in different browsers. Results were
measured on a 2.4GHz Intel Core2 Quad CPU and a NVIDIA Geforce GTX 480.

Google Chrome 12 Mozilla Firefox 5 Opera 11 Preview

Frame Rendering
(ms)

12 2.5 3.1∗

* Note, the Opera 11 preview currently generates invalid results.

2 Visualizing Gigapixel Texture Data Sets Using HTML5

There are currently several web-based technologies that allow acessing GigaPixel
images over the web1,2. However most of these technologies rely on the use of
the Adobe Flash plugin to do the most graphics-intensive parts of their visu-
alization work. In addition to this, all these visualizations are limited to 2D
images. Furthermore, they rely on analytical approaches to determine the set
of required data[2] which do not extend well to 3D visualizations. By adopting
concepts and ideas from the high-performance computing world [3] it becomes
possible to visualize large texture data sets applied on 3D models and geometry
in real time on the latest versions of most major browsers. Our method works
by offloading the most computationally expensive operations to the GPU using
WebGL and uses algorithmic optimization to accelerate the remaining steps in
JavaScript. Currently we have not done any extensive code-level optimizations.

Figure 1 shows a screenshot of our demo application. This application visu-
alizes a large texture data set (122880× 122880 pixels, around 75 gigabytes of
uncompressed data) in real time in a standard browser without any custom plu-
gins. Table 1 shows the average time it takes to draw the scene in the browser.
These times include updating internal cache data-structures and generating the

Fig. 1. A screenshot of the demo running in the Google Chrome browser. This is
a visualization of orthopotography and height data made available by Utah’s State
Geographic Information Database (http://gis.utah.gov/).

1 http://gigapan.org/
2 http://www.yosemite-17-gigapixels.com/

http://gigapan.org/
http://www.yosemite-17-gigapixels.com/


Real-Time Visualizations of Gigapixel Texture Data Sets Using HTML5 623

necessary requests for image data. Note that Opera 11 Preview3 currently gives
invalid output. However on both Chrome and Firefox we can easily achieve real
time framerates while still leaving enough CPU time available for other browser
tasks. The speed difference between Chrome and Firefox are probably due to
the fact that chrome sandboxes WebGL calls and translates all commands to
DirectX, while firefox runs WebGL in the same process. However, a more detailed
investigation is needed to confirm this.

3 Conclusions

We have shown that it is possible to create computational and data intensive
applications using the latest generation of HTML5-based browsers. In particular
in our demo we have shown that 3D visualizations using high-resolution textures
are no longer limited to native applications requiring high-end computers. In the
near future this technology will allow making large data sets available to a larger
and less technically skilled public across a wide range of computing devices.

In the future we want to further optimize our system and extend it so it
becomes a fully functional frontent for our collaborative editing tool [4]. This
will allow a large number of users to not only visualize the data set but also
modify and annotate it.

Acknowledgments. The research activities that have been described in this
paper were funded by Ghent University, the Interdisciplinary Institute for Broad-
band Technology (IBBT), the Institute for the Promotion of Innovation by
Science and Technology in Flanders (IWT), the Fund for Scientific Research-
Flanders (FWOFlanders), the Belgian Federal Science Policy Office (BFSPO),
and the European Union.

References

1. Frenkel, K.A.: Panning for science. Science 330, 748–749 (2010)
2. Kopf, J., Uyttendaele, M., Deussen, O., Cohen, M.F.: Capturing and viewing gi-

gapixel images. ACM Transactions on Graphics 26 (2007)
3. Hollemeersch, C., Pieters, B., Lambert, P., Van de Walle, R.: Accelerating virtual

texturing using cuda. In: Engel, W. (ed.) Gpu Pro:Advanced Rendering Techniques,
ch. 10.2, pp. 623–641. A K Peters (2010)

4. Hollemeersch, C.-F., Pieters, B., Demeulemeester, A., Cornillie, F., Van Semmertier,
B., Mannens, E., Lambert, P., Desmet, P., Van de Walle, R.: Graphics for serious
games: Infinitex: An interactive editingsystem for the production of large texture
datasets. Comput. Graph. 34, 643–654 (2010)

3 http://labs.opera.com/news/2011/02/28/

http://labs.opera.com/news/2011/02/28/


K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 624–626, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Enhancing the User Experience with the Sensory Effect 
Media Player and AmbientLib 

Markus Waltl, Benjamin Rainer, Christian Timmerer, and Hermann Hellwagner 

Alpen-Adria-Universität Klagenfurt, Inst. of Information Technology 
Multimedia Communication Group, Universitätsstraße 65-67 

Klagenfurt, Austria 
firstname.lastname@itec.uni-klu.ac.at  

Abstract. Multimedia content is increasingly used in every area of our life. 
Still, each type of content only stimulates the visual and/or the hearing system. 
Thus, the user experience depends only on those two stimuli. In this paper we 
introduce a standard which offers the possibility to add additional effects to 
multimedia content. Furthermore, we present a multimedia player and a Web 
browser plug-in which uses this standard to stimulate further senses by using 
additional sensory effects (i.e., wind, vibration, and light) to enhance the user 
experience resulting in a unique, worthwhile sensory experience. 

Keywords: MPEG-V, User Experience, Sensory Experience, Media Player, 
Ambient, World Wide Web. 

1 Introduction 

Each day a vast amount of multimedia content is consumed through distribution 
channels such as Blu-Ray discs or the Internet. All traditional multimedia content 
(i.e., combinations of video, audio, text, and image) has in common that it only 
stimulates the human visual and/or hearing system. Thus, research commenced which 
introduces and evaluates the enhancement of multimedia content with additional 
stimuli (e.g., olfaction, mechanoreception, termoreception) [1, 2]. 

As this research area gained a lot of interest, the Motion Picture Experts Group 
(MPEG) initiated the work on the MPEG-V – Media Context and Control [3] 
standard. Part 3 of this standard is referred to as Sensory Information (SI) and 
provides the possibility to enrich available multimedia content with additional effects 
(e.g., wind, vibration, light, scent) for enhancing the user experience. Such effects are 
described by so-called Sensory Effect Metadata (SEM) descriptions providing 
information such as the type of effect, intensity of the effect, playback time, etc. 

We [4-6] and also others [7, 8] started using and evaluating MPEG-V in various 
application areas (e.g., multimedia playback, broadcasting, World Wide Web). In the 
remainder of this paper we describe our implementation (Section 2) and demonstrator 
(Section 3). 
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2 Sensory Effect Media Player and AmbientLib 

The Sensory Effect Media Player (SEMP) is a Windows-based media player which 
offers the possibility to load videos and SEM descriptions. These descriptions are 
processed, synchronized with the video, and rendered on appropriate devices (e.g., 
ambient lights, vibration devices, fans). Currently the player supports the amBX 
system [9] consisting of two fans, two “light” speakers (left and right) with a 
subwoofer, a wall-washer unit, and a vibration panel. We used the freely available 
SDK to program the amBX system for enhancing the user experience while watching 
videos. The architecture of SEMP is illustrated in Fig. 1 (a). SEMP can automatically 
extract color information from the currently rendered frame and display the color on 
the amBX lights. 

Since more and more multimedia content is available on the Internet through 
different portals (e.g., YouTube and Vimeo), we started to work on a browser plug-in 
(called AmbientLib) which enables the sensory experience in the Web browser. The 
current version of the plug-in supports all major browsers (i.e., Opera, Google 
Chrome, Safari, Mozilla Firefox, Internet Explorer) and is easy to install. AmbientLib 
handles light effects the same way as SEMP but with the difference that the videos are 
embedded in Web sites. The plug-in is able to handle Flash videos and videos 
provided through the HTML5 video tag. Furthermore, if the plug-in detects an 
available SEM description, it also provides wind and vibration effects accordingly. 
Fig. 1 (b) presents the architecture of AmbientLib. 

 

 

Fig. 1. Architectures of the Sensory Effect Media Player (a) and the AmbientLib Plug-in (b) 

3 Demonstration 

In our demonstration, we will present both SEMP and AmbientLib. First, we will 
present videos with and without sensory effects (i.e., light, vibration, and wind) by 
using SEMP. Second, we will demonstrate a number of videos accompanied by SEM 
descriptions using AmbientLib. 
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Participants will be able to try SEMP and AmbientLib. We believe that the 
possibility to experience the sensory effects first hand will trigger discussions on this 
research. A small example of the demonstration is depicted in Fig. 2 (the fan in action 
is depicted on the upper right corner). 

 

Fig. 2. Enhanced Video Playback with SEMP 

Acknowledgments. This work was supported in part by the European Commission in 
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Abstract. We present an Emotional Music Information Retrieval system for 
mobile devices that utilizes a machine learning approach to detect latent 
emotion from within both user queries (non-descriptive queries) and the lyrics 
of songs and uses both elements to develop an effective Music Information 
Retrieval system. Emotion is extracted from the songs and queries and mapped 
into a high-dimensional emotion space, which allows for the employment of 
conventional text retrieval techniques to calculate the similarity between a user 
query and the latent emotion in song lyrics, thereby producing a ranked list of 
songs for playback. 

Keywords: Music Information Retrieval, Emotion Detection, Machine Learning, 
Emotion Space. 

1 Introduction 

Music is inherently expressive of emotional meaning, however many music search 
and recommendation systems (Google Music, Last.fm and Xiami Music etc.) rely on 
search using descriptive keywords (title, album, artist, etc.), or rely on a 
recommendation engine using past history. It is our conjecture that by integrating the 
emotion of the user, that the utility provided by a Music Information Retrieval (MIR) 
system can be significantly enhanced. Such a system is presented in this work, which 
allows a user, with no specific piece of music in mind, to still get recommendations 
that match their stated mood. 

A basic underlying premise of this work is an understanding that a user query may 
contain no descriptive keywords of specific music; rather the query may simply 
indicate the current emotional state of the user. In this paper and in prior work [1,2], 
we define such queries as Non-Descriptive Queries. We exploit the emotional context 
of such queries with the aim of providing a ranked set of songs for the user that 
matches their stated mood. In prior work on emption detection in the text domain, 
emotion can be categorized into six basic categories (ANGER, DISGUST, FEAR, 
JOY, SADNESS and SURPRISE) [3]. In addition, contextual text information from 
lyrics has been proven effective in music emotion recognition [4]. This work on 
contextual text information has had significant impact on music emotion recognition, 
but very few researchers have explored the application of emotion detection in for 
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music information retrieval. At the same time, collaborative social tagging has 
become an essential part of the solution to many MIR problems, including employing 
lyric-based search [5,6]. In this work, we extend previous work mapping the 
emotional context of both queries and songs in a high-level emotion space and 
calculating similarities within this space, whereas previous work mostly focused on 
original key attribute matching method.  

2 Approach to Emotion Detection  

With the consideration of integrating emotion into the MIR system, we designed and 
implemented a demo EMIR System, which is now described. For complete details of 
this technique, see our previous work [1.2]. 

2.1 Detecting Emotion from Lyrics  

In order to create an effective emotional music IR system, there are a number of core 
challenges that need to be addressed: 

1) A model of music representation, in our case, into a six-dimension model for 
plotting songs into an emotion space, needs to be created. 

2) Analysis of the structure of sentences in lyrics to discover potential relationships 
between emotion and sentence structure. 

3) Selection of the best performing features for emotion detection and subsequent 
emotion detection. 

4) Computation of emotion similarity betweens songs and queries to create a ranked 
list of results for playback. 

To solve these problems, we employ machine learning classify the emotion of the 
music and the queries in the same six dimension emotion space. Due to the 
complexity of computing emotion-based similarity (explicit keyword terms to implicit 
emotions), we use an increasing saturation to give weights the emotions in queries. 
Finally, to support the generation of ranked lists, we use a revised BM25 retrieval 
model, to modify the traditional tf-idf weighting method, as was proposed in our 
previous work [1, 2]. An architecture of this demonstration system is shown in Fig. 1. 

 

 

Fig. 1. Overview of EMIR system 
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2.2 User Interaction with the EMIR Demonstrator 

Our EMIR system mainly deals with user music needs by analyzing the emotion of 
users according to their queries. For demonstration purposes, the system is 
implemented on an Android mobile phone. As shown in Fig(s). 2-4, users after 
logging into the system are presented with a search interface (Fig. 2), or they may 
select the random options. Assuming search, users enter a textual query that describes 
their emotional state (e.g. ‘having a bad day’), and the emotion detection engine 
detects the emotion of the query, and the similarity search (retrieval engine) generates 
a ranked list of music according to the emotion of the query (Fig. 3). In the result 
interface, users can view more detailed information of the song or click to listen, as 
well as add it into personal playlist. The EMIR system also collects user clickthrough 
data and queries to maintain a mood curve of the user over time (Fig 4).  

Future work includes exploring fusion of mood and descriptive textual queries as 
well as a real-time recommendation engine based on the users general textual input to 
a computer (i.e. constant mood monitoring) or social networking status updates. 

 

   

Fig. 2. Search Fig. 3. Search Results Fig. 4. Mood Curve 
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Abstract. We present an algorithm for the summarization of social
events with community-contributed content from Flickr and YouTube. A
clustering algorithm groups content related to the searched event. Date
information, GPS coordinates, user ratings and visual features are used
to select relevant photos and videos. The composed event summaries are
presented with our video browser.

1 Introduction

Twenty years ago people were informed about a big social event, such as a
royal wedding, essentially through a few, authorized, professional camera teams
and journalists of printed press. Nowadays, a vast amount of additional photos,
videos and corresponding metadata are uploaded to social platforms, such as
Flickr and YouTube. If we use these social platforms to get an overview of a
specific social event, we receive a - usually extremely long - list of photos or
videos. However, long lists are not suited to get a good overview. A compact
presentation of a predefined length, which gives us a summary of the event
would be desirable. Such a summary should consist of content of good technical
quality, high diversity and high coverage [3].

We present an algorithm that summarizes real-life events based on community-
contributed content. In a summary photos and videos can be mixed up. The aim
is to provide a rich view of the original event that consists of the different views
of different people that witnessed the event.

2 Summarization and Presentation of Events

Our algorithm has six input parameters: (1) Search terms that are passed directly
to Flickr and YouTube as text queries. (2) The number of streams to be shown
in parallel. (3) The maximum duration of the event summary. (4) The name of
the location of the event. (5,6) The dates of the lower and the upper bound of
the timespan when the content must have been produced.

A summary may consist of more than a single sequence of photos and videos.
While videos have a natural length we define a default duration – currently 7
seconds – for still images in the summary. In a single sequence an image needs
a rather short time, but as soon as more than one sequence is shown in parallel
the viewers need more time to look at all photos shown in parallel.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 630–632, 2012.
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The flow chart in Figure 1 illustrates the single steps of our event summa-
rization algorithm. On Flickr we search for photos that were taken within the
specified timespan. The YouTube API, unfortunately, does not allow to state
a capturing or uploading date for the query. Therefore, we perform a post-
processing step where we eliminate those videos that do not fit into the given
timespan. The performance penalty for this is still acceptable, as we use only
metadata for the post-processing.

Fig. 1. Flow chart of algorithm Fig. 2. Screenshot of event summary

We use a text suffix tree clustering algorithm [4] to group the content based on
the textural descriptions. This algorithm has already successfully been applied to
web document clustering. It is fast, separates relevant from irrelevant content and
high quality clusters are produced even if only text snippets are available, which
is indeed the case for the metadata of multimedia content. A dominant phrase is
generated for each cluster. For the content selection we choose the largest cluster
of which the dominant phrase includes the search terms of the query.

The textual descriptions of photos and videos are often misleading. We try
to eliminate content produced in a wrong location by investigating the GPS
coordinates of the content. The location indicated in textual form is translated
into GPS coordinates using the Google Geocoding API1 and matched against
all photos and videos that have associated GPS data.

The selection of photos is based on the number of how frequently a photo has
been viewed on Flickr. The selection of videos is based on the user ratings (up to
5 stars), the number of views and the number of “likes” a video has on YouTube.
In general, the overall duration when photos are shown is approximately equal to
the duration of the videos in the summary. This ratio is automatically adapted
if the number of either the photos or the videos is too low. If the cluster selected

1 Google Geocoding API: http://code.google.com/apis/maps/documentation/

geocoding/

http://code.google.com/apis/maps/documentation/geocoding/
http://code.google.com/apis/maps/documentation/geocoding/
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for the summary contains no videos or if the length of all videos exceeds the
maximum duration, no videos are included.

To avoid redundancy we extract the Color and Edge Directivity Descriptor
(CEDD) [1] from each candidate image to compare it with all images, which are
already in the summary. If the distance to a photo in the summary is too low
the candidate image will not be added. For videos the textual descriptions are
sufficient to detect redundancy. Finally, when all photos and videos are selected
we sort the whole content based on the timestamps.

Our own video browser [2] is used for the presentation of event summaries. The
screenshot in Figure 2 shows a summary consisting of four parallel sequences.
As parallel audio playback is not desirable, the audio stream of one of the videos
is selected (either per default or by pointing at a sub-window).

To demonstrate our results we composed summaries of four well-known social
events, which took place in the last three years: (1) the inauguration of Barack
Obama, (2) the Royal Wedding of William and Kate, (3) the FIFA World Cup
Final 2010 and (4) the UEFA Champions League Final 2011. Screen captures of
the four composed event summaries are available online2.

3 Conclusion and Future Work

In this paper we presented an algorithm for the summarization of real-life events
based on community-contributed multimedia content. We used photos from
Flickr and videos from YouTube to compose four summaries of events that at-
tracted the attention of a lot of people.

The major future challenge is the temporal alignment of the content. The
timestamps from the camera metadata are not sufficient. In our future work we
are going to incorporate additional sources of information, like textual descrip-
tions of the events, for the selection and the temporal alignment of content.
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Abstract. We present a demo for person detection and tracking in high-
resolution panoramic video streams, obtained from a panoramic camera
stitching video streams from 6 HD resolution tiles. The AV content anal-
ysis uses a CUDA accelerated feature point tracker, a blob detector and
a CUDA HOG person detector, which are used for region tracking in
each of the tiles. The results of each tile are then fused for the entire
panorama to track persons over multiple tiles.

1 Introduction

The FascinatE system1 aims to create an innovative end-to-end system for im-
mersive and interactive TV services. The production process operates for a range
of viewing devices in parallel, covering anything from a mobile handset to an
immersive panoramic display. FascinatE uses a format agnostic approach [1],
which proposes a paradigm shift towards capturing a format agnostic represen-
tation of the whole scene from a given viewpoint, rather than the view selected
by a cameraman based on assumptions about the viewer’s screen size and inter-
ests. In addition to several broadcast cameras, FascinatE uses the Omnicam [1],
a high-resolution panoramic camera, which allows cropping interesting regions.
The Omnicam is a collection of 6 HD cameras for obtaining a 180◦ panoramic
video sequence stichted together from the 6 tiles.

In order to take reasonable decisions what is currently happening in the scene
and which camera streams are capturing that action, automatic content analysis
is used. In a sports scenario for example an option could be to follow a certain
athlete the majority of time on close-up unless an important action takes place
elsewhere in the scene. For such functionality, automatic detection and tracking
of objects is necessary.

2 Real-Time Person Tracking

The tracking algorithm has to detect and track persons within real-time con-
straints over six static and rectified HD image-sequences from the OmniCam.
Instead of using the ultra high definition image, each video tile is separately
� The author is now with Austrian Institute of Technology, Vienna, Austria.
1 http://www.fascinate-project.com/
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analyzed by different workstations to enable real-time analysis. The two main
steps of the person tracking algorithm are implemented by the region tracker
that detects and tracks persons in the image sequence form one tile, and the
multi-tile tracker that merges the tracking results from the different tiles. The
region tracking algorithm integrates three video analysis methods: a CUDA HOG
person-detector, a blob detector and a CUDA point tracker.

To avoid false positives at locations outside the soccer field and to further
reduce the calculation time, masks have been created for all camera sequences.
For person detection fastHOG, a real-time GPU implementation of the HOG [2]
algorithm was selected as a basis due to its favorable performance. We modified
the scale ratio of the original fastHOG implementation to meet our real-time
requirement and to extend the scale range in order to detect persons as small as
32 pixels in height. Additionally, to reduce the amount of false positive results,
only persons within certain height thresholds at a certain distance to the camera
are detected.

To overcome missed detections for situations of sudden movement changes
(esp. under presence of motion blur), a blob detector is added to the region
tracking. In our system the OpenCV blob detector2 is used. The detector is
based on a foreground/background discrimination with a subsequent grouping
of adjacent, foreground labeled pixels. The feature point tracker [3] we use for
person tracking is a very fast Lucas Kanade algorithm based GPU-feature point
tracker. To take full advantage of the capabilities of recent NVIDIA GPUs the
feature point tracker is implemented for GPUs based on the recent NVIDIA
GPU architecture Fermi [4].

The feature point tracker, the improved fastHOG and the blob detector work
in parallel, which provides stable tracked feature points and region detections.
The results of the person and blob detector for each image of the different image
sequences provide the regions of detected persons for further processing. The
extracted feature points and regions are combined as a region tracker, as shown in
Figure 1. The algorithm linking person IDs to the appropriate combined regions
with their corresponding feature points is described in [4]. The algorithm enables
to find missed person detections respectively regions by distance clustering.

The tracking system is demonstrated on a single PC with appropriate graphics
board, processing a full HD stream in real-time. Results from several streams are
collected using a light-weight Web based protocol and integrated, including re-
identification of persons moving from one tile to the other. The tracked players
are visualised in a custom player that provides functionalities for selecting and
followign regions of interest.

3 Discussion

The person multi-tile tracking algorithm for 6 parallel HD image sequences we
present performs very close to real-time. For quantitative evaluation we com-
pared the bounding boxes of the ground truth data with the bounding boxes
2 http://opencv.willowgarage.com/wiki/VideoSurveillance

http://opencv.willowgarage.com/wiki/VideoSurveillance
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Fig. 1. The left image shows detected person regions and tracked feature points. The
resulting tracked persons with their IDs are shown on the right.

of person regions obtained from content analysis. With a bounding box overlap
threshold of 25% we calculated an average precision of 95.57% and an average
recall of 58.84% for all test sequences. The high precision indicates that the
combination of both region detectors and the feature point trackers operates
sufficiently for scenes with fewer rapid movements. The lower recall is caused by
situations of sudden movement changes and turns of the players. Due to missed
detections of the fastHOG in situations of sudden turns, the performances of
the blob-tracker needs to be enhanced by further modifications. The remain-
ing occlusion issues could be solved by trajectory analysis and verification by
color-features.
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Abstract. E-memories attempt to digitally encode all life experiences in
an archive for later search and real-time recommendation. In this paper
we describe a prototype real-time e-memory gathering infrastructure and
system, that uses smartphones to gather and organise semantically rich
e-memory.

1 Introduction

An e-memory is a new concept in digital information management and refers to
the digital gathering of life experiences, whether through photos of what we see,
videos of what we experience, audio recording of what we hear, or the digital cap-
ture of our real-world interactions (e.g. locations, people or actions). Maintaining
an e-memory has been alluded to as early as 1945 by Vannevar Bush who envis-
aged a person wearing a forehead mounted camera [1] to gather life experience.
Today, the equivalent device is a SenseCam, a small wearable device that pas-
sively captures a person’s day-to-day activities as a series of photographs [6]. It is
typically worn around the neck and therefore is oriented towards the majority of
activities which the user is engaged in. The device incorporates on-board sensors
to determine when is appropriate to take a photo. Wearing a device like a Sense-
Cam, a wearer can very quickly build large and rich visual e-memories of millions
of photos and hundreds of millions of sensor readings per year.

There has been recent research activity in e-memories with the MyLifeBits
project at Microsoft gathering and making searchable, a long-term e-memory
(incorporating SenseCams) for one individual [5]. Doherty et al. have devel-
oped an event segmentation technique and browsing interface [3] for Sensecam
archives. However, one drawback of these systems is that the sensing technol-
ogy is not real-time because the user needs to upload the content periodically
to the e-memory archive before it is processed to support search and retrieval.
A real-time system would allow for context-based push retrieval from the e-
memory, thereby being more suitable as a real-time memory-aid. De Jager et al.
[2], have developed a hardware device to enable real-time capture and feedback
of life-experiences.

2 A Real-Time e-Memory Prototype

In this work, we extend prior research by developing a prototype e-memory so-
lution that operates on smartphones to gather data which is then semantically
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enriched using both physical and virtual sensors, thereby providing effective
search and retrieval facilities in real-time. The prototype system incorporates a
smartphone for data capture (worn like a SenseCam passively capturing photos
every minute), software for the segmentation and annotation of life experiences,
a server for storage of e-memories and a WWW front end to the server. There are
a number of key elements that are needed to achieve the e-memory functionality,
from life-experience capture using wearable sensors, to experience segmentation
and semantic experience annotation through to search support and user interac-
tion. We will discuss each of these elements of our prototype individually below.

Sensor Capture from Wearable Sensors. A smartphone includes sensors
that can capture a rich life-experience archive (just like a SenseCam). We mine
data constantly from onboard physical sensors; accelerometer, compass, camera,
GPS, Bluetooth, microphone, WiFi and communication/media activity sensors.
Used alone, such raw readings do not provide much semantic value, but the se-
mantic analysis (below) enriches the collection for enhanced search functionality.

Experience Segmentation. Typically, in a full day, we know that a person
encounters more than 20 individual events, with each event lasting 30 minutes
on average [4]. Prior work on event segmentation analyses the sensor streams
from SenseCams to generate a segmentation of life-experience into events, post-
capture [4]. In this work we take this approach of mining events from sensor
streams, but migrate the processing to the smartphone to operate in real-time
and upload events to the e-memory archive as they happen.

Semantic Analysis Engine for Sensor Streams. The output of the sensor
capture consists of raw sensor streams, as described above. To support real-time
analysis, both server-side and smartphone semantic analysis tools are needed;
these act as virtual (software) sensors to enrich the raw sensor streams with se-
mantically meaningful annotations. For example, using raw accelerometer values,
we can identify the physical activities of a user [7]. We utilise the following virtual
sensors; semantic date/time, meaningful location, personal physical activity, so-
cial interactions, environmental context, semantic visual concepts automatically
identified from the photos and personal context of the user’s life pattern. Using
these sources, we semantically enrich the annotations of events and construct a
narrative to describe each event, needed for both search and presentation.

Indexing, Retrieval and Presentation. In order to retrieve life experiences
for search or recommendation, either later or in real-time, the experiences and
their annotations need to be indexed. In this work we employ a standard search
engine to index the annotations for every life-experience data and provide key-
word search through the e-memory archive, ranking and presenting the multi-
media rich life experience data to the user through a WWW interface.

The prototype utilises a smart-selection algorithm to upload events to the
server (for indexing and retrieval) in real-time across a wifi or 3G network. If a
known wifi network is not available, a minimal event representation is uploaded
using 3G, with the remaining data uploaded via wifi later. The WWW interface
supports multimodal access and provides search and interaction functionality,
as shown in Figure 1.
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Fig. 1. WWW interface to an E-memory Archive

3 Conclusions

We have presented a real-time e-memory prototype that gathers life-experiences
using mobile devices and stores them in a server-based e-memory which supports
search and retrieval. The software is operational and gathers data for the e-
memory using android smartphones. Work is ongoing to develop context-aware
push e-memory recommendations and real-time search from the mobile device.
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Abstract. We participate in the Video Browser Showdown with our
easy-to-use video browsing tool. It can be used for getting a quick overview
of videos as well as for simple Known Item Search (KIS) tasks. It offers
a parallel and a tree-like browsing interface for navigating through the
content of single videos or even small video collections in a hierarchical,
non-sequential manner. We want to validate whether simple KIS tasks
can be completed without a time consuming content analysis in advance.

1 Introduction

We have already introduced our tool for instant video browsing that requires no
content analysis at all [1]. This tool is well suited for scenarios where users just
quickly want to get an overview of a video or to find specific, already known
segments in it. The latter is the case at the Video Browser Showdown.

Usually, video browsing solutions are based on content analysis of the un-
derlying video. Almost all presented solutions perform a shot segmentation first
and provide browsing mechanisms based on the shot structure. While such tools
typically perform better in retrieval tasks, the content analysis step requires a
lot of processing time.

With our participation in the Video Browser Showdown we want to show that
in Known Item Search (KIS) scenarios it is an overkill to perform a deep content
analysis. For such scenarios it is better to provide quick, yet powerful, interactive
navigation means.

2 The AAU Video Browser

At the moment our video browser offers two different views: a parallel and a
tree-based view. In both views every video is divided into n parts of equal length.
The number of parts (n) can be increased or reduced with a single click.

The parallel view is shown in Figure 1, where an example video is divided
into twelve parts of equal length. The user can navigate one level down in the
browsing hierarchy by clicking with the right mouse button on one of the video
windows. The selected part of the video is divided into n parts of equal length
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Fig. 1. Parallel View

again. To get a coarser view again, it is possible to go back to a higher level.
The parallel view can only show one level of the browsing hierarchy at a glance.

In contrast the tree-based view presents all levels simultaneously in a tree-like
structure. The context of the shown parts is better preserved. Figure 2 shows a
screenshot of the tree-based view. Each row represents one level of the browsing
hierarchy. The browsing history from the top to the bottom level is preserved
by coloring the selected parts on each layer with a green border. Therefore,
alternative browsing paths can be found quickly. If a part is selected with the
right mouse button, a new row showing only that part is added to the view.
Browsing through a video this way can be compared with navigating through a
tree structure. In Figure 2 the first part of each level has been selected.

In both views it is possible to traverse the content of the video in a hierarchical
way down, until the frame level is reached, and up again.

Beyond hierarchical browsing, our video browser can also be used for parallel
playback of the content. All parts of a video or only selected ones can be watched
in parallel. The playback speed can be adjusted, thus allowing a fast forward of
all parts shown. The slider at the bottom of the video browser can be used to
scroll through selected parts in parallel. Users can get an impression of the whole
video in a fraction of the overall duration. The audio playback is only enabled
for one selected video window (where the mouse points at). The ability to play
only the audio stream of the part regarded to be interesting, helps the users in
getting a better browsing experience.

Both introduced views are not only limited to single video files. They can be
used to explore small video collections as well. Opening a folder that contains
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Fig. 2. Tree-Based View

several videos adds an additional level to the browsing hierarchy. On the top
level all videos of the selected folder are shown, serving as starting point for a
hierarchical exploration of the whole video archive.

3 Conclusion

Our tool provides easy-to-use interaction means for non-sequential hierarchical
video browsing. The parallel view can be used to get an overview of the content
of a video by using parallel playback or parallel scrolling. The tree view provides
mechanisms for quickly exploring different search paths within a video and thus
it is better suited for Known Item Search (KIS) tasks. Our video browser is sug-
gested particularly for situations in which video analysis is not adequate (e.g.
due to lack of rich semantics) or would take too much time. At the Video Browser
Showdown we want to validate that. Nevertheless, as our video browser imple-
ments a plug-in architecture, it is possible to extend it in future with additional
views or with video analysis plug-ins, e.g. for video segmentation.
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Abstract. The known item search task (KIS) aims to retrieve a unique
video or video clip in the video corpus. This paper presents a novel
interactive video browsing system for KIS task. Our system integrates
visual content-based, text-based and concept-based search approaches. It
allows users to flexibly choose the search approaches. Moreover, two novel
feedback schemes are employed: first, users can specify the temporal
order in visual and conceptual inputs; second, users can label related
samples with respect to visual, textual and conceptual features. Adopting
these two feedback schemes greatly enhances search performance.

1 Introduction

Recently, a new video search task, named the “Known Item Search” (KIS), has
been proposed to simulate a real-world video search scenario [1]. In KIS task,
users aim to find a desired video or video clip that has been seen and known
before by mining their memory. Compared to the typical video search task,
finding relevant sample in KIS task is more difficult for two reasons: first, there
is only one right answer for each user’s query; and second, users may not be able
to completely describe the content of the desired video or video clip according
to their memory, especially when it happened a long time ago.

This paper presents a multifunctional and friendly video browsing system for
KIS task. The system assembles the visual content-based, text-based and concept-
based approaches. Users can flexibly select one or more approaches to search video
results according to their memory. Moreover, our system supports the use of tem-
poral sequence and related samples to enhance the search performance.

2 Video Browsing System

2.1 Framework

Often, a user only remembers a part of visual scenes or a part of textual informa-
tion in the desired video. Therefore, it is necessary to provide a multi-modality
search platform as shown in Figure 1. Users can input a visual, textual, or con-
ceptual query. These different queries are respectively used by a visual model,
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Fig. 1. The framework of our video browsing system

textual model, or conceptual model to retrieve the results. The final search re-
sults are then generated by fusing the individual results from these models, where
the fusion weights are manually set by the users. Browsing the search results,
users can label “related samples” [2] (the samples that are similar to the relevant
samples), or renew queries to find the desired video.

2.2 Visual Content-Based Search

When users remember some visual scenes of the desired video in their memory,
they can draw visual content on a sketchpad to form a visual query Qv. For each
visual query Qv and each keyframe Ki in the dataset, it is divided into multiple
visual blocks, where each block Bv

j (Bi
j) is represented as a feature vector f(Bv

j )
(f(Bi

j)) based on Color feature. The visual matching score R(Qv, Ki) between
Qv and Ki is calculated based on cosine distance as:

R(Qv, Ki) = 1
J

J∑
j=1

Cos(f(Bv
j ), f(Bi

j)) (1)

where J is the number of the blocks in Qv drawn by the users.
To enhance search performance, users can draw multiple visual contents and

specify the temporal order among them. This temporal relationship can be used
to enhance the prediction accuracy. Let Q = {Qv

1, Q
v
2, . . . , Q

v
M} be the sequence

of visual contents drawn by the users, where Qv
m occurs before Qv

m+1. The rel-
evance score of Ki with respect to Q is calculated by considering two factors:
the visual matching score of Ki to one of the visual contents (R(Qv

m, Ki) in
Eq (2)); and the visual matching scores of its temporal neighboring keyframes
to the other visual contents. Here, for the other M − 1 visual contents, we select
M − 1 keyframes from the 2W neighboring keyframes to maximize the value of
relevance score. Moreover, we require the temporal order of visual contents to
be consistent with that of the selected keyframes (see the constraints in Eq (2)).
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R(Q, Ki) = max
1≤m≤M

{max
pb

m−1∏
b=1

R(Qv
b , Kpb

) · R(Qv
m, Ki) ·max

pa

M∏
a=m+1

R(Qv
a, Kpa)}

s.t. pb ∈ {i−W, i−W + 1, . . . , i− 1} pa ∈ {i + 1, i + 2, . . . , i + W}
p1 < p2 < . . . < pm−1 < pm+1 < pm+2 < . . . < pM

(2)

2.3 Text-Based Search

The system allows users to select the categories for the desired video. Through
the user interface, user can specify whether the desired video clip contains speech
or subtitle. In addition, users can also indicate the semantic category which
the desired video clip belongs to. We define seven semantic categories {Ck}7k=1

(“Music”, “Entertainment”, “Education”, “Science”, “Comedy”, “News”, “Car-
toon”) suggested by the YouTube website. For each category Ck, we downloaded
the tag files of the top 100 videos from YouTube. These tag files were merged and
expressed as a normalized text vector T c

k . Furthermore, for each video clip Vn in
the dataset, we extracted textual words by ASR and OCR. After filtering stop
words, Vn is represented as a normalized text vector T v

n . Finally, we calculate
a relevance score between Vn and Ck by considering two factors: The semantic
closeness of Vn to Ck which is measured by the Google distance between T v

n and
the category name Ck; and the co-occurrence between the text words from Vn

and Ck which is measured by the cosine distance between T v
n and T c

k . We balance
these two factors with a weight parameter. When users select one category, the
system will rank the results according to the relevance scores.

2.4 Concept-Based Search

Users can express their query as a sequence of concept bundles [3], and spec-
ify the temporal order among them. For example, the query {(“car”, “sky”),
(“lady”, “singing”)} describes the desired video containing at least two shots:
one containing the concepts “car” and “sky”, that occurs before the other one
containing both “lady” and “singing”. For each concept bundle in the query, we
calculate a relevance score for each keyframe by the concept-based video search
approach [3]. The relevance score of a keyframe to the query (a sequence of
concept bundles) is calculated by the same approach as Eq (2).

2.5 Related Sample-Based Search

While browsing the search results in the interface, users can label “related sam-
ples” with respect to three features (visual content, text, or concept). For ex-
ample, user can label a keyframe as visually related sample if he thinks that it
is visually similar with one of the keyframes in the correct video. To distinguish
different kinds of related samples, we allocate three areas in the interface, and
users can drag one kind of related samples from search results to the correspond-
ing area. Furthermore, for each keyframe in the dataset, we previously found its
K nearest samples according to the three features respectively. Once the users
click a related sample, its K nearest samples are shown in the interface.
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Abstract. In this work, we present a handheld video browser that uti-
lizes two methods of search; Concept Search and Keyframe Similarity.
Concept Search allows a user to define a query using selected visual con-
cepts and presents the user with a cluster of video segments based on
extracted image features using OpponentSIFT. Keyframe Similarity has
a dependance on the previous search for input criteria, allowing a user to
select a keyframe for similarity search, returning three types of results;
local keyframes from the current scene, global shot similarity based on
visual features and text similarity of shots, based on frequently occurring
words generated from ASR transcripts.

Keywords: Multi-modal Access, tablet pc, visual concept, keyframe
similarity.

1 Introduction

Having been involved in TRECVid since its beginnings, participating in Ad-hoc
search, Instance Search and most recently in the Known Item Search task [2],
we have developed many video browser systems for evaluation. In this work,
we present a handheld video search and browsing engine that integrates shot
boundary detection, optimal keyframe extraction, scene detection, concept-based
querying, keyframe browsing and three-way similarity search to allow a user to
locate a known video item with minimum input and in as short a time as possible.

In this work our chosen platform is a tablet PC, which can be either an iPad
or any Android tablet. The interface is developed in HMTL 5, thereby allowing
cross-platform deployment. The user is presented with an interface which has
a title bar (top of the screen, permanently visible) containing a set of concepts
that help to partition the collection. Users select concepts to build a visual query,
this visual query returns a ranked list of shots which are displayed in descending
order of relevance. The user can either select a keyframe to determine if it is
correct, select other concepts to refine the search or do a similarity search on
the selected keyframe to obtain items with similar visual, textual features or
keyframes from the same video segment. At the point when the user has found
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the required video segment, s/he will tag the video segment and move onto
process another information need. There are a number of key search/browsing
techniques that our tablet search engine implements:

– Concept Search: Models are trained to recognize real-world entities such
as Person, Vehicle, Building etc, from the source video. These extracted
keyframes are compared to these models and given a probability of contain-
ing query defined concept features and the engine ranks the results on this
probability in descending order.

– Keyframe Browsing: The results returned to the user are in the form of
a keyframe browser, in ranked order. The user may browse through these
results attained through searching as they will contain the entire collection
of keyframes.

– Similarity Search: Upon selection of a keyframe that seems similar to the
user information need, the user is presented with a tabular view of keyframes
within the same video scene, a list of keyframes containing comparative low-
level features and a list of keyframes which share similar textual features
based on ASR keywords.

In the following section we will discuss in more detail the underlying technologies
that support the segmentation, searching and browsing functionality.

2 Technical Components

2.1 Constituent Video Segmentation

In order to facilitate easy browsing through the video, we have implemented a
shot boundary detection algorithm and a scene segmentation algorithm.
Keyframes are selected to represent each video shot by calculating the most
average frame by determining the average vector representation of the MPEG-7
descriptors and finding the closest frame to it. Scene segmentation enables the
browsing through an entire scene associated with any selected video shot, which
a user can do when exploring shot similarity. This is achieved by making the
assumption that unrelated scenes have a significantly different representation of
the audio signal. Therefore, we determine the Mel-Frequency Cepstrum Coeffi-
cients (MFCCs) of the video’s audio layer and segment the video by identifying
the neighbouring coefficients which have a delta above a threshold.

2.2 Concept Search

Concept-based search is a effective method to bridge the gap between low-level
features and high-level semantics. A series of concept detectors were trained by
using a SVM framework and the popular Bag-of-Visual-Word (BoVW) model for
keyframe-visual-content representation. More specifically, in the BoVW model,
we extract OpponentSIFT feature; then k-means clustering is used for construc-
tion of a visual vocabulary with 1024 visual words. Finally, for each keyframe, a
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1024-dimension histogram is generated by summing all the occurrences of each
cluster (visual word), using the nearest neighbour centroid for each extracted
feature. In the SVM, the χ2 kernel is used since it achieves better performance
when comparing with other kernels for concept detection. By employing concept
search, a ranked list is generated for each user query that ranks the entire collec-
tion of keyframes for rapid browsing, hence potentially shots will be highlighted
by pre-calculated using the OpponentSIFT features visual descriptors mentioned
above. The ranked list is likely to be long, so the user is able to navigate through
the keyframes by using swipe gestures.

2.3 Similarity Search

Similarity search is a secondary search technique, which is activated once a user
selects a keyframe from the ranked list as form of relevance feedback. Similarity
search returns a tabbed view of:

– Local keyframes within the video segment in temporal order.
– Globally similar keyframes based on a fusion of MPEG-7 descriptors;

edge, color histogram and scalable color, which produces a ranked list of
keyframes in decreasing order of similarity.

– Textual similarity based on precomputed similarity of all shots, calculated
using conventional text IR techniques operating on the ASR transcripts of
the video shots.

3 Conclusion

In conclusion, this paper presents a visual search and browsing engine for hand-
held devices. This engine has been designed for situations in which a user needs
to locate known items in a short time period. Key features of the engine are
shot/scene boundary detection, concept-based search, keyframe browsing and
three-way similarity search.
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Abstract. This paper presents the interactive web-based video retrieval 
platform so-called OVIDIUS (On-line VIDeo Indexing Universal System). 
OVIDIUS makes it possible to browse and access video content in a fine, per 
segment basis. The hierarchical metadata exploits the MPEG-7 approach for 
structural description of video content by decomposing the video in scenes, 
shots and keyframes. The user has the possibility to select objects and regions 
of interest from the video and retrieve them. The developed approach shows all 
its pertinence within a multi-terminal (both fixed and mobile) context due to its 
implementation based open web technologies.  

Keywords: MPEG-7 visual descriptors and descriptions schemes, video 
indexing/retrieval, multiple instance detection, partial matching, web services. 

1 Introduction 

A successful video web platform should integrate effectively navigation, search and 
retrieval features within an ergonomic and user-friendly interface. The key issue 
relates to the way in which the interactivity between user and system is handled. 
Notably, the navigation and search functionalities should be centered on the user, 
displaying at any time a sufficient amount of content such that the user’s attention 
span is not overwhelmed. In addition, the querying process should be performed in an 
intuitive manner, by letting the user select areas of arbitrary size and shape, according 
to his personal elements of interest. The OVIDIUS platform [1] achieves a good 
balance between such features in an accessible web-based environment.  

2 Video Browsing 

The video browsing process is based on the MPEG-7 structural approach for video 
description [2], which relies on the abstract concept of segment, defined as a generic 
piece of an audio-visual document. Individual, specialized segments are then defined 
with the help of an inheritance mechanism in order to create description schemes (DS) 
adapted to each type of media. Five MPEG-7 DSs are currently supported: Video 
Segment DS, StillImage DS, AudioSegment DS, StillRegion DS, and MovingRegion 
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Abstract. This work presents a browser that supports two strategies
for video browsing: the navigation through visual hierarchies and the
retrieval of similar images. The input videos are firstly processed by a
keyframe extractor to reduce the temporal redundancy and decrease the
number of elements to consider. These generated keyframes are hierar-
chically clustered with the Hierachical Cellular Tree (HCT) algorithm,
an indexing technique that also allows the creation of data structures
suitable for browsing. Different clustering criteria are available, in the
current implementation, based on four MPEG-7 visual descriptors com-
puted at the global scale. The navigation can directly drive the user to
find the video timestamps that best match the query or to a keyframe
which is globally similar in visual terms to the query. In the latter case,
a visual search engine is also available to find other similar keyframes,
based as well on MPEG-7 visual descriptors.

Keywords: Video browser, Hierarchical Navigation, Image retrieval.

1 Introduction

As a consequence of recent technology development, large amounts of video data
are generated and stored. Accessing these rich portions of data in terms of au-
diovisual and semantic content is an open research issue with several solutions
depending on the user needs. This work proposes a hybrid interface that com-
bines both navigation and search tools to provide users with a high degree of
flexibility for choosing the most appropriate strategies according to the query
nature. Figure 1 shows a screenshot of GOS (Graphic Object Searcher), the GUI
that exploits the presented techniques, after a query search based on color.

2 Hierarchical Cellular Tree

The Hierarchical Cellular Tree (HCT) algorithm [1] was designed to bring an
effective solution for indexing large multimedia databases. The elements are
partitioned and stored within cells on the basis of their similarity. As its name
implies, HCT is a hierarchical structure, which consists of one or more levels,

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 652–654, 2012.
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Fig. 1. Screenshot of GOS, the graphical user interface

and each level in turn holds one or more cells. Each cell has an element as a
nucleus, which is contained in a cell in the upper level except for the cell held
by the top level. These representative elements are used during the top-down
search for item insertions and query requests. Another dynamic cell feature is
the cell compactness, which quantifies how focused or compact the clustering for
the items within the cell is.

The hierarchical structure of the HCT allows a multiscale visual navigation
since the nucleus of each cell is representative of the underlying elements. Given
a level in the HCT, the set of thumbnails built from the nucleus provides the
user with visual and intuitive data to decide what path offers greater chances to
find the keyframes that better match the query.

In [2], we have implemented the HCT in order to index image databases based
on the following MPEG-7 visual descriptors: (i) Color Structure Descriptor, (ii)
Dominant Color Descriptor, (iii) Color Layout Descriptor, and (iv) Texture
Edge Histogram Descriptor. Therefore, the similarity of the elements are com-
puted according to their respective dissimilarity functions also defined in the
MPEG-7 standard [3]. Moreover, we have introduced some modifications to the
original HCT which have resulted in a better performance of the retrieval sys-
tem. Specifically, we have redefined the covering radius cell parameter and we
have designed a retrieval scheme based on the Preemptive Cell Search algorithm,
which is the technique on which the insertion operation is based.

3 Visual Search

The proposed system contains a second tool for keyframe search based on visual
similarity. Any keyframe can be selected to formulate a query-by-example among
the rest of keyframes. This tool helps users to find similar portions of the video.

The same HCT structure used for navigation can also be used in visual search
at global scale as an index for fast retrieval. This way the same data structure
can be exploited manually, through navigation, or by an automatic visual search
engine.
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4 Video Browser Approach

The problem we aim to solve consists in finding a preselected segment of interest
in a video file by interactive search. We have to consider that the preselected
segment of interest, i.e. the query clip, is not available for the retrieval system, so
the query clip cannot be processed. Therefore, we have to find it by navigating
through the video file to which the query clip belongs to.

With this purpose, we have adopted the following strategy, where the first 1-3
steps are performed offline to speed up the retrieval process:

1. The test video is previously processed by a keyframe extractor in order to
work with a lower number of frames which represent the video.

2. Global features are extracted for each keyframe, in particular, the following
MPEG-7 visual descriptors [3]: (i) Color Structure, (ii) Dominant Colors,
(iii) Color Layout, and (iv) Texture Edge Histogram.

3. A HCT is built over each of the extracted visual descriptors, considering as
a similarity metric the visual distances recommended in MPEG-7.

4. Depending on the query clip, the user decides on which visual descriptor the
navigation must start. The GUI shows to the user all the elements belonging
to the level of the hierarchy whose thumbnails fill the screen. Then, the
user selects in which element (actually, in which subtree associated to that
element) is interested. As a consequence, the elements belonging to the level
below the selected one are shown to the user, who decides whether descending
through that subtree or coming back to the upper level.

5. If the navigation drives the user to a keyframe which he decides is globally
similar to any of the frames in the segment of interest, the user can launch
a visual search process by selecting Search for similar images on a pop-up
menu which appears with a right-click.

6. If the search drives the user to a keyframe of the segment of interest, the
timestamp of the keyframe found is used to retrieve their neighbouring
keyframes in time by selecting Go to temporal segment on a pop-up menu.

7. The user finally selects the first and final keyframe of the segment of interest.

Acknowledgements. This work was partially founded by the Catalan Broad-
casting Corporation through the Spanish project CENIT-2009-1026 BuscaMe-
dia, by TEC2010-18094 MuViPro project of the Spanish Government, and by
FI-DGR 2011 Research Fellowship Program of Generalitat de Catalunya.

References

1. Kiranyaz, S., Gabbouj, M.: Hierarchical Cellular Tree: An Efficient Indexing Scheme
for Content-Based Retrieval on Multimedia Databases. IEEE Transactions on Mul-
timedia, 102–119 (January 2007)

2. Ventura, C.: Tools for image retrieval in large multimedia databases. Master Thesis
at UPC (September 2011), http://hdl.handle.net/2099.1/13011

3. Manjunath, B.S., Salembier, P., Sikora, T.: Introduction to MPEG-7, Multimedia
Content Description Interface. John Wiley and Sons, Ltd. (June 2002)

http://hdl.handle.net/2099.1/13011


A Key-Frame-Oriented Video Browser

Mario Taschwer

Institute of Information Technology (ITEC),
Klagenfurt University, Austria

mt@itec.aau.at

Abstract. We propose a video browser facilitating known-item search
in a single video. Key frames are presented as four images at a time
and can be navigated quickly in both forward and backward directions
using a slider. Alternatively, key frames can be displayed automatically
at different frame rates. The user may choose between three mappings
of key frames to the four key frame widgets based on video time stamps
and color similarity.

1 Introduction

Video browsing is the task of efficiently navigating through a video in order to
quickly arrive at one or more video segments of interest. A typical use case is a
person trying to find a particular scene in a movie she had watched a few months
ago. This known-item search task is different from the equally named problem
of finding a particular video within a large video collection [2].

Common digital media players provide VCR-like controls only, making the
known-item search task often a time-consuming and wearisome effort. Efficient
navigation through a one-hour video requires alternative representation and in-
teraction models. Meaningful reduction of presented visual data and a more
flexible way of browsing them are needed.

We propose a video browser tool supporting these needs in a simple, but hope-
fully efficient way: visual data are reduced to key frames, which are presented to
the user as four images at a time. Because all key frames are kept in memory,
navigation through them happens quickly both in forward and backward order.
The efficiency of this approach relies on the human ability to quickly recognize
visual patterns in parallel and on the technical ability of immediate key frame
display control.

2 User Interface

The user interface of the proposed video browser is shown in Figure 1. Each
of the four image widgets near the top displays a subsequence of key frames
ordered by time stamp. The combo box above them allows to choose between
three construction methods of these subsequences: (a) time slice: the sequence
of all key frames is partitioned into four subsequences of consecutive key frames

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 655–657, 2012.
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Fig. 1. User interface of the proposed video browser. The top four image widgets
display key frames only, the bottom widget represents a traditional video player.

of approximately equal length. That is, the first key frame widget shows only
key frames taken from the first quarter of the video, the second widget shows
only key frames taken from the second quarter, and so on. (b) sequential: each
key frame widget displays all key frames, but with different starting offsets such
that four consecutive key frames are visible at the same time. When sliding
through key frames, the same key frame virtually moves over all four widgets,
giving it a higher chance to be recognized by the user. (c) color similarity: the
set of all key frames is partitioned into four k-means clusters with respect to
13-dimensional color feature vectors. Within each cluster, key frames are sorted
by time stamp and the resulting subsequence is assigned to a single key frame
widget. Obviously, the number of key frames per widget may vary significantly.

The upper one of the two sliders is the key frame control slider, which si-
multaneously affects all four key frame widgets. Dragging the slider to the right
gradually displays all key frames assigned to each widget – possibly at differ-
ent frame rates depending on the number of key frames per widget. In addition



A Key-Frame-Oriented Video Browser 657

to manual slider dragging, the slider can be operated automatically using the
VCR-like controls above. The maximal display frame rate per widget can be
chosen from a range between 2 and 20 fps. The step backwards and step forward
buttons (double arrows) move the slider by 5% of the slider length.

The play button below each key frame widget allows to start video playback
at the time stamp of the key frame, using the traditional video player in the
lower part of the user interface.

3 Known-Item Search in Video

Depending on the particular video segment that is to be found, different key
frame grouping methods may be preferred: (a) If the video segment contains
a striking color structure, the color similarity grouping will be most effective,
because the segment will be contained in a rather small cluster. (b) If the video
segment is represented by only a few key frames, the sequential grouping may
be beneficial, because the same key frame will be displayed in all four key frame
widgets at different times. (c) Otherwise, the time slice grouping provides a
good starting point as all key frames can be displayed by scrolling through only
a quarter of them.

From a user’s perspective, bidirectional navigation in the key frame sequences
is important, because human reaction to recognizing a key frame of interest
usually involves a certain delay.

4 Key Frame Preprocessing

Key frames are extracted after shot boundary detection [1]. To facilitate search-
ing for short video segments, the extraction rate is adapted to shot length, vary-
ing between 1 fps for shots shorter than 4 seconds, and 1/6 fps for shot lengths
of at least 20 seconds.

Feature extraction for color similarity clustering is based on color histograms
with 12 bins. Every pixel is assigned a probability vector of 11 well-known color
names [3] and its lightness value in CIELAB color space. The normalized sum of
these vectors over all pixels of an image constitutes a key frame’s feature vector.
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Abstract. We propose an interactive video browsing tool for support-
ing content management and selection in post-production. The tool en-
ables users to iteratively cluster the content set by different features,
and restrict the content set by selecting a subset of clusters. In addition,
similarity search is supported. A desktop and Web-based user interface,
including temporal preview is available.

1 Architecture and Workflow

The application scenario of the proposed tool is content management in the
post-production phase of film and TV production. Users typically deal with large
amounts of audiovisual material with a high degree of redundancy and need to
select a small subset for use in a production. Newly shot material is typically
sparsely annotated, thus the browsing tool has to rely on automatically extracted
features.

When content is ingested into the tool automatic content analysis is performed.
Currently, camera motion estimation, visual activity estimation, extraction of
global color features and estimation of object trajectories are implemented. The
extracted features are represented in MPEG-7 and indexed in an SQLite database.

The tool implements an iterative content selection process, where users clus-
ter content by one of the automatically extracted features and can then select
relevant clusters to reduce the content set. Further clustering by the same or
other features can then be applied to the reduced set. A detailed description of
the tool can be found in [1].

2 User Interface

We have implemented a desktop and web-based user interfaces, using the same
backend. The central component of the browsing tool’s user interface is a light
table (cf. Figure 1). The light table shows the current content set and cluster
structure using a number of representative key frames for each of the clusters.
The clusters are visualized by colored areas around the images. By clicking on a
key frame in the light table view, a video player is opened and plays the segment
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Fig. 1. Screenshot of the video browsing tool desktop application

of the video that is represented by that image. The temporal context of a key
frame is shown by a time line of temporally adjacent key frames that appears
when the user moves the mouse over a frame.

On the left side of the application window the history and the result list are
displayed. The history window automatically records all clustering and selection
actions done by the user. By clicking on one of the entries in the history, the user
can go back to a previous point. Then users can choose to discard the subsequent
steps and use other cluster/selection operations, or to branch the browsing his-
tory and explore the content using alternative cluster features. The result list can
be used to memorize video segments and to extract segments of videos for fur-
ther video editing, e.g. as edit decision list (EDL). Users can drag relevant key
frames into the result list at any time, thus adding the corresponding segment of
the content to it. The size of the images in the light table view can be changed dy-
namically so that the user can choose between the level of detail and the number
of visible images without scrolling. Furthermore, the application allows to execute
a similarity search based on following features: camera motion, motion activity,
color layout, multi-view media item and multi-view camera.

Acknowledgements. The research leading to these results has received funding
from the European Union’s Seventh Framework Programme (FP7/2007-2013)
under grant agreement n◦ 215475, “2020 3D Media – Spatial Sound and Vision”.
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Abstract. We propose a 3D arrangement of thumbnail images for the
purpose of browsing a single video file. The thumbnail images are lin-
early extracted from the video and used as textures for bended screens
in a 3D-ring arrangement, which act as links for the playback of the cor-
responding video segments. Furthermore, the thumbnail images in this
3D-ring are intuitively organized by their dominant colors according to
the HSV color space. This color-based organization should help users to
estimate the position of a known item in the 3D-ring.

1 Introduction

A 3D arrangement enables to visualize a large number of images with a relatively
small screen estate. Such a visualization has the characteristic that images in
the front are shown at high detail while images in the back are kept in view,
although at low detail and with some distortion due to 3D projection. However,
through interaction/navigation the user can bring images from the back to the
front in order to inspect them in more detail. The low detail images are supposed
to be informative enough for deciding whether a given image could be of interest
at all.

Based on our previous research results [1] we propose using a horizontal 3D
Ring arrangement for the purpose of browsing a moderately large set of im-
ages, as it provides an intuitive and convenient way of navigation and produces
minor distortion of images in comparison to other 3D arrangements. For the pur-
pose of the Video Browser Showdown we linearly sample images from the video
(e.g., with five seconds distance) and arrange them on the 3D Ring according
to their dominant color. These thumbnails act as links for the playback of the
corresponding segment, shown at larger size above the 3D Ring (see Figure 1).

2 User Interface

Images in the 3D arrangement are sorted by color according to an efficient and
intuitive sorting algorithm, that allows for real-time (i.e., on-the-fly) processing.
The basic idea is to sort images based on their dominant hue color in the HSV
color space. Therefore, we classify pixels of images into a 16-bin hue histogram
(each bin represents pixels belonging to a hue range of 22.5 degrees) and use the
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Fig. 1. Video Browsing with a 3D Thumbnail Ring Arranged by Color Similarity. The
missing column indicates the begin/end of the list.

index of the dominant bin as a basic sorting criterion. To give a more consis-
tent view, images belonging to the same dominant bin are sorted such that the
Euclidian distance of an HSV histogram between adjacent images is minimal.
Moreover, we perform a special treatment for bright and dark images; these are
arranged at the beginning and the end of the list, respectively. The resulting
sorted list is directly used for the cylindrical arrangement with a column-major
order. Therefore, the images on the 3D Ring arrangement are always presented in
the same ’color-sequence’. It starts with bright images, followed by gray, brown,
orange, yellow, green, turquois, blue, pink, red, and finally dark images (if avail-
able, respectively). Please note that based on the available colors in the chosen
image set, specific colors may be not contained while other colors may utilize a
rather large area in the 3D Ring. The color-based arrangement should enable a
trained user to roughly estimate the position of a known image in the 3D Ring
and help him/her to more quickly find desired images.

The user can smoothly rotate the 3D Ring arrangement by using the mouse-
wheel or quickly bring a particular area of the 3D arrangement into view (i.e.,
to the front) by using the right mouse button. A left click on a thumbnail image
immediately starts playback for the corresponding segment in a playback window
above the ring.
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Abstract. In this paper, we describe a low delay real-time multimodal cue 
detection engine for a living room environment. The system is designed to be 
used in open, unconstrained environments to allow multiple people to enter, 
interact and leave the observable world with no constraints. It comprises 
detection and tracking of up to 4 faces, estimation of head poses and visual 
focus of attention, detection and localisation of verbal and paralinguistic events, 
their association and fusion. The system is designed as a flexible component to 
be used in conjunction with an orchestrated video conferencing system to 
improve the overall experience of interaction between spatially separated 
families and friends. Reduced latency levels achieved to date have shown 
improved responsiveness of the system. 

Keywords: Multimodal signal processing, data analysis, sensor fusion. 

1 Introduction 

The TA2 (Together Anywhere, Together Anytime) project [1] tries to understand how 
technology can help to nurture family-to-family relationships to overcome distance 
and time barriers. This is something that current technology does not address well: 
modern media and communications are designed for individuals, as phones, 
computers and electronic devices tend to be user centric and provide individual 
experiences. Existing multiparty conferencing solutions available on the market, such 
as Microsoft RoundTable conferencing table [2], are not designed to be used in open, 
unconstrained environments.  

In our previous work [3], we have developed a framework for just-in-time 
multimodal association and fusion for open, unconstrained environments with 
spatially separated multimodal sensors. It relies on score-level information fusion 
derived from spatially separated sensors. By placing the sensors at their individually 
optimal locations, we clearly obtain a better performance of low-level semantic 
information. Performance levels achieved on hand-labelled, echo-cancelled dataset 
have shown sufficient reliability at the same time as fulfilling real-time processing 
requirements with latency within 200-300 ms. In current work we evolve the previous 
system towards better responsiveness of the system and integration of additional 
components, which have been identified as important for the extraction of additional 
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semantic cues to be used by an orchestration engine [4]. The orchestration engine 
produces then an orchestrated video chat by choosing at each point in time the 
perspective that best represents the social interaction based on decision-level rule-
based fusion. 

 

Fig. 1. Illustration of a family environment setup 

In this context, TA2 presents several challenges: the results need to be computed in 
real-time with low affordable delay from spatially separated sensors (as opposed to 
other systems, such as [5, 6, 7], relying on collocated sensors) in open, unconstrained 
environment. Furthermore, the results are supposed to be localised in the image space 
to allow for a dynamic and seamless orchestrated video chat. 

2 A Real-Time Architecture 

The presented multimodal cue detection engine includes a face detector, a multiple 
face tracker, multiple person identification, head pose and visual focus of attention 
estimation, an audio real-time framework with spatial localisation, a large vocabulary 
continuous speech recognizer and keyword spotter, multimodal association and fusion 
(see Fig. 2). A face tracking algorithm has been developed to track a variable number 
of faces even when there is no face detection for a long period of time. Although the 
accuracy of far-field Automatic Speech Recognition (ASR) is not yet good enough to 
be exploited for obtaining an accurate real-time transcription, it is sufficient  
to augment the behaviour of an orchestration module. Words in the transcript are used 
to search for participants’ proper names relevant to the group of people or keywords 
relevant to a given scenario. Furthermore, the orchestration (which is not part of the 
multimodal cue detection engine) will be able to reason and act upon these events 
together with other cues that could potentially come from a game engine, aesthetic or 
cinematic rules, making orchestrated video chat dynamic and seamless. 
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Fig. 2. The system architecture is built around several modules comprising a so-called Video 
Cue Detection Engine (VCDE) with a face detector, a multiple face tracker, multiple person 
identification, head pose and visual focus of attention estimation; an Audio Cue Detection 
Engine (ACDE) with a direction of arrival estimator, a voice activity detector and a large 
vocabulary continuous speech recogniser; a Unified Cue Detection Engine (UCDE) with 
association, fusion and transmission of the results to external components (orchestration engine, 
video composition engine). 

The audio input to the multimodal cue detection engine and the semantic output 
from it are implemented via sockets, while the video stream is transferred via shared 
memory. The core capture devices for the system are a Full HD video camera and an 
audio diamond array with four omnidirectional microphones [8]. Video frames from 
the shared memory of the video grabber server are retrieved every 40 ms at a 
resolution of 640x360 pixels, while audio packets are retrieved every 10 ms and 
contain interleaved 4 channel PCM audio in 16-bit at 48 kHz.  

The multimodal processing operates in multi-framing mode with non-overlapping 
video frames, overlapping audio frames of 16 ms in step of 10 ms for voice activity 
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detection and ASR, and overlapping audio frames of 32 ms in step of 16 ms for 
direction of arrival estimation. 

2.1 Multiple Face Tracking  

A multiple face tracking algorithm is automatically initialised and updated using outputs 
from a standard face detector [9]. The challenge for face tracking in this scenario is that 
face detections are not continuous and that the time between two successive detections 
can be very long (up to 30 s in our experiments). This is due to head poses that are 
difficult to detect by state-of-the-art algorithms, or partial occlusions caused by hands in 
front of the face (see Fig. 3). However, in the TA2 scenario it is necessary to know at 
each time instant where the people are in the video scene. 

 

Fig. 3. An example of difficult to detect head poses and partial occlusions [10] 

The solution employed in this work is based on a multi-target tracking algorithm 
using Markov Chain Monte Carlo (MCMC) sampling, similar to [11]. This is a 
Bayesian tracking framework using particles to approximate the current state 
distribution of all visible targets. At each time step, targets are added and removed 
using the output of an additional probabilistic framework that takes into account the 
output of the face detector as well as long-term observations from the tracker and 
image [12]. 

The state space is the concatenation of the states of all visible faces, where the state 
of each single face is a rectangle described by the 2D position in the image plane, a 
scale factor and the eccentricity (height/width ratio). 

The dynamic model is the product of the models of each visible face and a Markov 
Random Field that prevents targets becoming too close to each other. The state 
dynamics of each single face are described by a first-order autoregressive model for 
the position and a zeroth-order model for scale and eccentricity.  

Finally, the observation likelihood is the product of the observation likelihoods of 
each visible face, which in turn is calculated using the Bhattacharyya distance 
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between the HSV (Hue-Saturation-Value) colour histograms over three horizontal 
bands on the face region and the respective reference colour histograms which are 
initialised when the face is detected. 

2.2 Multiple Person Identification 

Whenever a tracker loses a target and reinitialises it later on, or a person leaves the 
visual scene and comes back later, the tracking algorithm tries to recognise the 
respective person in order to associate it to a previously tracked target. This is not done 
inside the tracking algorithm but on a higher level taking into account longer-term 
visual appearance observations. Each person’s appearance is modelled by three sets of 
HSV colour histograms calculated on face and shirt regions. Using multiple histograms 
per person copes for different appearances due to changes in body pose. However, only 
the most similar histogram of a person is used and updated at each time.  

When identifying a "new" face, the current colour histograms are compared to the 
stored models of all previously seen people and if the similarity is above a certain 
threshold the corresponding ID is assigned, otherwise a new person model is created. 

 

Fig. 4. Consistent person identification within the session (here indicated by different colours) 
is an important requirement to the multimodal cue detection engine 

2.3 Head Pose Estimation 

Based on the output of the face tracker, the head pose (i.e. rotation in 3 dimensions) of 
an individual is estimated. The purpose of computing head pose is the estimation of a 
person's visual focus of attention (see section 2.4). 

Head pose is computed using visual features derived from the 2-dimensional image 
of a tracked person's head. The features used here are gradient histograms [13] and 
colour segmentation histograms. Colour segmentation is done by classifying each 



 Multimodal Cue Detection Engine for Orchestrated Entertainment 667 

pixel around the head as either skin, hair, clothing or background based on colour 
models that are adapted to each individual being tracked [14]. 

To compensate for the variability in the output of the face tracker, the 2-
dimensional face location is re-estimated by the head pose tracker. This serves to 
normalise the bounding box around the face as well as possible, while simultaneously 
using the visual features mentioned above to estimate pose. This joint estimation of 
head location and pose improves the overall pose accuracy [15]. 

2.4 Visual Focus of Attention 

Given the estimated belief (probability distribution) over head pose, the visual focus 
of attention target is estimated. In the context of this work, the following targets are of 
interest: the video conferencing screen, the touch sensitive table, and any other person 
in the room. 

The range of angles that correspond to each target is modelled using a Gaussian 
likelihood. This likelihood is derived from the known spatial locations of the targets 
within the conference room. The posterior belief over each target is computed with 
Bayes' rule using the method given in [16]. 

 

Fig. 5. Multimodal cue visualisation. For each person, it shows its ID (at the top-left of the face 
bounding box), its head orientation estimation, i.e. pan and tilt, with a variance indication (on 
the top and right side of the box), and the estimated distribution over targets where the person is 
looking at (at the bottom of the box), where the left-most target is the most likely one. The 
letter “S” means “screen”, “T” means “table”, “?” means “unknown”, and the numbers 
correspond to the IDs of the other persons. The blue line in the bottom of the image indicates 
the estimated direction of arrival of sound. The speech bubble indicates that a person is 
speaking, and the output of the keyword spotting is shown in the top-right of the image, here 
the word “I”. 
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2.5 Direction of Arrival Estimation 

Speaker localisation is performed by the direction of arrival module (Fig. 2). The 
algorithm is based on spatio-temporal fingerprint processing [17] in steps of 6°, which 
represents a computationally efficient solution with low algorithmic delay compared 
to short-term clustering of generic sector-based activity measures [8, 18] used in our 
previous study [3]. It relies only on the geometry of the microphone array and does 
not depend on prior knowledge of the room dimensions. It can be effectively used to 
both detect and localise multiple sources in open, unconstrained environments. 

2.6 Voice Activity Detection 

Voice activity detection (VAD) covers both verbal and paralinguistic activities and is 
implemented as a gate. The gate segments the input stream in accordance to 
directional and voice activity / silence information from an algorithm based on silence 
models or trained multi-layer perceptrons (MLP) using traditional ASR features [19]. 
The association and fusion [3] of the detected voice activity events with person IDs 
from the video-based identification are performed by the time voice activity is 
confirmed and the corresponding audio-based directional cluster is estimated. 

2.7 Keyword Spotting 

The ASR component is represented by the Weighed Finite State Transducer (WFST) 
based token passing decoder known as Juicer [19]. The output from the decoder is 
used to perform the spotting, association and fusion [3] of proper names and 
keywords with person IDs from the video identification taking into account the 
estimated audio-based directional cluster for the corresponding time interval. More 
specifically, the spotting is performed based on the predefined list of participants and 
keywords relevant to the given scenario (e.g., orchestrated video chat). 

3 Improvements and Results 

During subjective evaluations of our previous version of multimodal cue detection 
engine, several bottlenecks have been experienced. To overcome these bottlenecks, 
several architectural and algorithmic changes have been applied and presented in this 
paper. 

First of all, while the socket interface was allowing for a flexible software solution, 
the experienced latency for uncompressed video signal transmission from remote 
video grabber was resulting in additional latency of 30-300 ms. This clearly 
noticeable lag was successfully removed by switching to a shared memory interface 
for video input stream. While a shared memory interface could be potentially used for 
audio input stream as well, experienced latency of 12-20 ms for the audio 
transmission is on an acceptable level. 

To reduce the latency of audio processing we have decided to reduce the 
algorithmic delays of both direction of arrival estimation and voice activity detection. 
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The algorithmic latency of both components has been reduced from 200 ms down to 
128 ms. This is due to the replacement of the previous implementation based on a 
short-term clustering approach by the computationally more efficient spatio-temporal 
fingerprints processing and the reduction of corresponding temporal filters. 

Exact clock synchronisation between separated audio and video grabbers was seen 
as another source of potential problems and during subjective evaluations we have 
found that the use of local timestamps results in more consistent multimodal 
association and fusion. Moreover, since the position of people does not significantly 
change within a few hundred milliseconds, predictive temporal association was finally 
employed within the system to further remove possible lags during the capturing of 
the video stream by hardware and video grabber. 

We have found that it is beneficial to have acoustic tracking of the active acoustic 
sources as an additional input to the voice activity detection gate to properly treat 
barge-in events, which were not always detected in a former system. 

Since the participants do not sit at predefined positions in the room, theoretically it 
can cause ambiguities in the association and fusion. Clearly, the same acoustic 
directional cluster can correspond to different positions in the image and vice-versa. 
However, since the participants are mainly located around a coffee table, such 
ambiguities occur rarely during evaluations. 

Finally, head pose and visual focus of attention estimation have been identified as 
important semantic cues for the orchestration engine and have been successfully 
integrated into the multimodal cue detection engine. Head pose estimation is to be 
used for better selection of frontal/side views with respect to aesthetic and cinematic 
rules, while visual focus of attention can be beneficial for better modelling of social 
interactions (e.g. predictive turn estimation during grant-floor moments) and can have 
a direct impact on temporal filters within the aesthetic and cinematic rules. 

Objective evaluations of involved components were performed, and their results 
can be found in [3, 12, 14, 17]. The corresponding annotated dataset has been made 
publically available [10]. The algorithmic latency within the multimodal cue detection 
engine stays within 130 ms, except for proper name and keywords spotting, which are 
transmitted by the end of acoustically separated utterances. 

4 Conclusion 

We have developed a low delay real-time multimodal cue detection engine for open, 
unconstrained environments with spatially separated multimodal sensors. We have 
described applied architectural and algorithmic changes to reduce an overall latency 
down to 130 ms and fulfil real-time processing requirements. The achieved results are 
promising for future wider evaluations and further development of the platform in 
several directions such as improvement of performance, reduction of the latency, and 
integration of additional components allowing richer multimodal cues. 
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Abstract. The paper presents a new approach on an omni-directional omni-
stereo multi-camera system that allows the recording of panoramic 3D video 
with high resolution and quality and display in stereo 3D on a cylindrical 
screen. It has been developed in the framework of the TiME Lab at Fraunhofer 
HHI, an experimental platform for immersive media and related content crea-
tion. The new system uses a mirror rig to enable a multi-camera constellation 
that is close to the concept of concentric mosaics. A proof of concept has shown 
that the systematical approximation error related to concentric mosaics is neg-
ligible in practice and parallax-free stitching of stereoscopic video panoramas 
can be achieved with high 3D quality and for arbitrary scenes with depth ranges 
from 2 meters to infinity.  

Keywords: Panoramic Imaging, Ultra-High Definition, 3D Video Panorama, 
Omni-Directional Cameras, Omni-Stereo Panorama, Concentric Mosaics. 

1 Introduction 

It is widely accepted that concept of immersive media is one of the most promising 
market segments of future technology. One feature of immersive media is panoramic 
imaging using large cylindrically or spherically curved screens, often in combination 
with multi-projection systems providing ultra-high resolution by exact juxtaposition 
and blending of multiple projector images [1][2][3][4][5]. Being lost in niche markets 
like theme parks for a long time, these applications are now migrating into new  
market segments like event and exhibition technology, training centers or even enter-
tainment. Typical applications are dome projections (e.g. in planetariums), giant 
screen cinemas (e.g. re-opening of digital Cinerama theatres) or immersive 180° or 
360° surround video (e.g. simulation and training centers) [6][7][8]. In future, they 
may even address immersive viewing in new types of cinema theatres or other public 
venues, or, to its end, in immersive home entertainment. 

In February 2010, the Fraunhofer Heinrich-Hertz-Institute (HHI) in Berlin, Ger-
many, has opened its ‘Tomorrow’s Immersive Media Experience Laboratory (TiME 
Lab)’, an experimental platform for immersive media and related content creation. 
The TiME Lab uses up to 14 HD projectors for panoramic 2D and 3D projection  
at a cylindrical 180° screen with a resolution of 7k x 2k as well as a ‘Wave Field  
Synthesis (WFS)’ sound system with 128 loudspeakers [9]. 
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Apart from multi-projection, a further main challenge of panoramic imaging is to 
create live footage supporting these special video formats in combination with ultra-
high resolution. One solution is, in analogy to multi-projection, to use multiple  
cameras where the single cameras look into different directions such the resulting 
images can be stitched seamlessly to large panoramic views. The technology of such 
omni-directional camera systems has a long tradition. First systems that use multiple 
cameras and mirrors to achieve full surround capture with high image resolution have 
already been used in the 60s by Ub Iwerks for Disney theme park productions [10]. 
Since then many further mirror-based system approaches have been proposed  
(e.g. [11]). Other approaches place a hyperboloid mirror in front of a single camera  
to capture panoramic views [12][13]. Today, the advances and ongoing miniaturiza-
tion of digital video cameras enables more compact systems and several commercial 
companies offer omni-directional cameras for a wide range of applications 
[14][15][16][17][18][19][20][21]. Good overviews about different approaches on 
panoramic imaging are given in [22][23]. 

The term “3D panoramic video” is often used for 360° viewing capability in a 2D 
panorama. However, in this context, two video panoramas of the same scene but with 
different perspective are considered, one for the left and one for the right eye in order 
to allow stereoscopic 3D.  Although the concept of omni-directional cameras for cap-
turing 2D video panoramas is well understood and a lot of efficient systems are  
already available, capturing of 3D video panoramas is still a challenge and a partly 
unsolved problem. Against this background, this paper mainly presents a prototype 
system of a new 3D omni-directional camera, which allows an almost error-free pano-
ramic 3D video acquisition by using a special mirror rig. After a short review of  
capturing systems for panoramic 2D video, the 3D approach is explained in more 
detail. Meanwhile, a proof of concept has been achieved by first test shootings and the 
content has been presented in HHI’s TiME Lab during the “Berlinale” film festival in 
Berlin on February 2011. 

2 Review of Omni-Directional Imaging and Panoramic 2D 
Video 

As known from projective geometry, the optimal multi-camera arrangement for cap-
turing panoramic videos requires that the focal points of all camera views coincide in 
a common point (see left drawing in Figure 1) [22][23]. In case of capturing static 2D 
panoramas, this condition is usually achieved by rotating a single camera at a tripod 
with a revolving camera head. For video, however, this approach is impractical due to 
the need of using multiple cameras on one hand and the physical dimensions of each 
camera on other hand. Hence, many commercial solutions capture video panoramas 
with the star-like approach from Figure 1 (right) [15][18][21]. In this case the focal 
points of all cameras are located on a common circle, while the optical axes are per-
pendicular to the arc. This approach works reasonably well as long as only far distant 
objects appear in the scene. However, the existence of a non-zero parallax angle does 
not allow seamless stitching in case of close objects in the overlap area.  

A suitable approximation of the optimal solution from Figure 1 (left) can  
be achieved by using special mirror-rigs. If all cameras and mirrors are arranged  
correctly, it is possible to superimpose the virtual images of all focal points in one 
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Fig. 1. Optimal camera arrangement (left) and star-like approach (right)  

common central point behind the mirrors. Since the first applications in the 60s, many 
further system approaches have been proposed and have made a lot of progress, last 
but not least, due to the advent of digital TV and cinema cameras [10][22][23]. 

An interesting new approach has recently been presented by Fraunhofer HHI. The 
so-called OMNICAM is a scalable system, which can be equipped with up to 12 HD 
cameras for 360° shooting. In its current implementation (see Figure 2), it uses 6 HD 
cameras suitable to shoot 180° panoramas. The six cameras generate tiles of 
1080x1920 pixels each, which can subsequently be stitched to one large panorama 
with a final resolution of 6984 x 1920 for 180°. As the cameras are used in portrait 
format, the vertical field-of-view is about 60°, a feature that is extremely useful for 
immersive media.  

A special property of the OMNICAM is its very accurate calibration capabilities 
shown in Figure 3. This illustration depicts a horizontal section through the mirror 
pyramid at the plane where the optical axes intersect the mirror surfaces and, with it, 
 

               

Fig. 2. OMNICAM with 6 HD cameras: long-shot (left), close-up (right) 
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how the virtual images of the focal points are located behind the mirrors. Note that the 
cameras look from bottom upwards and that the mirrors deflect the optical axes hori-
zontally in radial direction (see also Figure 2). 

In a first step the rig is calibrated such that all virtual images of the focal points 
coincide in the centre C of the mirror pyramid (see Figure 3, left). This initial state 
refers to the optimal camera arrangement from Figure 1 (left). It is obtained by very 
precise optical measurements in the laboratory.  

         

Fig. 3. Optimal mirror-based arrangement (left), radial off-centered arrangement (right) 

Although this initial and optimal state allows a parallax-free stitching for scenes 
with a depth range from zero to infinity, it is not really suitable under real working 
conditions. If all cameras have a common focal point in the center of the mirror py-
ramid, there would be no overlap between the different tiles due to a hard cut at the 
mirror edges. Hence, there is no possibility to blend pixels between adjacent image 
tiles. In former applications like theme park productions this drawback has been  
concealed by segmented projection screens. 

However, this is not acceptable any longer for seamless projection of video pano-
ramas in future immersive media applications. Hence, at least some slight overlap 
between adjacent image tiles is needed. In order to obtain overlaps, the focal points of 
the cameras have to be moved symmetrically by precise actuators out of the center in 
radial direction (Figure 3, right). By this off-center adjustment of the focal points, it 
becomes possible to regulate a scene-adaptive trade-off between sufficient overlaps 
for blending and parallax-free stitching. In practice, the OMNICAM is usually operat-
ed with a radial-shift of about 5 mm, resulting in a blending area of about 10 pixels 
and a parallax-free stitching of scenes with a depth range from 2m to infinity. Figure 
4 shows an example of the whole OMNICAM processing for a sports production with 
a particularly high depth range of the captured scene at the outer left and right blend-
ing areas. Meanwhile, the OMNICAM has been used under real working conditions 
for a couple of 2D panorama productions shown in the TiME Lab.  
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                                       a)                                                                           b) 

    

                                    c)                                                                     d) 

Fig. 4. Subsequent processing steps of panorama generation with OMNICAM: a) original cam-
era views; b) geometrical correction and warping; c) photometrical correction, color matching 
and blending; d) final cut-out of panoramic view by cropping.  

3 Extension to Omni-Stereo Imaging and Panoramic 3D Video 

In principle, the above considerations can also be extended towards omni-directional 
recording of 3D panoramas. However, in the 3D case the situation is much more  
sophisticated. The main challenge is to solve a fundamental conflict between two 
competing requirements. On one hand, as in 2D, panoramic 3D imaging also requires 
a parallax-free stitching of the left- and right-eye panoramas. On the other hand,  
significant parallaxes are needed between the two stereo panoramas to obtain an  
adequate stereo impression.  

Known solutions from literature that solve this problem are mainly suited for static 
scenes. The capture of static omni-stereo panoramas has already been investigated 
since more than 15 years. A nice overview on the major principles can be found in 
[24]. As already mentioned in the previous section, the optimal solution for static 2D 
panoramas is to rotate a single camera around its focal point (see also left drawing of 
Figure 5). As shown in Figure 5 (right), the straight forward extension to 3D is a rota-
tion of a stereo camera around the center of its baseline. 

 

 

Fig. 5. Optimal solutions: omni-directional 2D (left) and 3D capture  (right) 
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From literature, this concept is also known as concentric mosaics, a special version 
of the plenoptic function [25]. Unfortunately, it is not that easy to apply this solution 
to the acquisition of 3D video panoramas, especially not for the star-like approach 
from Figure 1 (right). Figure 6 shows a corresponding star-like arrangement for stereo 
cameras. As it can be seen from this drawing, the inter-axial distance B of one stereo 
sub-system is much smaller than the inter-axial distance S between adjacent panora-
ma cameras. This situation perfectly explains the above mentioned conflict between 
unwanted parallax errors for the stitching process and the required parallax for stereo 
reproduction. Imagine that the stereo baseline B is well adapted to the near and far 
objects in the scene such that the resulting parallaxes between the left and right views 
produce a clearly visible and comfortable stereo effect. Hence, as the inter-axial dis-
tance S is in any case larger than B, the parallax error that appears while stitching the 
left- and right-eye panoramas is larger than the stereo parallax, if the same near and 
far objects are also present in the overlap area. Or in other words, if one wants to 
avoid visible parallax errors while stitching, the stereo effect is lost. The only situa-
tion where it works is given by a scene that has enough depth in the single stereo 
segments but remains flat in the stitching areas. Obviously, such a situation is difficult 
to control under real shooting conditions.   

 

Fig. 6. Star-like arrangement for a panoramic 3D camera setup 

But even the optimal solution from Figure 5 (right) is difficult to achieve with real 
video cameras. The concept of concentric mosaics requires that the stereo camera is 
rotated in very small angular increments respecting the plenoptic sampling theorem 
[26]. In the extreme case, the stereo rig even consists of vertical line cameras only and 
the rotation scans the stereo panorama column by column. Hence, in case of stereo 
panoramas with ultra-high resolution of several thousand pixels, the angular incre-
ment is significantly lower than one degree. It is self-evident that such a set-up cannot 
be realized with multiple video cameras. 

Against this background, Fraunhofer HHI has developed the prototype of a mirror-
based panoramic 3D camera that can be considered as an approximation of concentric 
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mosaics by using video cameras [27]. Figure 7 shows a close-up view of the test sys-
tem that has been used as for a proof-of-concept. It uses mirror segments of 24° and 
two cameras behind each mirror. The stereo cameras are toed-in such that the optical 
axes intersect at the mirror surface. The stereo baselines can be chosen in a range of 
40 to 70 mm to control the depth budget. The 3D camera rig is highly modular and it 
allows acquisition of live 3D panorama footage up to 180° or even 360°. The vertical 
field of view is again 60°. For 360° panoramas the resulting resolution is 15,000 by 
2,000 pixels per stereo view. 

 

Fig. 7. Close-up view of the multi-stereo-camera arrangement of the 3D OMNICAM 

An exact calibration takes care that the systematical approximation error that ap-
pears in comparison to the ideal situation of concentric mosaics is minimized. In this 
context Figure 8 shows the optimal arrangement of the stereo sub-systems. In analogy 
to Figure 3, the illustration again refers to a horizontal section through the mirror 
pyramid. The red and blue dots indicate the virtual focal points of the left and right 
cameras. The red and blue dashed line show the related fields-of-view and camera 
orientations defined by the mirrors. The black solid lines between the red and blue 
dots represent the inter-axial distance (baseline) of regular stereo pairs (i.e., both cam-
eras are behind same mirror segment). In contrast, the dashed black lines describe the 
inter-axial distance between the virtual focal points of a crossed stereo pair (i.e., left 
and right cameras are from different but adjacent mirror segments).  

The optimal state with the minimized systematical approximation error is reached if 
the regular baselines (solid black lines) are equal to the virtual baselines (dashed black 
lines). Note that the regular baselines are adjusted physically at stereo rigs themselves 
whereas the virtual baselines are mainly defined by the distance of the stereo rigs 
from the mirror surface. Hence, the same regular baseline for all stereo rigs has to be 
chosen first and then the distances from the mirror rigs to the mirrors have to be  
selected such that the virtual baselines are equal the regular ones. Finally, the cameras 
have to be toed-in such that the fields-of-view fit to the borders of the mirror  
segments. 
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Fig. 8. Concentric arrangement of stereo sub-systems 

It is worthwhile to notice that the baselines of the single stereo systems do not in-
tersect at their center as one could assume from the optimal solution of concentric 
mosaics shown in Figure 5 (right). In fact, the baseline centers are again slightly 
shifted in radial direction such that they are located at a small circle around the center 
of the mirror pyramid. On one hand, similar to the 2D-case, this off-center shift en-
sures some overlap for stitching and seamless blending between neighbored views of 
the left- or right-eye panorama. But, on other hand, in contrast to the 2D case, it can-
not be chosen arbitrarily and is strictly constrained by the above mentioned side-
condition that virtual baselines have to equal regular ones. Interestingly, theoretical 
considerations have shown that the systematical approximation error compared to 
concentric mosaics is minimized when this more heuristic constraint is fulfilled. 
Moreover, the off-center shift decreases if the angle of the mirror segments decreases 
as well and becomes zero in case of infinitesimal mirror angles. Thus, concentric 
mosaics can be considered as the limiting case of the above constellation.  

4 Experimental Results and Proof-of-Concept 

Due to the special camera arrangement from Figure 8, the final composition of the 3D 
panorama consists of image parts from both, regular and virtual stereo pairs as shown 
in Figure 9 by the original camera images and Figure 10 by using an anaglyph overlay 
representation after stitching. Hence, the results in Figure 10 already show that pano-
ramic stereo video can be captured with the presented novel multi-stereo camera setup 
based on mirrors. 

The sheared rectangles with the solid white lines in Figure 9 show the effective im-
age borders pruned by the mirror segments. The shearing is given by the fact that 
cameras are not positioned in the center of the mirror any longer but are moved hori-
zontally by half a baseline to the left or right, respectively, and are additionally toed-
in to compensate the shift. Note that the shearing has opposite directions in left and 
right views due to opposite horizontal movements and toe-ins.  
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Furthermore, the left image pair in Figure 9 shows the views of a regular stereo 
pair behind one particular mirror segment. It can be noticed that, in contrast to stan-
dard stereo applications, the overlap between the two views is considerably limited. 
The remaining parts have to be taken from related views in neighbored mirror seg-
ments or, in other words, from virtual stereo pairs as discussed in the previous section 
(see example in the right image pair in Figure 9). These circumstances also explain 
why the virtual baseline has to be equal to the regular one. Otherwise, the depth scal-
ing would permanently change throughout the entire 3D video panorama.  

 

       

Fig. 9. Stereo content captured by 3D-OMNICAM: left and right view from regular stereo pair 
at same mirror segment (left) and stereo content from virtual stereo pair across neighbored 
mirror segments (right) 

 

Fig. 10. Composition scheme of 3D OMNICAM to generate 3D video panorama 

Fig. 10 shows how these images are overlaid and stitched to obtain the final 3D 
video panorama. An anaglyph representation has been used for this purpose. The 
sheared rectangle with the solid white lines in the center image refers to the left view 
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of the stereo rig at mirror segment 2. The dashed white lines in the center image show 
the right views from the stereo rigs in mirror segments 2 and 3, respectively.  

As a consequence, the size of overlapping areas between views with crossed con-
tent of a virtual stereo pair (e.g., left view from the stereo rig in mirror segment 2 and 
right view from the stereo rig in mirror segment 3, see trapeze with white border lines 
in right image of Figure 10) is almost the same as the one between the views of a 
regular stereo pair (e.g., both views from the stereo rig in mirror segment 2, see  
corresponding trapeze in left image of Figure 10). 

5 Conclusion 

The development of the 3D-OMNICAM is based on long experiences of Fraunhofer 
HHI in the fields of panoramic video production. Several test productions with ultra-
high-resolution panoramic video have been made since opening the TiME Lab in 
February 2010. They have proven the robustness and practicability of the OMNICAM 
under real working conditions. The need of a 3D version appeared end of 2010 when 
the TiME Lab was upgraded to stereo projection using 14 HD beamers and an Infitec 
system for stereo separation. Following the concept of concentric mosaics, a tricky 
solution for a 3D-OMNICAM could be found using a mirror rig in combination with 
a sophisticated arrangement and calibration of the stereo sub-systems. Meanwhile, the 
3D-OMNICAM has been implemented and the proof finished successfully. First  
results have already been screened and evaluated in the TiME Lab. 
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for the OMNICAM and the TiME Lab has been supported by the German Federal 
Ministry of Economics and Technology (BMWi). 
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Abstract. In the realm of a format agnostic live event broadcast system,
the FascinatE Scripting Engines are software components that automate
taking decisions on what is visible and audible at each playout device and
prepare the audiovisual content streams for display. Essentially, they act
together as a Virtual Director with the production team possibly steering
it via a backend user interface. We present an architecture for this real-
time system and describe interfaces to other production components.
Details of subcomponents of the distributed engine, design decisions and
technology choices are discussed.

1 Introduction

The FascinatE project aims to create an innovative end-to-end system for im-
mersive and interactive TV services. It allows users to navigate in an ultra-high
resolution video panorama, showing live or recorded content, with matching ac-
companying audio. The output is adapted to the viewing device, covering any-
thing from a mobile handset to an immersive panoramic display with surround
sound, delivering a personalized multi-screen experience.

FascinatE is using a panoramic camera with high enough resolution for crop-
ping interesting regions, the OmniCam [1], depicted in Figure 1. It is a collection
of 6 HD cameras sharing a single optical centre for obtaining a 180◦ panoramic
video sequence stitched together in real-time from the 6 tiles. The vertical field
of view is 60 degrees. The HD cameras are placed on their side and point up-
wards to a reflecting mirror to maximize the resolution such that when the video
sequences are stitched together, the resolution of the final panorama is usually
6984 x 1920 pixels. This resolution allows to capture even distant objects in
good quality so that e.g. persons at the other end of a sports field can be de-
tected automatically. The minimum distance of objects to the camera depends
on the accuracy of the camera mounting and is roughly two meters. Besides the
OmniCam, a range of broadcast cameras such as the ALEXA1 are used.

In this paper we describe our architecture for an automatic view selection
component, the FascinatE Production Scripting Engine (PSE). The PSE takes
decisions on what is visible and audible at each playout device and prepares the

1 http://www.arri.com/camera/digital_cameras/cameras.html

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 682–692, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. The OmniCam [1]

audiovisual content streams for display. Such components are commonly referred
to as a Virtual Director. In order to take reasonable decisions, the engine needs
knowledge about what is currently happening in the scene and which camera
streams are capturing that action.

The rest of this document is structured as follows. Section 2 elaborates on re-
lated work and Section 3 discusses requirements of different scenarios and special
features the PSE enables compared to traditional passive broadcast viewing. Sec-
tion 4 presents relevant components of the FascinatE system that interact with
the PSE. The detailed architecture of the PSE follows in Section 5 before we
discuss the state of development and discuss future extensions in Section 6.

2 Related Work

A number of approaches using recorded content has been proposed, e.g. the in-
teractive storytelling system proposed by Kim et al. [2] or the narrative structure
language (NSL) [3] developed within the NM2 project2. However, our research
problem here is a significantly different one due to the real-time decision making
requirement, the lack of comprehensive high level annotations and the lack of
a thoroughly authored story frame. In the following, we discuss and compare a
number of innovative systems.

The Production Scripting Engine processes a stream of events and makes
decisions based on the events utilizing temporal reasoning. Event processing has
been identified as a feasible solution to implement this as it can be integrated well
with a rule engine. A comprehensive overview of this research field has recently
been compiled in [4]. A survey of methods for automatic interpretation and
understanding video events is presented in [5]. Methods of abstracting video data
and how to model events are investigated. For event modeling, the authors cite
Finite-State machines, Bayesian Networks, Hidden Markov Models, Dynamic
Bayesian Networks, Conditional Random Fields, Grammar models, Petri Nets,
Constraint Satisfaction and Logic approaches.
2 http://www.ist-nm2.org/

http://www.ist-nm2.org/
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A Virtual Director commonly refers to an intelligent software system that
attempts to automatically frame and select between multiple video camera views,
essentially replacing a human director and camera operator crew. The Virtual
Director in the TA23 [6] system aims at taking such decisions in a different
domain. The Orchestration Engine, as it is called, selects between a range of
streams in an attempt to support group-to-group communication in scenarios
of social video conferencing. Thereby low-level event streams from audiovisual
content analysis are processed based on a rule set that defines how to abstract
from it for the detection of higher-level events. Both this and the decision making
process are realized using the JBoss Drools event processing engine.

The Apidis4 project aims at automatically producing personalized multime-
dia content. Personalized in this context means that the user’s preferences such
as the preferred team or player as well as the user’s profile, history and device
capabilities are considered for selections. The autonomous generation of team
sports video content is presented in [7]. Players are detected, their movements
are tracked and the scoreboard is permanently analyzed where events and states
of the game are extracted. One of the principles they follow is called “smooth-
ness” [8] which includes generating a smooth moving sequence of cameras and
viewpoints based on their individual optima. Thereby statistical inference is
used to recover noise-distorted camera input and two Markov Random Fields
with statistical physics are used to model viewpoint and camera smoothing.

The My eDirector 20125 [9,10] project aims to create context-aware and per-
sonalized media but in real-time streaming environments for large scale broad-
casting applications. This allows end users to direct their own coverage of large
athletic events and to create their own personal Virtual Director. Raw video
content is enriched with annotations generated by scene analysis, person track-
ing and other sensor data. This annotated media stream is used to make camera
decisions based on the user’s profile.

NoTube6 [11] brings TV to a community enhanced platform by connecting TV
content and user data using Semantic Web technologies. A user profile models
user activities is generated by aggregating data from Social Network activities,
e.g. on Facebook or delicious. TV metadata is enriched with structured data
from the Linked Data cloud. User recommendations are then generated with
the average semantic distance between the interests of the user and potentially
identified TV program items.

Within BBC’s Automated Coverage project7 another example of an approach
to automate camera selection was investigated. A generic spring model was ap-
plied for camera framing such that moving objects were covered with smooth
pans.

3 http://www.ta2-project.eu/
4 http://www.apidis.org/
5 http://www.myedirector2012.eu/
6 http://notube.tv/
7 http://www.bbc.co.uk/rd/projects/virtual/automated-coverage/

http://www.ta2-project.eu/
http://www.apidis.org/
http://www.myedirector2012.eu/
http://notube.tv/
http://www.bbc.co.uk/rd/projects/virtual/automated-coverage/
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Overall, there is a number of activities researching into beyond HD. NHK’s
Super Hi-Vision8 system for example offers an even larger resolution than the
OmniCam, though a flat image. NHK targets several features such as program
customization, recommendation and Social TV services. However, it’s not only
the higher resolution but the wide range of potential new features that are note-
worthy. A high degree of production automation is not only interesting for eco-
nomic reasons but enables a range of features for the benefit of the viewer,
parallelizing personalization capabilities and more.

3 Scenarios and Features

Our system supports a set of features for the viewer that go beyond traditional
broadcast viewing (e.g. multi-language audio) and achieve a higher degree of
personalization through interaction. The FascinatE system is format agnostic
which means that it produces live content streams for different playout device
types in parallel, effectively reducing production cost.

Viewers are given increased freedom to interact with the system in order to
individually select what they want to see — directly or via more abstract options.
In one extreme case, a viewer would not interact with the system at all and watch
the default coverage, on the other side heavy interaction goes as far as free
view navigation within the high-resolution content on dedicated devices. We are
currently evaluating intuitive use of gesture control for such purposes, using the
Kinect sensor (compare this concept from the videoconferencing domain [12]).
As a human production team could not cater for a large audience in parallel,
the PSE is needed to automate content selection as far as possible. The format
agnostic production system reasons for different viewer groups in parallel. There
is at least one group per playout device type, and possibly more implied by the
options available in the viewer interface.

One key feature is the the ability to closely follow an object such as a person,
or to follow groups such as athletes from a certain country. The PSE’s intelligent
behavior aims to ensure that, despite these selections, actions of a high priority
are overruling specific user preferences to the benefit of the viewer experience.
As an example, in a football situation where a touchdown (very high priority
event) is likely to happen next, the closeup-view of a player apart from the scene
will be left to make sure the viewer doesn’t miss the more important action. This
of course requires basic prediction functionality that can also lead to improper
behavior at times.

Another feature is the viewer-specific replay generation. Based on information
derived from the user profile, the PSE selects events in which individuals are
specifically interested. Saving on production cost, the duration, i.e. the length of
the replay before and after the low-level annotation, is determined automatically
based on the type of the event according to the scenario specific event (ontology)
model.

8 http://www.nhk.or.jp/digital/en/super_hi/index.html

http://www.nhk.or.jp/digital/en/super_hi/index.html
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FascinatE will implement a range of scenarios of increasing complexity. Op-
tions are events of considerable public interest suited for live broadcast and
include sports events as well as music concerts and parades. An example is rep-
resented by the confrontation of two different use cases:

– A soccer match usually shows a single main event, generally determined by
the presence of the ball and its position on the field, moving at a relatively
slow speed. All actors are present on the same playfield at the same time,
participating at the same actions and interacting with each other.

– During an athletics meeting, actors are distributed on a much wider area,
that cannot be framed within a single shot of the OmniCam as occlusions
occur and distort the viewing experience. Actors are grouped over different
areas of the playfield, where they take part in different actions. Different
events of interest may occur at the same time. Interaction happens mainly
between athletes active in the same area.

4 The FascinatE System

The following will introduce components of our system which have relevant in-
terfaces to the PSE. In our context we define a shot as a certain camera view
that has a different framing size per playout device. A shot can be static or e.g.
follow a moving object as a closeup.

Production Scripting Engines
(PSE, distributed)PSEKnowledge

Base

EditorUI
AV Content
Analysis

Device
Information,
User Profile

Scripts

Content
Description Delivery Scripting

Engine (DSE)

PSE

Semantic
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selection

Production
Rules,
Visual
grammar

Rendering Node

Scripts

Fig. 2. Detail of the FascinatE system architecture

4.1 AV Content Analysis

So far, AV content analysis has only been applied to the panoramic image, not
the broadcast cameras. Independent of the scenario a person tracking module
as described in [13] is informing the PSE of the location of persons in the scene.
Additional audiovisual analysis components include the extraction of a saliency
measure for regions and the detection of scenario-specific events, implemented
using a machine learning based classification approach.
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4.2 EditorUI Tools

Further, the PSE is tightly integrated with an user interface for the profes-
sional production team, the EditorUI tools9 (see screenshot in Figure 3 and also
Figure 4 for information flow). They allow to create live annotations for concepts
not covered by AV content analysis. The main tasks are identity assignment for
a subset of the person tracks (e.g. most interesting persons in a concert, sports
match), live action annotation, steering the PSE through commands and selec-
tion between shot options provided by the PSE (effectively a re-prioritization).
They could further serve as a tool for validating and correcting the results of
content analysis.

Fig. 3. Sketch of the EditorUI interface. The upper part renders the whole panorama
and displays views that are defined by the PSE as color overlay boxes.

4.3 Delivery Scripting Engine (DSE)

The PSE is closely working together with another type of Scripting Engine, the
Delivery Scripting Engine (DSE). The DSE is taking instructions from the PSE
to prepare content streams and makes sure needed content is available for the
renderers, optimizing bandwidth management.

9 The toolset was designed by The Interactive Institute, Sweden, http://www.tii.se/.

http://www.tii.se/
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5 The Production Scripting Engine

The Production Scripting Engine (PSE) is responsible for decision making on
content selection. The key feature is to automatically select a suitable area within
the OmniCam panorama image, in addition to cuts to human operated broad-
cast cameras. Selection behavior is based on pragmatic (cover most interesting
actions) and cinematographic (ensure basic aesthetic principles) rules, compara-
ble to the approach proposed by Falelakis et al. [6]. The decision making process
is not always fully automatic but can involve supervision by a human-in-the-
loop, a production team member deciding between prepared options using the
EditorUI tools. The PSE is a distributed component with at least one instance
at the production site and one at the terminal end10, which is also reflected in
the PSE architecture diagram in Figure 4.

The primary PSE is consuming real-time low-level event streams as extracted
by AV analysis and generated by the EditorUI (near real-time annotations).
Low-level means that the information bits are per se not directly usable for
the decision making process, as they are very narrow facts/statements about
details of the scene. What the PSE really needs to have in order to take quality
scripting decisions is a more abstract understanding of the current situation,
though. As an example, a sequence of coordinates of players and a ball are
relatively meaningless. However, a certain constellation might indicate a very
high probability that a basket/goal is to be scored in the upcoming seconds, and
the PSE might want to react to such a situation in a specific way.

The output of the PSE is called a script, which consists of a combination of
content selection options and decisions, renderer instructions, user interface op-
tions a.s.o. Scripts (custom XML format) are passed to subsequent PSE compo-
nents from the production site towards the terminal, where final instructions are
given to a device-specific renderer. The Terminal PSE processes scripts received
from previous PSE instances. When the rules allow to do so11, it determines a
single shot update per viewing group and sends final decisions as instructions to
the renderer.

All PSE instances keep a local state to keep track of their own decisions, which
is required for a number of features, e.g. a certain shot variety as an aesthetic
principle. Different shots (fixed, dynamic as e.g. following an object) and shot
types will be modeled as a OWL2 ontology model. Event types of this controlled
vocabulary are specific to a scenario. In the example of soccer content they
include for example different zoom level side views, player closeups, audience
cheer pans, fixed goal area shots etc.

Most of the PSE’s subcomponents will use JBoss Drools12 which is a unified
and integrated platform for rules, workflows and event processing. It is a hybrid
chaining rule engine implementing a forward and a backward chaining inference
10 More complex scenarios will require additional levels of decision making in between,

taking into account licensing and content rights, targeted advertisements, event au-
dience privacy issues and such.

11 Aesthetic rules ensure e.g. that cuts between shots don’t happen too often.
12 http://www.jboss.org/drools

http://www.jboss.org/drools
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Fig. 4. The PSE architecture with the production site component left and the terminal
end component right

engine. The forward chaining rules are processed using an extended version of the
Rete [14] algorithm called ReteOO for efficient pattern matching. The business
logic, the rules, can be expressed in a declarative way by using the native Drools
Rule language, a XML rule language or a self defined domain specific language.

Summarizing, the EditorUI and the AV content analysis are the main meta-
data (knowledge) sources for decision making within the PSE. The following
sections will describe the individual subcomponents of the PSE.

5.1 Semantic Lifting

The Semantic Lifting component is designed to receive low-level events from
both AV content analysis and the EditorUI component. It is the first interface of
the PSE subcomponents and processes event streams, therefore it must be able
to handle a high volume of input events. Low-level events from the AV analysis
are sent in MPEG-7 format13 and include bounding boxes of detected persons.

The purpose of the Semantic Lifting component is to filter and enrich (meta-
data such as confidence values) the incoming information. Further, higher-level
events are extracted from the low-level event stream. This can be achieved in
various forms, e.g. by observing trends and sudden changes, by detecting prede-
fined patterns in the event stream, by fusing audio and video events, by doing
fuzzy classification or by a combination of these methods. As a result the Se-
mantic Lifting component outputs events of a higher semantic level that can be
directly used to determine shot candidates.

After defining the first set of rules and sketching the system’s architecture we
identified following requirements — the Semantic Lifting component must be
able to:

13 Multimedia Content Description Interface, ISO/IEC 15938:2001
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– Process event streams in real-time.
– Handle possible out of order events.
– Reason with uncertain information (i.e. confidence values of low-level events).
– Express and reason on First Order Logic statements, as predicate logic is

not sufficient.
– Perform spatial, spatiotemporal and temporal reasoning including Allen’s

temporal operators [15].

5.2 Shot Candidate Identification

The shot candidate identification aims to determine suitable candidates based on
the high level event information as provided by Semantic Lifting. The output are
not final decisions, but options that subsequent components use to take decisions
for each individual user group based on a range of factors prioritizing different
types of shots and the event/action types assigned to them. The component
determines at least one candidate, the actual number depends on the scenario.
We have yet to determine the optimal number given further parameters such
as the EditorUI integration. In that frontend for the production team, options
are likely to be visualized as rectangular color overlays on the panoramic image.
This seems to work well for visualization and to assist decision, but only for a
limited number of views at the same time.

For the identification itself a number of domain-specific rules are executed
by JBoss Drools to immediately and properly react to actions in the scene. As
previously mentioned, we are using our event/action ontology for classification
of interesting actions, so that we can determine the most interesting ones. Even
though the dynamic occurrence of unexpected events might require additional
views to be added at times, one strong design principle is to ensure continuity,
to work with a rather constant number of views. The initial design of this com-
ponent will be revisited as soon as practical lessons learned allow to derive its
ideal behavior.

5.3 Shot Framing

For each shot candidate the Shot Framing component computes a suitable fram-
ing bounding box. Size and aspect ratio differ per viewing device and the decision
gives the coordinates of the surrounding box. The component deals with both
fixed shots and such covering moving objects for which smooth camera pans
are needed. The calculation employs a spring model for smoothing out minor
movements and avoiding rough stops. It takes the object type, direction and
speed of movement into account. As an example, a horizontally moving athlete
is positioned side of the image center so that more of the running direction area
is seen. Further, the bounding box size depends on the distance of the object to
the camera, i.e. more distant objects are covered by smaller boxes so that they
appear larger.
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5.4 Shot Prioritization and Shot Selection

Naturally, shot prioritization and selection have to operate per viewer group as
well. In our current architecture, the Shot Prioritization component is a prepa-
ration step within the workflow which (re-)assigns priorities to shots based on a
range of factors. The Shot Selection component consumes that input and either
takes a final decision or computes a set of suitable options to be sent to the
next PSE instance in the network. The terminal PSE for example has to take
final decisions, other PSE instances may pass on a list of options. Options might
but not necessarily have to correspond to preferences in the viewer’s menu. Shot
selection takes the model from the viewer profile and of the shot’s associated
metadata into account. The recent viewing history is also a factor e.g. to ensure
variety in types of shots ensured by cinematographic rules. At the terminal end
final decisions have to be made, therefore device specific transition commands
are included in the scripts as well. Decision scripts are passed to the renderer.

6 Discussion

We have presented an architecture for a Virtual Director implementation that
supports a format-agnostic live event broadcast production system and is able to
frame shots within a high-resolution panoramic video stream. The architecture
design and technology choice has been informed by lessons learned in a number of
related activities (cp. [6]). We are at the beginning stage of the implementation of
the Production Scripting Engine and plan to test and evaluate event processing
and rule evaluation performance, system delay and viewer satisfaction.

Developing a rule-base that realizes the desired behavior is not a straightfor-
ward engineering task. There is little related work on the formal representation
of the principles that broadcast teams operate on. Such principles are typically
expressed as event-condition-action (ECA) rules that consider their context in
the condition, but are still expressed independent from each other. However, the
challenge is to achieve a sound behavior by the sum of the rules, their interplay.
As we target different scenarios (mainly sports events and music concerts), effec-
tive re-use of a subset of rules is desired. One example in that regard should be
the ability to smoothly follow an object moving through the panoramic image.

These issues will mainly influence the implementation of the Semantic Lifting
and Shot candidate identification components and likely reveal interesting re-
search questions. FascinatE further aims for intelligent audio orchestration. As
an example for sports broadcast, if there is an audience shot after a successful
score, the audio should correspond (loud cheers). More general, a viewer may
want to hear the fans of his/her favorite team more than those of the opposing
— the visibility of objects should correspond to their audibility. Objects that are
currently not visible may not be audible at all or at a dimmed level. Audio close-
ups might become problematic though, as they may interfere with the privacy of
a player-coach discussion, or may cover inappropriate language of players, etc.
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Linking User Generated Video Annotations

to the Web of Data
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Abstract. In the audiovisual domain tagging games are explored as a
method to collect user-generated metadata. For example, the Nether-
lands Institute for Sound and Vision deployed the video labelling game
Waisda? to collect user tags for videos from their collection. These tags
are potentially useful to improve the access to the content within the
videos. However, the uncontrolled tags allow for multiple interpreta-
tions, preventing long term access. In this paper we investigate a semi-
automatic process to define the interpretation of the tags by linking
them to concepts from the Linked Open Data cloud. More specifically,
we investigate if existing web services are suited to find a number of
candidate concepts, and if human users can select the most appropriate
concept from these suggestions. We present a prototype application that
supports this process and discuss the results of a user experiment where
this application is used with different data sources.

Keywords: User-generated metadata, video annotation, linked data,
tag reconciliation.

1 Introduction

Recently, the Netherlands Institute for Sound and Vision collected a large num-
ber of user-generated annotations with the video labelling game Waisda? [9].
With these time-based user tags the institute aims to improve access to the con-
tent within their videos. Currently, the professional annotations only describe
videos as a whole, while their users predominately place orders for fragments
within a video [7]. However, the uncontrolled nature of the user tags make it
difficult to guarantee long term access. In general, the tags allow for multiple
interpretations: named entities, such as persons, typically contain only part of
the name (e.g. only the first or last name), and (ii) the subject terms are only
available in the vocabulary used by the players of the game, which might not
coincide with the vocabulary of a searcher.

A typical solution on the Semantic Web to define the interpretation of a
textual value is by linking it to a concept defined by a vocabulary publicly
available on the web. This process is also known as “reconciliation”1. Typically,
1 The term was coined by the authors of the data cleaning tool Freebase Gridworks,

now Google Refine.
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this is a semi-automatic process where a reconciliation service suggests a number
of candidate concepts and the user selects the most appropriate one. In this
paper, we investigate if this approach can be applied to the tags of the user-
generated video annotations from Waisda?.

More specifically, our research questions are:

1. what is the coverage of different reconciliation sources with respect to
Waisda? tags?, and,

2. to what extent can human users use these services to quickly and correctly
select the most appropriate concept in context of a video?

To investigate these questions, we focus on two services. First, Freebase2 provides
a reconciliation service for their community build database, including structured
information from Wikipedia. Second, the semantic layer of Europeana3 provides
a reconciliation service for several controlled vocabularies of (cultural) institu-
tions, including the in-house vocabulary of the Netherlands Institute for Sound
and Vision. To test reconciliation for the Waisda tags against these datasources,
we implemented a user interface that allows the user to (i) select a data source
to reconcile against, and (ii) select a concept from this source that is appropriate
in context of the video. We then conducted a small user experiment where four
participants used this interface to reconcile the Waisda? tags associated with a
historic newsreel, and analyzed the results.

In the remainder of this paper we first describe in Section 2 the Waisda? video
labelling game, discuss the nature of the collected tags and demonstrate how
reconciliation of these tags could enable long term access. Next, in Section 3, we
briefly review related work on tag reconciliation. Our approach for reconciliation
of user-generated video annotations is explained in Section 4. We describe the
user experiment with our prototype implementation in Section 5, and discuss
the lessons learned from this experiment in Section 6. Finally, we wrap-up the
paper in Section 7 by discussing the limitations of our approach and directions
for future work.

2 Waisda? Video Labelling Game

Waisda? is a multiplayer game where users describe videos by entering tags [9].
The development of the game was initiated and guided by the Netherlands In-
stitute for Sound and Vision and developed by a Web development company. In
the first pilot project the game was used to annotate digitized historic newsreels
as well as more recent TV episodes from a Dutch broadcaster. The homepage
of Waisda? contained four channels, each continuously streaming videos from
a predefined category. A player starts a game by selecting one of the channels,
and plays against other players that joined the same channel. Figure 1 shows a
screenshot of the game with a video from a Dutch TV episode. During the game

2 http://www.freebase.com
3 http://semanticweb.cs.vu.nl/europeana/

http://www.freebase.com
http://semanticweb.cs.vu.nl/europeana/
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Fig. 1. Screenshot of the Waisda? labelling game, where a user is tagging an episode
of a Dutch TV talk show

the user can score points by entering tags in the textfield, shown below the video.
Based on the principles of Louis van Ahn’s ESP image labelling game [14], points
are scored when two players enter the same tag. As in the Yahoo! Video Tag
game [13] this notion of the same tag is extended to a 10 second time-interval.
The tags added by the user are shown below the textfield, and the points scored
with a tag are indicated by the different colors. The ranking of the players in
the current game are displayed to the right of the video.

In the first pilot with Waisda? more than 420,000 tags were added to 612
videos, an average of almost 700 tags per video. Table 1 shows a list of tags
assigned to a newsreel about the 1937 visit of the Dutch royal family to the
coronation of George VI. We will use this example throughout the rest of the
paper. As the game targeted a Dutch audience the tags are primarily in Dutch.
They contain person names, such as “Elisabeth” and “Juliana”, locations, such
as “England”, and subject terms, such as “paarden” (horses in Dutch) and
“beefeater”.

Searching Within Videos. Based on previous work [4] we expect that the
time-based annotations collected in Waisda? can be used to support users with
the task of finding objects within a video. For example, the time-based tags al-
low the user to directly navigate to the point in the video showing “beefeaters”,
or find specific content by searching through the tags. By reconciling the tags
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Table 1. Example list of Waisda? tags assigned to the George VI coronation newsreel
from 1937, containing person names, locations and subject terms

gouden koets, wegrijden, elisabeth, god save the king, hye park, west-
minster abbey, abbey, priester, geestelijken, Hyde, millitairen, kanon-
nen, beefeater, regen, hek, paarden, zwart, straat, tocht, aankomst,
kerk, intocht, stoet, koets, kroning, mensenmassa, parade, rust, juliana,
koning, kroon, niets, engeland, bernhard, park, troon

against concepts this functionality can be enhanced in several ways. The screen-
shot in Figure 2 shows a prototype that supports search and browsing within a
video, which is using the tags that were reconciled in the user experiment de-
scribed in Section 5. In the middle it contains a video player and to the left the
reconciled tags. The reconciliation has uniquely identified the tags, as shown by
the full name for the persons and locations. For example, the concept with label
“Prince Bernhard of Lippe-Biesterfeld” instead of the tag “Bernhard”. The type
information available for the concepts enables a categorization of the tags, as
shown on the left side of the screenshot. The rich information of the concepts
extends the possible ways to find tags. For example, by reconciliation to Free-
base the subject term “beefeater” can also be found by the synonym “yeamon
warders”. The mappings from the Dutch version of WordNet, Cornetto, to the
English version enable multilingual access. Finally, the links to the concepts pro-
vide rich background information for each tag, as shown to the right of the video
in the screenshot of Figure 2.

3 Related Work

This work is inspired by Google Refine, a tool to clean and transform tabular
data4. Among other operations it allows the user to reconcile data values to
the concepts from an external source. By default Google Refine suggests topics
(locations, persons, movies etc.) from Freebase. The task of the user is then to
select the most suited suggestion in context of the table row in which the value
occurs. For our task, Google Refine is not directly suited as the Waisda? tags
have to be reconciled in context of the video.

Google Refine requires a reconciliation service to be able to return a ranked
list of candidates for a given string. Most Linked Data providers do not yet
support this service. Therefore, Maali et.al. investigated how this reconciliation
can be supported by existing Linked Data services [8], such as the standard
query language for the Semantic Web SPARQL [11] or the Semantic Web search
engine Sindice [12]. Their evaluation showed that it is feasible to use these sources
for reconciliation, and they implemented extensions for Google Refine to access
these services. It should, however, be noted that reconciliation interfaces require
high precision results because they can show only a limited number (typically
4 http://code.google.com/p/google-refine/

http://code.google.com/p/google-refine/
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Fig. 2. Screenshot of prototype with enhanced access to tagged video. To the left of
the video the reconciled tags are categorized by their type. To the right of the video
background information of the current content is shown.

in the range from three to ten) of suggestions to the user to choose from. In
general, such a high precision is only reached by using additional restriction on
the type of the results, e.g. persons. In our task this information is not available.

There are several approaches to link tags to concepts fully automatically. For
example, for pictures on Flickr.com [1,10] or videos on Youtube.com [3]. We
believe that such automatic techniques could also be applied to link the user tags
from Waisda?. However, it is unlikely that the precision of such algorithms will
reach the quality standards of an archive for long term preservation. Therefore,
the need for human assessment remains. Furthermore, this work focuses on the
use of existing reconciliation services to find candidate concepts. We hope our
use case inspires the integration of advanced ranking algorithms into such ser-
vices. Finally, the interactive approach presented in this paper also gives us the
opportunity to collect a golden standard, which we can use for the evaluation of
more advanced suggestion algorithms in future work.

4 Linking Video Annotations to Concepts

In this section we present our semi-automatic approach to link the tags collected
in Waisda? to concepts from the Linked Data cloud. At the backend we use
existing reconciliation services to collect a number of candidate concepts, and at
a front-end we provide a graphic user interface that allows the user to select the
appropriate candidate.

Flickr.com
Youtube.com
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4.1 Reconciliation API

The reconciliation API, as introduced in Google Refine, is a web service that
links textual values to database identifiers. The service is intended to be used
semi-automatically, where the service suggests a number of candidate concepts
and the human user selects the concepts appropriate for her case. The algorithm
to match a query to a concept is not specified in the API. Typically, it performs
a fuzzy string match between the query and the textual labels of the concepts,
for example the name of a location or person.

The main parameters of the service are straightforward: a query object with
one or more textual values, an optional specification of the type of the results,
and a limit on the number of results returned5. The service returns for each query
an identifier, the name, all available types, the score produced by the algorithm
and a boolean that is true when the service is confident enough to indicate the
match as the right candidate.

4.2 Linked Open Data Sources

The Linked Open Data initiative has inspired many data providers to publish
their datasets on the Web [2]. Popular sources are DBPedia6, containing struc-
tured data from Wikipedia, and Geonames7 as a source for geographic locations.
We expect that these sources are useful for reconciliation of the Waisda? tags.
However, the data providers do not provide a reconciliation service. Recently,
Talis launched an initiative to provide several services for several datasets from
the Linked Data cloud, including reconciliation8. However, after exploration we
observed that the ranking of the results was not sufficient for our purposes. Free-
base provides an alternative to these data sources, is also available as Linked
Data and provide a public reconciliation service.

Europeana provides another useful Linked Data source for our tag set. The
semantic layer of Europeana contains a large number of controlled vocabular-
ies from different (cultural) institutes. Within the reconciliation service each
datasource can be accessed separately. In particular, we consider two sources to
be relevant for the tags in Waisda?. First, the Netherlands Institute for Sound
and Vision uses an in-house thesaurus for the documentation of audiovisual
content. This so-called GTAA thesaurus (Dutch acronym for Common The-
saurus Audiovisual Archives) contains approximately 160,000 terms in six facets:
subjects, locations, person names, organization names, maker names and gen-
res. Second, Cornetto, a WordNet-like lexical semantic database of Dutch that
contains 70,000 synsets [15].

5 The full specification is available at:
http://code.google.com/p/google-refine/wiki/ReconciliationServiceApi

6 http://www.dbpedia.org
7 http://www.geonames.org
8 http://www.kasabi.com

http://code.google.com/p/google-refine/wiki/ReconciliationServiceApi
http://www.dbpedia.org
http://www.geonames.org
http://www.kasabi.com
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Fig. 3. Screenshot of tag reconciliation interface

4.3 User Interface

The screenshot in Figure 3 shows the user interface of the prototype application.
On the right it contains the current video, on the left it contains the list of tags
assigned to this video and in between them a list of frames for the currently
selected tag. The user starts a session by selecting a reconciliation source, shown
below the tag list. The reconciliation is performed by sending a request to the
corresponding service. When the service returns results for a tag an icon is added
to the right of the tag. Selecting such a tag then shows these concepts below the
tag. To support the user in identifying the concepts, they are represented by
their label and their types. The selection of a tag also brings up the frames that
are annotated by this tag, and clicking a frame will play the video starting at
this frame. Finally, when the user selects a concept a request is sent to the server
to update the database and the tag is highlighted in the interface.

5 User Experiment

We performed a user experiment to test the coverage of the different data sources
for the Waisda? tags and to what extent users are able to select the most
appropriate concept in context of the video. Our assumption is that the users are
somewhat familiar with the vocabularies used, and know what kind of concepts
they can expect. In this experiment we focus on a quick and simple method to
link tags to concepts. Therefore, we expect the user to select one of the concepts
suggested by a reconciliation service, and we do not include functionality to first
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Table 2. Distribution of reconciled tags over the different sources

tags unique for source concepts

Freebase 13 3 15

GTAA 12 3 12

Cornetto 22 15 25

total 33

fix the spelling of tags or manually search within a vocabulary in case no suited
concept is found. Furthermore, we expect that a suited concept should be part
of the first 10 suggestions provided by the service.

5.1 Setup

For the experiment we used the video presented in Section 2, a newsreel about
the visit of the Dutch royal family to the coronation of George VI. In total the
video contained 36 tags. We asked four colleagues from our department to use
the prototype interface to select the most appropriate concept for each tag. They
were instructed to only select a concept when an appropriate one was among
the suggestions. They could use the frames related to a tag and play the video
add that time point, but were not forced to do so. The users reconciled the tags
against three different sources: GTAA, Cornetto and Freebase. A session started
with a short explanation of the interface using a different video. In the exper-
iment the participants performed the following steps: select a datasource, start
the reconciliation service by clicking the “Go” button, and once results returned
start selecting concepts. When all tags were considered the user continued with
the next datasource.

5.2 Results

For 33 (out of 36) tags a concept was selected by one or more participants. The
three tags for which no concept was selected all contained a spelling error that
prevented the reconciliation services to find the appropriate concept: “hye park”,
“elisabeth” instead of “elizabeth”, and “millitairen” instead of “militairen”.
Table 2 shows the distribution of these tags over the different data sources.
Using Cornetto as the reconciliation source most concepts were selected (22),
while for GTAA and Freebase less than half of the tags could be linked.

Table 3 shows the number of tags that were reconciled per participant. These
numbers are comparable to the total number of tags reconciled by all partic-
ipants. The low number of tags selected from GTAA by P3 can be explained
by the fact that this participant only selected entities from this source and no
subject terms, while the others did select the subject terms. Further manual
examination showed that for each source most of the tags were reconciled by 3
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Table 3. Number of tags reconciled by the four participants. The final column shows
inter-rater agreement using Krippendorff’s alpha.

participants: P1 P2 P3 P4 α

Freebase 11 10 9 8 0.78

GTAA 9 12 5 10 1.00

Cornetto 21 20 20 18 0.92

total 32 32 27 29 0.91

or 4 users. For GTAA and Cornetto only one tag was reconciled by only one
user, and for Freebase 2 tags. This already gives some intuitive indication that
the participants, to a large extent, agreed upon which tags to reconcile.

To formally compute the agreement between our participants, we need a suit-
able metric. Because we have more than four raters, and missing data for some
of the tags, we use Krippendorff’s alpha (α) as a reliability coefficient [5]. Note
that α = 1.0 indicates perfect agreement (e.g. in the GTAA cases) while α = 0.0
indicates a level of agreement that can be completely attributed by chance. The
α = 0.78 for Freebase concepts can be interpreted as moderately high agree-
ment, but is quite low compared to the other data sources. This can be partly
explained by the fact that we treated both truly distinct concepts and closely
related concepts as disagreement in the computation of α. All other αs are above
0.9, which is generally interpreted as a high level of agreement. We conclude that
for this small experiment, with a coverage of 33 out of 36 tags and a total reli-
ability coefficient of 0.91, users can effectively reconcile tags using the selected
services.

To explain the disagreements among the users we manually assessed the se-
lected concepts. For Freebase the participants selected different concepts for
three tags. However, on close examination we considered the selected concepts
valid alternatives. For example, two users selected for the tag “abbey” the spe-
cific location “Westminster Abbey”, while another selected the general concept
for “abbeys”. For Cornetto the differences between the selected concepts were
very subtle. For example, the tag “hek” is in Dutch used for “gate” as well as
“fence”. Both these interpretations were also applicable to the video. Although
the participants agreement on all selected concepts from GTAA we found one
error. For the tag “bernhard” (the former prince of the Netherlands) three of
the four users selected a Dutch interviewer with the name “Prins, Bernhard”
(“prins” is Dutch for “prince”). The participants overlooked the type shown
below this name indicating that this was an interviewer.

We also analysed how how many of the tags were only found in a single source,
shown in Table 2 in the column labeled unique. This shows that most tags that
were reconciled against Freebase and GTAA could also be found in another
source. More specifically, the general subject terms, for example “park”, were
also selected from Cornetto. Most entities, such as persons and locations were,
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Table 4. Ranks of the selected tags

rank 1 2 3 4 5 6 7 8 9

#concepts 32 9 2 6 0 1 2 1 2

however, only found in GTAA or Freebase. All entities selected from GTAA
were also found in Freebase. The majority of the tags selected from Cornetto
were only found in this source. However, for some tags there were subject terms
selected from GTAA that were not found in Cornetto. All these tags were plural
forms of regular words missed by the reconciliation service of Cornetto.

Finally, Table 4 shows for the selected concepts at which position in the list of
candidate concepts they were ranked. We excluded the falsely selected concept
mentioned above. More than half of the selected concepts were ranked first (32),
while 23 concepts were ranked second or lower. Several (6) selected concepts
were even ranked sixth or lower.

6 Lessons Learned

Although the experiment involved only one video and 36 tags, we can make
several observations about the data sources, services and user interface.

– Cornetto is a promising source for subject terms. For most of the subject
tags in the experiment the participants could select a concept from Cornetto.
Only tags with irregular plural forms were not found. More flexibly string
matching techniques, or a better stemming algorithm for Dutch, could help to
also find concepts in these cases. However, selecting the most suited concept
from Cornetto in the user interface can be time consuming, as the differences
between interpretations can be very subtle. In contrast, for GTAA there is
usually only one concept used for all interpretations.

– For all the named entities the participants could select a concept from Free-
base as well as GTAA. However, the additional information in GTAA is
sparser than in Freebase, making it more difficult to identify the right con-
cept. The coverage of Freebase worked well for the video used in the ex-
periment, as the persons and locations are well known. For specific Dutch
content Freebase might, however, be less suited.

– Full coverage was prevented by spelling errors and variations in the tags.
However, in some cases the video fragment also contained the correctly
spelled tag.

– When users know what to expect they adapt their behavior. For example,
they quickly noticed that Freebase was most suited for persons and locations,
making them only briefly scan the list for subject terms.

– For most tags the context in the video was already clear from the video de-
scription or the other tags. However, the video and the frames corresponding
to the tags were used in several occasions, and the participants remarked that
they were sometimes essential to determine the correct interpretation.
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Based on these observations we derive three recommendations for configuring a
reconciliation interface for video annotations. First, we recommend to reconcile
against multiple data sources at the same time, as the best coverage is acquired
by a combination of sources. To effectively use the combined results we recom-
mend that duplicates are merged into a single suggestion. This can, for example,
be done using alignments between the concepts in different sources [6]. In addi-
tion, the results are best presented in different categories, for example persons,
locations and subjects. This allows the user to quickly ignore suggestions from
a wrong type. Second, to deal with spelling variations and errors we recommend
a preprocessing step that merges similar tags. Third, to simplify the selection
of the most suited concept the results from sources that provide high precision
should be presented first. The results found in sources that provide high recall
should be presented as an alternative. The same approach can be used for a
single datasource to distinguish the results found by high precision or high recall
string matching techniques.

7 Discussion

We showed that it is feasible to semi-automatically reconcile the user tags col-
lected in Waisda? against open data available on the Web. We acknowledge that
the small scale of the user experiment prevents us from making more general con-
clusions. Therefore, we are planning a large scale experiment in the context of a
second pilot with Waisda?. Based on the lessons learned in this research we will
improve our prototype and make it suitable for large scale use. We hope that
the integration with Waisda? attracts users to reconcile their own annotations
or those made by others. We believe, that the data collected in such a large scale
experiment can be valuable for the Netherlands Institute for Sound and Vision
to improve access to their collection. In addition, such data can be valuable for
the research community as a golden standard for concept suggestion algorithms
and automatic concept detection.
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Abstract. Preserving access to multimedia data over time may prove
to be the most challenging task in all things concerning multimedia.
Preserving access to data from previous technical generations has always
been a rather difficult endeavor, but multimedia data with an almost end-
less succession of encoding and compression algorithms sets the stakes
even higher, especially when not only considering migrating the data
from one generation earlier to a current technology but from decades
ago. The time to start thinking and developing techniques and method-
ologies to keep data accessible over time is right now because the first
challenges become visible on the horizon: How to archive the ever growing
(and growing exponentially so) amounts of data without major manual
intervention as soon as a storage media runs out of free space. Is there
such a thing as “endless storage capacity”? Would an “endless storage
capacity” really help? Or do we need totally new ways of thinking in
regard to archiving digital data for the future?

Keywords: Multimedia storage, Encoding, Software, Hardware,
Privacy.

1 Introduction

It is difficult to estimate how big the amount of data that have to be stored will
be in ten, twenty or fifty years. Based on current figures of growth of photos
on Flickr (www.flickr.com), Facebook (www.facebook.com) ([13], [14], [16] [34])
and on Internet videos [39] we made a conservative estimate of the amount of
image and video data in terabyte in the next fifty years. There could be about 12
billion terabyte of images in 2035 and about 580 billion terabyte in fifty years.
The amount of video data appears to be a little smaller, but reaches about 8
billion terabyte in 2035 and 410 billion terabyte in fifty years. This would mean,
that an amount of about 1000 billion terabyte of image and video data have to
be stored and maintained in 2060 only in the area of photo- and video platforms
and social web.

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 705–715, 2012.
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With regards to a growing number of smartphones and cheap end user video
cameras, the numbers might even be higher. Future technologies might also
bring a high amount of data with them. Future technologies will most likely
create even more data than is apparent today. Interestingly, one of the most
underestimated fields of imaging is health care[28]. MRIs and similar diagnostic
tools create imaging data whose amount rises exponentially with the improve-
ment of resolution (see [5], [6]). But not only traditional ways of imaging add to
the challenge, the current trend to incorporate the third dimension in consumer
imaging multiplies the amount of data required as well ([18], [31]).

This leads to the following questions: How can we deal with the growing
amount of data? How can we assure that the multimedia data produced from
the past until now will still be available and accessible in fifty years?

2 Related Work

A huge amount of scientific work can be found on various aspects of storing,
organizing and searching data in the future. One major aspect of data storage
is on cloud computing. Agrawal et al. stated in [1] that a “single perfect data
management solution for the cloud is yet to be designed”. They also determine
that “ensuring the security and privacy of the data outsourced to the cloud is
an important problem [...] for data management systems in the cloud”. Bein et
al. describe two algorithms for the calculation of a minimum number of servers
and a minimum total cost given a sequence of online storage requests for a cloud
in [4]. They consider requests for larger amounts of data than one server has
storage space.

Domain specific approaches can be found in different areas of research, like
space agencies of the database sector. Albani describes a project called CASPAR
which deals with the “preservation of knowledge associated with the data.” His
work describes the usage of the system for sensor-data from the ESA [2]. The
NASA examines how its planetary data can be stored and preserved in the
cloud [27]. Rahman et al. migrate databases from a relational to a dimensional
model and calculate information which is embedded in the code to preserve
databases for the future. Thereby the original database is affected, but the result
is independent of DBMS details and application logic [36].

Different concepts and systems designed to preserve each type of data are devel-
oped. One concept is described by Becker et al. in [3]. They describe “a systematic
approach for evaluating potential alternatives for perservation actions and build-
ing thoroughly defined, accountable preservation plans for keeping digital content
alive over time.” Thereby they do not investigate a special kind of data, but re-
search the whole process when data have to be stored for future usage. An open,
fully distributed system called DISTARNET is presented by Subotic et al. in [42].
It is designed to “reliably execute pre-defined workflows for long-term preserva-
tion.” It provides “dynamic replication, automated consistency checking and re-
covery of the archived digital objects” in an autonomous way.

Work focusing on media or 3D data can be found varying from standards to im-
plemented systems. Plagemann and Goebel state in [35] that concepts emerging
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from projects with network centric view can be used to develop content centric
systems like a peer-to-peer video on demand streaming system. They start with
future Internet concepts and build a multimedia system based on these. Holmqvist
et al. tested “virtualization as a strategy for maintaining future access to multi-
media content” in [17]. They found out, that the current state of the art of vir-
tualization and emulation cannot be recommended for ensuring future access to
multimedia data and applications. Doyle et al. present a framework for the preser-
vation of 3D data which consists of an emulation and a metadata part to ensure
authentical and usable digital objects [11]. Harada et al. describe a standardized
packaging format for digital media files called the MPEG-A Professional Archival
Application Format (PA-AF) [15]. It implements the information package which
is described by the Open Archival Information System (OAIS) reference model
[20]. “Archiving is accomplished through a hierarchical file structure and rich con-
textual information, while preservation is realized by enabling portability in the
structure and file attributes.” (Vetro in [15])

This small overview shows efforts in storing and managing data for the future
either on servers with large storage capacities or in the cloud. This work considers
problems and challenges dealing with future hardware, software and security and
privacy concerns.

3 Hardware

Let us start with the basic component for storing digital data. There needs to be
some type of hardware that is capable of storing digital data for an unforeseeable
amount of time. This is one of the major obstacles in archiving and preserving
digital content - finding the right type of hardware and storage media. “Classic”
or “regular” storage media can be classified into two major groups, magnetic
media and optical media.

3.1 Magnetic Media

While magnetical media may be readily available, their most prominent mem-
ber is the regular and omnipresent hard disc drive. In terms of longevity and for
archival purposes it is quickly becoming apparent that regular hard disk drives
may not be the means of choice for preserving digital content. Not only do they
suffer from mechanical failure far too often, its basic design has not changed
in almost fifty years from a mechanical perspective, but the interface technol-
ogy with which the data is transported from the drive to a computer system
underwent dramatic changes on a regular basis ([8], [10]). Deng states in [10]
that the hard disc drive will be preferably used in the near future because of its
cost efficiency (compared to solid-state drives (SSDs)), but advancements like
a dual actuator [7] or multiple spindles [41] can make it more efficient in per-
formance and energy consumption. Even if the basic protocol for moving data
to and from the drive has been kept at least compatible, the mechanical and
electrical interface has not. From the eighties where 8-bit narrow-SCSI was state



708 B. Meixner, M. Ettengruber, and H. Kosch

of the art [43] over to Fibre-Channel in the 90’s and 00’s [12], [25] to the current
implementations of SAS (Serial Atached SCSI) [25] and SATA (Serial ATA) [25]
the electrical and mechanical interfaces of hard drives have changed and are
unfortunately incompatible. External data storage technologies like eSata, flash
drives or storage area networks (SAN) which are mainly built on the technologies
described above suffer from the same disadvantages as their fixed counterparts.

One example of how fast the available technology can (and will in the fu-
ture) change was the transition from parallel- to serial-SCSI: From the 1980s
when parallel-SCSI (pSCSI) was developed [38] until the year 2005 it was the
predominant interconnect technology for hard drives in server systems. 2004
the transition to serial-SCSI (SAS) started and was finished in 2006 for most
hardware vendors [40]. Now in 2011 it is beginning to become a major problem
getting new parallel-SCSI controllers, cables and spare parts since the official
support from the original vendor ends usually five years after the product has
become obsolete and been removed off the price list. Though environments tend
to “live” longer than predicted by the original vendor, they will not live “end-
lessly” and factual replacement problems will lead to a forced transition to a
new technology. Moving data from one generation to the directly subsequent
generation of hardware technology is more likely to be feasible than when one
or more generations of hardware have been developed in between. But it is still
a tedious and manual job - moving data from older to newer hard drives. It
needs manual intervention and - most importantly - very precise control from
the person doing the actual copying/moving/migration of data. So considering
hard drives or fixed media technology for long term archival purposes is most
likely a technological cul de sac and probably not the best way.

3.2 Optical Media

Removable optical media have long been a favorite in the domain of long term
archiving. But recent developments have shown that even removable media do
have some severe drawbacks when it comes to long term availability of data.
Removable media are one of the very few technologies that can actually with-
stand the required time periods of up to hundred years without elaborate climate
control where the media are stored [32]. Although they still retain and deliver
the information that has been written on them a long time ago, their reading
devices e.g. optical CD-ROM, DVD or UDO drives suffer from the same vagaries
of interface technology and economic obsolescence like their fixed media counter-
parts. When an interface technology goes obsolete and is replaced by the more
modern, faster, cheaper to manufacture and thus more interesting technology,
not all data on previous technologies are transported to the new interface tech-
nology. Optical media have been around for more than 30 years [29] and it is one
of the very few technologies where the initial media format called Compact Disk
is still readable by all common reading devices whether they have been techno-
logically upgraded to read the more modern formats like DVD oder BluRay or
not: The Compact Disc is currently the only technology that is even remotely
capable of withstanding the required time spans for archival purposes and a
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working reading device may exist even 50 years from now. Although without
a joint effort from a majority of manufacturers economic necessities may well
end this predominance in the market over night when it is no longer profitable
implementing the capability of reading the original CD format into the current
and future models of optical drives.

4 Software and Encoding

The encoding algorithms used to store digital multimedia content plays a
similarly important role in keeping data accessible over long periods of time.
Encoding and compression technologies and algorithms for multimedia content
tend to be quite elaborate and sophisticated as well as specialized for the spe-
cific media format. There are many codecs out there for numerous media playing
applications which all need to be maintained, updated and patched as well as
improved and migrated to new platforms, operating systems and applications.
Creating and playing multimedia content on a wide dissemination is a relatively
new capability of a computer since it requires computing power not previously
available to everyone. The field of multimedia applications is as of 2011 still
undergoing major changes and has not yet established its stable market play-
ers and reaching a level of predictability that comes with a set of established
market players.

One of the major open source video players of our time VLC player lists a
vast amount of currently supported video formats on its web site [44], but for
example lists the previously widely available Indeo Video 5 [19] as not supported.
So digital content that has been encoded using Indeo Video 5 is no longer being
played by the current software version of VLC player - nor is it supported by
the more recent operating systems making these videos inaccessible when not
supported by a more specialized video playing application (of which there still
are a few available but for how long?). The threat of multimedia data becoming
inaccessible although physically present is not only real, but needs to be taken
into consideration when thinking about long term archival and storage of mul-
timedia data. When considering technologies and methodologies for long-term
archival of multimedia data, there needs to be a common approach from software
and hardware developers and vendors.

The software side needs to come up with a set of encoding and compression
algorithms which may not necessarily be the best of their breed but more a kind
of smallest common denominator type of technology. Although this may well re-
sult in much larger amounts of data or less functionalities in multimedia content,
the biggest obstacle is getting the decoding schemes implemented in unforesee-
able future generations of software products in a standardized fashion. This is
only likely to happen when product developers and software vendors have an
own vested interest in implementing this technology and a market exists that is
actively requiring this feature/codec/algorithm being implemented. Approaches
to provide such standardized video delivery were made by the Moving Pictures
Expert Group which developed the video formats MPEG-1 [21], MPEG-2 [22]



710 B. Meixner, M. Ettengruber, and H. Kosch

and MPEG-4 [23]. It may well be required for digital content to be converted
into an “archival data format” after its active lifecycle where a certain amount of
information loss may be acceptable (compression artifacts, loss of interactivity)
in order to ascertain accessibility of the majority of content for the unforeseeable
future.

In many cases the decoding algorithms tend to be moved from a software only
solution into a at least hardware-assisted if not hardware-based decoder for mul-
timedia content [33]. Although software-only solutions tend to be implemented
quicker and easier since the development of specialized hardware components
like application-specific integrated circuits (ASICs) is not necessary, long term
support is in many cases determined by hardware support. Standardized hard-
ware components are a reliable and - after initial development - cheap way of
ensuring long term support as well as wide spread usage since the actual platform
the content is run on does not matter any more. This is extremely important for
long term archival of data since the future of information technology is not only
unclear, but its development is so quick that todays predictions may probably
be tomorrow’s old news.

But one thing will have an ever increasing impact on our daily lives and how
we use computer technology: The mobile phone. In less than a decade every
person will probably only carry what we call today a smart phone where all
his information requirements as well as all computing power will be residing
and providing its user with everything he may need for working or recreational
purposes. Of course, any successful archiving strategy must take these changing
behaviors in using computer technology into account and be as “always on” as
the rest of the digital universe.

When the major players in the continuum of digital archive could standardize
on a set of features which needs to be implemented we could well be on our way
to a world where the dangers of losing digital content might be a thing of the
past compared to now, where the loss of digital content over time is certain.

5 Organization and Finding of Contents

More than one person has advocated a kind of “universal electronic world archive”
in the past [26]. While this may sound like a good idea - we think it is not! The
archival of data in the future, especially when thinking of multimedia content,
must be kind of content specific. Not all data can be treated equally. Data may
have different archival requirements e.g. bandwidth for retrieving, searching and
querying capabilities and many more. These must be taken into consideration
when thinking of long term archival of multimedia content. The archival of mul-
timedia data is space challenging. Multimedia data tends to grow much faster
than non-media related data. This is in part due to the technical specifications
of devices creating multimedia content - digital cameras ever increasing amount
of pixels per image grows the amount of storage space required - as well as the
ever more widespread use of multimedia technologies in everyday life e.g. digital
TV or mobile media. Strategies for storing and archiving multimedia data need
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to take all this into consideration and provide a common set of features as well
as searching capabilities on a unprecedented scale:

When a user archives all his digital images, images he may have created over
a time span of many years, he may upload the images “as they are”. This means
that he may have named the directories where the images are stored with refer-
ences to the content or he may even name the images individually. Regardless of
which way, it is a time-consuming and tedious job and the results are rather un-
predictable. The user may never find the right image again when looking for one
specific image. Similarly this may happen to video or audio content. Thus a long-
term archiving solution is not only about creating the environment for storing
and retrieving information, it is even more about finding the right information
in the least possible amount of time and without annotations added by the user.
Highly sophisticated and intelligent search algorithms must be developed which
allow looking into multimedia content and indexing and/or referencing multime-
dia content on a much higher and wider scale than anything available today or
archival will prove to be a black hole for multimedia content. For example must
a multimedia content searching algorithm be able to identify human faces when
“shown” a face - even in case the image of the “shown” face is of different age,
or an archival system for images might not prove useful over the proposed time
span of more than 50 years.

Similarly for any other multimedia content, the archival system must be ca-
pable of recognizing patterns with which it can interact with the user. Being it
graphic descriptions of content (“movie where actor xx wears a funny hat”) or
descriptions of “logical” content (“movie where actor xx plays Dr. Yes”). But the
information must solely come from the content itself, not added manually during
the archiving process or otherwise the archival system will not be “self-sufficient”
and rely on (possibly incorrect) information entered manually for later retrieval
of multimedia data. Later correction of previously manually entered data may
not be possible anymore - e.g. when the person who entered the data manually is
deceased and was the only possible source for the correct information. Different
annotation standards for various areas of digital data already exist. Multimedia
data can be described via MPEG-7 [24]. Digital ressources can be described via
Dublin Core [9] or the Resource Description Framework (RDF) [45]. The open
standard Digital Imaging and Communications in Medicine (DICOM) [30] can
be used to exchange medical information.

Being able to ascertain the correctness of information in a multimedia archival
system is especially important since multimedia content in form of film or “mov-
ing images” is regarded as a highly credible source of information by most people.
Therefore, it is an essential requirement of any archival system to make sure only
valid and correct information is entered into its databases - preferably autonom-
ically and automatically.

6 Security and Privacy Concerns

Any archival system must not only be secured from unauthorized access but
additionally from tampering or changing the stored information - even from the



712 B. Meixner, M. Ettengruber, and H. Kosch

potential “owner” of the content. Thus a multimedia archival system must not
allow altering of any content that has ever been entered into the system. While
it may well provide for means of version control and updating, the content itself
may never be altered, only stored again with a new version.

Whether content is allowed to be deleted or not needs to be discussed. Both
positions seem to have valid arguments - the “non-deleters” will have to face a
theoretically and practically ever increasing archive with the subsequent tech-
nical challenges while the “deleters” may postpone the technical challenges but
may face incalculable loss of content by allowing deletion of content by its indi-
vidual contributors.

Regardless of any deletion strategy, the privacy concerns may be even more
important. Who decides which content may be accessed by whom? In archiving
applications for individual users this may seem self-explanatory but still there
are issues that need to be addressed: Who has access to the data after the owner
is deceased? Is there a “right of succession” for archived multimedia data? Will
it be possible for individual personal data to be deleted although deletion of
data may not seem desirable? Does entering personal multimedia data into an
archival system alter the individual rights of the owner of the data (relinquishing
ownership)?

An archival system for multimedia data may have potentially a huge influ-
ence how we may in the future perceive our past. Up until now the multime-
dia information about our past has been provided by analog film, its content
was and is - in its original form - rather hard to forge. So information derived
from motion picture oder still picture has traditionally been credited with much
more credibility and plausibility than a personal witness or verbal recollection.
“Images do not lie”! This is not any longer true for digital data. Digital multi-
media content can be forged, altered, changed - professional movie studios use
Computer-generated imagery (CGI) to create complete feature films [37] - and
still possesses a lot of credibility. This credibility makes altering or forging of
motion or still images quite interesting for rather unsavoury elements of human
society. Any digital multimedia archive needs to be protected to the full techni-
cal extent from forgeries and alterations of its archived content. Its usability and
public perception as a reliable source of information may depend on it but even
more the public itself depends on the reliability of the information stored in a
multimedia archive.

7 Conclusion

An archival system for multimedia content does not only face the challenges
of traditional or “regular” archives but faces some pretty interesting additional
challenges which are unique to the storage and retrieval of digital multimedia
content. Any widely usable digital multimedia archive must have addressed all
issues, not only a part or subset of it. In order to attain a level of usability
which might make this a viable way of storing digital multimedia data there is
still a lot of work to do. Not only need some universally recognized and usable
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algorithms for archiving and retrieving digital multimedia data be developed,
there is still the need for a common hardware platform which might be supported
by several manufacturers/vendors on long term basis - sufficient not for years
but for decades. The time to start is now - or we might lose a substantial amount
of data mankind has created already.
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Abstract. This paper introduces a novel approach for search and re-
trieval of multimedia content. The proposed framework retrieves multi-
ple media types simultaneously, namely 3D objects, 2D images and audio
files, by utilizing an appropriately modified manifold learning algorithm.
The latter, which is based on Laplacian Eigenmaps, is able to map the
mono-modal low-level descriptors of the different modalities into a new
low-dimensional multimodal feature space. In order to accelerate search
and retrieval and make the framework suitable even for large-scale ap-
plications, a new multimedia indexing scheme is adopted. The retrieval
accuracy of the proposed method is further improved through relevance
feedback, which enables users to refine their queries by marking the re-
trieved results as relevant or non-relevant. Experiments performed on a
multimodal dataset demonstrate the effectiveness and efficiency of our
approach. Finally, the proposed framework can be easily extended to
involve as many heterogeneous modalities as possible.

Keywords: Multimodal Search, Multimedia Indexing, Relevance
Feedback.

1 Introduction

The ever-increasing amount of multimedia content, which is available in the
Internet, intensifies the need for effective search through the various online me-
dia databases. Towards this direction, a lot of research has been conducted on
developing methods for content-based multimedia retrieval. Moving beyond tra-
ditional text-based retrieval approaches, content-based media search is based on
the extraction of low-level features (e.g. color, texture, shape, etc.) automatically
from the content. While the problem of retrieving one single modality at a time,
such as 3D objects, images, video or audio has been extensively covered, retrieval
of multiple modalities simultaneously has yet to yield significant results.

Cross-media retrieval comprises all multimedia search methods that use a
query of one modality to retrieve results of another modality. Moving beyond
cross-media retrieval, multimodal retrieval allows users to enter multimodal
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queries and retrieve multiple types of media simultaneously. Thus, users will
be able to search and retrieve content of any type using a single unified retrieval
framework and not a specialized system for each separate media type.

Most of the cross-modal retrieval methods [2] are based on a well-known
technique called Canonical Correlation Analysis (CCA) [1], which constructs an
isomorphic subspace (CCA subspace) in order to learn multi-modal correlations
of media objects. In [3], the intra- and inter-media correlations of text, image and
audio modalities are investigated in order to produce a Multi-modality Laplacian
Eigenmaps Semantic Subspace (MLESS). In [4], a structure called Multimedia
Document (MMD) is introduced to define a set of multimedia objects (images,
audio and text) that carry the same semantics. After creating a Multimedia
Correlation Space (MMCS), a ranking algorithm is applied, which uses a local
linear regression model for each data point and it globally aligns all of them
through a unified objective function.

Despite the significant progress of content-based multimedia retrieval in terms
of retrieval accuracy, even the most accurate methods may fail to return results
that fully satisfy the end-users. This is due to the fact that the above methods
do not take into account user’s subjectivity. In order to enable personalized re-
trieval, Relevance Feedback (RF) techniques have been extensively used. Some of
the most common RF approaches involve query refinement [5], where the initial
query is moved so as to get closer to the relevant objects. Techniques based on
query expansion [4] usually replace the query point with multiple query points,
which are then given as input to an appropriate ranking algorithm. Another cat-
egory of RF approaches uses different weights on the objects’ low-level features,
when computing their pairwise dissimilarity measure. Re-weighting [9] enhances
the importance of those dimensions of a descriptor vector that help in retrieving
the relevant objects and reduces the importance of those dimensions that hinder
this process.

In this paper, a unified framework for search and retrieval of multimedia
content is proposed. The framework achieves retrieval of multiple media types
simultaneously, such as 3D objects, images and sounds, using as query any of
the above types or combinations of them. The method is novel in the sense
that queries may consist of multiple modalities and the retrieved results can
have multiple modalities as well. The method can be applied even to very large
multimedia databases, by exploiting an appropriate large-scale indexing scheme.
Finally, a relevance feedback method is chosen among several state-of-the-art
approaches to improve the retrieval performance, while at the same time it is
combined with the above indexing scheme to achieve improved retrieval even in
large-scale. The proposed framework can be easily extended in order to address
a wider variety of media types and application paradigms.

The rest of the paper is organized as follows: In Section 2, the multimodal de-
scriptor extraction procedure is analyzed, while in Section 3, a description of the
large-scale indexing technique, which is used to accelerate multimodal retrieval,
is given. In Section 4, an overview of several Relevance Feedback techniques is
available. These techniques were tested in terms of improvement the retrieval
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accuracy as well as in terms of adaptability to the indexing scheme and the
results are shown in Section 5. Finally, conclusions are drawn in Section 6.

2 Creating a Multimodal Feature Space

2.1 Basic Concepts and Overview

In multimodal search and retrieval problems, it is much more convenient to
enclose multiple media types, which share the same semantics, into a media con-
tainer, and label the entire container with the semantic concept, instead of la-
belling each media instance separately. This approach has been already followed
in both [4] and [3], where authors introduced new structures to organize data
based on their semantic correlations, namely Multimedia Documents (MMDs)
and Multimedia Bags, respectively.

Following the same concept, the framework proposed in this paper is based
on a multimedia structure called “Content Object (CO)”. A CO can span from
very simple media items (e.g. a single image or an audio file) to highly complex
multimedia collections (e.g. a 3D object accompanied with multiple 2D images
and audio files). Moreover, a CO may include additional metadata related to the
media, such as textual information, classification information, real-world data
(location or time-based), etc. When a user refers to a CO, s/he directly refers
to all of its constituting parts. In the current work, 3D objects, 2D images and
sounds are considered as the constituting modalities of COs. Further extensions
of the proposed framework, in order to include other modalities, are planned for
future work.
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Sound
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3D Object
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Sound
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Fig. 1. Multimodal descriptor extraction and indexing

The procedure for the creation of the multimodal feature space is depicted in
Figure 1. Given a dataset of Content Objects, low-level descriptors are extracted
for each of their constituting modalities. By using the proposed manifold ranking
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method, which is based on Laplacian Eigenmaps (LE), the low-level descriptors
are mapped to a new low-dimensional feature space. In this new space, semanti-
cally similar COs, irrespective of their constituting modalities, are described by
multimodal descriptor vectors close to each other, in terms of Euclidean distance.
The LE-based method requires the computation of an adjacency matrix, whose
non-zero elements correspond to pairs of neighboring COs. In order to acceler-
ate the computation of neighbors, a multimedia indexing scheme is applied to
each separate modality. After the creation of the new multimodal feature space,
content-based search of COs is performed by directly matching their new mul-
timodal descriptors. For faster retrieval, when it comes to large-scale datasets,
an appropriately selected indexing scheme is adopted to index the multimodal
descriptors.

2.2 Multimodal Feature Space Creation

During the construction of the multimodal feature space, all COs of a dataset,
irrespective of their constituting modalities, are represented as l -dimensional
points in a new feature space. In this feature space, semantically similar COs
lie close to each other with respect to a common distance metric (such as the
L-2 distance). The methodology, which will be followed in this paper, is known
as manifold learning. This has been already used for non-linear dimensionality
reduction in vector spaces, but for one singe modality only. Such an approach is
applied for the first time on multimodal data in this paper.

Let a multimedia dataset of N COs and p different modalities. The fist
step of the LE-based method is to compute a N × N adjacency matrix W,
where each item Wij has a non-zero value only when COs i and j are neighbors.
In the original version of the Laplacian Eigenmaps algorithm, the non-zero ele-
ments Wij are exponential functions of the distance between i and j. However,
in our case, computing distances between COs is not trivial, since it requires
merging descriptors of heterogeneous modalities into one unified distance mea-
sure. Therefore, in this paper, the following modification is proposed: when items
i, j are neighbors, the item Wij of the adjacency matrix is assigned the value 1
instead of the distance between i and j. Since the items of the adjacency matrix
are COs, the neighborhood criterion is determined as follows: two COs, i and j
are neighbors if and only if at least one pair of their constituting items of the
same modality are neighbors. If the two COs do not have items of common
modality they are not considered as neighbors. Neighborhood among single-
modality items is determined by ranking these items with respect to their
mono-modal distance.

In order to proceed, let us assume, for simplicity, that each COi consists of
exactly one item per modality. In the general case, it is possible to have only
few modalities in COi as well as more than one items of the same modality.
Let a media item within COi of m-th modality (1 ≤ m ≤ p) be represented
by the descriptor vector xm

i . For the m-th modality, a distance measure is de-
fined as dm(xm

i ,xm
j ) to calculate the mono-modal dissimilarity. The km-nearest

neighbors of xm
i are retrieved by ranking all the media items of m-th modality
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(xm
j ) within the database, with respect to their mono-modal distances dm. The

ranked list of km-nearest neighbors of xm
i is defined as:

NeighListm
COi

= {indexm
COi

(1), indexm
COi

(2), · · · , indexm
COi

(km)} (1)

where indexm
COi

(1) is the index of the CO which corresponds to the media
item of m-th modality, ranked as the first nearest neighbor of xm

i . indexm
COi

(2),
· · · ,indexm

COi
(km) are the indices of the COs corresponding to the 2nd, · · · , kth

m

ranked items, respectively. Similarly, p lists of nearest neighbors are extracted,
one for each modality. The final k -nearest neighbors of COi are computed by
taking equal number of first neighbors from each list NeighListm

COi
, 1 ≤ m ≤ p,

i.e. k/p neighbors, with (k/p) < km. In case a COj appears in the k/p neigh-
bors of more than one lists NeighListm

COi
, this COj is counted only once. The

remaining positions in the k -nearest neighbors list are then filled with the next
closest COs.

In the general case that a CO consists of less than p modalities, more nearest
neighbors are taken from each modality, in order to keep the number k of the
neighboring COs the same. Finally, a N × k matrix, NNCO, is created, where
each row i represents the k -nearest neighbors of COi. The NNCO matrix is
taken as input to create the N ×N adjacency matrix W, where:

Wij =
{

1, if COj belongs to k -neighbors of COi.
0, otherwise (2)

Our LE-based method uses the matrix W as input to create a multimodal feature
space of low dimension, where every CO is represented as a l -dimensional vector,
that is the N × d matrix Y. Except for the creation of the adjacency matrix,
the remaining steps of the LE method are the same as in [10], where a detailed
description is available. It is stressed once again that the motivation for choosing
binary values (1, 0) to construct W (instead of using actual distances) was to
overcome the heterogeneity of descriptors from multiple modalities. Different
descriptors require different distance metrics that cannot be put together.

3 An Indexing Scheme for Large-Scale Multimodal
Retrieval

It is obvious that for the creation of the N ×N adjacency matrix W, p N ×N
distance matrices are required, which store the pair-wise distances among the p
modalities of all database’s COs. However, when it comes to really large multime-
dia datasets, both calculation and storage of all-to-all distance matrices becomes
prohibitive. Consequently, the distance matrix does not provide an efficient so-
lution in real-life problems. On the other hand, multimedia indexing is a widely
used method to speed up the nearest-neighbor search in large databases. Through
indexing, there is no need to compute one-to-all distances of the query with all
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database objects. In the present work, an algorithm for large-scale multimedia
indexing, which was introduced in [11], has been adopted to avoid computation of
large distance matrices. The main idea of the method is that when two objects are
very similar (close to each other in a metric space) their view of the surrounding
world is similar as well. Thus, instead of using the distance between two objects,
their similarity can be approximated by comparing their ordering of similarity
according to some reference points.

Let S = {o1, o2, . . . , oM} be a set of M media objects and d a distance function
between objects of S. Let RO ⊂ S be a set of reference objects chosen from S. An
object oi ∈ S can be represented as the ordering ōi of the reference objects RO
according to their distance d from oi, as follows: ōi ∈ ORO

d,oi
, where ORO

d,oi
is the

ordered list containing all objects of RO, ordered according to their distance
d from oi. The position in ORO

d,oi
of a reference object roj ∈ RO is denoted

as ORO
d,oi

(roj). The distance between two objects in the transformed domain is
given by d̄(ō1, ō2) = SFD(ORO

d,o1
, ORO

d,o2
), where SFD is the Spearman Footrule

Distance, which is used as a measure to compare ordered lists:

SFD(ORO
d,o1

, ORO
d,o2

) =
∑

ro∈RO

| ORO
d,o1

(ro) −ORO
d,o2

(ro) | (3)

The distance between the two objects in the transformed domain can be used
to perform approximate similarity search, instead of using the classical distance
metric d. The approximate distance can be easily computed by representing
(indexing) the transformed objects with inverted files, as follows: Entries of the
inverted file are the objects of RO. The posting list associated with an entry
roj ∈ RO is a list of pairs (oi, O

RO
oi

(roj)), oi ∈ S, that is a list where each
object oi of the dataset S is associated with the position of the reference object
roi in ōi. In other words, each reference object is associated with a list of pairs
each referring an object of the dataset and the position of the reference object
in the transformed objects representation. A more detailed description of the
algorithm is available in [11]. By using the above indexing structure, search
within the dataset S is much faster than using the classical distance metric d to
calculate dissimilarity between descriptor vectors.

The multimedia indexing scheme described above is applied a) to the mono-
modal descriptors, to avoid computation of large distance matrices during the
creation of the multimodal feature space; b) to the multimodal descriptors, to
facilitate faster multimodal retrieval in large scale. In the first case, the index-
ing algorithm is applied for each modality separately, thus, the dataset S is the
set of media items o of the same m-th modality and d is the distance metric
dm(xm

i ,xm
j ) that computes the dissimilarity between the mono-modal descrip-

tors xm of the m-th modality. Similarly, in the case of the multimodal descriptors,
the dataset S is the set of COs and d is the distance metric that computes the
dissimilarity between their corresponding l -dimensional descriptors, which were
extracted by using the LE method (Section 2).
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4 Improving Retrieval Using Relevance Feedback

Multimodal search and retrieval may not always be accurate enough to bring
the most relevant results to the user. This is due to the following reasons: a) the
discriminative power of the low-level descriptors of one or more modalities is low;
b) the system does not take into account the users’ subjectivity, i.e. different users
may regard different items as relevant or irrelevant. In order to overcome the
above issues, Relevance Feedback has been exploited to ensure delivery of more
accurate and personalized results. Since there is already extensive research on
RF for content-based multimedia retrieval, several methods were tested not only
in terms of improvement of retrieval accuracy but also in terms of applicability
to the proposed framework. A brief overview of the most representative ones is
given in the sequel.

4.1 Relevance Feedback Methods

Let Np, Nn the number of COs marked as relevant and non-relevant to a query
COq, respectively, pi = {pi(1), . . . , pi(l)} be the multimodal descriptor of the
ith relevant CO (i = 1, . . . , Np) and ni = {ni(1), . . . , ni(l)} is the multimodal
descriptor of the ith non-relevant CO (i = 1, . . . , Nn), where l is the dimen-
sionality of the multimodal descriptor vectors, Np and Nn the number of COs
marked as relevant and non-relevant, respectively. Let also p̄ = {p̄(1), . . . , p̄(l)}
and n̄ = {n̄(1), . . . , n̄(l)}, where p̄(j) and n̄(j) are the mean values of the Np

relevant and Nn non-relevant COs along the jth coordinate (j ∈ {1, . . . , l}). A
query refinement RF method, which was introduced in [5], is based on modifying
the initial query as follows:

q′ = α · q + β · p̄− γ · n̄ (4)

where q′ is the descriptor vector of the refined query, q the initial query descrip-
tor and α, β, γ are appropriately selected constants (α = 1− β + γ). Instead of
using the above equation, the following can be used:

q′ = α · q + β · p̃− γ · n̄ (5)

where p̃ = {p̃(1), . . . , p̃(l)}. p̃(j) is computed as follows: let the set Yp(j) =
{pi(j) | |pi(j) − p̄(j)| ≤ 3σ̄(j)}, for all i, j, where σ̄(j) is the standard deviation
of the Np relevant COs with respect to the jth feature. Then, p̃(j) is given by:

p̃(j) =
1

|Yp(j)|
∑

pi(j)∈Yp(j)

pi(j) (6)

In other words, for the computation of the jth feature of the refined query’s
multimodal descriptor vector we keep only those relevant COs that have almost
similar values pi(j), while we discard those relevant COs that have values pi(j)
far from the average p̄(j). In this case, we avoid taking into account outliers,
thus, producing more accurate refined queries ([6]).
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Another approach for RF we tested is based on query expansion. Query ex-
pansion replaces the initial query with multiple queries, which correspond to the
items marked as relevant by the user. The multiple query points are given as
input to the system and an appropriate ranking algorithm merges the multiple
ranked lists. Such an approach has been recently adopted in several multimedia
retrieval frameworks [4], [8].

Re-weighting in RF is applied to the similarity measure. The idea is to analyze
the relevant objects in order to understand which features (dimensions) of the
descriptor vector are more important than others in determining “what makes
an object relevant”. The general framework of re-weighting can be described
as follows: let P = {p1,p2, . . . ,pNp} the set of relevant objects’ multimodal
descriptors and pi = {pi(1), . . . , pi(l)} the descriptor of the ith object. The
refined distance measure dw between the query descriptor vector q and the
descriptor m of a database CO is given by:

dw(q,m) =
1
l

l∑
j=1

wj · |q(j)−m(j)| (7)

where wj is the weight of the jth feature that is estimated as wj ∝ 1/σ̄2
j and σ̄2

j

is the variance of the Np relevant COs along the jth feature (coordinate).
RF can be further enhanced if the most informative objects of the dataset are

presented to the user for feedback. This technique is known as active learning
and it has been used for RF in [7],[8]. More specifically, let N be the number of
COs of the dataset and W the N ×N dissimilarity matrix of all COs. After the
first RF iteration, two vectors of size N are defined: B+, where the ith coordinate
is assigned the value 1, if COi is a positive result, and the value 0 otherwise;
B−, where the ith coordinate is assigned the value -1, if COi is a negative result,
and the value 0 otherwise. Then the following scores are calculated:

A+
i = max(W(i, :)B+)

A−
i = min(W(i, :)B−)

(8)

During the second RF iteration, the system presents to the user for feedback
a set of unlabeled objects, which are determined as follows: a) those COs with
the largest A+

i + A−
i , i.e. the most relevant ones; b) those COs with the largest

A+
i + |A+

i + A−
i |, i.e. the most inconsistent ones.

5 Experimental Results

For the experimental evaluation of the proposed method, a multimodal dataset
was compiled by us, since, to the best of our knowledge, no benchmark dataset for
multimodal retrieval is available. For the creation of the dataset, three different
modalities were used, namely 3D objects, 2D images and sounds. A total number
of 495 COs is created, classified into 10 categories. To create these COs, 266 3D
objects, 370 2D images and 283 sounds were used. While the 2D images are
in fact snapshots of the corresponding 3D objects, the selection of sounds was



724 A. Axenopoulos, S. Manolopoulou, and P. Daras

not a trivial task. It required collection of environmental sounds, which were
freely available in the Internet, and manual classification of these sounds to
the predefined 10 categories. Then, the sounds that were classified to a specific
category were randomly attached to 2D images and/or 3D objects of the same
category. The dataset can be downloaded from the following url: http://3d-
test.iti.gr:8080/3d-test/Download/Multimodal Database 1.zip

The 3D object descriptors were extracted using the combined Depth-
Silhouette-Radialized Extent (DSR) descriptor [14]. The 2D image descriptors
consist of 2D Polar-Fourier coefficients, Zernike moments and Krawtchouk mo-
ments [15]. Finally, the audio descriptors are extracted using the algorithm
presented in [16].
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Fig. 2. Comparison of the proposed method against LRGA, MMR and LLE

In order to evaluate multimodal retrieval, each CO was extracted from the
dataset and was used as query to retrieve the remaining COs in terms of sim-
ilarity of the multimodal descriptor vectors. In Figure 2, the precision-recall
diagrams of the proposed method against other similar multimodal retrieval ap-
proaches are presented. A definition of precision and recall values is available at
[15]. The proposed method was compared in our experimental dataset with the
Local Regression Global Alignment (LRGA) method [4], the Modified Manifold
Ranking (MMR) method [12] and the Locally Linear Embedding (LLE) [13]. It
is clear that our method outperforms the others in terms of retrieval accuracy.

In Figure 3, the improvement of the proposed multimodal retrieval method
using RF is demonstrated. More specifically, Query Expansion is a method simi-
lar to the ones presented in [4], [8], Re-Weighting is based on equation (7), Query
Refinement corresponds to the query reformulation method given in (4) and Im-
proved Query Refinement is the modified version given in (5). Active learning
using either the most relevant (Query Refinement - L1 ) or the most inconsistent
(Query Refinement - L2 ) objects is also presented.
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In this experiment, after retrieval of the initial ranked list, the user marks
the top-P COs as relevant or non-relevant. In order to speed-up the evaluation
process, instead of assigning users the task of marking the retrieved results, we
took into account the dataset classification information: when a CO from the
top-P retrieved results belongs to a category similar to the query CO, then it
is automatically marked as relevant, otherwise, it is marked as irrelevant. From
the diagram in Figure 3, it is obvious that all RF approaches improve the initial
retrieval method. The best performance is achieved for the Query Expansion, the
Improved Query Refinement and the methods based on Active learning. However,
when it comes to integration with the large-scale indexing scheme presented in
Section 3, most of the above RF methods cannot be easily adapted. The reasons
are given below.
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Fig. 3. Improvement of retrieval accuracy of the proposed method when several rele-
vance feedback techniques are used

Query expansion, for example, requires retrieval of the entire dataset, not of
the nearest neighbors only. This is essential for the ranking algorithm, which
merges the ranked lists from multiple queries. Therefore, the collaboration of
query expansion with indexing, which returns only a small subset of the dataset,
is not feasible. Similar difficulties are observed in re-weighting methods. Re-
weighting is based on modifying the dissimilarity function at every RF iteration,
since it dynamically changes the weights of each descriptor. However, in the
indexing scheme proposed in this paper, the dissimilarities among all objects
of the dataset have been already calculated during the pre-processing stage.
During retrieval, the indexing algorithm does not calculate the dissimilarities
of the query with the objects of the dataset. Thus, re-weighting would have
no effect on retrieval of relevant objects. Finally, the use of active learning re-
quires storing of a N × N dissimilarity matrix W of all objects of the dataset.
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However, when it comes to really large datasets, where the use of large-scale
indexing is recommended, storing of such large dissimilarity matrices becomes
prohibitive.

Among the RF approaches presented above, query refinement seems to coop-
erate well with the proposed indexing scheme, without significant modifications.
After the indexing algorithm returns a list of k-first results for a given query, the
user marks the relevant and non-relevant objects. Then, the query refinement
method produces a new query, which is given as input to the indexing algorithm.

Table 1. Retrieval accuracy of the proposed method combining the large-scale indexing
with query-refinement-based relevance feedback

Method Tier-1 NN

1 No Indexing - No RF 0.735262 0.822222

2 No Indexing - RF (not keeping history) 0.791769 0.931313

3 Indexing - No RF 0.734725 0.818182

4 Indexing - RF (not keeping history) 0.805069 0.941414

5 Indexing - RF (keeping history) 0.821179 0.931313

6 Update Index after step 5 0.842486 0.935354

Results of the combination of RF with large-scale indexing are presented in
Table 1. Here, only the Improved Query Refinement method is used for RF, since
it is the only one that achieves both high improvement of retrieval accuracy and
adaptability to large-scale indexing. Two alternatives of RF are tested: a) the
system does not keep history of the previous RF sessions; b) the system keeps his-
tory of the previous RF sessions. The retrieval accuracy is measured in terms of
Tier-1 precision and Nearest Neighbor [12] (precision-recall cannot be measured
in the case of indexing because only a small subset of the dataset is retrieved for
each query). Keeping history of the previous RF sessions means that the refined
query is stored back to the database instead of the initial query to be used in the
next retrieval sessions. This modification achieves even higher improvement of
retrieval accuracy. Finally, if the modified queries of the entire dataset are used
to update the multimodal index, the maximum retrieval accuracy is achieved.

6 Conclusions

In this paper, a new framework for multimodal search and retrieval was presented.
The searchable items are rich media objects, namely the Content Objects (COs),
which consist of multiple modalities. Multimodal search is realized by creating a
new multimodal feature space, where all COs, irrespective of their constituting
modalities can be mapped. Thus, each CO can be represented by a multimodal
descriptor. Moreover, a multimedia indexing scheme is utilized to index these mul-
timodal descriptors so as to accelerate search and retrieval and make the proposed
framework suitable even for large-scale applications. Finally, a relevance feedback
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technique, which was particularly selected to be adapted to the multimodal index-
ing framework, improved the accuracy of the retrieved results. Although it was
tested on a small multimodal dataset, the proposed method can deal even with
real-life large-scale datasets and it can be easily extended in order to address a
wider variety of media types and application paradigms.

Acknowledgments. This work has been supported by the EC-funded project
I-SEARCH (http://www.isearch-project.eu/isearch/).
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Abstract. Multimodal interaction provides the user with multiple mo-
des of interacting with a system, such as gestures, speech, text, video,
audio, etc. A multimodal system allows for several distinct means for in-
put and output of data. In this paper, we present our work in the context
of the I-SEARCH project, which aims at enabling context-aware query-
ing of a multimodal search framework including real-world data such
as user location or temperature. We introduce the concepts of MuSe-
Bag for multimodal query interfaces, UIIFace for multimodal interaction
handling, and CoFind for collaborative search as the core components
behind the I-SEARCH multimodal user interface, which we evaluate via
a user study.

Keywords: Multimodality, Context Awareness, User Interfaces.

1 Introduction

The I-SEARCH project aims to provide a unified framework for multimodal
content indexing, sharing, search and retrieval. This framework will be able
to handle specific types of multimedia and multimodal content, namely text,
2D images, hand-drawn sketches, videos, 3D objects and audio files), but also
real world information that can be used as part of queries. Query results can
include any available relevant content of any of the aforementioned types. This
is achieved through Rich Unified Content Annotation (RUCoD), a concept that
we have introduced in [19] with the main idea being the consistent description of
all sorts of content using a common XML-based description format. It becomes
clear that a framework like I-SEARCH faces specific challenges with regards to
the user interface (UI). Not only does it have to allow for the combination of
multimodal queries, but it also has to do so on different devices, both desktop
and mobile. This research being conducted in the context of a European research
project, we have time constraints to take into account, hence, we cannot afford
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to develop two separate UI stacks for desktop and mobile. Instead, we show how
using newly added features in the markup language HTML we can kill these two
birds with one stone.

The remainder of this paper is structured as follows: Section 2 presents re-
lated work, Section 3 introduces our chosen methodology, Section 4 goes into
implementation details, Section 5 presents the evaluation of a user study that
we have conducted, and finally Section 6 ends the paper with an outlook on
future work and provides a conclusion.

2 Related Work

Many have been involved in research to improve user interfaces (UI) for search
tasks in the last few years. They widely found evidence for the importance and
special demand on the design of search UIs in order to achieve an effective and
usable search [11,21,14]. Especially with the emerge of the so-called Web 2.0
and the vast amount of user generated content, the raise of the big search en-
gines like Google and Bing continued, and search became one of the main tasks
in our daily Internet usage [22]. This trend further increases the importance of
the interaction with, and the design of search engines, and also raises the need
for extending search tasks beyond textual queries on desktop systems. In this
manner, Hearst [12] describes emerging trends for search interface design, which
include that interfaces have to be more device-independent (i.e. also support mo-
bile devices), and be able to support the creation of multimodal search queries
where text can be enriched with multimedia and real-world data in order to
deliver more precise results. With the development of multimodal search inter-
faces, also concepts for multimodal interaction, as defined by Nigay et al. [18],
become an important aspect to distribute all features of this new type of search
interfaces to the user. Rigas [23] also found evidence that the use of multimodal
features of a search interface, e.g. speech or graphs can support the usability
of the whole search engine. In order to combine the efforts towards multimodal
interaction, the World Wide Web Consortium (W3C) follows an approach to
create a framework that is described by the W3C Multimodal Interaction Work-
ing Group with its work-in-progress specification of the “Multimodal Architec-
ture and Interfaces” [3]. Therein, the framework is used to describe the internal
structure of a certain interaction component, including the in- and outputs of
the various interaction types based on XML. Serrano et al. further created the
open interface framework [25], which allows for the flexible creation of combined
interaction pipelines using several input channels (e.g. speech and touch). Other
approaches to provide frameworks for multimodal interaction and interfaces are
described by Sreekanth [26], who uses a Monitor Agent to collect events from
different modalities and Roscher [24], who uses the Multi-Access Service Plat-
form (MASP), which implements different user interface models for each input
modality and is able to combine them to more complex multimodal user inter-
faces including the synchronization of all inputs along the user interface models.
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The possibility to generate more complex, but also more effective search
queries with multimodal search interfaces, as well as the nature of the Inter-
net as an environment where people can assist each other, make the integration
of collaborative interaction approaches for search engines interesting. Mainly the
work of Morris [17] and Pickens [20] described interesting ways of collaborative
search approaches. They make use of a search session and state variables in user
profiles to transfers changes made in the interface of one user to all other collab-
orating users and vice versa. Further, the survey about collaborative Web search
practices done by Morris [16] as well as the status quo practices presented by
Amershi [2] prove the need and practicability of collaborative search methods.

3 Methodology

In this Section, we present our methodology for context-aware querying of mul-
timodal search engines, split up in three sub-tasks: MuSeBag for our multimodal
query interfaces, UIIFace for our multimodal interaction framework, and CoFind
for our collaborative search framework.

3.1 Multimodal Query Interfaces – MuSeBag

In order to create a visual platform for multimodal querying between user and
search engine, the concept of MuSeBag was developed. MuSeBag stands for
Multimodal Search Bag and designates the I-SEARCH UI. It comes with spe-
cific requirements linked with the need for users to use multiple types of input:
audio files or stream, video files, 3D objects, hand drawings, real-world informa-
tion such as geolocation or time, image files, and of course, plain text. This part
of the paper shows the approach chosen to create MuSeBag.

Multimodal search engines are still very experimental at the time of writing.
When building MuSeBag, we tried to look for a common pattern in search-related
actions. Indeed, MuSeBag remains a search interface at its core. In order for
users to interact efficiently with I-SEARCH, we needed a well-known interface
paradigm. Across the Web, one pattern is used for almost any and all search
related actions: the text field, where a user can focus, enter her query, and
trigger subsequent search actions. From big Web search engines such as Google,
Yahoo!, or Bing, to intranet search engines, the pattern stays the same. However,
I-SEARCH cannot directly benefit from this broadly accepted pattern, as a
multimodal search engine must accept a large number of query types at the
same time: audio, video, 3D objects, sketches, etc. Some search engines, even if
they do not have the need for true multimodal querying, still do have the need
to accept input that is not plain text.

First, we consider TinEye [27]. TinEye is a Web-based search engine that
allows for query by image content (QBIC) in order to retrieve similar or related
images. The interface is split in two distinct parts: one part is a text box to
provide a link to a Web-hosted image, while the second part allows for direct file
upload (Figure 1). This interface is a good solution for a QBIC search engine
like TinEye, however, the requirements for I-SEARCH are more complex.
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Fig. 1. Screenshot of the TinEye user interface

As a second example, we examine MMRetrieval [29]. It brings image and text
search together to compose a multimodal query. MMRetrieval is a good showcase
for the problem of designing a UI with many user-configurable options. For a
user from outside the Information Retrieval field, the UI seems not necessarily
clear in all detail, especially when field-specific terms are used (Figure 2).

Fig. 2. Screenshot of the MMRetrieval user interface

Finally, we have a look at Google Search by image [10], a feature introduced in
2011 with the same UI requirements as MMRetrieval: combining text and image
input. With the Search by image interface, Google keeps the text box pattern
(Figure 3), while preventing any extra visual noise. The interface is progressively
disclosed to users via a contextual menu when the camera icon is clicked.

Fig. 3. Input for the Search by image user interface

Even if the Search by image solution seems evident, it is still not suitable
for I-SEARCH since the interface would require a high number of small icons:
camera, 3D, geolocation, audio, video, etc. As a result, we decided to adapt a
solution that can be seen in Figure 4. This interface keeps the idea of a single
text box. It is enriched with text auto-completion as well as “tokenization”. By
the term “tokenization” we refer to the process of representing an item (picture,
sound, etc.) with a token in the text field, as if it was part of the text query. We
also keep the idea of progressive disclosure for the different actions required by
the various modes, e.g. uploading a picture or sketching something. The different
icons are grouped together in a separated menu, close to the main search field.
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Fig. 4. First version of I-SEARCH interface showing the MuSeBag concept

3.2 Multimodal Interaction Handling – UIIFace

Interaction is an important factor when it comes to context-awareness and mul-
timodality. In order to deliver a Graphical User Interface (GUI) that is able to
facilitate all the possibilities of a multimodal search engine, a very flexible ap-
proach with a rich interaction methodology is needed. Not only the way search
queries are build should be multimodal, also the interaction to generate and nav-
igate in such a multimodal interface should be multimodal. To target all those
needs, we introduce the concept of UIIFace (Unified Interaction Interface) as
general interaction layer for context-aware multimodal querying. UIIFace de-
scribes a common interface between these interaction modalities and the graph-
ical user interface (GUI) of I-SEARCH by providing a general set of interaction
commands for the interface. Each input modality provides the implementation
for parts of the commands or all commands defined by UIIFace.

The idea of UIIFace is based on the open interface framework [25], which
describes a framework for the development of multimodal input interface proto-
types. It uses components that can represent different input modalities as well
as user interfaces and other required software pieces in order to create and con-
trol a certain application. In contrast to this approach, UIIFace is a Web-based
approach implemented on top of modern HTML5 [15] functionalities. Further-
more, it provides a command line interface to the Web-based GUI, which allows
for the creation of stand-alone applications outside of the browser window. For
the set of uni- and multimodal commands that can be used for I-SEARCH in-
terfaces, the results of Chang [5] as well as the needs derived from the creation
of multimodal search queries are used.

Figure 5 depicts the internal structure of UIIFace and shows the flow of events.
Events are fired by the user’s raw input. Gesture Interpreter determines defined
gestures (e.g. zoom, rotate) found in the raw input. If no gestures were found,
the Basic Interpreter routes Touch and Kinect1 events to basic cursor and key-
board events. Gestures, speech commands and basic mouse and keyboard events
are then synchronized in the Interaction Manager and forwarded as Combined

1 A motion sensing input device by Microsoft for the Xbox 360 video game console.
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Fig. 5. Schematic view on the internal structure of UIIFace

Events to the Command Mapper which maps the incoming events to the defined
list of interaction commands that can be registered by any Web-based GUI. The
Command Customizer can be used to rewrite the trigger event for commands to
user specific gestures or other input sequences (e.g. keyboard shortcuts). This is
an additional feature that is not crucial for the functionality of UIIFace, but that
can be implemented at a later stage in order to add more explicit personalization
features.

3.3 Collaborative Search – CoFind

Another part of our methodology targets the increased complexity of search tasks
and the necessity to collaborate on those tasks in order to formulate adequate
search queries, which lead faster to appropriate result. The increased complexity
is primarily caused by the vast amount of unstructured data on the Internet
and secondly by situations where the expected results are very fuzzy or hard
to describe in textual terms. Therefore the CoFind (Collaborative Finding)
approach is introduced as a collaborative search system, which enables real-
time collaborative search query creation on a pure HTML interface. Real-time
collaboration is well-known in the field of document editing (e.g. EtherPad [7],
Google Docs [9]); CoFind applies the idea of collaborative document editing to
collaborative search query composition.

CoFind is based on the concept of shared search sessions in which HTML
content of the participants’ local clients is transmitted within this session. In
order to realize collaborative querying, the concept provides functions for acti-
vating collaborative search sessions, joining other online users’ search sessions
and managing messaging between participants of the search session. Figure 6
shows how the parts listed in the following interact during the search process in
order to create a collaborative search session:
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Session Manager. Controls opening / closing of collaborative search sessions.
Content Manager. Broadcast of user interfaces changes to all participants.
Messaging Manager. Broadcast of status / user messages to all participants.

Fig. 6. Schematic diagram of interaction between parts of CoFind

The main flow of a collaborative search session can be described as follows: to
join a collaborative search session initiated by a user A, a user B must supply the
email address of user A. If user A is online and logged in, she receives an on-screen
notification and needs to accept the collaboration request of the user B. Upon
acceptance, a new session entry is created that stores all participants. Every
time a change on the query input field or result set occurs, the changed state is
transferred to all participants. Each participant is able to search and navigate
through the result set independently from the others, but selected results can
be added to collaborative result set. The search session is closed after all users
have left the session or have logged out from the system.

4 Implementation Details

The I-SEARCH GUI is built using the Web platform. HTML, CSS, and Java-
Script are the three main building blocks for the interface. The rationale behind
this choice is that I-SEARCH needs to be cross-browser and cross-device com-
patible, requirements fulfilled by CSS3 [6], HTML5 [15] and the therein defined
new JavaScript APIs that empower the browser in truly novel ways. However,
our strategy also includes support for older browsers. When browsing the Web,
a significant part of users do not have access to a cutting-edge Web browser. If a
feature we use is not available for a certain browser version, two choices are avail-
able: either drop support for that feature if it is not important (e.g. drop visual
shims like CSS shadows or border-radius), or provide alternate fallback solutions
to mimic the experience. We would like to highlight that CSS and HTML are two
standards that natively enable progressive enhancement thanks to a simple rule:
when a Web browser does not understand an HTML attribute, a CSS value or
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selector, it simply ignores it. This rule is the guarantee that we can build future-
proof applications using CSS and HTML. Web browsers render the application
according to their capabilities: older browsers render basic markup and styles,
while modern browsers render the application in its full glory. Sometimes, how-
ever, we have to ensure that all users can access a particular feature. In this case,
we use the principle of graceful degradation, i.e. use fallback solutions when the
technology stack does not support our needs in a certain browser.

4.1 CSS3 Media Queries

The I-SEARCH project needs to be compatible with a large range of devices:
desktop browsers, phones, and tablets. Rather than building several versions of
I-SEARCH, we use CSS3 media queries [6] to dynamically adapt the layout to
different devices.

4.2 Canvas

The canvas element in HTML5 [15] allows for dynamic, scriptable rendering of
2D shapes and bitmap images. In the case of I-SEARCH, we use canvas for
user input when the query requires a user sketch, and also to display results
in novel ways. The canvas element being a core element of I-SEARCH, it is
crucial to offer a fallback solution for older browsers. We plan to do so by using
FlashCanvas [8], a JavaScript library, which adds the renders shapes and images
via the Flash drawing API.

4.3 HTML5 Audio and Video

The HTML5 audio and video elements make multimedia content a first class
citizen in the Web browser, including scriptability, rotation, rescale, controls,
CSS styles, and so forth. For I-SEARCH, this flexibility allows us to create
interesting and interactive visualizations of search results. If audio and video
are not available, we fall back to Adobe Flash [1] to display media items to users.

4.4 File API

The HTML5 file API provides an API for representing file objects in Web
applications, as well as programmatically selecting them and accessing their
data. This is interesting in the case of I-SEARCH, since users are very likely
to compose their query with local files, like audio files, pictures, etc. The file
API allows for a new paradigm to deal with files, such as native support for
dragging and dropping elements from the desktop to the I-SEARCH inter-
face. This convenience feature is not crucial, an HTML file upload form serves
as a fallback.



736 J. Etzold et al.

4.5 Geolocation

Context-aware search is one of the features of the I-SEARCH framework. This
is particularly useful in the case of a user searching on a mobile device, as many
mobile queries are location-based. HTML5 includes the geolocation JavaScript
API that, instead of looking up IP address-based location tables, enables Web
pages to retrieve a user’s location programmatically. In the background, the
browser uses the device GPS if available, or computes an approximate location
based on cell tower triangulation. The user has to agree for her location to be
shared with the application.

4.6 Sensors

Another important aspect for context-awareness is the use of hardware sensors
integrated or attached to different device types. These sensors are capable of re-
trieving the orientation and acceleration of a device or capturing the movements
of a user in 3D space. With that knowledge the system is able to make assump-
tions about the user’s direct environment or to detect gestures, which further
increases the overall context-awareness. Many of today’s mobile devices have
accelerometers and gyroscopes integrated that can be accessed through device-
specific APIs. HTML5 supports events that target those sensors and defines
unified events in the specification for the deviceorientation event [4]. Desk-
top sensors like the Kinect provide depth-information for tracking people in 3D
space. These sensors do not yet have a common standard for capturing their
data in a browser environment. For those sensors we have created a lightweight
WebSocket-based [13] abstraction library.

4.7 Device API

With the Device API [28] the W3C currently creates the next standard related to
HTML5. It is mainly targeted to give Web browsers access to attached hardware
devices of the client computer. Therefore the Media Capture API, which is a part
of the Device API, will enable access to the microphone and the Web camera of
the user. We use this API in combination with appropriate fallback routines in
order to create audio queries as well as image queries captured on-the-fly.

5 Evaluation

To validate our interface design choices with real multimodal search tasks, we
have conducted a user study. We went for a comparative study design to explore
how usage of different media types would look like and how they would influence
the success rate of search queries. As this user study was mainly focused on the
user interface and user interaction parts of I-SEARCH, we assumed that the
system always had a correct answer to the (limited) set of permitted queries,
even if the real search back-end was not yet in operation at the time of writing.
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We therefore set the following hypotheses: (H1) Most users will start a search
query with just one media type. (H2) Search refinements will be done by adding
or removing other media types. (H3) All media types will be handled similarly.

For the user study we recruited seven participants (six male and one female)
aged between 20 and 35. All participants were familiar with textual Web-based
search. We asked all study participants to find three different items (sound of a
tiger, 3D model of a flower, image of a car). The participants were shown these
items beforehand in their original format and were then instructed to query the
system in order to retrieve them via I-SEARCH. For the study a Windows lap-
top with a capacitive touch display was used. Each participant was interviewed
after the completion of the study. Our goal was to validate our interface design as
well as to measure the impact of the possibility of multimodal search. In general,
we observed that the concept of multimodal search was new and unfamiliar to
all participants. Actually, before the user study all participants considered Web
search equal to text-based search, and only by using I-SEARCH they became
aware of the possibility to use different media types and of multimodal interac-
tion at all. Our hypothesis (H1) was statistically not supported. It depends highly
on the behavior of each individual person whether one or more search items or
media types are used. In combination with (H2), one obvious conclusion of the
participant interviews was that adding search items as well as customizing them
has to be as easy as possible. The participants did not hit obstacles in using
one special query modality, however stated that if a query modality was diffi-
cult to use, they would replace it by using different query modalities, even if
this implied that the search query would become complicated and challenging.
The same conclusion applies to hypothesis (H3). In order to allow for multi-
modal search queries, the following recommendations can be derived from our
user study:

1. No query modality should be privileged.
2. The handling of all search modalities should be as consistent as possible.
3. Search refinement should be possible in the result presentation.

6 Conclusion and Future Work

In this paper, we have presented relevant related work in the fields of search
engine interface design, multimodality in the context of search, and collabora-
tive search. Second, we have introduced our methodology with the concepts of
MuSeBag for multimodal query interfaces, UIIFace for multimodal interaction
handling, and CoFind for collaborative search as the core components behind
the I-SEARCH multimodal user interface, together with their implementation
details. Finally, we have briefly discussed first results of a user study on the
I-SEARCH user interface.

Future work will focus on the following aspects: we will conduct more and
broader user studies once the CoFind component is up and running, and once
the search engine delivers real results and not mocked-up results as in the current
study. We will also focus on user-placable tags for search queries, which will allow
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for the tracking of search results changes over time. From the hardware side we
will work on supporting more input device modalities such as gyroscopes and com-
passes that are more and more common standard in modern smartphones. One of
the main results from the user study was that consistency of the different input
modalities both from a treatment and usage point of view needs to be improved.
We will thus focus on streamlining the usability of the product, guided by to-be-
conducted so-called A/B or also multivariate tests. This will allow us to fine-tune
the user interface while the I-SEARCH search engine is already in real-world use.

Concluding, we feel that we are on a good track in the right direction towards
an innovative multimodal search engine user interface design, however, have
barely scratched the surface of what is still ahead. It is clear that our current
user study can, at most, serve to detect overall trends, however, in order to
retrieve statistically significant results we need to scale our tests to more users.
Given our team composition of both academia (University of Applied Sciences
Erfurt, Centre for Research & Technology Hellas) and industry (Google), we are
in an excellent position to tackle the challenges in front us.
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Abstract. In this paper, we present a novel Probabilistic Latent Semantic  
Analysis-based (PLSA-based) aspect model and turn cross-media retrieval into 
two parts of multi-modal integration and correlation propagation. We first use 
multivariate Gaussian distributions to model continuous quantity in PLSA, 
avoiding information loss between feature-instance versus real-world matching. 
Multi-modal correlations are learned in an asymmetrical manner, giving a better 
control of the respective influence of each modality in the latent space. Then we 
propose a new propagation pattern to refine multi-modal correlations by  
efficiently taking the complementary from multi-modalities. Experimental  
results demonstrate that our method is accurate and robust for cross-media  
information retrieval. 

Keywords: Multi-modal, PLSA, Asymmetric Learning, Propagation. 

1 Introduction 

With the production of large multimedia collections favored by cheap digital record-
ing devices, there is a clear need for efficient multimedia content analysis systems. 
Correlations between interrelated data have been proven helpful in video analysis 
[1][2], image retrieval [3] or automatic annotation [4]; however, in most systems that 
handle digital media, different modalities are treated separately without combination 
at a higher level [5].  

Actually, multi-modal data originated from the same source tend to be correlated 
[6]. It means that different modalities can take a complementary role on solving mul-
timedia content analysis tasks and the presence of one modality can help understand 
certain semantics of others. For example, a video retrieval system that exploits both 
modalities of audio and image may achieve better performance in both accuracy and 
efficiency than one which exploits either one or the other [1][3], due to the fact that 
each modality may compensate for weakness of the other. As a result, multi-modal 
correlation has been given a growing attention in multimedia content analysis  
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research in the recent years [5][7]. [18] uses Short-term Audio-Visual Atom  
(S-AVA), automatic detection of semantic concepts in unconstrained videos, by joint 
analysis of audio and visual content. 

The state-of-the-art techniques can be roughly classified into two categories: multi-
modal correlation analysis and cross-media index. Multi-modal correlation analysis 
[8][9] approach explores statistic correlations between cross modalities by analyzing 
their  co-occurrence relationship. For example, after extracting visual and auditory 
features, the known canonical correlation (CC) can be analyzed between the feature 
matrices to learn their correlations [5] and then use a hierarchical manifold space to 
make the correlations more accurate [10]. However, difficulties still exist due to the 
heterogeneous feature space and the un-corresponding visual or auditory contexts. 

Unlike multi-modal correlation analysis methods, cross-media index approach fo-
cuses on automatically labeling un-annotated multimedia data using textual models 
[11][12]. These methods first represent a visual or auditory feature cluster with the 
closet dictionary index, and then construct a linked representation to obtain image-
text (or audio-text) translation results. Despite its success, this approach suffers from 
several weaknesses. First, representing each local visual or auditory feature by a dic-
tionary index can result in severe loss of information. Second, cross-media index 
actually focuses on the annotation problem, ignoring semantics reasoning among 
multi-modal data. 

In this paper, we propose a novel Multi-Modal Integration and Propagation (MMIP) 
model for cross-media retrieval. We consider multi-modal data can be better correlated 
in the higher level aspect space than the feature one. Our method has two stages. First, 
we extract quantized visual and auditory features and use multivariate Gaussian distri-
butions to model continuous quantity. Model parameters are asymmetrically trained to 
learn multi-modal correlations. Then a new multi-modal propagation model is pro-
posed to refine the correlations between images and audios, providing improved  
retrieval results by taking the complementary from multi-modalities. 

2 Correlation Learning  

In this section, we introduce how to represent a multi-modal document and model 
continuous quantity for multi-modal correlation learning. 

2.1 Multi-modal Gaussian PLSA 

Multi-modal Document. We consider the multi-modal data from the same category 
as a single multi-modal document. For example, a sound track of tiger roaring and 
some pictures of tigers are considered one multi-modal document. Given a collection 
of multimedia documents, such as audio clips and images, of N categories of topics 
or subjects },...,,...,{ 1 Nc DDDD = , a multi-modal document

cD of category c can be 

defined by 

,} category|{} category|{ cddcddD A
j

A
j

I
i

I
ic ∈∪∈=            (1) 
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where I
id  is an image that is represented as a collection of various visual features and 

their occurrence counts: 

,)},(),...,,(),...,,({)( 1 IN
I
ip

I
i

I
i

I
i sdnsdnsdndS =                 (2) 

where ps  is one specific visual feature vector and ),( p
I
i sdn  is the number of ps  

appearing in present I
id . Similarly, A

jd  is an audio clip of the same topic category, 

which is described as: 

,)},(),...,,(),...,,({)( 1 AN
A
jq

A
j

A
j

A
j mdnmdnmdndM =            (3) 

where qm  is one specific feature vector and ),( q
A

i mdn  is the number of qm  

present in A
jd . Therefore, 

cD  can be represented by the following vector 

)( cDSM of size AI NN + : 

,)},(),...,,(),...,,(),,(),...,,(),...,,({)( 11 AI NcqccNcpccc mDnmDnmDnsDnsDnsDnDSM =     (4) 

where ),( pc sDn  and ),( qc mDn  are  defined as follows: 

  ,),(),(  ∈
=

c
I
i Dd p

I
ipc sdnsDn                         (5) 

.),(),(  ∈
=

c
A
j Dd q

A
jqc mdnmDn                         (6) 

Model. Like standard PLSA, a latent aspect ),...,1( Kkzk ∈  is introduced in the 

generative process of each feature vector )Aor  Ifor  stands,*,...,1( *
* Njx j ∈  in 

),...,1( NcDc ∈ . However, information may be lost between feature-instance versus 

real-world matching even
*N is relatively large [14]. For the unobservable variable kz , 

we suppose *
jx can be sampled from a multivariate Gaussian distribution. Due to the 

fact that our visual or auditory features in cD are independent between different im-

ages or auditory clips, the learned multivariate Gaussian model can well predict the 
feature distributions of unknown images or audios. Fig. 1 shows the graphical model 
of our continuous PLSA, where two modalities, auditory and visual, are correlated by 
sharing the same distribution over the latent aspect )|( ck Dzp . 

In our model, the joint probability of an observed pair ),( *
jc xD  is defined by

  

 

,)|()|()()|()|()(),( ***  ==
z jcz jccjc zxpzDpzpzxpDzpDpxDp          (7) 

in which, each feature *
jx  is generated from the K Gaussian distributions, and  

each Gaussian distribution corresponds to one specific latent aspect kz . For kz , the 

conditional probability distribution of *
jx  is 
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where Dim  is the dimension of *
jx , *

k
μ  and *

kΣ  are the mean vector and the  

covariance matrix of *
jx  belonging to kz . 
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Fig. 1. Multi-modal Gaussian PLSA 

2.2 Multi-modal Learning 

In the training stage, we asymmetrically fuse multi-modal features by first construct-
ing a latent space on one modality and then linking it with another one. Since the 
heterogeneous features in the same multi-modal document share the same latent se-
mantics, the asymmetric learning is feasible and gives a better control of the respec-
tive influence of each modality in the latent space. The details of our multi-modal 
learning process are given as follows.  

First, each 
cD  is processed and represented as )( cDSM and we first choose the 

visual modality to estimate the parameters of )( kzp , )|( kc zDp , I
kμ and I

kΣ with the 

Expectation-Maximization (EM) algorithm on the training data set },...,,...,{ 1 Nc DDD . 

The algorithm is based on the likelihood of the observed data given the parameters of 

the distributions )( kzp , )|( kc zDp , I
kμ and I

kΣ and iteratively looks for the maximum 

of this likelihood through the E and M step: 

 
=

=
N

c

N

m

K

k
kk

I
mkc

I
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c
I

zpzxpzDpxDnLE
1

)()|()|(log),()(           (9) 

E-step. Compute the conditional probability distribution of the latent aspect 
kz  given 

the observation pair ),( I
mc xD from the previous estimation of the model parameters: 


=
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M-step. Update the parameters of )( kzp , )|( kc zDp , I
kμ  and I

kΣ  with the new 

),|( I
mck xDzp . 

Then, base on the parameters estimated from the visual modality, we adopt the 

folding-in method [15] to infer A
kμ  and A

kΣ  for the auditory modality, with the 

aspect distributions )( kzp and )|( kc zDp  kept fixed. Similarly, )|( k
I
m zxp  and 

)|( k
A
n zxp  can be inferred according to (8) after knowing the model parameters 

of I
kμ , I

kΣ , A
kμ and A

kΣ . Note that the learned parameters remain valid for the images 

and audio out of the training set. Next, each I
id is represented as )( I

idS and we once 

again use the folding-in method to infer )|( k
I
i zdp  for the visual modality with 

I
kμ , I

kΣ  and the aspect distributions )( kzp kept fixed, based on which )|( I
ik dzp can 

be  further inferred. )|( k
A

i zdp and )|( A
ik dzp can be inferred in the same way. 

3 Correlation Propagation 

In this section, we propose a novel propagation model to reinforce multi-modal corre-
lations for robust multimedia content analysis. 
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Fig. 2. Multi-modal propagation network 

Given the training image-audio data set, the propagation model is initialized by 
calculating the correlations among every image and audio clip pair as follows: 

)Aor  I,(
|)|(|*|)|(|

)|(*)|(
),( 2121

21

21 == kk
dzpdzp

dzpdzp
ddCor

k
j

k
i

Tk
j

k
ik

j
k
i

             (11) 

where )}|(),...,|(),...,|({)|( 1111
1

k
ik

k
ij

k
i

k
i dzpdzpdzpdzp = . The results are represented 

with four matrices of IAC , AIC ,
IIC ,

AAC which are described in
21kkC . 
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)],([ 21

21

k
j

k
ikk ddCorC =  )Aor  Ifor stand,;,...,1,( 21 kkNji d∈ . 

Fig. 2(a) illustrates the initial propagation model, in which each torus implies a multi-
modal document composed either of “solid” image nodes or “hollow” auditory nodes, 
while a dotted line connects two nodes of different modalities with the length 
representing their inter correlation, and a solid line connects two nodes of the same 
modality with its length representing their intra similarity. 

Suppose we need categorize a new input image or audio clip *
newd . We first infer 

the aspect distribution of )|( *
newk dzP  using the folding-in method and learned the 

model parameters. Then, for each multi-modal document
cD , we calculate the correla-

tion between *
newd and each

id from
cD by (11). As a result, we construct a new correla-

tion model for
newd and the training data set. Next, inspired by [5], an intra similarity 

edge ),( X
i

X
new ddCor or an inter correlation edge ),( Y

j
X
new ddCor is updated by 
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whereα and β are propagation coefficients, controlling the weight factor of the initial 

correlation and the propagation, respectively.  Note that a propagation path will be 
terminated in advance once an edge connecting two nodes 1k

id and 2k
jd in (12) or (13) 

is less than the following correlation threshold, so as to be named as a weak correla-
tion edge: 
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where P is the shortest edge set connected with 1k
id of size 

iN . Inversely, an edge has 

a correlation value larger than (14) is named as a strong correlation one. 
Finally, we decide the category of *

newd as follows: 
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Fig. 3 illustrates some multi-modal propagation examples. In Fig. 3(a), new images 
I
id , I

id '
, I

jd and I
jd '

are added into the existing multi-modal documents of ),( A
e

I
f dd , 

),( ''
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I
m dd , respectively. Suppose ),( I
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I
iIA ddCor and ),( I

f
A
eAI ddCor are strong ones, the final correlation 

between I
id and I

fd can be reinforced after multi-modal correlation propagation with 

(14) (see the shortened edge of ),(' I
f

I
iII ddCor in Fig. 3(b)). Similarly, propagation 

results for correlations between other nodes are also illustrated in Fig. 3. 
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Fig. 3. Examples of multi-modal correlation propagation 

4 Experiments and Discussions 

Our experiment data set consists of 10 Image-Audio categories, each containing 100 
auditory clips collected from movies and 150 images from the Corel image dataset and 
internet. For each category, we select 200 training multi-modal samples and 50 test 
ones. Every image and auditory clip in the same category comes from the same source 
and is used as the ground truth for our multi-modal analysis. The selected visual fea-
ture is a 128-dimentional Scale-Invariant Feature Transform (SIFT) [16] descriptor, 
while the auditory feature is 21-dimensional Mel-Frequency Cepstral Coefficients 
(MFCC) [17] descriptor.  

 c1   bird
 c2   car
 c3   cat
 c4   elephant
 c5   explosion
 c6   horse
 c7   people
 c8   tiger
 c9   thunder
 c10 water

 

Fig. 4. Multi-modal retrieval using MMIP 
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In the first experiment, we randomly select 100 samples from the training set and 
test set to retrieve their most similar ones, respectively. The average results are shown 
in Fig. 4 (with 10-fold cross validation). It is encouraging that when the number of the 
returned images is 50, the mean average precision (mAP) averagely reaches 65%-
78% for multi-modal retrieval. Fig. 4 also shows the effectiveness of the continuous 
PLSA modeling.  

Table 1. Performance evaluation of different models (MMIP1: before multi-modal propagation; 
MMIP2: after multi-modal propagation) 

  PLSA[13] MMIP1* [5] MMIP2* 

I
j

I
i dd →  path I

j
I
i dd →

c
I
i Dd →  I

jk
I
i ddd →→ ,......, *  

mAP 0.62 0.70 0.58 0.75 

A
j

I
i dd →  path A

j
I
i dd →

c
I
i Dd →  A

jk
I
i ddd →→ ,......, *  

mAP - 0.67 0.61 0.735 

A
j

A
i dd →  path A

j
A

i dd → c
A

i Dd →  A
jk

A
i ddd →→ ,......, *  

mAP 0.65 0.71 0.55 0.76 

I
j

A
i dd →  path I

j
A

i dd → c
A

i Dd →  I
jk

A
i ddd →→ ,......, *  

mAP - 0.69 0.53 0.72 

 

Image 

  

PLSA 

 

[5] 

 

MMIP2 

 

Fig. 5. Examples of the comparison results by different correlation methods 

Next, we compare our model with PLSA-WORDS [13] and the correlation learn-
ing [5]. The results are shown in Table. 1. PLSA-WORDS is actually a discrete cross 
media model for automatic image annotation, without correlation propagations  
between multi-modalities. Therefore, PLSA-WORDS does not work well in image-
audio retrieval in our experiments. Table. 1 also shows that the mean retrieval accura-
cy of MMIP after multi-modal propagation is nearly 17% higher than [5], showing 
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that multi-modal data can be better correlated in the higher level aspect space than the 
low level feature space. Fig. 5 shows some examples of the comparison results. 

Finally, Fig. 6 shows the mAP values for different numbers of latent aspects. On 
our training data set, z = 50 provides a balanced performance between the accracy and 
computational cost in the testing stage. 

 

Fig. 6. Influence of different numbers of latent aspect z in the proposed model 

5 Conclusion 

This paper proposes a novel MMIP model for cross-media retrieval. Experimental 
results illustrate that our model improves multi-modal retrieval performance and e 
ffectively reduce information loss between feature-instance versus real-world match-
ing. Further work includes improvement of the efficiency for large scale image-audio 
data set, test more low-level feature combinations, and give the benchmark for multi-
modal retrieval. 
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Abstract. Searching people in surveillance videos is a typical task in intelligent 
visual surveillance (IVS). However, current IVS techniques can hardly handle 
multi-attribute queries, which is a natural way of finding people in real-world. 
The challenges arise from the extraction of multiple attributes which largely 
suffer from illumination change, shadow and complicated background in the 
real-world surveillance environments. In this paper, we investigate how these 
challenges can be addressed when IVS is equipped with RGB-D information 
obtained by an RGB-D camera. With the RGB-D information, we propose me-
thods that accurately and robustly segment human region and extract three 
groups of attributes including biometrical attributes, appearance attributes and 
motion attributes. Furthermore, we introduce a novel IVS system which is ca-
pable of handling multi-attribute queries for searching people in surveillance 
videos. Experimental evaluations demonstrate the effectiveness of the proposed 
method and system, and also the promising applications of bringing RGB-D  
information into IVS. 

Keywords: IVS, RGB-D, Multi-Attribute Query, People Search. 

1 Introduction 

Over the last decade we have witnessed an explosive growth of surveillance video 
data. This drives the birth of intelligent visual surveillance (IVS), which mainly aims 
at automatically detecting targets in surveillance video via computer vision techniques 
[1]. Searching people in a long surveillance video is a typical task in IVS, and a natu-
ral way of finding people in real-world is through a multi-attribute based query. For 
example, finding the person whose height is between 175cm and 180cm, with white 
skin, green T-shirt, blue shorts and a big black luggage, running across the hall. Un-
fortunately, existing IVS techniques can hardly handle the above multi-attribute query 
due to the difficulties in the extraction of multiple attributes. The bottleneck is mainly 
derived from environment modeling and object segmentation in IVS, which lay the 
foundation of IVS but largely suffer from illumination change, reflection, shadow and 
complicated background in the real-world surveillance environments [1].  
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Fig. 1. An example of our IVS system which is capable of handling multi-attribute queries for 
searching people in surveillance video. (a) shows some example videos in our RGB-D database 
which is captured by a RGB-D camera. (b) lists the multiple attributes extracted from the RGB-
D video data. (c) illustrates an example of multiple attributes query for people search in surveil-
lance video and the retrieval result . (Best seen in color) 

In this paper, we focus on the extraction of multiple attributes, and build an IVS sys-
tem which is capable of handling the above multi-attribute query for people search in 
surveillance video. The improvement is largely derived from the usage of RGB-D 
information. 

RGB-D is a key terminology in RGB-D project [2] whose goal is to develop tech-
niques enabling future use cases of depth cameras (we name it RGB-D camera). 
RGB-D camera can capture RGB image along with its per-pixel depth information, as 
shown in Fig. 1. The additional depth information brings an opportunity to address a 
range of challenging issues. For example, one work of RGB-D project [3] is to use 
RGB-D information in robotic manipulation and interaction, and Microsoft Kinect [4] 
used it in human-computer interaction. RGB-D information also brings great oppor-
tunities to IVS, particularly for the challenging issues of object segmentation. The 
discontinuity of depth information can be utilized to perform nearly perfect object 
segmentation which avoids environment modeling and is invariant to illumination 
changes. Moreover, RGB-D information is helpful for us to get the 3D information of 
the scene, and makes it possible to extract more useful attributes which are provide 
powerful support to multi-attribute query for people search. 

In order to investigate and verify the benefits of bringing RGB-D into IVS, we ex-
tract three groups of attributes, i.e., biometrical attributes including height and shoul-
der breadth; appearance attributes including skin color, clothing color and style, and 
luggage; motion attributes including squatting, running and wandering. These 
attributes are widely used in describing a person in real-world people finding. Based 
on these attributes, a novel IVS system with RGB-D camera is built to provide an 
effective way of finding people via multi-attribute query. Some searching results of 
multi-attribute queries from our IVS system are illustrated in Fig. 1.  

The previous arts we know in searching people via visual attributes are [5] and [6]. 
[5] mainly focuses on facial and clothing color attributes in surveillance environment. 
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Although facial information is very useful in personal identification, its reliability is 
limited by the requirement of people’s close shot, which is only feasible in some par-
ticular surveillance environment. [6] proposes an approach for ranking and retrieval 
of images based on multi-attribute queries. Since it is for static portrait data, its 
attributes are quite different from ours for surveillance video. [7] also proposes a mul-
tiple attributes matching method for video retrieval, without introducing the method 
of multi-attribute extraction. 

Our contributions are summarized as follows: 

(1) Taking the advantages of RGB-D information in human segmentation and 3D 
scene establishment, multiple attributes facilitating for finding people in surveillance 
environments are proposed. And their robust extraction is implemented effectively 
and efficiently, which demonstrates the validity of bringing RGB-D information into 
IVS. 

(2) A novel IVS system with RGB-D camera is established, which provides an ef-
fective way of searching people via multi-attribute query, following the natural way 
of finding people in real-world.  

2 System Overview 

In this section, we present an overview of the proposed framework for people search-
ing in surveillance video with RGB-D information. As shown in Fig. 2, the frame-
work consists of four components: RGB-D camera, analytic engine, data storage and 
user search interface.  

 

Fig. 2. The overview of our system architecture 

2.1 RGB-D Camera  

In our IVS system, the RGB-D camera uses Primesense [8] depth camera technology, 
it simultaneously captures both RGB and depth images at 640× 480 resolution with 
30 fps. Its field of view is 58° H, 45° V and 70° D for horizontal, vertical and diagon-
al perspective separately. Using OpenNI [9], we can calibrate the RGB and depth 
images. 
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2.2 Attributes Extraction  

This module performs all the computer vision analysis in IVS system, and consists of 
three steps: (1) segmenting each individual region from the background; (2) extracting 
biometrical and appearance attributes for each individual including height, shoulder 
breadth, skin color, clothing color and style, luggage; (3) extracting motion attributes 
by detecting the abnormal behaviors including squatting, running and wandering. The 
details of this module are presented in Section 3. 

2.3 Data Storage and User Search Interface  

The extracted attributes are indexed into a relational database to facilitate efficient 
multi-attribute search. A novel user search interface is also provided, where users can 
input multi-attribute queries. As shown in Fig. 3, region A and B are for inputting 
multi-attribute queries. In region A, users can express their desired attributes concern-
ing height, shoulder breadth and abnormal behaviors. In region B, users can express 
their desired attributes concerning skin color, luggage, clothing color and style by two 
operations, selecting color and filling in the human template. Region C shows the 
search results and region D is a playback window for surveillance videos. 
 

 
Fig. 3. The user search interface of our system. Region A and B are for inputting multi-attribute 
queries. Region C shows the search results and region D is a playback window for surveillance 
video. (Best seen in color) 

3 Attributes Extraction 

3.1 Human Segmentation  

Our human segmentation is to take advantages of the RGB and depth information  
to obtain individual region as shown in Fig. 2. First, connected motion regions are 

D 
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B
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1. skin color; 2. coat color and style; 3. trousers color and style; 4. luggage.  
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obtained based on RGB-D information; then, the refined individual region is identi-
fied from these regions. The details are shown as below. 

Supposing there are n  persons in frame I  and we define { } 1

n

i i
I B P NP

=
= ∪ ∪  

where B  is the background, iP  is the individual region of human i , and NP  is the 

remaining region apart from background and human, such as some moving objects. 
Let ( , ) ( , )x yV c d   denotes the RGB-D information of the pixel at (x, y) in frame I , 

c denotes the RGB values and d  denotes the depth value. We can simply remove the 
majority of background by setting the threshold mind  and maxd  according to real 

monitoring conditions and only considering the region within mind  and maxd . Then 

we use the Split-and-Merge strategy to slice the foreground into depth connected 
regions iR . Extended temporal differencing method considering color and depth 

changes is utilized to obtain the connected motion regions iR′ . 

As 1{ }n
i i iP NP R= ′∈∪ , in order to remove NP, the actual area measure rS  of each 

iR′  in real world is calculated by Eq. (1) 

 2( / ) 4 tan( ) tan( )
2 2r p

hor ver
S S S d= × × ×  , (1) 

where pS  is the number of pixels in region iR′  and S  is the total number of pixels 

in depth image. d  is the average depth of region iR′ , hor  and ver  are the RGB-D 

camera’s horizontal and vertical field of view. We suppose the horizontal bisecting 
line of the camera image is horizontal in the real world as well. Then we can remove 
some regions which are too larger or smaller than real human area with rS value.  

In order to remove the remaining NP  whose actual area is similar with real hu-
man, a cascade of Adaboost classifier based on Haar-like features is used to detect the 
head and a Bayes color model [11] is used to detect skin in the region iR′ . The de-

tected regions are considered as seed location to refine the whole body contours from 
the region iR′ . 

In order to demonstrate that RGB-D information can enhance the performance of 
human segmentation, we conduct comparison to background subtraction method 
which uses EM and GMM models [1] to estimate the background from RGB images. 
We randomly select 10 sequences from the testing set, and find that our algorithm 
remarkably outperforms others on all the data. Due to the length limit, we only illu-
strate the results from one testing sequence in Fig. 4. 

 

 

Fig. 4. Performance comparison of human segmentation: (a) original image; (b) result of our 
algorithm; (c) result of EM based algorithm; (d) result of GMM based algorithm 
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3.2 Details of Attributes Extraction 

Biometrical Attributes. Intuitively, height and shoulder breadth are typical attributes 
in discriminating different people in surveillance system, which are also noted in 
some previous works [13, 14, 15]. However, existing height estimation work mainly 
relies on conventional RGB cameras, and the estimation is not robust to illumination 
changes. Taking the advantages of RGB-D information in 3D scene establishment, we 
propose a robust implementation to estimate height and shoulder breadth, and the 
details are shown as below. 

Measuring points are important for height and shoulder breadth measurement. As 
shown in Fig. 5, we define four measuring points including hhV  and hlV  as the high-

est and lowest points for height measuring, slV  and srV  as the leftmost and rightmost 

points for shoulder breadth measuring. The measurement consists of two steps: de-
tecting the measuring points in individual region and obtaining their location informa-
tion in real world coordinate. 

hhV

hlV

slV srV

d

 

Fig. 5. Automatically measuring height and shoulder breadth 

The four points are initialized at the intersection points of bounding rectangle and 
individual region. The situation of rectification is twofold: having head location or 
not. The head location is detected by a cascade of Adaboost classifier based on Haar-
like features. As only the individual’s silhouettes are fed into the classifier, the preci-
sion is guaranteed to be high. If head location is detected, hhV  will be the highest 

point of head region. Moving down from the head region, we can get the left shoulder 

slV  and right shoulder srV . If there is no head detected, we calculate the depth distri-

bution around hhV  to validate whether this point is on the head or not. slV  and srV  

are located at the endpoint of the ellipse’s horizontal axis, which can be got by the 
ellipse fitting of trunk. The four points’ coordinate figure in pixel coordinates can be 
reconstructed in real world coordinates through Eq.(2), 

 

1
( / ) tan( ) 2

2 2
1

( / ) tan( ) 2
2 2

w p res

w p res

hor
x x X d

ver
y y Y d

 = − × × ×

 = − × × ×


 . (2) 
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Here ( , )p px y and ( , )w wx y are the location of V in pixel coordinate and real world 

coordinate, resX  and resY are the image width and height resolution, hor  and 

ver are the horizontal and vertical field of view. We suppose the horizontal bisecting 
line of the camera image is horizontal in the real world as well. The height and shoul-
der breadth are calculated by hl hhV V−  and sr slV V− in world coordinates. V is the 

smoothing value of 5*5 neighborhood of  V in individual region. 

Appearance Attributes. The appearance attributes of an individual represent the 
identity of the person [16]. Clothing color and style, skin color and luggage are the 
most significant attributes for people tracking and identification, as they usually oc-
cupy large area in monitor screen and thus are more reliable [5]. The main challenges 
of extracting appearance attributes are derived from the changes in illumination, pose, 
and clothing appearance variation [16]. Considering the clothing style is no-rigid 
deformation with gestures, we just detect it when the people are facing the camera 
front and standing uprightly. 

To compensate the influence caused by the illumination changes, the color of 
clothing region is transferred from RGB to HSV first. Then the HSV color space is 
quantified to 24 bins. The quantification method is that the H value is quantified into 
6 bins, the S and V values are quantified into 2 bins each. The HSV color histogram is 
computed to represent the color information.  

When two people are dressed up differently but with roughly the same amount of 
body surface covered with the same colors, they are likely to have similar histogram-
based signatures, regardless of how the colors are distributed in space. This is a major 
limitation of all the holistic models based on histograms because it significantly re-
duces their discriminability. This issue is addressed here by a self-adapting blocks 
model covering the whole human body. As shown in Fig. 6, the individual region is 
divided into 23 blocks covering skin, coat, trousers and luggage. The self-adapting 
blocks model is structured as below: 

1. The external rectangle, individual region and head region have been detected in 
section 3.1. The head region is considered as one block and the skin color can be 
obtained by performing a Bayes color model [11] on this block. 

2. The body trunk and leg region are detected under the head region and its width 
equals to shoulder breadth measured before. According to the theory of anthropo-
metry [17], we can divide body trunk region into 14 equal blocks, the top 6 blocks 
belong to trunk and the button 8 blocks belong to leg.  

3. The left and right regions abut against trunk are considered as arms and we divide 
them into 6 blocks. The two blocks under arms are considered as luggage regions. 

4. For each coat, trousers and luggage blocks, we compute the HSV color histogram 
( )jH k , where 0, , 21j = …  is block id and 0, , 23k = …  is the index of histogram 

bins. The clothing color and style is described by the combination of these blocks. 
Some examples are shown in Fig. 6. 

All blocks’ color histograms are indexed into the database. When users want to find 
people with these attributes, they can choose the color of each block by our interface. 
If no color is selected for a block, its weight is set to zero. Let ( ), 0, , 22jH k j′ = … , 
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0, , 23k = …  is the query condition entered by users. For each people in the database, 
system will calculate the matching score by Eq.(3), 

 
22 23

0 0

( min( ( ), ( ))),j j j
j k

score w H k H k
= =

′=    . (3) 

Here jw  is the weight of the block j  which can be designated by users and 
22

0

1j
j

w
=

= . We set the weights of body blocks twice the weights of other blocks by 

default as the body blocks’ color histograms are more significant than others. 

 

Fig. 6. Appearance attributes extraction. (a) shows the structured of self-adapting blocks model. 
(b) shows the appearance attributes extracted from two examples which use self-adapting 
blocks model. (Best seen in color) 

Motion Attributes. Motion attributes are related to abnormal behaviors which are 
mostly concerned by users in visual surveillance [1]. Based on the multiple attributes 
extracted before, we detect three simple abnormal behaviors, i.e., wandering, running 
and squatting. The detection is performed as following. Firstly, the biometrical and 
appearance attributes extracted before are used to track human iP . Then the stay time 

iT  of each iP  can be counted, which is used for wandering detection. Meanwhile, 

the gravity center ( , , , )iG x y d c of each iP  is used to calculate the moving distance 

iD  in the real world coordinates. So the velocity of iP  is calculated by /i i iS D T= , 

which is used for running detection. At last, the remarkable height changes are  

believed to be squatting, such as when ht < 
1

2
ht  suddenly,  ht  is the average 

height of iP . 
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4 Experimental Results 

In this section, we comprehensively evaluate the performance of attributes extrac-
tion and multi-attribute searching of people. The testing set is captured by a RGB-D 
camera (also known as Kinect-style camera): it consists of 100 RGB-D video sur-
veillance sequences, captured at three different scenes including meeting room, 
corridor and entrance, with 50 different persons appearing in it, as shown in Fig. 1. 
All the people have height distribution of 150~185cm and shoulder breadth distri-
bution of 35~55cm; wearing clothes with different styles and different colors; con-
duct actions including standing, squatting, jumping, walking, running, rotating and 
waving hands.  

4.1 Performance of Attributes Extraction 

Biometrical Attributes. Our system automatically measures the height and shoulder 
breadth of 38 people from the testing set, whose actual values have been measured 
manually. The results are shown in Fig. 7. The bias of height is -1.21 cm and standard 
deviation is 3.18 cm. The negative bias is due to when people standing in normal 
state, his height is generally lower than standing upright. The bias of shoulder breadth 
is -0.11 cm and standard deviation is 5.28 cm. The relatively large deviation is due to 
the interference brought by various poses of people.  

 

Fig. 7. Performance of height and shoulder breadth measurement. The X-axis is the people id 
and Y-axis is length unit in cm. 

Motion Attributes. The ground-truth of three abnormal behaviors in testing set is 
labeled manually, and the results are shown in Table.1. Benefitting from the advan-
tages of RGB-D information, wandering detection achieves satisfying performance, 
running and squatting detection can also meet searching requirements. The reason of 
the recognition rate of squatting and running is relatively lower than wandering is that 
the diversity of conduct actions may influence the obtaining of velocity and height 
changes. 
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Table 1. Performance of abnormal behavior detection 

Abnormal behavior Recall Precision 

Wandering 0.95 1 
Squatting 0.94 0.738 
Running 0.86 0.8 

4.2 Evaluation of Multi-attribute People Searching 

In order to evaluate the effectiveness of multi-attribute based people searching in our 
IVS system, we conduct a known-person search task which models the situation in 
which a user has seen a person in the testing set before, but doesn’t know where to find 
it now. We invited 5 users, each user is required to search 10 different known-persons 
(seen before the searching by users for only once), therefore there are 50 known-person 
search tasks in all, and each task can be conducted in three rounds. From Fig. 8, we can 
find: (1) 28 tasks are completed successfully in the first round by appearance attributes 
including clothing color and style, skin color and luggage; by adding biometrical 
attributes, the number rises to 37; when all the attributes are used, the number rises to 
40; (2) the number of hits rises if the user searches more than one time. 

  

Fig. 8. Performance of 50 known-person search tasks conducted on our system by multi-
attribute searching. The X-axis is search times and Y-axis is the number of hits. 

5 Conclusions and Future Work 

We innovatively bring RGB-D information into IVS system to assist multi-attribute 
based people searching. Taking the advantages of RGB-D information in human seg-
mentation and 3D scene establishment, we have extracted biometrical attributes in-
cluding height and shoulder breadth; appearance attributes including clothing color 
and style, skin color and luggage information; and also motion attributes including the 
detection of squatting, running and wandering. The comprehensive evaluations on our 
IVS system demonstrate the effectiveness of the extracted multiple attributes and their 
successful application in multi-attribute based people searching.  

Our attempts in this paper indicate that RGB-D information has promising potential 
in IVS field. In the future, we will investigate how to further combine RGB and Depth 
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information in a multiple graph framework [18][19] to discover more useful and chal-
lenging attributes in surveillance environments. 
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Abstract. It is challenging to count and analyze people in crowds due to the 
changes of lighting, occlusions, shadows, backgrounds, and weather conditions.  
Especially for the occlusion problem, until now, it is still ill-posed. To deal with 
the occlusion problem, the MCMC (Monte Carlo Markova Chain) scheme is 
used in this paper to estimate all possible pedestrian positions across different 
frames.  However, it requires good initial head positions for parameter 
searching and people counting. Thus, an intelligent head-shoulder-region 
detector is then developed for detecting all possible pedestrian candidates from 
videos.  One key problem in head-shoulder detection is that the feature contrast 
between the objects and their background should be larger.  To tackle this 
problem, a Linear Discriminant Analysis (LDA) approach is then used to 
enhance the boundaries between objects and features. Three contributions are 
made in this paper: (1) Intelligent head-shoulder-region detector; (2) People 
detection under occlusions; (3) Integrated people counting system using LDA.  
Experimental results have proved the superiorities of the proposed method in 
people detection and counting. 

Keywords: MCMC, LDA, Template Matching, People Counting. 

1 Introduction 

Counting people is an important and challenging problem in video surveillance. It can 
be used in various public places like shopping malls, public transport stations, theaters, 
department stores, or trade fairs for security issues, and resource allocation. The 
problem is challenging due to the occlusions between persons, variations between 
human shapes, lighting changes, camera motions, and various clothing styles in 
appearance. During the past few decades, extensive studies [1]-[6] have been 
conducted on people counting directly from videos. For example, Rabaud and 
Belongie [1] used a KLT tracker to track corner features and obtained their trajectories 
from which different objects were clustered and counted using local rigidity constraints 
and a simple object model. Antonini and Thiran [2] developed a visual surveillance 
system that models and counts humans using a trajectory clustering technique. Wu and 
Nevatia [6] used a set of “edgelet” features as weak classifiers to train a strong 
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classifier to detect pedestrians without background subtraction. Leibe et al. [3] used an 
implicit shape model to generate top-down pedestrian models from a set of scale-
invariant points feature for pedestrian detection. Lin et al. [4] decomposed a human 
model to different body parts and then detected occluded pedestrians from videos using 
a hierarchical part-template matching technique.  Dong et al. [5] mapped the global 
shapes of humans to various configurations with different Fourier descriptors and then 
solved their parameters by a dynamic programming technique for crowd segmentation.  
Eshel and Mose [8] used a set of cameras with overlapping fields of views to detect 
heads and then tracked and counted pedestrians in a dense crowd using a planar 
homograph transformation.  One key problem in the above methods is that the feature 
contrast between the objects and their backgrounds should be larger.  In addition, 
most of approaches require good head position initializations for parameter searching 
and then counting people. This paper will propose a novel LDA-based approach to 
tackle the above problems and then detect and count occluded pedestrians from videos 
in real time. 

Fig. 1 shows the flowchart of this system. To deal with the occlusion problem, we 
use a Bayesian inference model to formulate the people problem. Then, the MCMC 
scheme is used to capture the dynamics of the pedestrian model and thus effectively 
and efficiently derives its parameters. In real conditions, the accuracy of the MCMC 
scheme in people counting strongly depends on the results of head detection. Thus, an 
intelligent head detector is developed for identifying all possible head candidates from 
videos. However, due to lighting changes or background colors, the features of an 
object are not always clear to its background. The unclear feature often leads to lots of 
miss in object detection. To tackle this problem, a novel LDA approach is used to 
enhance the boundaries between objects and features. The usage of LDS in object 
detection is very different its common applications in object recognition. Then, a 
head-shoulder detector is proposed for detecting all possible candidates from the 
results of LAD. Due to LDA, lots of misses in object detection can be avoided. To 
improve the efficiency of model matching, the MCMC scheme is adopted for quickly 
filtering out impossible candidates and determining the optimal model parameters. 
Another critical problem is the construction of model space. Since different occluded 
pedestrians will form different contours, it is not easy to decide the size and space of 
pedestrian model. To tackle this problem, different templates will be dynamically 
generated when a new contour is searched.  Then only a few of templates should  
be generated for pedestrian detection. The performance of the proposed method has 
been rigorously tested on various videos with qualitative and quantitative results 
corroborating its superiority in people counting. 

 

Fig. 1. Flowchart of people counting by MCMC 
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The remainder of the paper is organized as follows. In the next section, the problem 
of people counting was defined. Then, Section 3 discusses the details of head-shoulder 
detector. Section 4 describes the LDA scheme to enhance the discriminant capability 
from the object (head-shoulder) region to its background region. Section 5 reports a 
variety of experimental results and finally a conclusion will be presented in Section 6. 

2 Pedestrian Detection under Occlusions 

To count occluded pedestrians from videos, we use a Bayesian inference model to 
formulate this problem and then estimate its parameters through the MCMC scheme.  

2.1 Bayesian Estimation 

Given a region R , the problem of people counting can be formulated as a maximum a 
posterior estimation as follow: 

( )arg max ,n nn P R∗ = Θ  (1) 

where n  the number of persons in R  and nΘ  is the solution space of template sets 

of n persons. nΘ  can be further represented as  

{ }1 2, ,..., ,..., .
n

n n n n
n k Kθ θ θ θΘ =  (2) 

n
kθ  denotes the kth set of models for representing the appearances of n persons. Let 

M  denote the set of used models. Then, n
kθ  is represented as 

{ }1 2, ,..., ,...,n
k i nm m m mθ = , 

where j Mθ ∈ . nK  is the number of elements in nΘ  and satisfies 

( ) ,
n

n h wK L I I H≤ × × ×  (3) 

where wI  and hI  denote the width and height of R ,  The parameters of im  

include a template iϕ  at the position ( ),i ix y  with the height ih . L  represents the 

number of models used for representing a pedestrian, and H  is the maximum height 

of pedestrian. According to Bayesian rules, the posterior probability ( )nP RΘ  can 

be decomposed into a prior distribution ( )nP Θ  and a likelihood ( )nP R Θ  as 

follows: 

( ) ( ) ( ).n n nP R P R PΘ ∝ Θ Θ  (4) 

( )nP Θ  is independent to time and can be represented as the form 
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( ) ( ) ( ) ( )
1

( ) , ,
n

n template i pos i i height i
i

P P n P P x y P hϕ
=

Θ = ∏  (5) 

where ( )P n  is the prior on the number of persons in R  and modelled as 

( ) exp( ),P n nγ= −  (6) 

where γ  is a predefined parameter (closer to zero) to control the growing rate of n.   

( )template iP ϕ  is the prior probability of the template iϕ  and defined as 

( ) [ ] ( )
1| |

1

1 ( ) ,template i used i used i
i

P N Nϕ ϕ ϕ
−Ψ

=

 
= +  

 
  (7) 

where | |Ψ  is the number of templates iϕ  collected in Ψ  and ( )used iN ϕ  is the times 

of template iϕ  when it appears in the training videos.  ( ),pos i iP x y  denotes the prior 

probability of the template model im  appearing at the position ( ),i ix y . Let Rh   be 

the number of heads detected from R .  Then, a set of mixture Gaussian function is 
used to model ( )mod ,i iP x y , i.e.,

 

( ) ( )mod
1

, , ,
Rh

head
i i k k i i

k

P x y N x yπ
=

=  (8)

 

where kπ  is the coefficient for weighting the kth Gaussian function ( ),head
k i iN x y  

and 
1

1
Rh

k
k

π
=

= .  The form of ( ),head
k i iN x y  will be discussed in Section 3. ( )height iP h  

is the prior probability of model height defined as:

 

( )
2

2

( )
exp( ).i H

height i
H

h
P h

μ
σ
−

= −  (9)

 

   
(a)       (b) 

Fig. 2. Different cases of model fitting. (a) Poorly fitting. (b) Well fitting. 

Usually, if two objects are overlapped together, their overlapping area should include 
lots of edges. Like Fig. 2, (a) shows the case of poorly fitting result and (b) is the 
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result of well fitting. For a model n
kθ  in nΘ , we use ( )n

kO θ  to denote the 

overlapping area between templates in n
kθ .   Then, the edge likelihood ( )edge nP R Θ  

can be represented as  

( ) ( )
( )

max ,
( )

n
k

n
k n

p O

edge n n
k

Edge p
P R

O

θ

θ θ
∈

∈Θ
Θ =


  

where ( )Edge p  is 1 if p  is an edge pixel and zero, otherwise. 

2.2 Estimation through Markov Chain Monte Carlo 

To quickly find the solution n from Eq.(1), an intelligent head-shoulder detector will 
be proposed.  Then, the MCMC technique is used to sample the posterior probability 
space for parameter estimation.   Fig. 3 (a) shows the learning progress of MCMC.  
The left-most column represents the result of foreground extraction and the right-most 
column shows the best hypothesis generation.   Then, predict the next state by 
estimating the best hypothesis from the pervious state.  The state transition is guided 
by a proposal density function. The transition state contains three actions: Human 
hypothesis addition, hypothesis removal, Model update/switch. 

  
(a)            (b) 

Fig. 3. The MCMC estimation process. (a) MCMC process. (b) Different sub-regions are 
extracted for defining the proposal density function. 

To build the proposal density function, this paper uses a background subtraction 
technique to extract foreground objects from videos.  Based on the subtraction result, 
the input region R  can be converted to a binary map.  Like Fig. 3(b), after 
overlapping a template on R , R  can be divided to four kinds of sub-regions, i.e., 
BN (background pixels), BM  (background pixels but contained in the template), 
FN  (foreground pixels but not contained in the template) , and FM  (foreground 
pixels contained in the template). Let BM FN FM= ∪ ∪ . Then, three rates 
( , , )α β γ  are obtained as follows:  

1| || |FNα −= , 1| || |BMβ −= , and 1| || |FMγ −= . 

In addition, let ( )max , ,ξ α β γ= , the proposal density function for determining the 

next state transitions is given as follows:   
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,

( | , , )  ,

.
t

addition if

P Action removal if

exchange or move if

ξ α
α β γ ξ β

ξ γ

=
= =
 =

 
 

Details of each action are described as follows. 

(a) Template Hypothesis Addition 
According to the head point detected previously, randomly select a reference point for 
placement of a new model hypothesis and estimate the posterior probability. 

1) Create the Head Candidate GMM map H(u) from the result of head-shoulder 
detection;  

2) Randomly select a point “u” from H(u); 
3) Randomly dice a number “x”, where 0 <= x <= 1; 
4) If x<H(u), we accept it; otherwise, repeat step (2). 

(b) Human Hypothesis Removal 
Randomly select an existing hypothesis model from the best hypothesis space, and 
then remove it according to the following step: 

1) Randomly select a template hypothesis “z”; 
2) Calculate the overlapping rate ( )|P B z between the background and z ; 

3) Randomly dice a number “x” 0 <= x <= 1 
4) If x> ( )|P B z , remove it; otherwise, repeat step (1). 

(c) Exchange Template hypothesis 
Randomly select an existing hypothesis model from the best hypothesis space and 
replace it with a hypothesis model of high probability according to the following step: 

1) Randomly select a template hypotheses “p” with the center pC ; 

2) Randomly select second template hypotheses “q” with the center qC ; 

3) Randomly dice a number “x”, where 0 <= x <= 1; 

4) If x<
p qC C

e
− −

, exchange their positions, otherwise, repeat step (2). 

(d) Move Template Hypothesis 
Randomly select a template hypothesis and movie it’s position according the steps: 

1) Randomly select a template hypothesis “z” with the center zC . 

2) Extract the true positive region zTPR  from z. 

3) Calculate the center ,tpr zC  of zTPR    

4)  Move it’s center  zC  to the candidate position ,tpr zC . 

3 Head-Shoulder Hypothesis Generation 

To count persons from a region R, a novel head-shoulder detector is proposed for 
detecting all possible heads from videos for guiding the MCMC estimation process. 
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3.1 Head Detection from Multiple Templates 

This paper uses several templates i  to represent a head-shoulder hypothesis. Let 

 denote the set of head-should templates, i.e., { }i= . Like Fig. 4, for each 

template i , we hierarchically decompose it to different parts, i.e., ij . Then, given 

a template i , the probability ( | )iP R  can be obtained by combining all its 

components, i.e.,  

( | ) ( | ),
ij i

i j ij
h

P R P Rα
∈

=   
(10)

 

where iα is a weight for combining head components ij  
together. The probability 

( | )P R to detect whether there is on head candidate in R  is estimated as   

( | ) max ( | ).
i

iP R P R
∈

=   

To build ( | )ijP R , three features are used to describe ij ; that is, Ω -type contour, 

symmetry feature, and centroid context. 

 

Fig. 4. Five templates i  used to describe a pedestrian 

3.2 Head-Shoulder Ω model 

Actually, the shape of a head looks like a symbol Ω . Thus, like Fig. 5, we can use an 
Ω  model to represent a head.  Given a head shoulder template i , its contour 

positions and directions can be extracted along the Ω model and represented as 
{ (1),..., ( ),..., ( )}

i i i i
P p p k p n=  and { (1),..., ( )),..., ( )}

i i i i
V v v k v n= . In addition, 

the contour positions and directions in R  is represented as RP  and RV .  Then, the 

distance between RP  and 
i

P  is represented: 

  
(a)               (b) 

Fig. 5. Head-shoulder model for head detection. (a) Edge map of a head. (b) Ω  model to 
represent a head. 
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2

1

1
( , ) | ( ) ( ) | .

i i

n

R R
k

d P P p k p k
n =

= −   

In addition, the distance between RV  and 
i

V  is defined as 

1

1
( , ) 1 | ( ) ( ) |.

i i

n

R R
k

d V V v k v k
n =

= −  i   

Then, the probability of a detection window R  containing ij  can be described by 

2 2

( , ) ( , )
( | ) exp[ ].i ih R h R

ij
V P

d V V d P P
P R

σ σΩ = − −   

3.3 Head Symmetry 

According to the contour of head-shoulders, the symmetry property exists between 
the left and right sides on a head-shoulder template part ij . Let 

lRE  and 
rRE  

denote the edge maps of the left and right sides of R . In addition, ~ RE  denotes the 

mirror of RE  according to the central vertical line in R . The symmetry used to 

detect the head-shoulder candidates is defined as:  

1
( | ) exp( [ ( , ~ )+ (~ , )]),

2 ij l r ij l rsym ij R R R RP R Dt E E Dt E E= −  
 

where ( , )
ij

Dt A B

 

is the distance between two edge maps A  and B  based on their 

distance transforms within the part ij . 

3.4 Histogram of Gradients on Polar Coordinate 

This paper also uses the histogram of gradients on a polar coordinate for describing 
the contour of objects. Then, two histograms ( )Rh k  and ( )

ij
h k  is obtained from 

R  and ij , respectively. Thus, the similarity between them can be estimated by 

{ } { }
1

1 1

( | ) min ( ) ,  ( ) max ( ) ,  ( ) .
bin bin

ij ij

K K

Grad ij R R
k k

P R h k h k h k h k

−

= =

 
=  

 
   

 

To verify a pedestrian candidate more accurately, its outer shape should play a more 
important role than its inner shapes.  Thus, for each pixel ip , a weight iw  is 

included for weighting its importance, where iw  increases according to the distance 

between ip  and the central of R.  Assume that ir  is the distance between ip  and 

the central of R, and the circumcircle of R has the radius z.  Then, iw  is defined by 
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2exp(- | - | ), if  z,  

0,                     elsewise.
i i

i

r z r
w

 ≤
= 


  

Then, Eq.(10) can rewritten as: 

( | ) ( | ) ( | ) ( | ).
ij i

i j ij sym ij Grad ij
h

P R P R P R P Rα Ω
∈

=   (11)

 

4 LDA-Based Object Detection 

BG
HS

 

Fig. 6. 2-Class features extracted from a head-shoulder candidate 

To detect and count people from videos, most of methods depend very strongly on the 
characteristics of the edge. However, if the color contrast is very low or not clear, the 
task of people counting will tend to fail. To tackle this problem, this section takes 
advantages of Linear Discriminant Analysis (LDA) to enhance the discriminant 
capability from the object (head-shoulder) region to its background region. Like  
Fig. 6, given a training head region, two regions are manually extracted. Here, BG  
and HS  mean the background and the head-shoulder regions, respectively. Their 
feature means HSμ  and BGμ  can be estimated as follows: 

1 1
( )  and   ( ).HS BG

p HS p BG

Head p Head p
HS BG

μ μ
∈ ∈

= =   (12)

 

The within-class scatter matrix WS  is the sum of the inner-class variance of the 

pixels in HS  and the background BG , i.e., 

,W HS BGS S S= +  (13)

 

where ( )( )HS p HS p HS
p HS

S head headμ μ Τ

∈

= − − and ( )(BG p BG p
p BG

S head headμ
∈

= − −  

)BGμ Τ− . In addition, the between-class scatter matrix BS  is the between-class 

variance of the mean between the object and the background, which is calculated as 
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( )( ) .B HS BG HS BGS μ μ μ μ Τ= − −  (14)

 

To enhance the foreground feature from the background, we can find the optimal 
projective basis W  by maximizing the term ( )J W .

 

( ) .
B

W

W S W
J W

W S W

Τ

Τ
=  (15)

 

After calculations, W  can be found by the form: 

1( ).W HS BGW S μ μ−= −  (16)

 

For each scanning window, we can apply LDA first for enhancing the head-shoulder 
feature from the background. 

5 Experimental Results 

This paper collected a set of 10GB (412,298 frames) videos for the testing data, with 
89 video segments of different lengths at different environments. The video sources 
including CDVP, OTCBVS, BEHAVE, CAVIAR and PETS. The performance of our 
system is about 11 fps. Fig. 7 shows the results of head-shoulder detection. Fig. 8 
shows the results using full bodies. Fig. 9 shows the detection results of different 
pedestrians under different environments. Table 1 shows the accuracy analysis of 
people counting under different databases. Experimental results have shown that our 
counting method is superior in terms of accuracy, robustness, and stability. 

 

  

Fig. 7. Results of Head-Shoulder detection 

.   

Fig. 8. Results of Pedestrian detection. Yellow-contour model is the best hypothesis for the 
hierarchy models. 
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Fig. 9. Detection results of different pedestrians under different environments 

Table 1. Accuracy analysis Of PEOPLE Counting 

Video frames Accuracy False alarm miss RMSE 

OTCBVS 5193 96.73% 1.23% 0.0328 0.1910 

BEHAVE 73566 84.80% 8.87% 15.19% 1.1011 

CAVIAR I 15775 88.20% 6.79% 11.79% 0.4825 

CAVIAR II 20525 84.82% 10.74% 14.64% 0.5781 
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Abstract. In this paper, we propose a novel visual-based approach that can 
detect brake lights at night by analyzing the tail lights based on the thee-
dimensional Nakagami imaging which can provide robust information of brake 
lights. Instead of using the knowledge of the heuristic features, such as symme-
try and position of rear facing vehicle, size and so forth, we focus on extracting 
the invariant features based on modeling the scattering of brake lights and 
therefore can conduct the detection process in a part-based manner. Experiment 
from extensive dataset shows that our proposed system can effectively detect 
vehicle braking under different lighting and traffic conditions, and thus prove 
its feasibility in real-world environments.  

Keywords: Brake Light Detection, Spatiotemporal Analysis. 

1 Introduction 

Advanced safety vehicle is a critical issue in recent years for automobiles, especially 
when the number of vehicles is growing rapidly worldwide. The cost down of general 
cameras makes it feasible to have an intelligent system of visual-based event detec-
tion in front for forward collision avoidance and mitigation. When driving at night-
time, vehicles in front are generally visible by their tail lights. The brake lights are 
particularly important due to their consequent events that drivers need to focus on. 

In the related works, researchers focus on detecting vehicles [1][8-9][19], traffic 
lights [2][5-6], tail lights of vehicles in front [3][7][10] and collision warning at night 
[4]. To detect vehicles at nighttime, Chen et al. [1] perform bright object segmenta-
tion and verify the segmented regions if they are the targets by conducting the process 
of spatial clustering using the features of shape, texture, and the relative positions, i.e., 
the symmetric property. The color features are useful for detecting most tail lights and 
then vehicles could be identified by some rule-based approach.  

Park and Jeong [2] use color features to extract candidate regions and then select 
candidate pixels that may come from signal light from grabbed image based on statis-
tical features. Remaining regions are examined to see if each region were of a shape of 
circle since there are many light sources that have color like signal light. In [3], 
O’Malley et al. proposed a novel image processing system to detect and track vehicle 
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rear-lamp pairs in forward-facing color video. First, they suggested a camera-
configuration process that optimizes the appearance of rear lamps for segmentation. 
Rear-facing lamps are segmented from low-exposure forward-facing color video using 
a red-color threshold. Their color threshold is directly derived from automotive regula-
tions and adapted for real-world conditions in the hue–saturation–value (HSV) color 
space. Then, lamps are paired using color cross-correlation symmetry analysis and 
tracked using Kalman filtering. Due to the use of the symmetry characteristic of tail 
lights, the detection of tail lights is difficult to be conducted in a part-based manner.  

In [4], Thammakaroon and Tangamchit developed an approach for predictive brake 
warning which is based on the distance estimation from the analysis of tail lights in 
front. In order to localize the regions of interest, the red color of the rings is detected 
based on the RGB color model. They calculate the brake lights distribution from 50 
collected samples to determine the threshold for each color channel. Consequently, 
three candidate Region of Interest (ROI) from RGB channels are verified by compu-
ting the intersection. The intersected ROI(s) is regarded as the tail lights and their size 
is used to determine the distance between the vehicle(s) in front and the camera. In 
[5], Yelal et al. proposed an approach for the signal lights detection. They used the 
luminous values of the glowing points combined with color values present in the im-
age frame as the features in real time. Lab color model is used to extract the luminous 
values in the image frame, and contour tracking is conducted for shape detection of 
the signal lights. The image frames extracted from the real time video are subjected to 
region segmentation to extract the ROIs. The ROI is extracted by analyzing the posi-
tion of the signal lights in an image frame based on road tracking. This road tracking 
technique uses the edges of a road as reference lines. Based on these reference lines 
the image frame is segmented into different regions. 

In [6], Gong et al. proposed an approach for the recognition and tracking of traffic 
lights. First, the candidate region of the traffic light is extracted using the threshold 
segmentation method and the morphological operation. Then, the recognition algo-
rithm of the traffic light based on machine learning is employed. To avoid false nega-
tives and tracking loss, the target tracking algorithm CAMSHIFT (Continuously 
Adaptive Mean Shift), which uses the color histogram as the target model, is adopted. 
In [7], Schamm et al. proposed an approach that can recognized vehicles in front of 
the own car by detection of their front or rear lights using a perspective blob filter and 
subsequently searching for corresponding light pairs. For preceding vehicles, the ac-
tivity of the third break light is estimated, to distinguish the maneuver state of the 
vehicle. Their approach uses a flexible 2d Gaussian filter, which can detect circular 
light blobs even under difficult conditions. A rule-based clustering approach is used to 
find light pairs. The light pair association is combined with a symmetrical analysis 
using the Sum of Squared Differences to confirm valid associations. Using a color 
based comparison, the system is able to distinguish between the front and rear posi-
tion lights. For preceding vehicles, the activity of the third break light is estimated, so 
the maneuver state of the vehicle can be detected. 

In [8], Sun et al. proposed an approach of rear-view vehicle detection using feature 
extraction and classification. Their vehicle detection algorithm consists of two  
main steps a multiscale driven hypothesis generation step and an appearance-based 
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hypothesis verification step. During the hypothesis generation step, image locations 
where vehicles might be present are extracted. This step uses multiscale techniques 
not only to speed up detection, but also to improve system robustness. The appear-
ance-based hypothesis verification step verifies the hypotheses using Gabor features 
and SVMs. 

In [9], Kim et al. detected and tracked vehicles regardless of the light and road 
conditions at any distance using vision and sonar sensors. First, they used a simple 
method that can determine the light condition by observing several images and this 
light condition is used by selecting one of several detection methods. The method in 
the day time image can extract the shadow region represented by the boundary be-
tween a vehicle and the road and further verify by using other vehicle features, such 
as symmetry rate, vertical edge, and lane information. The vehicle tracking method in 
the day time uses on-line template matching using the mean image created by several 
consecutive detection results. The method in the night time extracts bright regions 
caused by the headlights, taillights, brake lights, etc. and these candidates are verified 
by observing several consecutive frames. 

In [10], Wang et al. proposed an approach that can perform lane detection and ve-
hicle recognition at nighttime. In lane detection, three features including lane markers, 
brightness, slenderness and proximity are applied to detect the positions of lane mark-
ers in the image. On the other hand, vehicle recognition is achieved by using an evi-
dent feature which is extracted through four steps: taillight standing-out process, 
adaptive threshold, centroid detection, and taillight pairing algorithm.   

However, to the best of our knowledge, few approaches focus on detecting brake 
lights of vehicles. To detect the brake lights robustly, instead of employing the know-
ledge of the heuristic features, such as symmetry and position of rear facing vehicle, 
size and so forth, in this work, we focus on finding the invariant features from the 
regions of brake lights and aim to conduct the detection process in a part-based man-
ner. Considering the environment-independent features, the significant characteristic 
of the scattering in the region of brake lights is our concern and is employed for the 
analysis of tail lights and the consequent detection of brake lights.  

The remainder of this paper is organized as follows. Section 2 details the proposed 
approach of brake light detection based on 3D Nakagami imaging. Section 3 shows 
the experiment results and discussions, and Section 4 concludes this work. 

2 Brake Lights Detection 

In this section, we describe the approach of brake light detection, in which we aim  
to detect brake lights of vehicles in front without the need of the complete taillights  
in shape. 

2.1 Preprocessing - Contrast Enhancement 

The color intensity image is defined as 

,                                      (1) 
255

),,( BGRMax
Ci =
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where , and  are the three color channels in RGB color space respectively. The 
color intensity image  can then be obtained using Eq.(1). In addition to employing 

the property of the large contrast between the regions of tail lights and non-tail lights, 
the scattering property of brake lights is investigated. In the real-world environment, 
scattering is a general physical process [11] where some forms of radiation, such as 
light, sound, or moving particles, are forced to deviate from a straight trajectory by 
one or more localized non-uniformities in the medium through which they pass. 
Therefore, we focus on discovering the invariant features from the regions of brake 
lights based on the scattering property and thus aim to conduct the detection process 
in a part-based manner.  

Before conducting the process of Nakagami imaging, to reduce the noise generated 
from non-tail lights, a simple step function  is first applied to the color intensity 

image  and is defined by 

.                             (2) 

Using Eq.(2), the color intensity image  is filtered by 

,                                  (3) 

From the color intensity distribution shown in Fig.1, it can be observed that we  
can approximately separate the tail lights from non-tail lights. However, the distribu-
tions of brake lights and tail lights are difficulty to discriminate since they are of high 
similarity. Therefore, to overcome this problem, we propose an approach that can 
discriminate brake lights from tail lights based on 3D Nakagami image.  

 

Fig. 1. Demonstration of the color intensity histogram of tail light (red), brake light (blue) and 
non-tail light (green) 

2.2 Modeling Tail Lights by Nakagami Distribution 

The Nakagami statistical model initially used for the analysis of the returned radar 
echoes and may be applicable to ultrasound by using two associated parameters, 
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namely m-parameter and the scaling parameter [12-13]. The Nakagami statistical 
model is also widely used in wireless communications for modeling the fading chan-
nels [14]. The probability density function of the Nakagami distribution is defined as 

,                        (4) 

where  is the gamma function. The symbol  means possible values of the 

random variable  in the region of interest. The scaling parameter  and the Na-
kagami parameter  associated with the Nakagami distribution can be obtained 
respectively from Eq.(5) and Eq.(6). 

,                                     (5) 

,                                  (6) 

where  denotes the statistical mean. The Nakagami parameter m is a shape pa-

rameter determined by the probability distribution function of the random variable . 
Therefore, to detect one or more brake lights present in the image, the 3D Nakagami 
image should be computed. The 3D Nakagami image is obtained based on the 3D 
Nakagami parameter , which can be obtained by Eq.(6). However, a sliding cube

 
should be defined first for estimating the local 3D Nakagami parameter, , which is 
assigned as the new voxel located in the center of the cube. The variable R is the vox-
el set of the region of interest selected by the sliding cube. Based on sliding the cube 

with the 3D data, each local Nakagami parameter, , in its regions of interest is 
computed and thus the 3D Nakagami image can be obtained.  

The size of cube is inversely proportional to the resolution of the 3D Nakagami 
image. Although, the smaller cube cause a better resolution, this also means that we 
need more time and less 3D data lead to an unstable estimation of the Nakagami pa-
rameter . Therefore, to find the stable parameter  and an acceptable 3D Naka-
gami resolution, it is necessary to determine the optimal size of the sliding cube. To 
resolve the optimal size of the cube, we first calculate Nakagami parameter m and 
average Nakagami parameter  using the sliding cube to process the 3D data, in 
which   is an indicator representing the global scattered statistics. Each value mw in 
the 3D volume and the average value  are subsequently estimated using sliding 
cubes with increasing sizes. When the cube becomes large enough to satisfy the stable 
estimation of mw, the local mean should approach the global mean. Namely, an  
appropriate cube size is determined once ≈ .  

Due to the scattering from brake lights, the red lights appear wider and brighter 
than non-brake lights. It can be observed that the area covering the part of tail light 
and the scattering regions can be emphasized by 3D Nakagami imaging. It can be 
observed that based on 3D Nakagami imaging, the area of the brake light including 
the scattering region can be discriminated from the area of non-brake light. 

To model the brake lights based on 3D Nakagami imaging, we observe that the  
variable R with the optimal sliding cube in the 3D Nakagami image possesses the 
Nakagami parameter of the voxels with larger value,which is higher in the area of 
brake lights than that in the area of non-brake lights.  
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2.3 Adaptive Decision Making for Brake Light Detection 

To determine the threshold  adaptively, a dataset generated randomly is employed 
to simulate what the brake lights behave. To discriminate brake lights from non-brake 
lights based on the scattering property, we can model the scattering intensity  by  

,                              (7) 

where  is the intensity of the incident light and is the scattering angle. Accord-

ing to the scattering property, the scattering intensity of tail lights would be generally 
larger than that of non-tail lights since the angle between the camera and the tail light 
is smaller than that between the camera and the non-tail lights. It means that higher 
scattering intensity would result in larger scattering region of a light source.  

Furthermore, the varied distance between the tail lights in front and the camera is 
also critical since the signal of tail lights would attenuate with the vehicle going fur-
ther. Therefore, the threshold  used to detect the brake lights should be adaptive to 
the distance and the size of cube. The distance between the tail lights and the camera 
can be approximately estimated based on the computation of the vanishing point by 
lane line detection [15]. 

Finally to determine the threshold  adaptively according to the evaluated dis-
tance, a set of tail lights is collected in distinct distances between the vehicles and the 
camera and used to approximate the signal variations using curve fitting [17-18].  
Sometimes, the chosen curve passes through the data points, but on other points, the 
curve closes to them rather than passing through them. In most cases, we use the least 
square curve fitting to make the square error of the data minimum points. We can thus 

obtain an adaptive threshold  according to the distance  by 

=                1000              ,   , herwise                  2                   , ,                   (8) 

where the weighting set {a, b, c} is evaluated in the training dataset, and  is the 

distance between the candidate regions to the horizontal line.  and  is the 

upper and lower bound of the distance, respectively.  

3 Experimental Results 

The extensive test dataset is captured using a CCD camera under different road envi-
ronments, and traffic conditions. The resolution is 80?60?10. For qualitative evalua-
tions, some detected results are shown in Fig.2. The first column shows the original 
video frame, the second column denotes the Nakagami image, and the third column 
introduces the criterion used to make decision of braking or non-braking. In this test 
sequence, the vehicles are further from the camera. From Fig.2, we can see that the 
value of Nakagami parameter  of the tail lights of non-braking and the street 
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lights are relatively smaller than the value of Nakagami parameter of the braking 
light, and accordingly would not be regarded as brake lights. 

In Fig.3, the red line is the threshold, , and the red point where is the max Na-
kagami parameter . From Fig.3(c), we can see that the value of  would be 
larger than the  when brake-lights appear in the video frame. Examples can be 
observed from Fig.3(c) to Fig.3(d). 

The quantitative evaluation of the detection rate is shown in Table 1. The perfor-
mance of braking event detection is quite promising since the overall detection rate is 
up to 85% in the real road environment. 

 

(1)  

(2)  

(3)  

(4)  

                                 (a)                    (b) 

Fig. 2. (a) Frames shown from the status of non-braking to braking; (b) 3D Nakagami  
image( ) 
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(a)                           (b) 

  
(c)                                  (d) 

Fig. 3. (a) to (d) is the histograms of Fig.2(1) to Fig.2(4) 

Table 1. The detection rate evaluated using the dataset defined by four categories 

Video Classi-
fication 

Ground 
Truth 

Detected Detection 
Rate Avg. 

Case Dist. 

85% 
1 Closer 32 30 93.75% 

2 Med. 32 27 84.375% 

3 Far 32 25 78.125% 

4 Conclusions 

In this paper, we have proposed a novel visual-based approach that can detect brake 
lights at night by analyzing the tail lights based on the Nakagami-m distribution. In-
stead of using the knowledge of the heuristic features, such as symmetry and position 
of rear facing vehicle, size and so forth, we focus on finding the invariant features 
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modeling the brake lights scattering by 3D Nakagami imaging and therefore can con-
duct the detection process in a part-based manner. Experiment from extensive dataset 
has shown that our proposed system can effectively detect vehicle braking under dif-
ferent lighting and traffic conditions. The detection rate has achieved about 85% and 
thus proves its feasibility in real-world environments. 
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Abstract. This paper presents a hybrid approach by fusing template
and keypoint based tracking to track pose of planar textured targets
with large interframe displacement. The fusion is made such that it adds
to accuracy and convergence of template based tracking without involv-
ing feature selection, introducing pose drift strategy, and incorporating
sophisticated prediction or motion model. The approach is not only ro-
bust against illumination changes and partial occlusion, but also free
from offline pose learning and prior knowledge about background which
makes it flexible to adapt change in scene.

Keywords: Monocular, Pose tracking, Textured, Planar, Interframe
displacement.

1 Introduction

Pose tracking is a fundamental task in several robotic applications for example
self localization and object grasping. It has been of general interest in computer
vision literature, particularly in scenes with cluttered background, noise, partial
occlusion, or changing illumination. Accordingly, there is a large number of re-
lated publications. While substantial advances have been made, there is still a
need for systems which can tolerate rapid translations, rotations and accelera-
tions in unconstrained environments. To cope with this, a hybrid approach is
proposed that integrates two approaches, namely template based and keypoint
based tracking.

On a broad level, approaches of pose tracking for textured targets can be di-
vided into two groups: pose tracking by detection and pose tracking by modeling.
The first type of approaches [10], [1], [2], [11], [5] assume there exist a unique
casual-effect relationship between pose and certain properties of the target [9].
A 2D-3D mapping is constructed using training data consisting of several views
of the target. The constructed mapping is then used to find pose of a given 2D
target image, which makes them rigid to learned scenarios. Scenes in which tar-
gets are easy to detect are assumed [10]. Although suitable for large interframe
displacement as strong prior on the pose is not required, they are less accurate
and more computationally intensive than the second type of approaches [25].

The second type of approaches pre-assume a 3D model of target but do not
require prior training to learn pose. They require a strong prior on the pose

K. Schoeffmann et al. (Eds.): MMM 2012, LNCS 7131, pp. 782–792, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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to iteratively evolve to actual pose. Typically, they recover pose by first estab-
lishing 2-3D feature correspondence and then solving for the pose using a pose
estimation technique [9]. Based on the type of feature, they are further divided
into template based and keypoint based approaches. Template based approaches
[14], [15], [16] estimate pose of a reference template by minimizing an error mea-
sure based on image brightness [13]. In general, they work under diffused light-
ing, no occlusion, and small interframe displacement [12], [25]. Keypoint based
approaches [12], [17], [18], [4] exploit local appearance of targets. They work
opposite to template based approaches but relatively computationally expensive
[25]. A common problem with the second type of approaches is pose drift due
to error accumulation over long sequences [25]. In general, pose drift is delayed
by approximating target pose by modeling or predicting its motion, or selecting
features that are least vulnerable to add to the drift.

Approaches [3], [12], [6], [7] also exist that combine more than one type of ap-
proaches with intention to increase accuracy and/or achieve robustness. There is
none that simultaneously addresses large interframe displacement and flexibility
to adapt change in scene. Moreover, rather than fusing they work either by feed-
ing output of one approach to second approach or by switching between the two
approaches. The present approach intrinsically assimilate template based and
keypoint based tracking due to their complementary role in achieving the goal.
In contrast to estimate pose from pre-learned samples, deformation in the tem-
plate is used. In place of intensity, point based error measure is defined to find
the deformation. Tasks of detection and pose estimation are performed simulta-
neously without imposing constraints on background. The approach intrinsically
delays pose drift.

Rest of the paper is divided into following sections. Section 2 describes fusing
between the two approaches. Evaluation of the resultant approach is presented
in Section 3. In the end Section 4 concludes the work.

2 Fusing Point and Template Information

To fuse point information into template, template based tracking introduced by
Mei et al. [14] is chosen. Their tracking is based on efficient second order min-
imization (ESM) algorithm, which achieves second order convergence at com-
putational cost and consequently speed of first order methods. The algorithm
performs better in terms of accuracy and convergence than the alternatives [23],
[15], [16]. Pseudocode of the algorithm with point information incorporated is
given in figure 1.

Let I1 be a reference image of a monocular sequence Ik, k = 1...K, such that
a region Iref (reference patch) of this contains projection of the planar target.
Given an approximate transformation T̃ consisting of rigid motion (rotation R̃,
translation t̃) in terms of camera motion, features Fref extracted from Iref ,
and a set of thresholds, the algorithm returns the actual T . Theoretically, it is
equivalent to map Iref to desired region defined by T in the current image Ik

that minimizes sum of square distance (SSD) over all feature points.
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Input:I1,Iref,Ik,Fref,,thresholds(maxIter,num,err)
Output:T

T
~

Iter = 0    

While(iter < maxIter)

Compute  ,
H =   + nd’
Icur = definePatch(Ik,Iref,H)
Fcur = extractFeatures(Icur)

R
~ t~

R
~ t~

matches = matchFeatures(Fref,Fcur)
removeOutliers(matches)

x = -2J+D(0)

if ||x|| < err
T =
break

else

T
~

else

= T(x)
end

end

T
~

T
~

Fig. 1. Pseudocode of the ESM algorithm fused with point information

Algorithm starts by computing transformation of the target in image plane
using homography H associated to T̃ . Such that

T̃ =
[
R̃ t̃
0 1

]
(1)

H = (R̃ + t̃n
′
d) (2)

p = π(w(H(T̃ )))π−1(p∗) (3)

where nd is a vector defined as n
d consisting of normal n and distance d of the

target plane from camera. w is a warping function that defines a coordinate
transformation between points on a unit plane (normalized plane). π is a projec-
tion function that defines projection of a point on the unit plane to image plane.
Practically, this is to find the new position p in the current image of a pixel p∗

in the reference image. With this a patch Icur (current patch) in the current
image is defined. This leads to four benefits. One region to search the target
in image is confined. Second explicit detection or segmentation of the target is
avoided. Third likelihood of correspondence with background is reduced. Fourth
background is intrinsically ignored which in turn makes background dynamics
irrelevant.

In the next step features Fcur are extracted from the defined patch. The
Scale Invariant Feature Transform (SIFT) is an approach for extracting local
features that are reasonably invariant to scaling, translation, rotation, illumina-
tion changes, image noise, affine distortion, occlusion, and viewpoint change [24].
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Further motivation comes from its use in real-time tracking on mobile phones [8].
Therefore, this work uses SIFT. Outcome of this step is a set of interest points
each comprised of a feature point and its descriptor. A feature point corresponds
to 2D location [u v]

′
and is described using its local neighborhood.

Extracted features are then matched with the Fref using K-d tree. False
correspondence is avoided by first removing points with multiple correspondence.
Then further removing whose Euclidian distance and slope exceeds a specific
range. Based on the number of features, empirically determined two strategies
are employed. If the number exceeds 40, Gaussian distribution is assumed and
the range is defined by equation 4. Otherwise, it is defined by equation 5.

Mean {slope, distance} ± 1.5 × its Standard deviation (4)

Median {slope, distance} ± 0.66 × Median {slope, distance} (5)

Theoretically, four non-collinear points are sufficient [19]. However, the four-
points assumption is viable if projection is linear, calibration is perfect, image
is noise free, feature points are located accurately, and there is no false cor-
respondence. Which is hard to attain. Therefore, several approaches [20], [21],
[22] including this work, use as many points as are available. Once outliers are
removed, cost of matching is then computed between the corresponding points.
Let the corresponding points are {li,j} and {mi,j} in the reference and current
patches respectively. Let Dq be the distance between qth pair of corresponding
points, the cost is defined as:

∀i ∈ 1, 2, ..., q Di = li −mi (6)

If the SSD value of vector D approaches to zero, the estimated pose becomes
equal to the actual pose. Tracking jumps to the next image. Otherwise, we need
to update T̃ . Let the update is denoted by T (x). Where x is a parameter vector
that consists of coefficients of base elements: three for translation B1-B3 and
three for rotation B4-B6 such that

T (x) = exp(
6∑

i=1

xiBi) (7)

B1 =

⎡⎢⎣ 0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎦B2 =

⎡⎢⎣ 0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0

⎤⎥⎦B3 =

⎡⎢⎣ 0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

⎤⎥⎦

B4 =

⎡⎢⎣ 0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0

⎤⎥⎦B5 =

⎡⎢⎣ 0 0 1 0
0 0 0 0
−1 0 0 0
0 0 0 0

⎤⎥⎦B6 =

⎡⎢⎣ 0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

⎤⎥⎦
More precisely, the problem of pose estimation is to minimize the cost of match-
ing which in terms of the parameter vector can be described as

∀i ∈ 1, 2, ..., q Di(x) = π(w(H(T (x)T̃ )))π−1(li)−mi (8)
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Minimizing this expression is a nonlinear optimization task. Let cost function
D(x) be the vector [D1(x) D2(x) D3(x) ... Dq(x)]

′
that corresponds to the

distance over all points at the given parameter vector x. By the second order
approximation of D(x) about x = 0 using Taylor series and simplification [14]

D(x) ≈ D(0) +
1
2
Jx (9)

J = JπJwJHJT (10)

where J is jacobian of the D with respect to the x. In contrast to the original
Jacobian which is composed of jacobians of each of image JI , image projection
function Jπ , image warping function Jw, homography JH , and transformation
JT . In this work, it is composed of the other fours except JI . This is to re-
duce non-linearity in the cost function. In the former case there are two factors
that introduce non-linearity in the cost function. First corresponds to non-linear
projection and second corresponds to intensity information. In fact pixel val-
ues are essentially un-related to pixel coordinates [15], therefore, JI is ignored.
This allows to use fewer detail, regions in spite of the complete reference patch.
Moreover, impact of non-linearity should be reduced as the cost function is better
defined. Outcome of testing with simulated sequence confirms this. Expression
of each of the jacobian for each feature point li normalized to the unit plane is

Jπ = ∇P π(P )|P=li (11)

Jw = ∇H(w(H))(P )|H=H(0)=I (12)

JH = ∇T H(T̃ )−1H(T T̃ )|T=T (0)=I (13)

JT = ∇xT (x)|x=0 (14)

Solution to the problem lies in finding a parameter vector x0 such that D(x0) =
0. This is obtained by iteratively solving the cost function such that for a vector
x = x0 we have

∇D(x)|x=x0 = 0 (15)

At each iteration an updated x is calculated as follows

x = −2J+D(0) (16)

where D(0) is the cost at x = 0, and J+ means pseudo-inverse of J . Once con-
vergence (‖x‖ < err) is achieved in the current image, we obtain the optimal
transformation Tk between the reference I1 and the current image Ik. The algo-
rithms finishes with this image and restarts with the next image Ik+1. Let Tk(x0)
be the relative transformation between the last two consecutive frames Ik−1 and
Ik. Pose estimation starts in the next image with the following approximation

T̃ (k + 1) = Tk(x0)Tk (17)

Tracking continues till the last image IK is reached and we find a total
transformation TK without pose drift.
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3 Results and Discussion

Evaluation of the approach is made using both the simulated and real sequences.
In the first case, it is made with reference to the Mei et al. using the same
simulated sequence on which the referenced approach was tested. Figure 2 shows
three images of the simulated sequence.

Fig. 2. Images 1, 50, and 100 respectively in the simulated sequence

Figure 3 shows outcome in terms of absolute translational error, absolute
rotational error, and number of iterations elapsed to converge by increasing in-
terframe displacement. The interframe displacement is increased by skipping
multiple images at regular intervals from the original sequence. Started by skip-
ping alternate images and ending with two images in the sequence. One can
see by fusing point information into the pure template based tracking both the
errors remain more than half below. The errors oscillate in the beginning for
the reason of small baseline effect while stabilizes later. In the case of number
of iterations, although difference between the two is small in the beginning but
immediately that is after skipping just two images raises dramatically. The pro-
posed approach showed consistent behavior. The most considerable fact is that
the referenced approach fails tracking beyond 10 number of images skipped. This
is due to its reliance on strong prior on the pose.

In the second case, the approach is tested with real sequences. These sequences
consist of flight of ten cubical objects thrown horizontally across the principal
axis of camera. For each object 50 sequences are collected. They are thrown at
a distance of 1.6±0.45 m from camera with their largest plane exposed to the
camera. Figure 4 shows the planes. Their sizes and number of features extracted
from each plane at this distance are given in Table 1. Horizontal field of view
at this distance is 1.2 m. Before leaving field of view, they lie at 1.44±0.45 and
0.07±0.21 m from camera along Z and Y axis respectively. Another calibrated
camera is used to find the distances and normal to the plane using stereo vision.
The range of estimated rotation along each of the X, Y, and Z axis is -37.93 to
35.08, -30.50 to 50.90, and -15.50 to 44.68 degrees respectively.

Evaluation is made using the methodology introduced in [26]. Corners of the
plane are set as reference points. Their image coordinates are used as a ground
truth. The ground truth is generated manually. Accuracy in each image is then
determined with the help of root mean square (RMS) distance between the
estimated position of the reference point p and its corresponding ground truth
p∗. Such that
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Fig. 3. Comparison based on interframe displacement

Table 1. Sizes and feature amount of the planes

Plane Number of features Size (mm2)

Daisy 155
300 × 160

Garment 177

Donuts 99
285 × 120

Monster 130

Rice 185
250 × 160

Chicken 114

China 188
200 × 175

Biscuit 107

Juice 69
240 × 115

Bravo 102



Fusing Template and Point Information 789

Fig. 4. Planes of the objects and their assigned names. Top to bottom followed by left
to right: (a) Juice, (b) China, (c) Rice, (d) Donuts, (e) Daisy, (f) Bravo, (g) Biscuit,
(h) Chicken, (i) Monster, and (j) Garment.
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Fig. 5. Error in tracking real sequences

tracking error =

√√√√ 1

4

4∑
i=1

‖pi − p∗
i ‖2 (18)

Figure 5 shows tracking error on average and extreme bases. For each plane the
average is taken per image over all the 50 throws. The uppermost line shows the
maximum error, whereas, the lowermost line shows the minimum error. One can
see the approach performs equally well in all the cases except Juice. This is due
its much lower amount of texture (number of features) relative to the rest. A
common trend among all the planes is that the error increases with the increase
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Fig. 6. Feature decay

Fig. 7. Two images of a sequence in which appearance of the plane changes due to
non-diffused lighting

Fig. 8. Two instances of tracking each plane under extreme occlusion

in image number. This is partially due to error accumulation and partially due
to loss in features. The loss is due to throwing objects in front of the camera.
So in the subsequent frames planes move farther and farther from the camera,
which results in losing finer texture. Figure 6 shows decrease in feature amount



Fusing Template and Point Information 791

on average bases with the increase in image number. The average is taken per
image over all the 50 throws. The interframe displacement was large enough that
in no case the referenced approach is able to track the plane.

Sequences are acquired without diffused lighting. Lights are used only to en-
hance brightness, hence to reduce exposure time of the camera. So one can expect
change in illumination with the change in plane orientation. Figure 7 confirms
this. Having success with this shows robustness of the approach against illu-
mination changes. To further show robustness of the approach against partial
occlusion, Figure 8 present two instances of tracking under extreme occlusion
for each plane before it leaves field of view.

4 Conclusion

A hybrid approach by fusing point and template based tracking to track planar-
textured targets with large interframe displacement is introduced. The approach
is flexible to adapt change in scene. Its evaluation is made using both the simu-
lated and real sequences. In the first case, the approach performs better in terms
of accuracy, convergence, and interframe displacement. In the second case, a
consistent behavior is seen with the change in target. Robustness of the approach
against partial occlusion and illumination changes is also shown. One may ar-
gue the approach is computationally expensive in terms of feature employed.
To compensate this a part of image is exploited. Moreover, faster convergence
further weakens the argument, particularly, when the interframe displacement is
large. In future, its implementation on real time will be analyzed.
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