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Preface

We are pleased to publish the significant papers accepted in the First International
Conference on Innovative Computing Technology (INCT 2011).

The production and the use of newer computing devices and platforms has
led to a better understanding of the emerging computing paradigms. For many
decades, computing systems have been based on several different models, but only
the innovative models have proven to withstand this era of high obsolescence.

New models are evolving and driving the need for more powerful systems
where innovative computing is required.

Realizing this significance, we decided to introduce a platform where inno-
vating computing models could be discussed. The result is the organization of
the First International Conference on Innovative Computing Technology.

The INCT consists of invited talks, papers, and presentations. The Program
Committee of INCT 2011 accepted 40 papers out of a total of 121 submissions.
We hope that the participants at INCT 2011 found the research presentations
interesting and the discussions stimulating.

We are grateful to Tehran University for hosting this conference. We would
like to take this opportunity to express our thanks to the Technical Committee
and to all the external reviewers. We are grateful to Springer for publishing
the proceedings. Finally, we would like to thank all the authors and the local
organization.

October 2011 Hojat Ahmadi
Pit Pichappan
Ezendu Ariwa
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Analysis of Quality Driven Software Architecture 

Ehsan Ataie, Marzieh Babaeian Jelodar, and Fatemeh Aghaei 

University of Mazandaran, Babolsar, Iran 
{ataie,m.babaeian,f.aghaei}@umz.ac.ir 

Abstract. This paper presents an analysis on quality driven approaches which 
embodies non-functional requirements into software architecture design. The 
analysis characterizes vocabularies and concepts of the area, with exhibiting a 
comparison of the two main techniques. In the first technique, architectural  
tactics are represented and their semantics is clearly defined as a UML-based 
pattern specification notation called RBML. Given a set of non-functional  
requirements, architectural tactics are selected and composed into an initial ar-
chitecture for the application. The second technique designates some attribute 
primitives which are similar to architectural patterns. It then introduces a  
method called Attribute Driven Design, to involve attribute primitives for satis-
fying a set of general scenarios. In this analysis, we intend to give a brief  
description of the both approaches. 

Keywords: Software, Quality, Architecture, Functional Requirement,  
Non-functional Requirement. 

1 Introduction 

The Software Architecture of a system is the set of structures needed to reason about 
the system, which comprise software elements, relations among them, and properties 
of both. Software development requires an approach to come up with an architecture 
when all you're given is a set of requirements. In creating Architectures, we have to 
build a structure that supports the functionality or services required of the system 
(functional requirements) with respect to the system qualities (non-functional 
requirements). In general, functional requirements (FRs) define what a system is 
supposed to do whereas non-functional requirements (NFRs) define how a system is 
supposed to be. The non-functional requirements are crucial factors in the system 
development, but unfortunately they have been neglected by the researchers and are 
less well understood than other factors [1].  

The International Organization for Standardization (ISO) defines quality as a cha-
racteristic that a product or service must have [2]. Dropping quality requirements out 
of the software architecture design process may mean that a large amount of resources 
has been considered to build a system which does not meet its quality requirements 
[3]. This can result into, a poor quality-based architecture with a lot of wasted time 
and money. 

The FRs and NFRs have effects on each other throughout the system development 
process. Therefore, they both have to be considered in a parallel way, throughout the 
process, But NFRs are often postponed to the late phase, which can make the satisfaction 
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of NFRs very challenging [4-6]. Consequently, Many works have been done to address 
NFRs at the architectural level [7-14]. 

This research is based on the analysis of two main approaches that describes quali-
ty driven software architecture and discusses the differences and similarities of them. 
We compare these approaches together and we use the advantages of the two given 
ones to boost our new method. 

The remainder of this paper is organized as follows: Section 2 gives an analysis of 
the first technique. Section 3 presents an analysis of the second technique. In section 4 
the approaches are compared and their advantages and disadvantages are described. 
Finally, in section 5 we discuss about our current and future works. 

2 Analysis of First Approach 

2.1 Background 

This approach presents a quality-driven mechanism that embodies non-functional 
requirements (NFRs) into software architecture with the employment of architectural 
tactics [15]. 

2.2 Specifying the Concepts of Architecture 

Quality attributes are non-functional requirements used to evaluate the performance of a 
system. An architectural tactic is described as a Fine-grained reusable architectural 
building block provisioning an architectural solution to achieve a quality attribute [15]. 
Various quality attributes, such as availability, performance, security, modifiability, 
usability and testability are achieved by many architectural tactics [16-18]. For every 
individual quality attribute a set of tactics can be defined. The relationship between 
quality attributes and the tactics can be shown in feature models [19]. The tactics are 
designed in a hierarchy form. The coarse grained tactics can break into small grained 
ones. A specific notation for modeling tactics is introduced as the Role Based Meta 
modeling Language (RBML) [20-21] which is a UML-based pattern specification 
language. The works in [16-18], [22-23], illustrates the development of the feature 
models and RBML specifications. Every tactic is introduced in RBML with two parts, 
known as the Structural Pattern Specification (SPS) and Interaction Pattern 
Specification (IPS). The SPS characterizes the structural aspects of an architectural 
tactic in a class diagram view while the IPS defines the interaction view of the tactics. In 
the following, we explain some of the tactics which are introduced in this approach.  

Availability Tactics. The level to which an application is available with the required 
functionality is called availability [15]. The tactics for availability can be categorized 
into: Fault Detection, Recovery Reintroduction, Recovery-Preparation and Repair  
[17], [24]. The Fault Detection tactic detects a fault and notifies the fault to a moni-
toring component or the system administrator. The Recovery Reintroduction tactic 
restores the state of a failed component. The Recovery Preparation and Repair tactic 
recovers and repairs a component from a failure. These tactics are refined into subtac-
tics. Ping/Echo, Heartbeat and Exception are distilled from the Fault detection tactic. 
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Fig. 1. (a) The Ping/Echo tactic 

 

Fig. 1. (b) The Heartbeat tactic 
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The Ping/Echo tactic sends ping messages to receivers regularly to detect the fault. 
The receiver can be considered failed, if it does not respond to the sender within a 
certain time period. The Heartbeat tactic detects a fault by listening to heartbeat mes-
sages from monitored components periodically. A sender sends a heartbeat message 
to all the receivers every specified time interval. The receivers update the current time 
when the message is received. If the message is not received within a set time, the 
monitored component is considered to be unavailable. Fig. 1 shows the SPS and IPS 
of the Ping/Echo and Heartbeat tactics. 

The Exception tactic is used for recognizing and handling faults. The Exception 
tactic is usually used together with the Ping/Echo tactic and Heartbeat tactic for han-
dling faults. The Recovery Reintroduction tactic can be refined into: Check-
point/Rollback, State Resynchronization. The Checkpoint tactic keeps track of  
the state of the system either periodically or in response to a specific event. The time 
when the system’s state is updated is called checkpoint. When a failure occurs in  
the system, the system is restored to the state at the most recent checkpoint before the 
system failed. The State Resynchronization tactic restores the state of a source com-
ponent through resynchronization with the state of a backup component. The Recov-
ery Preparation and Repair tactic can be refined into: Voting, State Redundancy. The 
Voting tactic uses algorithm redundancy for recovery preparation. In the tactic, the 
same algorithm is run on redundant components, and the voter monitors the behavior 
of the components. When a component behaves differently from others, the voter fails 
the component. Although one component failed, the system itself still runs normal 
with other components. The State Redundancy tactic uses redundant state data on 
multiple components for recovery preparation. The State Redundancy tactic can be 
used in two ways, which are Active Redundancy tactic and Passive Redundancy tactic. 
The Active Redundancy tactic selects only one response from the responses that are 
received concurrently from redundant components for a service request. If a redun-
dant component is failed, the tactic recovers the component by re-synchronizing the 
state of the failed component with one of the other alive component. The Passive 
Redundancy tactic uses the response from a specific component (primary) and in-
forms other (backup) components to update the state of the backup components with 
that of the primary component. If the primary component fails, its state is resynchro-
nized with the state of a backup component. 

Performance Tactics. Performance is concerned with various aspects including 
processing time, response time, resource consumption, throughput and efficiency 
[15]. The tactics for performance can be classified into: Resource Arbitration, Re-
source Management. The Resource Arbitration tactic is used to improve performance 
by scheduling requests for expensive resources. The Resource Management tactic 
improves performance by managing the resources that effect response time. These 
two tactics are refined into subtactics. The Resource Arbitration tactic can be refined 
into: FIFO, Priority Scheduling. In the FIFO tactic, request for resources are treated 
equally in the order in which they are received. In the Priority Scheduling tactic, the 
resource requests are scheduled based on priority (for example, a lower priority may 
be given to resources that have myriad requests.). The Priority Scheduling tactic is 
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captured in the Fixed Priority Scheduling and the Dynamic Priority Scheduling tac-
tics. In the Fixed Priority Scheduling the scheduler assigns a fixed priority to the 
client based on a specific strategy (e.g., semantic importance, deadline monotonic) 
and In the Dynamic Priority Scheduling tactic, priorities are determined at runtime 
based on execution parameters such as upcoming deadlines or other runtime condi-
tions. The Resource Management tactic can be refined into: Introduce Concurrency, 
Maintain Multiple Copies. The Introduce Concurrency tactic allocates threads or 
processes to resources for concurrent execution. In this way, waiting time in response 
can be significantly reduced. The Maintain Multiple Copies tactic keeps replicas of 
resources on separate repositories, so that contention for resources can be reduced. 

Security Tactics. Security is concerned with preventing unauthorized usage of the 
system while providing its services to legitimate users [15]. The Tactics for Security 
can be classified into: Resisting Attacks, Recovery from Attacks. The Resisting Attacks 
tactic provides several ways of protecting the system from attacks while the Recovery 
from Attacks tactic helps to restore a system in a security regard. The Resisting At-
tacks tactic can be refined into: Authenticate Users tactic, Authorize Users tactic, 
Maintain Data Confidentiality tactic. The Authenticate User tactic checks the authen-
tication of the user using the user’s credentials (i.e., user IDs, passwords). The Au-
thorize Users tactic restricts user access to data and services. This tactic describes that 
an access request is intercepted by the reference monitor to check permission and if a 
permission is found, the request is allowed, otherwise it is denied. The Maintain Data 
Confidentiality tactic protects data from unauthorized modifications using encryption 
and decryption. The Authenticate Users tactic can break into: ID/Password, Onetime 
Password. In the ID/Password tactic user credentials can be set by the user and in the 
Onetime Password tactic user credentials are generated by the system every time the 
user uses the system. The Recovery from Attacks tactic can be refined into: Restora-
tion tactic. The Restoration tactic maintains administrative data, which is critical for 
security. In this way, administrative data can be better protected, and so is the system. 

2.3 Building a Stock Trading System 

The first approach, explains as a case study an online stock trading system (STS) that 
provides real-time services for checking the current price of stocks, placing buy or 
sell orders and reviewing traded stock volume. It sends orders to the stock exchange 
system (SES) for trading and receives the settlement information from the SES. This 
section demonstrates how the availability, performance and security tactics can be 
used to embody NFRs of a Stock Trading System (STS) into its architecture [15]. 
First, the STS non-functional requirements are defined. There are four kinds of NFRs 
in this case. NFR1 is related to the availability of STS during trading time. NFR2 
places a lower bound on the number of transaction processed per second and per  
day, in order to gain performance. NFR3 is concerned with the performance of the 
STS’s database which may be decreased by the intensive updates from the SES. 
NFR4 emphasizes on security and indicates that only authenticated users can access 
the system and their credentials should remain confidential. After introducing NFRs, 
the authors, described how each of the NFRs can be embodied into architecture using 
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architectural tactic. Each NFR of the system is related to one quality attribute, and a 
set of tactics have to be included to obtain the quality attribute. Some of the NFRs like 
NFR2 and NFR3 are related to one quality attribute, but they should be gained with 
different tactics. The selected architectural tactics are composed to produce a 
composed tactic that exhibits the solutions of the selected tactics. Two kinds of rules 
have been introduced to compose the tactics: Binding rules and Composition rules. 
Binding rules define the corresponding roles in the two tactics, while composition 
rules define changes to be made during composition [16]. For example, in NFR1, two 
tactics that authors used are the Ping/Echo and Heartbeat. The Ping/Echo tactic sends 
a ping message regularly and checks the echo back. In some cases, the ping sender 
may receive an echo even if the STS is failed. To prevent this, authors compose a 
Heartbeat tactic with the Ping/Echo tactic. In this case, even if an echo is received 
from the STS, the STS is considered to be failed if there is no heartbeat message 
coming from the STS. 
 

 

Fig. 2. The composition of the Ping/Echo and Heartbeat tactics 
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Other kinds of tactics can be composed in similar way. Fig. 2 shows the composi-
tion of Ping/Echo and Heartbeat tactics. The composed tactic is then consolidated to 
create an initial architecture of the application (stock trading system). Different in-
stantiation of proposed generic initial architecture can be built. 

There is always the possibility that the different types of quality attributes may 
hinder each other (e.g. security and performance may have conflicts). This approach 
doesn’t introduce an obvious way to solve the conflict problem between quality 
attributes but a trade-off analysis of the two is proposed to minimize the conflicts. 
Finally, an architecture has been built, based on the desirable NFRs, but to add the 
functional requirements (FRs), we may need to make some changes in the architec-
ture; for instance, by adding new classes, new methods and new relations between the 
classes. 

2.4 Tool Support 

This approach demonstrates tool support for automatic instantiation of architectural 
tactics [15]. The RBML Pattern Instantiator (RBML-PI) which is developed as an 
add-in component to IBM Rational Rose [25] is the main tool we use in this approach. 

3 Analysis of Second Approach 

3.1 Background 

This approach presents a method that characterizes quality attributes and captures 
architectural patterns which are used to achieve these attributes. For each pattern, it’s 
important not only how the pattern achieves a quality attribute goal but also what 
impact the pattern has on other attributes [26]. 

3.2 The Concepts 

In this approach, the concept of general scenario and attribute primitive is introduced 
and a method is described to utilize these concepts for designing a software 
architecture. The mentioned concepts are described throughout this subsection. A 
general scenario consists of: The stimuli that requires the architecture to respond, the 
source of the stimuli, the context within which the stimuli occurs, the type of system 
elements involved in the response, possible responses and the measures used to 
characterize the architecture’s response [26]. For each quality attribute one or more 
general scenario is introduced. An attribute primitive is a collection of components 
and connectors that 1) collaborate to achieve some quality attribute goal (expressed as 
general scenario), 2) is minimal with respect to the achievement of those goals [27]. A 
data router is an example of an attribute primitive. The data router protects producers 
from changes to the consumers and vice versa by limiting the knowledge that 
producers and consumers have of each other. This contributes to modifiability. The 
Attribute Driven Design (ADD) method is a recursive decomposition process where, 
at each stage in the decomposition, attribute primitives are chosen to satisfy a set of 
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quality scenarios and then functionality is allocated to instantiate the component and 
connector types provided by the primitives [26]. 

3.3 The Roadmap 

ADD in Life Cycle. ADD’s place in the life cycle is after the requirement analysis 
phase. The ADD method consists of ADD input, ADD output and Beginning ADD. 
The ADD input is a set of requirements. The ADD output is a conceptual architecture 
[28]. The conceptual architecture is the first articulation of architecture during the 
design process therefore it is coarse grained. The conceptual architecture can be pre-
sented as a blueprint for a concrete architecture. In Beginning ADD, there are some 
issues that should not be dismissed. When all of the architectural drivers of the system 
are understood the beginning of ADD is prepared. Architectural drivers are defined as 
non-functional and functional requirements that are architecturally significant to the 
system. 

Steps of ADD. The first step is to choose the first design element. Then step 2 to step 
5 should be repeated for every design element that needs further decomposition. In 
the Following, we explain each step. 

Step 1: Choose Design Element. In this step, we choose the design element to decom-
pose. The design elements can be: The whole system, conceptual subsystem, or con-
ceptual component. The decomposition usually starts with “the system” element, and 
is then decomposed into “conceptual subsystems” and those themselves get decom-
posed into “conceptual components”. The decomposition results in a tree of parents 
and children. 

Step 2: Choose the Architectural Drivers. This step determines what is important for 
this decomposition. The architectural drivers are usually in conflict with each other, 
therefore there should be a small number of architectural drivers. The quality architec-
tural drivers determine the style of the architecture while the functional architectural 
drivers determine the instances of the element types defined by that style. For exam-
ple we may have chosen the attribute primitive “Data Router” to support modifiabili-
ty. This attribute primitive defines element types of “producer”, “consumer” and the 
“data Router” itself. By looking at the functional drivers we may define a sensor ap-
plication that produces data value, and a guidance as well as diagnosis application 
consuming the data value. Therefore, the functional drivers instantiate the element 
type “producer” into a sensor element and the element type “consumer” into a “guid-
ance” and “diagnosis” element. The “data router” element type might be instantiated 
into a blackboard element [26]. Fig. 3 shows an instantiation of an attribute primitive. 

 

Fig. 3. (a) Attribute primitive, Data Router 
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Fig. 3. (b) Instantiation of “Data Router” attribute primitive 

 

Fig. 3. (c) Element and element type 

Step 3: Choose the Attribute Primitives. This step, chooses the Attribute primitives 
and children design element types to satisfy the architectural drivers. This step is de-
signed to satisfy the quality requirements. The selection of attribute primitives is 
based on two factors. The first factor is the drivers themselves and the second one is 
the side effects that an attribute primitive has on other qualities. Consider the situation 
where both modifiability and performance are architectural drivers. One attribute 
primitive for modifiability is Virtual Machine and one attribute primitive for perfor-
mance is Cyclic Executive Scheduling. A Virtual Machine introduces additional 
checks at the interface of the virtual machine that is an obstacle for achieving perfor-
mance and on the other hand, a Cyclic Executive delivers real-time performance. This 
is a barrier for achieving modifiability because functions have to run in a specific 
sequence. So clearly, the two attribute primitives cannot be used together without any 
restrictions because they neutralize each other. The approach attempts to solve this 
problem by dividing the system into two parts. The performance critical (assuming 
performance is more important) part and the rest.  So the Cyclic Executive Scheduler 
would be used for the critical part and the Virtual Machine is used for the uncritical 
part. 

Step 4: Instantiate Design Elements and Allocate Functionality Using Multiple Views. 
In this step functional requirements are satisfied. As an example in last section, we 
explained that the system has to be divided into two parts and the virtual machine is 
used for the performance irrelevant portion. In practice, most concrete systems have 
more than one application; One application for each group of functionality. 

Applying functional architectural drivers, we may find that we have two different 
performance critical parts, such as reading and computing sensor input and keeping a 
radar display current. It may also be discovered that on the performance irrelevant 
side there should be several separate applications like diagnosis, administration and 
help system. 

After grouping, following steps can assure us that the system can deliver the de-
sired functionality: A) Assigning the functional requirements of the parent element to 
its children by defining responsibilities of the children elements, B) The discovery of 
necessary information exchange that creates a producer/consumer relationship be-
tween those elements. C) Finding the interactions between the element types of the 
primitives that make specific patterns that can mean things like: “calls”, “subscribes 
to”, “notifies”, etc. [26]. 
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Since software architecture cannot be described in a simple one-dimensional fa-
shion, authors used some architectural views that help focus on different aspects of 
the conceptual architecture. They suggested using the following views: 1) The module 
view, shows the structural elements and their relations. 2) The concurrency view, 
shows the concurrency in the system. 3) The deployment view, shows the deployment 
of functionality onto the execution hardware. 

The last part of this step indicates that analyzing and documenting the decomposi-
tion in terms of structure (module view), dynamism (concurrency view), and run-time 
(deployment view) uncovered those aspects for the children design elements, which 
should be documented in their interface. An interface of a design element shows the 
services and properties provided and required. It documents what others can use and 
on what they can depend. 

Step 5: Validate and Refine Use Cases and Quality Scenarios as Constraints to Child-
ren Design Elements. The verification of the decomposition is performed by ensuring 
that none of the constraints, functional requirements or quality requirements can no 
longer be satisfied because of the design. Once the decomposition has been verified, the 
constraints and requirements must be themselves decomposed so that they apply to the 
children design elements.  This step verifies that nothing important was forgotten and 
prepares the children design elements for further decomposition or implementation. 

4 Comparison of First and Second Approaches 

In this section, we describe the similarities and the differences between the first and 
second approaches. 

4.1 Similarities 

There could be a conflict between quality requirements in both approaches (e.g. 
performance & security). It is possible to solve the conflict between quality 
requirements in both methods. When a conflict occurs, both of them present a 
prioritization system of the quality requirements. 

In both approaches, quality requirements are coarse grained and can be broken into 
smaller grains (hierarchy structure). Functional requirements can be added to the ar-
chitecture, in both techniques. 

4.2 Differences 

In the first approach, a quality attribute decomposes into high level tactics; then these 
tactics decomposes into lower level tactics; this decomposition can be continued; but 
in the second approach, a quality attribute decomposes into scenarios. Scenarios can 
then decompose into attribute primitives and the decomposition is finished at this 
step. 

The structure and behavior of the tactics is exactly specified using RBML in the 
first method, whereas the structure of the attribute primitives is defined abstractly and 
generally in the second one. The second approach just consists of the components and 
connectors, not the classes and methods. 
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In the first approach, there is no emphasis on functional requirements and only 
non-functional requirements are satisfied, but in the second approach, functional re-
quirements are satisfied as well as non-functional requirements. 

In the first approach, the requirements are assumed to be in the same level, but the 
second approach, pays more attention to essential requirements called architectural 
drivers. 

Whereas the second mechanism also takes constraints into account, the first one 
only embodies quality attributes. 

In spite of the second approach, the first approach is tool supported. 
The first approach, consists of modeling notations for quality requirements (i.e. 

feature models and RBML), whereas the second one does not support such concepts. 
As mentioned in the Similarities part, FRs can be added to the architecture in both 

approaches; but in spite of the first method, the second one uses a systematic way to 
inject functional requirements.  

In the second approach, the functional requirements can be broken and there can be re-
lations between the broken parts; but the first one does not elaborate this decomposition. 

In the Similarities part, we have said that the conflict problem is solved by giving 
priority to the quality requirements; but the solutions to the problem are different. In 
the first approach, if some security tactics have conflict with the performance quality 
attribute (e.g. confidentiality tactic which involves encryption & decryption over-
head), and the performance has more priority than security, confidentiality tactics 
should be discarded. In the same situation in the second approach, the ADD method 
divides the system into different components. Some of them are performance critical, 
in which security patterns should be ignored. Others are performance irrelevant, in 
which security attribute primitives can be applied. Table 1 summarizes the compari-
son between the first and second approaches. 

Table 1. Comparison between first and second approaches 

Specification 
First      
Approach 

Second 
Approach 

Conflicts between  NFRs Yes Yes 

NFR modeling notation Yes No 

Solving the NFRs conflict Yes Yes 

Tool support Yes No 

NFRs hierarchy structure Yes Yes 

Unlimited NFR decomposition Yes No 

Adding FRs Yes Yes 

Systematic approach for adding FRs No Yes 

Breaking FRs and interactions between them No Yes 

Satisfying the constraints No Yes 

Emphasis on more important requirements No Yes 

Detailed specification of patterns Yes No 
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5 Discussion and Future Work 

From the quality driven software architecture point of view, software architectures 
mainly depend on quality requirements. This means that quality attributes determine 
architectural elements. The functional requirements determine the responsibilities of 
architecture elements and their interfaces. Therefore, it is important to focus on 
quality attributes when searching for a good architecture. [29-34]. 

In this paper we have reviewed and analyzed two important approaches that embo-
dy NFRs into Software Architecture. This research presents a vision of the approaches 
and details the comparison between them. Both techniques have advantages and dis-
advantages. 

In order to lessen the drawbacks and to use the advantages of both approaches, we 
intend to establish a new approach based on pattern. By pattern, we mean a general 
concept that can encompass both tactics and attribute primitives. This new approach 
could employ feature model form first approach to show the relationship between 
quality attributes and patterns. This model enables us to unlimitedly decompose 
coarse-grained patterns into more fine-grained ones. The use of RBML notation al-
lows us to precisely describe the structure and behavior of each pattern. With the use 
of a compatible version of ADD method from the second technique, the new approach 
provides a systematic mechanism for injecting FRs, authorizes the FR break downs 
and the relationship between the broken parts, handles constraints, and prioritizes 
substantial requirements.  

Our next plan is to detail a more useable and comprehensive approach based on the 
analyzed techniques of this paper to achieve quality driven software architecture. 
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Abstract. This paper focuses on vibration-based condition monitoring and fault 
diagnosis of a belt conveyor electromotor by using Power spectral density 
(PSD). The objective of this research was to investigate the correlation between 
vibration analysis, PSD and fault diagnosis. Vibration data had regularly col-
lected. We calculated Grms(Root-Mean-Square Acceleration)and PSD of Driven 
End (DE) and None Driven End (NDE) of an electromotor in healthy and un-
healthy situations. The results showed that different situations showed different 
PSD vs. frequency. The results showed that with calculating PSD we could find 
some fault and diagnosis of belt conveyor electromotor as soon as possible. Vi-
bration analysis and Power Spectral Density could provide quick and reliable 
information on the condition of the belt conveyor electromotor on different sit-
uations. Integration of vibration condition monitoring technique with Power 
Spectral Density analyze could indicate more understanding about diagnosis of 
the electromotor.   

Keywords: Power Spectral Density, PSD, Belt Conveyor Electromotor, Condi-
tion Monitoring. 

1 Introduction 

Vibration sources in machines are events that generate forces and motion during ma-
chine operation [1]. Vibration signals carry information about exciting forces and the 
structural path through which they propagate to vibration transducers (Williams, 
1994) [2]. Vibration based condition monitoring refers to the use of non-destructive 
sensing and analysis of system characteristics for the purpose of detecting changes, 
which may indicate damage or degradation [3].By analyzing the frequency spectra, 
and using signal processing techniques, both the defect and natural frequencies of the 
various structural components can be identified (Barron, 1996; Eisenmann, 1998)[4, 
5].Commonly used technique is to examine the individual frequencies present in the 
signal. These frequencies correspond to certain mechanical component or certain 
malfunction. By examining these frequencies and their harmonics, the analyst can 
identify the location, type of problem and the root cause as well (Cempel, 1988).The 
vibration signal analysis was often based on the Fast Fourier Transform (FFT) [6, 7, 
8].In order to overcome performance limitations of FFT such as disability of describ-
ing non-stationeries vibration signal that introduced by faults, Power spectral density 
is reported in several research works (Gibson, 1972; Norton and Karczub, 2003) 
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[9, 10].This paper focuses on vibration-based condition monitoring and fault diagno-
sis of a belt conveyor electromotor by using Power spectral density (PSD). Vibration 
data was regularly collected. We were calculated Grms(Root-Mean-Square Accelera-
tion)and PSD of a belt conveyor electromotor before and after repair (unhealthy and 
healthy situations). The results of this study have given more understanding on the 
dependent roles of vibration analysis in predicting and diagnosing machine faults. 

2 Materials and Method 

The test rig used for the experimentation was a belt conveyor electromotor. Details of 
the belt conveyor electromotor were given in table 1.The electromotor was running 
under healthy and unhealthy situations. The Vibration data were collected on a regular 
basis after the run in period. The experimental procedure for the vibration analysis 
consisted of taking vibration readings at None Driven End (NDE) and Driven End 
(DE) of the electromotor. There were taken on input shaft casing of electromotor. 
Vibration measurements were taken on the input shaft casing of electromotor using an 
Easy-Viber (VMI was the manufacturer). Spectra Pro4 software was used for acquisi-
tion the vibration spectrum based on the Fast Fourier Transform (FFT) at frequency 
domain between 0 to 850 Hz.  

Table 1. Detail of the belt conveyor electromotor 

Electromotor Description 
Type of motor M2BA 315SMA 4
Power (kW) 110

Motor driving speed 
(rpm) 

1500 

Voltage(V) 400

 
After acquisition the vibration spectrum, Power Spectral Density (PSD) of spec-

trums for the higher Grms values in the range of 0-200 Hz was calculated. Power 
spectral density (PSD) function shows the strength of the variations (energy) as a 
function of frequency. In other words, it shows at which frequencies variations are 
strong and at which frequencies variations are weak (Irvine, 1998) [11]. 

Most random vibration testing is conducted using Gaussian random suppositions 
for both measurement and specification purposes. With Gaussian assumptions, there 
is no definable maximum amplitude, and the amplitude levels are measured in RMS 
(root-mean-squared) values [12, 13]. Random vibration can be thought of as contain-
ing excitation at all frequencies within the specified frequency band but no excitation 
at any specific single frequency [14, 15].An acceleration spectrum is normally speci-
fied in terms of its’ acceleration density using the units of g2 per Hz. Acceleration 
density is defined as (1) [13, 14]: 

f
agd Δ=

2
lim

   ,         0≥Δf                                    (1) 

Where: gd=acceleration density, a = rms acceleration, Δf =bandwidth 
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3 Results and Discussion 

The experimental results of the overall vibratory velocity level of DE and NDE of the 
belt conveyor electromotor have shown in fig.1 and 2. The warning and critical values 
of DE of the electromotor are 3.08 and 4.62 mm/s, respectively (ISO TC108, 1963). 
The critical value of NDE of the electromotor is 5.79 mm/s. The results showed that 
the RMS value was on critical status in eighth measurement.   

 

Fig. 1. Overall vibrations of DE of the belt conveyor electromotor 

 

Fig. 2. Overall vibrations of NDE of the belt conveyor electromotor 

We measured frequency spectrum of electromotor but it is obviously difficult to 
diagnose faults by using spectrum of vibration signals alone. By using of frequency 
spectrum result, we calculate PSD of electromotor in different situation. Figures 3 and 
4 show the PSD curves of DE of the electromotor in healthy and unhealthy situations 
respectively. 
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Fig. 3. Power Spectral Density result of the DE of the belt conveyor electromotor on healthy 
situation 

 
 

Fig. 4. Power Spectral Density result of the DE of the belt conveyor electromotor on unhealthy 
situation 

Figures 5 and 6 show the PSD curves of NDE of the electromotor in healthy and 
unhealthy situations respectively. 

 
Fig. 5. Power Spectral Density result of the NDE of the belt conveyor electromotor on healthy 
situation 
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Fig. 6. Power Spectral Density result of the NDE of the belt conveyor electromotor on  
unhealthy situation 

The results showed that area under PSD carves were indicated a problem. The 
more area below PSD curve showed the faults were deeper. Just as we can understand 
this from comprising of healthy and   unhealthy figures of DE and NDE of the elec-
tromotor. The results showed that with calculating PSD we could find some fault and 
diagnosis of electromotor as soon as possible. Results showed that when we had dee-
per faults such as looseness the area under PSD carves was grown.  

4 Conclusions 

The work conducted, proposing the method of the belt conveyor electromotor fault 
identification based on power spectral density technique. Results showed that vibra-
tion condition monitoring and Power Spectral Density technique could detect fault 
diagnosis of the belt conveyor electromotor. Vibration analysis and Power Spectral 
Density could provide quick and reliable information on the condition of the electro-
motor on different situations. Integration of vibration condition monitoring technique 
with Power Spectral Density analyze could indicate more understanding about diag-
nosis of electromotor.   
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Abstract. Judging watermelon quality based on its apparent properties such as 
size or skin color is difficult. Traditional methods have various problems and 
limitations. In this paper a nondestructive method for quality watermelon test 
using laser Doppler vibrometery technology (LDV) have been presented which 
hasn’t some limitations. At first the sample was excited by a vibration generator 
in a frequency range. Applied vibration was measured using accelerometer 
attached in resting place of fruit. Synchronically vibrational response of fruit 
upside was detected by LDV. By means of a fast Fourier transform algorithm 
and considering response signal to excitation signal ratio, vibration spectra of 
fruit are analyzed and the first and second resonances were extracted. After 
nondestructive tests, watermelons were sensory evaluated. So the samples were 
graded in a range of ripeness by panel members in terms of overall acceptability 
(total desired traits consumers). Using two mentioned resonances as well as 
watermelon weight, a multivariate linear regression model to determine 
watermelon quality scores obtained. Correlation coefficient for calibration 
model was 0.82. For validation of model leave one out cross validation method 
was applied and r= 0.78 was achieved. Stepwise discriminant analysis was also 
used to classify ripe and unripe watermelons. The results showed 87.5% 
classification accuracy for original and cross validation cases. This study 
appeared utilization of this technique for watermelons sorting based on their 
costumer acceptability. 

Keywords: watermelon, Doppler vibrometery, vibration spectra, costumer 
acceptability, regression model, discriminant analysis. 

1 Introduction 

According to statistics published by FAO (2008), Iran ranked third among 
watermelon producing countries. Watermelon quality during consumption mainly 
depends on the ripeness of the fruit. Typically optimum quality watermelon fruits for 
eating feature an appropriate balance among sugar, flavour, colour and texture (Stone 
et al., 1996). 
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Watermelons are usually harvested from the farm only one or two times according 
to their weight at harvest. Decreasing labor costs and increasing harvesting speed are 
the two main reasons that explain this harvesting strategy. This may result in 
watermelons with varying degrees of ripeness reaching the market. Many consumers 
dispose of the watermelons that are immature, of poor-quality or spoiled. However, if 
it was possible to identify those lower quality watermelons and remove them from the 
distribution system, this could result into increased consumer satisfaction. 

The determination of watermelon ripeness on the basis of its apparent properties 
such as size or skin colour is very difficult. The most common way by which people 
traditionally determine watermelon ripeness includes knocking on the fruits and to 
assess the ripeness using the reflected sound. This method is prone to human factor 
errors as only well-experienced individuals can use it in a reliable way (Stone et al., 
1996). The limitations of this method have led researchers to study acoustic methods 
to determine the watermelon ripeness (Armstrong et al., 1997; Diezma-Iglesias et al., 
2004; Farabee et al., 1991; Stone et al., 1996; Xiuqin et al., 2006; Yamamoto et al., 
1980). Most of the researchers who have studied the acoustic method were not 
satisfied with the results of their reports. Acoustic methods present many limitations 
and problems for watermelon grading at an industrial scale. For example, the location 
and number of excitations, microphone distance, angle of hitting, and hitter device 
material can all affect the test results. (Diezma-Iglesias et al., 2004; Taniwaki and 
Sakurai, 2010). 

Another potential method for the assessment of watermelon ripeness is the use of 
vibration impulses. Impulses are applied to samples and the generated vibrations are 
measured by accelerometers. However, one important limitation of this method is the 
need to paste accelerometers on the watermelon surface, which can be impractical in 
the grading and sorting industry. The mass of the accelerometers can also be the 
source of errors (Muramatsu et al., 1997; Nourain et al., 2004). In addition, the use of 
hitting devices results in the excitation energy being focused within narrow specific 
frequency and time bands. This particular issue results into limitations for the 
determination of the exact value of the parameters (Taniwaki et al., 2009). 

In recent years researchers have been studying a new non-destructive vibration 
technique using Laser Doppler Vibrometry (LDV) technology to test the quality of 
some fruits. Muramatsu et al. (1997) have evaluated the texture and ripeness of some 
varieties of kiwi, peach and pears. They excited samples at different stages of ripeness 
by means of a 5 to 2000 Hz sine wave. The vibration response at the top of the fruit 
samples was measured by LDV. Then the phase shift between the input and output 
signals was compared with the data obtained from the method of force - displacement. 
A significant relationship between these two methods was found for the 1200 and 
1600 Hz excitation frequencies. The ability of the LDV technique for detection of 
internal defects of some citrus varieties was deemed appropriate (Muramatsu et al., 
1999). These authors compared the use of accelerometers and of the LDV system to 
measure the firmness of some varieties of apple, pear, kiwi, and citrus. They found 
that the LDV measurements were more accurate than those obtained by means of the 
accelerometers. Muramatsu et al. (1997) also used the LDV method to determine fruit 
texture changes during the ripening process. This technique was used for persimmon, 
apple, and kiwi. For a certain range of frequencies, phase shift as a function of fruit 
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ripeness significantly changed. They also determined that resonance frequencies for 
all fruits under test were a function of their ripeness (Muramatsu et al., 2000).  

Terasaki et al. (2001) used LDV to assess the properties of kiwi fruit at different 
stages of ripeness.  Two following factors were considered by them S = (f ) m /                                   (1) η =                                     (2) 

Where fn is second peak resonance frequency, m is mass of a fruit and f2 and f1 are 
frequencies determined at 3 dB below peak resonance. The relationship between S 
and the firmness of kiwi fruit was significantly high. η also showed a good correlation 
with soluble solids content. (Terasaki et al., 2001).  Sakura et al. (2005) conducted 
some experiments to assess persimmon tissue. They found that the data obtained by 
the LDV method were significantly correlated with the three variables softness, 
firmness, and brittleness for persimmon kept in 60% and 100% relative humidity 
storage. These three variables were evaluated by sensory method (Sakurai et al., 
2005). Murayama et al. (2006) conducted research on pear ripeness by means of the 
LDV method in which the fruits harvested at different times and under different 
periods of storage were tested. Their results showed that the correlation coefficients 
between firmness and elasticity index were significantly high and were dependent on 
storage duration and harvest time, except for pears that were kept for 4 months in 
storage temperature of 1°C (Murayama et al., 2006). Taniwaki et al. (2009) also 
conducted a separate investigation to review change trends in elasticity index (EI) for 
melon, persimmon, and pear after harvest. They determined elasticity index from the 
formula  

        = /                                 (3)   

Where fn is the second resonance frequency of sample was obtained using LDV and 
m is mass of the fruit.  The fruit samples were separately assessed for features such 
as appearance, sweetness, and firmness using professional people for sensory 
evaluation. Also the overall fruits acceptability was evaluated. High correlation 
between the elasticity index and the above mentioned properties was observed. So, 
the researchers could determine the optimum fruit ripeness time, which is the most 
appropriate time for eating, according to their elasticity index (Taniwaki et al., 2009). 
The main objective of present study is establishing a relation among parameters 
measured by LDV and watermelon consumers’ opinion using multiple linear 
regression models.  

2 Materials and Methods 

In this study forthy watermelons were selected for the experiments. The variety of 
watermelons was Crimson Sweet which is one of the varieties for export from the 
Iran. It is nearly round with bright green and medium dark stripes.  

The experimental setup has been presented in Figures1and 2. A fruit sample was 
placed on a shaker, and excited with random wave signals (frequencies, 0–1000Hz) 
generated and amplified using a computer and amplifier respectively. While the 
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excitation signal was detected by accelerometer (Model Endevco 4397) installed on 
vibrational plate, the response of the fruit was optically sensed using a Laser Doppler 
Vibrometer (Model Ometron VH1000-D, Denmark).  

Briefly laser beam from the LDV is directed to the upper surface of sample and the 
vibrations are measured from the Doppler shift of the reflected beam frequency due to 
the motion of the surface. Considering the response signals, the excitation signals and 
using FFT, the frequency resonances were extracted from entire frequency range. 
Using frequency response curves from the accelerometer and LDV system, the 
resonance frequencies of the first two vibrational modes were determined. 

 

 
 

Fig. 1. Excitation signal was measured as input signal by accelerometer installed on shaker 

After determining the vibration response of the samples and measuring their 
weight, they were cut at the midpoint. Then watermelons were sensory evaluated. 
Panelists graded the fruits in a range of ripeness in terms of overall acceptability (total 
desired traits consumers). The fruit ripeness indices were scored on a scale of 1–5 (1: 
unripe, 3: ripe, and 5: overripe).        

Finally the correlation between LDV-test results and the consumer opinions was 
determined. The frequency resonances and mass were used for making prediction 
model. This step was carried out using MATLAB (7.6.0 R2008a, The Math- Works 
Inc., USA)  

Accelerometer 

Laser point



 Assessment of Watermelon Quality Using Vibration Spectra 25 

 
 

Fig. 2. LDV sensed response of the fruit in upper surface as output signal 

To quantify the predictive ability of the models, the calibration coefficient (r) and 
root mean squared error (RMSE) were obtained. Leave-one-out cross validation was 
applied for validating models. This technique separates a single observation case from 
all cases as the validation data, and the remaining cases use for deriving predictive 
function. This procedure is repeated such that each observation in the sample is used 
once as the validation data. Discriminate analysis was used to build predictive model 
of group membership based on observed characteristics of each case. The procedure 
generates a discriminate function for two groups (ripe and unripe) based on linear 
combinations of the predictor variables that provide the best discrimination between 
the groups. 

3 Results 

By investigating the whole spectrum the first and second peaks were considered as 
resonances.  
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In order to predict the overall acceptability of watermelon using phase shift, 
multiple linear regression models were presented whose general form is the 
following: 

y= ∑ x                             (1) 

Where 

x1: Fruit mass (g) 
x2: First resonance frequency (Hz) 
x3: second resonance frequency (Hz) 
y:  overall acceptability (1: unripe to 5: overripe). 
 

The coefficients of models for calculation of overall acceptability are showed in table 1. 

Table 1. Numerical values of the regression model coefficients 

Coefficient         Unit     overall acceptability 

a0 - 4.729051 

a1 1/g 0.000203 

a2 s -0.15079 

a3 s 0.01294 

 
Table2 shows performance of MLR models in prediction in terms of correlation 

coefficient and RMSE. 

Table 2. MLR models for predicting overall acceptability of watermelon  

 
Acceptability 

        Calibration          Validation  

r RMSE r RMSE 

 0.82 0.5725 0.78 0.6392 

 
Actual and predicted values of consumer opinions were plotted in figures 3 to 

visually evaluate the performance of the models. 
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It is suggested to study utilization of damping ratio as well as variations of phase 
difference between imposed and perceived signals on certain frequencies for 
developing predictive models. 

Employing the panel test, the optimum quality range of watermelons depended on 
consumers’ opinion can be achieved in terms of vibration response. Therefore after 
vibrations tests and predicting watermelon acceptability, distributors enable to 
separate fruits whose score are not in the optimum range of overall acceptability. In 
general the optimum range depends on customers’ taste. 

Using LDV technology vibration response of watermelon is sensed without contact 
and in real-time that is a major advantage for industrial grading and sorting of 
watermelons. It is concluded present study demonstrates feasibility of laser 
vibrometry for predicting overall acceptability of fruit as an online contactless sensing 
method. There is also capability to investigate and develop nondestructive vibration –
based methods for simultaneous analysis of other internal properties of watermelon 
like total soluble solid (TSS). It is obvious that buying a poor-quality watermelon, in 
comparison with other fruits includes more financial loss. Diagnosing those 
watermelons in a bottleneck (like the main fruit and vegetable farms, ports and other 
terminals) and separate them, this could increase the consumer satisfaction, and 
providing a plan for using those products is conceivable. The results of this research 
can be used for developing a rapid sorting system for watermelon. 
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Abstract. Developing a special method for maintenance of equipments of 
industrial company is necessary for improving maintenance quality and 
reducing operating costs. Because of many vibration environments are not 
related to a specific driving frequency and may have input from multiple 
sources which may not be harmonically related, for more accurate and interest 
to analyze and test using random vibration. In this paper, for fault detection of 
generator journal-bearing using two technique of vibration analysis, namely, 
Power Spectral Density (PSD) and Fault Probability Distribution 
Function(PDF). For this we were calculated Grms, PDS and PDF of generator 
journal-bearing in healthy and unhealthy situation. The results showed that with 
calculating PSD and PDF we could find some fault of engine and diagnosis 
them possiblity. 

Keywords: Fault diagnosis, Maintenance, generator journal-bearing, PDS, 
PDF, Grms. 

1 Introduction 

Machine condition monitoring has long been accepted as one of the most effective 
and cost-efficient approaches to avoid catastrophic failures of machines. It has been 
known for many years that the mechanical integrity of a machine can be evaluated by 
detailed analysis of the vibratory motion [1]. 

Most of machinery used in the modern world operates by means of motors and 
rotary parts which can develop faults. The monitoring of the operative conditions of a 
rotary machine provides a great economic improvement by reducing the operational 
and maintenance costs, as well as improving the safety level. As a part of the machine 
maintenance task, it is necessary to analyze the external relevant information in order 
to evaluate the internal components state which, generally, are inaccessible without 
dismantle the machine [2]. 

Condition monitoring of machines is gaining importance in industry because of the 
need to increase reliability and to decrease possible loss of production due to machine 
breakdown. The use of vibration and acoustic emission (AE) signals is quite common 
in the field of condition monitoring of rotating machinery. By comparing the signals 
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of a machine running in normal and faulty conditions, detection of faults like mass 
unbalance, rotor rub, shaft misalignment, gear failures and bearing defects is possible. 
These signals can also be used to detect the incipient failures of the machine 
components, through the on-line monitoring system, reducing the possibility of 
catastrophic damage and the machine down time [3]. 

Because of whirl and friction between components and producing heat, in any 
rotary machine the journal-bearing is used. Journal-bearing prevent damage to 
components  like burn them. Actually failure journal-bearing can damage to rotary 
machines.  So condition monitoring of journal-bearing is important issue. 

2 Materials and Methods 

The procedure of doing experiment is given the vibration data from generator in 
health y and unhealthy situation of journal-bearing. The vibration data consist of  
velocity  and frequency of generator  are collected in different times. For this 
work, the accelerometer sensor (ap3419) is  used that  is  placed  on  crankshaft  
case  of  generator. Spectra Pro4 software is used based on Fast Fourier at frequency 
domain between 0 to 850Hz . 

2.1 Grms 

The metric of Grms is typically used to specify and compare the energy in repetitive 
shock vibration systems. The root mean square (rms) value of each signal can be 
calculated by squaring the magnitude of the signal at every point, finding the average 
(mean) value of the squared magnitude, then taking the square root of the average 
value. The resulting number is the Grms metric. 

Grms is typically thought of as a frequency domain measurement taken from the 
Power Spectrum, or Power Spectral Density, curve. A brief review of the basics of 
Fourier theory will make this method of determining Grms clearer.  

When Grms is calculated using Power Spectrum information it is often thought of as 
the area under the curve of the Power Spectrum display. More accurately, it is the 
square root of the integral of the Power Spectrum [4].  

Parseval’s Theorem states that the energy of a signal is the same whether 
calculated in the time domain or the frequency domain [5]. Since the Power Spectrum 
display is in units of G^2, the integral of the Power Spectrum, or the area under the 
curve, satisfies the right side of Parseval’s Theorem, while the summation of the 
squared values of the digitally sampled time domain signal satisfy the left side of the 
equation. Taking the square root of each side results in equivalent Grms calculations. 
Parseval’s Theorem, is 

2

2 ( ) ( )h t dt H f df
+∞ +∞

−∞ −∞

=                                               (1) 

When you look at the Power Spectrum of a typical vibration signal in Figure 1, one 
thing that can be confusing is the units of the Y axis. For a Power Spectrum, the units 
are shown as G^2/Hz, or often Grms^2/Hz. It is an indication of the measurement used 
for the sinusoidal components represented in the Fourier Transform. 
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Fig. 1. Power Spectrum of a repetitive shock vibration system 

The Fourier Transform of a signal shows the frequency and amplitude of the sine 
waves that, when summed, would form the time domain signal. If the amplitude of 
these sine waves is measured as an rms value,then the resultant Y axis units for the 
Power Spectrum in the frequency domain is Grms^2/Hz. Indeed, the definition of the 
Power Spectrum requires that the units be in this form. While some spectrum 
analyzers will allow choices of Y axis units that include Grms^2/Hz, Gpeak^2/Hz, etc., 
the only units that result in a Power Spectrum (and hence that can be used to directly 
calculate Grms as described above) are Grms^2/Hz [4]. 

2.2 Power Spectral Density (PSD) 

Power spectral density function (PSD) shows the strength of the variations (energy) as a 
function of frequency. In other words, it shows at which frequencies variations are 
strong and at which frequencies variations are weak. The unit of PSD is energy per 
frequency (width) and you can obtain energy within a specific frequency range by 
integrating PSD within that frequency range. Computation of PSD is done directly by 
the method called FFT or computing autocorrelation function and then transforming it. 

PSD is a very useful tool if you want to identify oscillatory signals in your time 
series data and want to know their amplitude. For example let assume you are 
operating a factory with many machines and some of them have motors inside. You 
detect unwanted vibrations from somewhere. You might be able to get a clue to locate 
offending machines by looking at PSD which would give you frequencies of 
vibrations. PSD is still useful even if data do not contain any purely oscillatory 
signals. We quite often compute and plot PSD to get a "feel" of data at an early stage 
of time series analysis. Looking at PSD is like looking at simple time series plot 
except that we look at time series as a function of frequency instead of time. Here, we 
could say that frequency is a transformation of time and looking at variations in 
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frequency domain is just another way to look at variations of time series data. PSD 
tells us at which frequency ranges variations are strong and that might be quite useful 
for further analysis [7]. 

The RMS value of a signal is equal to the standard deviation, assuming a zero 
mean. The standard deviation is usually represented by sigma σ.  

A pure sinusoidal function has the following relationship: 

2peak RMS=                                                    (2) 

Random vibration, however, is very complicated. Random vibration has no simple 
relationship between its peak and RMS values. The peak value of a random time 
history is typically 3 or 4 times the RMS value. 

A power spectral density can be calculated for any type of vibration signal, but it is 
particularly appropriate for random vibration [6]. There are several equivalent 
methods for calculating a power spectral density function, as explained in below. 

In an analogy to the energy signals, define a function that would give us some 

indication of the relative power contributions at various frequencies, as fS (ω) . This 

function has units of power per Hz and its integral yields the power in f(t) and is 
known as power spectral density function. Mathematically, 

1
( )

2
Fp S dω ω

π
+∞

−∞
=                                                  (3) 

Assume that we are given a signal f(t) and we truncate it over the interval (-T/2,T/2). 
This truncated version is f(t)Π(t/T). If f(t) is finite over the interval (-T/2,T/2) then the 

truncated function f(t)Π(t/T) has finite energy and its Fourier transform TF (ω) is 

{ }( ) ( ) ( )TF f t t Tω = Γ Π                                             (4) 

Parseval’s theorem of the truncated version is 

2 22

2

1
( ) ( )

2

T

TT
f t dt F dω ω

π
+ +∞

− −∞
=                                 (5) 

Therefore, the average power P across a one-ohm resistor is given by 
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2.3 Probability Distribution Function (PDF) 

Dealing with basic probability as a discrete counting process is satisfactory if you 
have reasonably small numbers, like throwing dice or picking cards. But if the 
number of events is very large, as in the distribution of energy among the molecules 
of a gas, then the probability can be approximated by a continuous variable so that the 
methods of calculus can be used. 

Using the variable x to represent a possible outcome or event, then in the discrete 
case the basic framework could be summarized. If you allow the outcome x to take a 
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continuous range of values, then the probability P(x) takes a different character, since 
to get a finite result for probability, you must sum the probability over a finite range 
of x. Since x is a continuous variable, this sum takes the form of an integral. A 
common practice to define a distribution function as a derivative of the probability, 

( )
( )

f x
dp x

dx
=                                                          (7) 

The probability of finding outcomes between x=a and x=b can then be expressed as 

( )
( )

b b

a a

dp x
f x dx dx

dx
= =  probability of finding x between a and b          (8) 

and the normalization condition is then 

0

( ) 1
x

f x dx
∞

=

=                                                         (9) 

For application of probability to physical processes, the use of the distribution 
function is a very useful strategy. 

3 Result and Discussion 

Schematic of overall vibrations of generator at different dates is given in Figure 2. 
According to ISO TC108, 1963 standard, the warning and critical reference value of 
overall vibration velocity level is 7.31 mm/s and 13.33 mm/s respectively. By 
attention to figure 2, it’s seen that vibratory velocity level of generator is in warning 
status at the sixth and eighth measurement. 

 
Fig. 2. Overall vibrations of generator 

Figure 3 and 4 show frequency spectrom results of generator  in healthy and 
unhealthy situation, respectively. 
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Fig. 3. Frequency spectrom results of generator in healthy situation 

 
Fig. 4. Frequency spectrom results of generator in unhealthy situation 

Figure 5 show the power spectral density of generator   in healthy and 
unhealthy situation. It’s seen that difference between two situations is very big in 
special range of frequency. 

 

Fig. 5. Power Spectral Density of generator in healthy and unhealthy situation 

Figure 6 show the Probability of generator fault in unhealthy situation.  
Compare to the results of this function about healthy generator, the results show  that  
we  had  higher probability of faults in this situation. Results are given in Figure 6. 
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Fig. 6. Probability of generator fault in unhealthy situation 

4 Conclusions 

Results showed that vibration condition monitoring and Power Spectral Density 
technique could detect fault diagnosis of generator.  Vibration  analysis  and Power 
Spectral Density could provide quick and reliable information on the condition of 
the generator on different faults. Integration of vibration condition monitoring 
technique with Power Spectral Density analyze could indicate more understanding 
about diagnosis of generator. 

Results showed that we were able to find  fault  range  by Fault  Probability  
Distribution Function technique and also became apparent that in rotary speed of 
generator we have 100 percent probability of fault. It was first time that we used 
this function  to show that the generator faults. 
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Abstract. Equal opportunities and the democratization of education, promoted by 
the establishment of the same content for all learners, can stigmatize and widen 
the differences and inequalities. Thus, the learner’s heterogeneity is inevitable and 
often regarded as unmanageable. Thus, customizing the environment to learners 
improve the learning process quality. There are several adaptation approaches of 
e-learning environment, such as; adaptive hypermedia system, semantic web, etc. 
In our proposed service, we adopt the competency based approach (CBA), and we 
consider that the adaptation relevance depends on the adequacy of the information 
collected through a personal diagnosis. This diagnostic takes place via an adaptive 
test using the Item Response Theory (IRT) in a formative perspective without try-
ing to situate the learner in relation to others. This intelligent test, administered 
items in an appropriate order in a short time and produces relevant results. Thus 
learning system can lead the learner to gradually acquire a competency taking into 
account its needs and predispositions. The system will be implemented as an ac-
tivity in a pedagogical scenario defined responding to the learner’s needs, while 
aligning with the norms and standards. Thus, some technical choices are required 
as far as standards and norms are concerned 

Keywords: E-learning, adaptive learning system, Service Oriented Architec-
ture, item response theory, learner model IMS-LIP, IMS-LD, IMS-QTI,  
IMS-RDCEO, LOM. 

1 Introduction and Context 

In Traditional mode, equal opportunities and the democratization of education, pro-
moted by the establishment of the same content for all learners, can stigmatize and 
widen the differences and inequalities. Thus, the heterogeneity of learners is inevita-
ble and often regarded as unmanageable. Concretely, learners have different  
objectives and predispositions. Thus, an optimal learning path for one learner is not 
necessarily the same for the other [1]. Consequently, Adapting learning path is crucial 
to manage learner differences. However, to achieve this adaptation, many approaches 
can be considered. Our approach [2] proposes the implementation of adaptive test in 
formative perspective as a means to adaptive learning system. The proposed system 
relies mainly on assessment and the Competency-based learning [3].  
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The purpose is to individualize the learning path through a personalized diagnosis 
of learner. To design the proposed service, first, we modelled competency. Then, we 
modelled learner according to competency based approach (CBA) [4]. Then, we de-
sign a bank of items (questions) calibrated on a common scale by using the TRI [5]. 
This will provide a series of consecutively selected items. The answer to an item de-
termines the selection of the next one taking into account the previous responses and 
performances recorded in the learner model. To achieve this goal, we implement 
adaptive test using the Item Response Theory (IRT). Then, we consider assessment as 
an activity to incorporate into a learning unit in a platform. To enable reuse and oper-
ability, the environment will be designed according to standards, such as IMS-LD [6], 
IMS-QTI [7] and IMS-LIP [8] that we will discuss to justify our choice. 

The next section deals with the individualization in learning and tackles the adap-
tive learning system. The ensuing section concern the proposed service that will regu-
late learning process using the enhanced formative assessment cycle and IRT to ad-
ministrate the optimal item and estimate skill level.  Standards adopted to interact 
with our proposed web service will be presented and justified in section 3, and we 
terminate with a conclusion and perspectives 

2 Individualization of Learning 

The individualization concept in learning involves a set of procedures and educational 
theories to organize training. In this organization, first, we must build a learning path 
taking into account an individual request, expressed or implied. Then precede this 
path via planned and regulatory activities to achieve purpose or skill expected.  
The regulatory activities will take into account the learner level, his experiences and 
expectations.  

The individualization goal is to adjust the learning path focusing on the design of 
learning sequences. Its implementation, in an educational adaptive system, is the same 
for all learners who are not doing necessarily the same thing, but they use the same 
standard tools.  

The learning adaptation is implemented through the adaptive learning systems; its 
purpose is to provide each learner with the feeling that the training is designed spe-
cifically to meet their expectations taking into account their capacities. These systems 
implement methods and techniques to provide activities and educational content cus-
tomized. The mechanisms vary from system to another and can be summarized 
mainly in adaptive hypermedia systems, semantic web or theories from the education 
field. However, most research work focuses on the production of educational re-
sources and referrals without giving importance to their operation. 

In our proposal, the adaptation is based on the learner identification, his ability, 
prior knowledge and current performance for the acquisition of competency. Thus, we 
stipulate that two ingredients are essential, namely learner modelling and a relevant 
diagnosis vis-à-vis the current activity. In this perspective, we modelled [9] formative 
assessment to offer to the learning system a relevant diagnosis to regulate the learning 
process to each learner. 

In this paper, it would be prominent to justify our technical choices that will sup-
port the operationalization of educational theory implemented in the proposed service. 
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These theories are essentially; the CBA and formative adaptive assessment by propos-
ing adaptive test administrating optimal items in a sequence taking into account the 
characteristics and progression of learner.  

3 Proposed Service 

The implemented system comprises, besides the three processes of formative assess-
ment [10], a step that we found necessary to insert between the interpretation and 
regulation processes: Service Pre-Regulation [11]. 

3.1 The Observation Process 

To reorient the learning process for a learner, we must have an idea about their effec-
tive level of competence. In this stage (Fig.1), we calculate the actual level of compe-
tence (current) noted θeff of the learner and identifies the level required θs to deduce 
the competency gap noted Ec: Ec = θs -θeff  

 

Fig. 1. Internal logic of the observation service 

3.2 Intervention Process 

The interpretation process (Fig.2) starts with catching the result of the previous step: 
the competency gap Ec and the effective competency level θeff. Then, if the gap is not 
tolerated, the actual level of competence θeff is transmitted to the pre-regulation ser-
vice. Finally, if the difference is tolerated for the third iteration, the learner model is 
updated by the competency level θeff instead of the level recorded θs, and regulation 
process will take the hand to determine the regulatory activity 

3.3 Pre- regulation Process 

The learning environment implement, in most cases, conventional tests in which the 
questions presented to learners and their sequence are the same. In this step, a relevant 
diagnosis must be established through an adaptive testing. In an adaptive test, the 
order of questions administered to the learner is not predefined. It varies the items  
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Fig. 2. Internal logic of the observation service 

 

presented to the learner based on their responses on items already passed. Each an-
swer of the learner is information that refines the estimate of his level of competence. 

In our proposal, the pre-regulation process implements an adaptive test, which 
takes place according to the item response theory (IRT) [4]. Is to design the path (tra-
jectory) for optimum evaluation from all items meeting the IMS QTI specifications 
and calibrated to an assumption by the adaptive tests. This process has two compo-
nents [4]. 

1) a component for selecting the optimal item 
2) a component for estimating the skill level of the learner. 

4 Models to Implement the Web Service in the Platform 

The emergence of distance learning platforms invites stakeholders to seek ways to 
integrate technology learning objects and control their use. In our work, the service 
implementation in a platform requires its integration in an educational scenario. Sev-
eral standards exist, so we have to choose one that responds efficiently to our context. 
Therefore, a comparative study of LOM, SCORM and IMS LD is needed. 

4.1 SCORM 

Created as part of the Advanced Distributed Learning (ADL) [12], SCORM is a stan-
dard for course design in learning management systems. It is a reference model that 
allows e-learning systems to find, import, share, reuse and export learning content. 
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SCORM format is independent of context and execution environment. The model 
includes three major elements: 

1) SCORM Content Aggregation Model: 
Its purpose is to structure content using three classes: the aggregation of content (Con-
tent Aggregation), the basic unit of SCO (Sharable Content Object) and the resource 
asset. Thus, this element defines a representation structure that breaks the course con-
tent into pieces (Fig.3), with the highest level course (organization), composed of 
blocks, which are themselves composed of sub-blocks (SCO). The SCO is the most 
basic level of content that can be reused. It is independent of any educational context, 
and the execution of other SCO. It consists of Assets, ie digital resources such as text, 
images, etc. Finally, each level (asset, SCO, item, organization) has a set of descrip-
tive metadata. This metadata, in earlier versions, are from the IMS Learning Resource 
Meta-data Information Model, based on the LOM [13]. Currently in its latest specifi-
cation 1.2 published on 1 October 2001, has defined its own SCORM Content Pack-
aging Information Model, which extend IMS Content Packaging Information Model 
[14] with more factors specific to SCORM. 

 

Fig. 3. Aggregation Model in SCORM standard 

2) Run Time Environment for content management in the platform through the defini-
tion of the execution environment and API for communication; 

3) Sequencing and Navigation Model: 
When a student leaves a SCO, the sequencing process is responsible for determining 
what happens next. It orchestrates the flow and status of the course as a whole. In 
SCORM 2004, the sequencing and navigation specification are derived from the stan-
dard IMS Simple Sequencing (IMS SS) specification. In sequencing, aggregations 
and SCO are designated by the generic term "activity". Thus, every element is an 
activity. Sequencing activities correspond to the elements in the manifest of the 
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course. They are embedded within the father-son relationships and organized in a tree 
of activities. 

Each activity has two sets of data associated with it: (1) monitoring data "tracking 
data" representing the current state of activity (status, score, etc.). And (2) data to 
define the sequence "sequencing definition". This data is managed through the two 
following models: 

a) The tracking model "Tracking Model": 
The pattern of activity followed by capture data representing the current state of the 
activity, the state of completion, the state of satisfaction, the score and data on the 
progress of each learner. It also monitors some data specifically related to the se-
quence as the number of attempts on the activity. 

b) The model definition sequencing "Sequencing Definition Model" 
The model definition defines the rules for sequencing path and sequence and how this 
activity should be sequenced and is specified in the manifest of the course. Thus, it 
describes how SCORM content can be organized according to events navigation initi-
ated by the learner or by the system. 

The sequencing process (Fig.4) is activated when the learner starts a course, even a 
SCO or expresses a navigation request through an interface of the LMS. When the 
sequencer is invoked the data during execution of the SCO are transferred to the busi-
ness model followed by "Tracking Model." Then the LMS starts the "loop sequenc-
ing." Loop sequencing is a set of defined algorithms and rules that apply to all the 
sequencing data monitoring being conducted to determine the next activity. 

These algorithms are well defined in the specification of sequencing a set of 
pseudo-code the behavior of the LMS should reflect. The loop sequence leads to: (1) 
the choice of an activity, (2) leaves the course, (3) a message delivered to the learner 
or (4) an error condition. 

 

Fig. 4. Sequencing and navigation in the SCORM standard 

Content authors are able to specify sequencing rules via an XML document in the 
manifesto of the course. Each activity has a definition of complete sequence associ-
ated with it (Fig.5). 



 Design an Adaptive Competency-Based Learning Web Service   43 

 

Fig. 5. Some categories of sequencing rules 

4.2 IMS LD 

 The IMS-LD specification [15] is based on a meta-model (Fig.. 6) that uses the theat-
rical metaphor to define the structure of a unit of learning (learning design) as a set of 
acts, each consisting of partitions combining activities (activities) and roles [17]. 

  

Fig. 6. The activity according to IMS-LD specifications [16] 

 
The involvement of different actors in a learning unit is described and organized 

according to a scenario, using an environment. 
IMS LD is the result of work-OUNL EML and also incorporates other existing 

specifications. 
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• IMS Content Packaging: IMS Learning Design describes "learning units" according 
to a standardized "IMS Content Package" (Fig.7). 

 

Fig. 7. IMS Content Packaging and learning unit [15] 

• IMS Simple Sequencing: This specification is used for scheduling of learning ob-
jects and "services" in an "environment" (an "environment" is part of "Learning De-
sign"). This promotes the reuse of "environment" other "units of learning". 
• IMS / LOM Meta-Data: The LOM is used for defining metadata. 
• IMS Question and Test Interoperability: we plan to expand to allow the calibration 
of item objects of evaluation in an adaptive test. This calibration is intended to reha-
bilitate IMS-QTI items according to participate in an adaptive test by establishing the 
characteristics of each item, namely, (a) The setting of difficulty of the item, (b) The 
setting of discrimination Item (c) The setting of the guessing and item (d) The maxi-
mum asymptote of the item. 

In this specification, an item includes the information that is presented to a meeting 
and those on how to record the item. The scoring will take place when the candidate's 
responses are transformed into results through the processing rules for answers. 
• IMS Reusable Definition of Competency or Educational Objective (RDCEO) [18]: 
We can describe the learning objectives and prerequisites RDCEO with the format, as 
can be done with free text descriptions. The format IMS-RDCEO formalizes the defi-
nition of skills. It defines an information model that can be used to exchange these 
definitions between different systems [19]. It describes the skills regardless of the 
context and interoperability between systems using the definition of competence. The 
specification has the competence in five categories: identifier, title, description, defi-
nition and metadata. 
• IMS Learner Information Package. IMS LIP can be used as a model for the proper-
ties of the LD (learning model). IMS LIP model defines a structure of user data into 
eleven categories [table] are: Identification, Accessibility, QCL, Activity, Goal, Com-
petency, Interest, Transcript, Affiliation, SecurityKey, and Relationship. 

After analyzing the three models (LOM, SCORM and IMS LD), three main  
approaches emerged successively: data indexing languages, models of IT implemen-
tation and finally the educational modeling languages [17]. Our synthesis (Fig.8)  
extends this analysis by including: (1) the notion of activity, structure and sequencing 
and (2) the ability to develop theories and approaches  
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Fig. 8. Comparative study of standards 

The study that we conducted, we find that the LOM model is designed to return the 
production of learning objects; it promotes a type of learning-centered content. on the 
SCORM, which is an application profile of LOM, it appeared to facilitate the 
technical operation of the objects on the Internet with the advent of platforms of open 
and distance learning. Finally, IMS LD as a modeling language teaching pedagogy 
that places the center of the process by providing methods and modeling tools of 
learning situations  

IMS LD does not impose any pedagogical models, it is a pedagogical metamodel. 
In our proposal, the adoption of IMS LD is justified by its ability to integrate the 
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notion of activity and the ability to support the development of theories and 
pedagogical approaches (table). Also, it integrates IMS RDCEO (objectives and 
prerequisites), IMS LIP (Learner), IMS Simple Sequencing (reusability of the 
environment) 

The choice of IMS LD is motivated by references and recent efforts for 
implementations in many engineering educational system and development of several 
tools for modeling and execution of pedagogical scenarios (Reload, CopperCore,..). 

5 Conclusion and Perspectives 

To provide an interactive environnment tailored to the learner’s needs is one of the 
most important goals of e-learning environments. Interactivity and adaptation do not 
rely solely on technical artefacts, but are the result of a combination involving educa-
tional theory, and technological advances in the field of ICT 

Several studies have addressed the individualization from different angles. Ours is 
different, both in the approach and tools; it offers a system that individualizes the 
evaluation process offering a personalized diagnosis to decide upon the remediation 
activity. In the implementation of the proposed system, interoperability and reuse 
justify the choice of components and the environment interacting with the system. As 
far as the technical architecture is concerned, we adhere to our research team's global 
vision. In this vision, the e-learning platform should be composed of a set of reusable, 
interoperable and interacting services 

The proposed service is the composition of the four services. This service will be 
implemented as an activity in a learning unit. In this scenarization several standards 
are possible. In our proposal, we opted for the standard IMS LD. Several perspectives 
are considered, and can be summarized in: 

1) The deployment and testing in a learning unit. 
2) The collecting and analysis of formative assessment activity traces. 
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Abstract. In a Service Oriented Architecture, service registry called UDDI 
(Universal Description Discovery & Integration) is used as a database that 
includes description of published services. UDDI has an important defect called 
impassiveness that means the lack of consumer interaction with UDDI after 
he/she found some desired service. This means that consumers are not notified 
when some deletion or change of a service happens in UDDI. This paper aims 
to deal with resolving the problem of UDDI impassiveness by means of 
techniques of active database rules. To this end, we present new architecture for 
UDDI. In addition, the proposed architecture puts Web service invocation with 
toleration and includes the consumer classification.  

Keywords: Service Oriented Architecture, Web service, UDDI, Active Database. 

1 Introduction 

Service Oriented Architecture called SOA [1] provides a suitable infrastructure for 
collaboration and integration of application programs. SOA is an enterprise-scale IT 
architecture for connecting resources on appeal. These resources are represented as 
services which can participate and be constituted in an enterprise, or line of business 
to accomplish business needs. A service is a software resource which has a service 
description for describing an operation. The service description is available for 
searching, binding and invocation by a consumer. The service description 
implementation is accomplished through a service provider who delivers quality of 
service requirements for the consumer [2]. Enterprise applications are being 
architected in an SOA style progressively, in which components to complete the 
business logic are constituted. The properties of such applications are improved as a 
way for an active business to adapt its processes to an ever changing landscape of 
opportunities, priorities, partners and competitors quickly [3]. In SOA, as we have 
shown in Figure 1, service information is exchanged between service repository 
called UDDI and service consumers and service producers [4]. UDDI is a platform-
independent framework for describing services, discovering businesses, and 
integrating business services. UDDI uses WSDL to describe interfaces to Web 
services. In other words: 

• UDDI is an acronym for Universal Description, Discovery and Integration 
• UDDI is a directory for storing information of Web services 
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• UDDI is a directory of Web service interfaces described by WSDL 
• UDDI communicates via SOAP 

UDDI undertakes task of registering Web services provided by the producers and task 
of discovering Web services request by consumers [5]. In SOA, services are distributed 
components published on the Web [6]. UDDI [7] is a database consisting of published 
services description (Figure 2). This description describes specific information about 
services providers such that any service provider can include one or more Web 
services. Web services include one or more templates called BINDING. Any template 
is related to a specific operation of service. Each service includes an access point 
through which the desired service can be invoked. It should be noted that any template 
of TMODEL adhere to a TMODEL feature that defines the services means that what 
this Web service supports operations [6].  

UDDI renders a directory for the publication, discovery and retention of categorized 
Web services. A UDDI directory is implemented by an application termed UDDI 
registry, which is comprised of several data-holding entities called the UDDI nodes. 
Service registries play an important role in SOA. Most today service registries comply 
with UDDI specifications, whose initial focus was geared to working as UBR 
(Universal Business Registry), a master directory for all public Web services. UDDI 
Information is stored as tables within a database. But this database has the passive 
form, that is, after a consumer finds one’s desired service he has no interaction with 
this database. However, this work may get into trouble the consumer. Once the Web 
services addresses change or the desired Web service is removed, the consumer will 
not be notified that may result in error when it reuses Web services. To gain new Web 
service address it has to query the UDDI database. 

This paper aims to present an idea to resolve the impassiveness of this database to 
solve the problem of being passive UDDI and adds some capabilities to the database. 
The general problems of UDDI are introduced in Section 2. The main basics of active 
database are presented in Section 3 and in Section 4 a proposed model for repository 
monitoring is provided. In Section 5 the proposed model is compared with some other 
models and finally the results achieved by comparison are shown in the form of a table 
in Section 6 .The future work is also provided in the last Section.  

 

Fig. 1. SOA Architecture 
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Fig. 2. UDDI Structure 

2 UDDI Fundamental Problems 

An UDDI is to hold information about Web services created by providers and acts as 
an interface for introducing Web service to the consumer. Several disadvantages are 
discussed for UDDI [6]: 

• In the terms of structure: This is related to the implementation of Web services. 
• In terms of lack of sufficient Meta: It is used to describe the operation of Web 

services. 
• The long process: To discover and to select services (these are not reviewed in 

this paper). 

These are many problems for UDDI. These disadvantages include broken and invalid 
links or irrelevant entries. To inhibit these problems, there is a need of having a general 
mechanism for removing outdated entries from the UDDI. Also, a mechanism for 
validating entries must be in place. In other words, the integrity of the data in the 
UDDI registry must be respected. But UDDI major disadvantage is that it is related to 
being passive of UDDI, meaning that if any service is removed or access point 
changes, consumer will not be aware of it unless he/she would visit the repository 
again and recover information again. Passive repository can block the operation to be 
done. For example as shown in paper [8] only 34 percent of total Web services 
addresses are valid and many of them are facing structural error and an also a lot of 
them have been edited after publishing information. These are the reasons for 
occurrence of an error. In addition to mentioned cases, a UDDI repository is a simple 
repository that only registers and finds addresses. This paper aims to resolve the 
impassiveness of repository as well as to add capabilities to this repository to develop 
its effectiveness from simple repository to a modern repository. We consider adding 
the following capabilities for this repository: 

• Fault tolerance for invoking Web services. 
• Classification of consumers according to defined categories. 
• Introducing new Web services to related consumers. 
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• Ability to get statistics by the repository and the centralized management. 
• Interoperability consumers through the repository. 

As noted UDDI repository is passive because UDDI is a database that we can support 
the mentioned capabilities through activation of this database in the form of active 
database. 

3 Active Database  

First of all, it is necessary to understand the concept of active systems. According to 
[9], an active database management system (Figure 3) is a system that react the events 
appropriately without intervention of user to resolve the impassiveness of systems. 
According to [10], there are two methods of implementation. The first method is that 
any application that manipulates the database verifies necessary condition; of course 
this method is poor method in software engineering. 

The second method is to write an application that verifies the necessary condition 
cyclically. But in our active system the system’s responsibility is to monitor itself, that 
is, it is not required to monitor conditions by the application and when conditions are 
appropriate, the systems will perform appropriate actions dynamically [11]. For 
example, we can express safety sensitive systems that in certain conditions it must do 
the appropriate reaction. In active systems events use active rules to verify specific 
conditions and these rules are described in the form of <E,C,A>,E stands for event    
and C stands for Condition and A stands for Action and it is called ECA rules. Parts of 
an ECA are defined as follows: An event happens inside or outside of the system at a 
time instant and the system detects it. A condition is a predicate that allows/disallows 
firing the rule. When this predicate is set to true, the action is carried out. The action is 
an operation that must be carried out to answer the event. The ECA rules are 
implemented in database by means of triggers. Triggers are mechanisms for 
implementation of ECA rules in relational database systems. A trigger is a stored 
procedure that is invoked in response to a certain and specific change in database by 
the system itself. An active rule is described in the form of relation (1) [12].  

 
ON EVENT IF CONDITION THEN ACTION     (1) 

 
An active system has the following advantages:  
 

•  Certainty of High operation  
• Increasing Performance   
• Reducing volume of applications  
• Rapid detection of abnormal events and Notification users  
• Centralized control of monitoring services  

This paper aims to resolve the impassiveness of UDDI repository according to 
advantages of active databases. 
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Fig. 3. Active database architecture 

4 Proposing Model for Monitoring UDDI 

In SOA, UDDI repository as a simple repository is used only to search and register a 
service, but we want to solve the problem of being passive regarding a change in 
structure of UDDI database into active database and since active database contain 
some advantages we add capabilities to UDDI according to these advantages. 

Our proposed model (Figure 4) as original SOA model contains three components 
but the difference is that the other repository is not an ordinary repository. However 
this repository is an active repository that includes a series of trigger to inform the 
consumers.  

These triggers are written on service table and when adding a new service or editing 
or deletion of other services is occurred, these triggers do necessary notification to 
consumers and also when the address of a service or an operation of service will be 
edited, the new address or new capabilities of service should be notified to the 
consumers. Meanwhile all of these works can be implemented by Triggers.  

Figure 5 shows the state diagram. As an example, when a new service is added to 
the services table (the INSERT event is occurred in the database), consumers would be 
automatically notified with this new event in order to update their information on new 
service inclusion.  

Trigger 1 is applied to achieve this goal. In addition to new service inclusion, the 
alteration trigger may use when Web service attributes are altered (e.g. changing Web 
service address) which is appeared in the Trigger 2. Similarly deletion trigger is 
enabled whenever a service is removed from service repository (e.g. the service is no 
longer supported by the service provider), shown as Trigger 3.  
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The activation process is unfolded by these triggers and ECA rules formulated for 
them. Besides the monitor, there is also an extra component called Observer which is 
responsible for frequently retrieving service list from repository. Then, it checks 
availability of each service in time intervals and if there is an unavailable service, 
observer informs the monitor. Consequently, the monitor will broadcast service 
unavailability to all service consumers. Interactions between repository and extra 
components are shown in Figure 6. 

 

 

Fig. 4. The Proposed Model 

 

 

Fig. 5. State diagram for monitor 
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Fig. 6. State diagram for monitor 

In this interaction if the trigger occurs, monitor will immediately notify relevant 
consumers. Even if observer realizes unavailability of a service during observation, it 
informs all service consumers; otherwise it would not do anything at all. 

The trigger structure is as follows: 

 
1. ALTER TRIGGER [dbo].[notify_insert]  
  ON [dbo].[endpoints] 
   AFTER insert AS  
   BEGIN 
  declare @endpoint nvarchar(max) 
  declare @cmd sysname 

select @endpoint=access_point from inserted 
  declare @type_inst nvarchar(1) 
  set @type_inst=0 
  set @cmd='h:\Notifier.exe '+CAST (@endpoint as 
  nvarchar(max))+' '+CAST(@type_inst as nvarchar(1)) 
  exec test..xp_cmdshell @cmd 
 

  END 
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2. ALTER TRIGGER [dbo].[notify_update]  
  ON  [dbo].[endpoints] 
  AFTER update AS  
  BEGIN 
  declare @endpoint nvarchar(max) 
  declare @cmd sysname 
  select @endpoint=access_point from inserted 
  declare @type_inst nvarchar(1) 
  set @type_inst=2 
  set @cmd='h:\ Notifier.exe '+CAST(@endpoint as  
  nvarchar(max))+' '+CAST(@type_inst as nvarchar(1)) 
  exec test..xp_cmdshell @cmd 
 END 
 

3. ALTER TRIGGER [dbo].[notify_delete]  
  ON  [dbo].[endpoints] 
 AFTER delete AS  
   BEGIN 
  declare @endpoint nvarchar(max) 
  declare @cmd sysname 
  declare @type_inst nvarchar(1) 
  set @type_inst=1 
  select @endpoint=access_point from deleted 
  set @cmd='h:\ Notifier.exe '+CAST(@endpoint as  
  nvarchar(max))+' '+CAST(@type_inst as nvarchar(1)) 
  exec test..xp_cmdshell @cmd 

  END 
 

Table 1. Strenghs and Weaknesses of the proposed model 

Weaknesses  Strengths  

1. To hold 
additional 
information 
about 
consumers.  

2. To overhead 
time for 
notification of 
consumers.  

1. Prevent errors in invoking Web services. 
2. Central management of consumers and ability of 

consumer’s census while using Web services.  
3. Introducing new Web service with new 

capabilities.  
4. Interaction between the consumers to cooperate 

with each other.  
5. Ability of consumer’s category on the base of 

various Web services. 
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It is clear that we need keep consumers information to notify them and this 
information includes the access point to consumers. This why that we add a small 
database to keep users information along with UDDI database which this additional 
database gives us other capabilities such as the ability for category of consumers.  

This database includes tables for storing the address of consumer with an address of 
service which is used and also includes table to store information about active service 
and passive service and includes other table related to capabilities that were stated in 
Section 2. As seen in Figure 4 first of all producers register his Web service in active 
repository and then the consumer can find this service and then invoke it meanwhile 
the repository introduce a new Web service to other consumers related to this category 
of service.  

This work is done by insert trigger. If you pay attention to Figure 4, in addition to 3 
main components, there is an extra module consists of an observer and a monitor. This 
component polls to repository in the terms of time, and when the Web service is not 
available, this component notifies it to its consumers.  

These two components enable UDDI repository and act as a trigger monitor so that 
aware for happening trigger. The monitor retrieves the relevant information from the 
additional database to notify to consumers from the event. The additional task of 
serving to monitor that our monitor according to the time take information services on 
the UDDI repository and poll the service. If the service is not available, it notify to 
trigger monitor and also trigger monitor inform unavailability of the service to the 
relevant consumers.  

But adding these two components to the original model has strengths and weakness. 
Table 1 shows strengths and weaknesses of the proposed model. This proposed model 
is relevant to resolving impassiveness of UDDI repository. 

5 Related Works  

Resolving the impassiveness of UDDI repository is one on of the research topics that 
little focus has been done on it and the most of researches is based on activation by a 
broker. In [13, 14], we introduced broker structures for activating qualities and security 
of Web services. By activating UDDI, [15] implemented a distributed active service 
repository for monitoring services. By monitoring all service operations, it considers a 
monitor to service status that triggers in terms of time. However, the monitoring 
technique described in the distributed form has some difficulties. One of them is that 
reaction of monitoring is based on the time. This leads to a series of problems occurred 
for the consumers including invoking an invalid service when monitor is activated 
through the time. In [16] impassiveness is resolved by the RSS in which there are a 
series of information collectors and RSS collects services information and it notifies 
consumers by means of this the information.  

In [17], the main focus is allocated to keep fault tolerance and dynamic invoking of 
Web services. In this paper there is an active Web service that keeps a list of both 
active services and inactive ones. In this paper active service is able to send a series of 
orders to rest of services and when the message of service unavailability is received, 
active service changes information related to active Web service in its list. It notifies 
this information through a SOAP message to consumers and it also detects availability 
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of Web services again and invokes them dynamically. The main problem of this 
research in active service is known as a bottleneck.  

In [6] the focus is on discovering and invoking Web services dynamically in which 
a model is discussed. In this model there are two queues which keep a list of active 
services and inactive ones. In this model, there is a listener which copes with the 
management of repository through periodical polling and it polls services and it puts 
pooled services at the end of relevant queue so as to keep services’ priority and it puts 
inactive services that are activated in queue of active services. 

In [4], based on broker some architecture for Web service monitoring is described in 
which a monitor is put for each Web service and it controls all cases of Web services 
and reports this case to the broker. This model is established to control quality of Web 
services.  

In [19], architecture is expressed as a specific service quality monitoring that adds a 
component called the broker and it contains five main components and it copes with 
monitoring of Web services. The main feature of this architecture is to make 
relationships between brokers.  

6 Empirical Results 

To show the proposed model works correctly, we applied our model on workstations 
that equipped with quad-core CPU 2.83 GHz, RAM 8 GB, and OS 64bit. We 
implemented an HIS (Hospital Information System) as a service-oriented system in a 
local network consisting of 15 individual systems where 6 systems play the role of 
service provider. HIS is an appropriate case study to be deployed in service oriented 
architecture. The following states basic services of the system we implemented. 

•       Admission Service 
• Outpatient Service 
• Hospital Ward  Service 
• Pharmacy Service   
• Laboratories Service  
• Radiology Service  
• Operating Room Service  
• Medical Document Service  
• Discharge Service 

The above-mentioned services are used in hospital and they are integrated with each 
other to form the whole of HIS. The organization chart shown in Figure 7, 
demonstrating required interactions among HIS subsystems. 

Our experiment is based on publishing services in stations with different operating 
systems in a local network and then consuming them. Our model was evaluated in a 
variety of situations that shows a proper UDDI activation as well as extended 
framework. 
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Fig. 7. Organization chart in HIS system 

Implementing the proposed model, if some event happens in the repository, relevant 
consumers are notified. Our proposed model uses a program server to inform online 
consumers (Figure 8) and also the consumers use the client program to communicate 
with the server (Figure 9).All events that occur in the repository are informed to 
consumers by the program server. The implementation code of the model is available 
in http://ce.kashanu.ac.ir/babamir/auddi . 

 

Fig. 8. Server Program 
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Fig. 9. Client Program 

7 Conclusion and Future Work 

In this paper we have tried to remove passiveness of repository through activation. To 
achieve this goal we try to make UDDI database active: 

It is inferred the following results through the comparison of our proposed model 
with studied models in Table 2: 

1. To prevent errors in invoking Web service that our proposed model prevents 
invoking unavailable Web service with the notification of consumers through 
repository. 

2. The ability of censusing through which it can evaluate the performance of active 
systems and it measures parameters in system. 

3. The ability to classification of services based on operations or even classification 
based on categories defined for the system.  

4. Centralize control on services through the repository and not through applications. 
5. Interaction between consumers to builds combined services or making relationship 

between consumers in specific circumstances. 
6. Layered architecture for implementing system as a set of layers that each layer 

performs a specific task.  
7. Searching Web service automatically in which consumer is not involved in 

selecting the service and broker would be responsible for the selection of a service.  
8. The distribution capabilities that enables distribution of resources and repositories. 

 

Table 2. Comparison of our model with other models 

 

8  7 6 5 4 3 2 1 Model Name  
× × × √ √ √ √ √ The Proposed Model 
√ × √ × √ √ × √ ]14[ 
× × × × × √ × √ ]16[ 
× √ × × √ √ × √ ]6[ 
× √ × × √ √ √ × ]18[ 



60    M. Arabfard and S.M. Babamir 

According to Table 2 it can be shown that the proposed model is suitable for 
activating the repository but the only drawback is the problem of single point of 
failure. In future work, we plan to deal with this problem. 
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Abstract. The business intelligence (BI) provides businesses with the computa-
tional and quantitative support for decision making using artificial intelligence 
and data mining techniques. In this paper, we propose a neuro-IFS inference 
system for marketing strategy selection. For this purpose, first we develop an 
IFS inference system which operates on rules whose antecedents, including  
industry attractiveness and enterprise strength, have membership and  
non-membership functions. Then, we use a radial basis function (RBF) neural 
network on rules to enhance the proposed system with learning from the  
previous experiences. After 350 epochs, the 3-layer RBF neural network could 
distinguish the appropriate strategy with 95% accuracy rate.  

Keywords: Business Intelligence, Fuzzy Inference System, Intuitionistic Fuzzy 
Sets, Radial Basis Function Neural Network, Marketing Strategy. 

1 Introduction 

The rate of growth in the amount of information available nowadays within a corpo-
rate environment poses major difficulties as well as challenges in decision making. 
Business intelligence (BI) consists of a collection of techniques and tools, aiming at 
providing businesses with the necessary support for decision making. Examples of 
simple BI services that already exist are various search and filtering services, as well 
as various content providers and aggregators that deliver semi-custom information 
bundles to particular users [1]. 

In the contemporary business environment, customers are considered to be the cen-
tral element of all marketing actions, and customer relationship management (CRM) 
has become a priority for companies [2]. This is highlighted by the claim of academ-
ics and practitioners that a customer orientation strategy is necessary for companies to 
survive and be successful in saturated markets [3]. Business firms, regardless of the 
size of their organization, as a whole, are spending billions of dollars each year on 
customer relationship management [4]. 

                                                           
∗ Corresponding author. 



62 V. Khatibi, H. Iranmanesh, and A. Keramati 

On the other hand, the purpose of strategic planning is to guide an organization to 
achieve its desired goals of the long-term development under the variation of envi-
ronment [5]. Therefore, the future events play a key role in business strategic planning 
and managers need a mental model of the future to make better decisions. There are 
some differences among uncertainties pertaining to future occurrence probability. 
When there is the low level of uncertainties in environment, quantitative approaches 
such as probability distribution and forecasting techniques are very useful for manag-
ing the existing risk and uncertainty. In the high level of uncertainty, qualitative ap-
proaches such as scenario planning may be useful to employ [6]. 

Fuzzy set (FS), proposed by Zadeh [7], as a framework to encounter uncertainty, 
vagueness and partial truth, represents a degree of membership for a member of the 
universe of discourse to a subset of it. Therefore, we could have a spectrum of truth 
values. Intuitionistic fuzzy set (IFS), proposed by Atanassov [8], by adding the degree 
of non-membership to FS, looks more accurately to uncertainty quantification and 
provides the opportunity to model the problem precisely based on the existing know-
ledge and observations [9]. Both of these frameworks are considered as soft methods 
which in turn, lead to soft computing [10] and approximate reasoning. 

Also, an extremely powerful neural network type is the radial basis function (RBF) 
neural network, which differs strongly from the multilayer perceptron (MLP) network 
both in the activation functions and in how it is used [11]. Generally, an RBF network 
can be regarded as a feed-forward network composed of three layers of neurons with 
different roles. The first layer is the input layer, and this feeds the input data to each 
of the nodes in the second or hidden layer. The nodes of second layer differ greatly 
from other neural networks in that each node has a Gaussian function as the nonli-
nearity processing element. The third and final layer is linear, supplying each network 
response as a linear combination of the hidden responses. It acts to sum the outputs of 
the second layer of nodes to yield the decision value [12]. 

In this paper, we proposed a neuro-IFS system for marketing strategy selection to 
encounter and model the uncertainties of the factors influencing the marketing strate-
gy. For this purpose, first an IFS inference system is developed which operates on 
rules whose antecedents, including industry attractiveness and enterprise strength, 
have membership and non-membership functions. Then, we used a radial basis func-
tion (RBF) neural network on rules to enhance the proposed system with learning 
from the previous experiences. 

This paper is organized as follows. After representing the preliminaries of the 
fuzzy systems, intuitionistic fuzzy sets and radial basis neural networks in Section 2, 
the proposed system is represented and then examined in Section 3. 

2 Preliminaries 

In this section, the preliminaries needed to understand the proposed system are 
represented. For this purpose, the fundamentals of the fuzzy systems, intuitionistic 
fuzzy sets and radial basis function neural networks are described in following. 
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2.1 Fuzzy Systems 

A fuzzy system maps an input fuzzy set into an output fuzzy set. The characteristics 
of this mapping are governed by fuzzy rules in the fuzzy system. One of the important 
design issues of fuzzy systems is how to construct a set of appropriate fuzzy rules 
[13]. There have been thus far two major approaches: manual rule generation and 
automatic rule generation. 

 

Fig. 1. A General Schema of a Fuzzy System [13] 

As shown in Fig. 1, a fuzzy system is a class of expert systems that make decisions 
using built-in fuzzy rules. Fuzzification and defuzzification are the essential interfaces 
from a fuzzy system to an environment. The fuzzy system maps an input fuzzy set X 
into an output fuzzy set Y: 

(1) Y=X ◦ R 
where ◦ denotes the compositional rule of inference. The fuzzy rule base denoted by a 
fuzzy relation R governs the characteristics of the mapping given in Eq. 1. One way to 
look at automatic rule generation is to find a proper fuzzy relation from a set of nu-
merical data. Fuzzy associative memory (FAM) developed by Kosko [14] provides a 
natural structure to store a fuzzy relation and to process fuzzy inference in parallel. 
Learning an FAM involves clustering of a set of given numerical data in the product 
space. Using the centers of the resultant clusters the weight matrix of the FAM which 
is equivalent to the elements of the fuzzy relation in Eq. 1 is computed as: 

     (2)  
 

where m is the number of clusters, Xi is the centre of the ith cluster, and Yi is its  
corresponding output. T and T* are the t-norm and t-conorm, respectively. 

2.2 Intuitionistic Fuzzy Sets 

In fuzzy set theory, the membership of an element to a fuzzy set is a single value 
between zero and one. But in reality, it may not always be certain that the degree of 
non-membership of an element in a fuzzy set is just equal to 1 minus the degree of 
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membership, i.e., there may be some hesitation degree. So, as a generalization of 
fuzzy sets, the concept of intuitionistic fuzzy sets was introduced by Atanassov in 
1983, which contains a non-membership degree besides membership degree [15]. 
Both degrees of membership and non-membership belong to the interval [0,1], and 
their sum should not exceed 1. Formally, an IFS A in a universe of discourse X was 
defined as an object of the form: 

{ }XxxvxxA AA ∈= ))(),(,( μ  
(3) 

where µA (x) is called "the degree of membership of x in A", and vA(x) "the degree of 
non-membership of x in A". Also, πA(x) is called "the hesitation degree of the element 
x to A", so as: 

)()(1)( xvxx AAA −−= μπ  (4) 

Bustince and Burillo showed that this notion coincides with the notion of vague sets 
(VSs) proposed by Gau and Buehere in 1994. But in [16], differences between vague 
sets and intuitionistic fuzzy sets have been shown. As important contents in fuzzy 
mathematics, similarity and distance measures between IFSs have attracted many 
researchers, which can be used as tools in pattern recognition. Li and Cheng proposed 
similarity measures of IFSs and applied these measures to pattern recognition [17]. 
But Liang and Shi [18], Mitchell [19] pointed out that Li and Cheng’s measures are 
not always effective in some cases, and made some modifications respectively. Also, 
Szmidt and Kacprzyk proposed four distance measures between IFSs which were in 
some extent based on the geometric interpretation of intuitionistic fuzzy sets, and 
have some good geometric properties [20]. With this point of view, researches of 
pattern recognition in IFS can be classified into three groups: 

 Using the distance concept and assigning each case to the nearest pattern 
[20]; 

 Using the similarity concept, introduced as duality of distance measure [15, 
21]; 

 Using cross-entropy concept [22]. 

Many researches are focused on the distance measures between intuitionistic fuzzy 
sets in recent years. Let { }XxxvxxA AA ∈= ))(),(,( μ  and 

{ }XxxvxxB BB ∈= ))(),(,( μ  be two IFSs in X = {x1,x2, . . . ,xn}. Based on the geo-

metric interpretation of IFS, Szmidt and Kacprzyk [23] proposed the following four 
distance measures between A and B: 

• Hamming distance: 

))()(

)()()()((
2

1
),(

1

1

iBiA

iBiA

n

i
iBiA

xx

xvxvxxBAd
IFS

ππ

μμ

−

+−+−= 
=       (5) 



 A Neuro-IFS Intelligent System for Marketing Strategy Selection 65 

• Euclidean distance: 
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• Normalized Hamming distance: 
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• Normalized Euclidean distance: 
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Obviously, these distance measures satisfy the conditions of the metric and the nor-
malized Euclidean distance has some good geometric properties. But in reality it may 
not fit so well [15]. 

2.3 Radial Basis Function Neural Network 

A radial basis function (RBF) neural network consists of an input layer, hidden layer 
and output layer with the activation function of the hidden units being radial basis 
functions (Fig. 2). Normally, an RBF consists of one hidden layer, and a linear output 
layer. One of the most common kinds of radial basis function is the Gaussian bell-
shaped distribution [13, 24].  

 

Fig. 2. The Structure of the RBF Network [13] 
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The response of the hidden layer unit is dependent on the distance an input is from 
the centre represented by the radial basis function (Euclidean Distance). Each radial 
function has two parameters: a centre and a width. The width of the basis function 
determines the spread of the function and how quickly the activation of the hidden 
node decreases with the input being an increased distance from the centre [25]. The 
output layer neurons are weighted linear combination of the RBF in the hidden layer. 
An RBF network can be modeled by the following equations: 

           (9)  
 

where yj(x) is the output at the jth node in the output layer, n is the number of hidden 
nodes, wji is the weight factor from the ith hidden node to the jth output node, Ψi(x) is 
the radial basis activation function of the hidden layer and bj is the bias parameter of 
the jth output node. Some of the common types of RBF are linear function, Duchon 
radial cubic, radial quadratic plus cubic and Gaussian activation function [24]. The 
last function has the form: 

     (10) 
 

where X is the input vector, ui is the center vector of ith hidden node and σ is the 
width of the basis function. There are two distinct types of Gaussian RBF architec-
tures. The first type uses the exponential activation function, so the activation of the 
unit is a Gaussian bump as a function of the inputs. The second type of Gaussian RBF 
architecture uses the softmax activation function, so the activations of all the hidden 
units are normalized to sum to one. This type of network is often called a “normalized 
RBF” or NRBF network. An NRBF network with unequal widths and equal heights 
can be written in the following form: 

    (11) 
 

     (12) 
 

Again, X is the input vector, uil is the centre of the ith hidden node that is associated 
with the lth input vector, σi is a common width of the ith hidden node in the layer and 
softmax (hi) is the output vector of the ith hidden node. The radial basis activation 
function used in this study is the softmax activation function [26]. At first, the input 
data is used to determine the centers and the widths of the basis functions for each 
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hidden node. The second step includes the procedure, which is used to find the output 
layer weights that minimize the quadratic error between the predicted values and the 
target values. Mean square error (the average sum of squares error) is defined as: 

  (13) 

3 A Neuro-IFS System for Marketing Strategy 

In this section, a neuro-IFS system is proposed for marketing strategic planning. For 
this purpose, a hypothetical problem is assumed in which we want to determine the 
appropriate strategy for a enterprise based on two vague and uncertain variables in-
cluding industry attractiveness (X1) and the enterprise strength (X2). The connections 
between these variables and the strategic choices are determined by the fields' experts, 
as shown in Table 1. For instance, if the variable X1 has high value (comprising high 
membership and low non-membership values), and variable X2 has weak value 
(comprising low membership and high non-membership values), then the strategy 1 is 
recommended which is vertical integration by acquisition or establishment of supplier 
and distribution units. In this problem, the objective function is determination of the 
most appropriate strategy based on the uncertain input variables. The other recom-
mended strategies mentioned in Table 1 are as follows: Strategy 2) Market develop-
ment, Strategy 3) Market penetration, Strategy 4) Retrenchment, Strategy 5) Diversi-
fication, Strategy 6) Geographic expansion, Strategy 7) Divestiture, Strategy 8) Joint 
venture and Strategy 9) Product development.  

Table 1. The Connections between Uncertain Input Variables and the Strategic Choices 

Market attractiveness (X1) Enterprise strength (X2) Strategic choice 

 Weak Strategy 1 
High Moderate Strategy 2 
 Strong Strategy 3 
 
Moderate 

Weak 
Moderate 

Strategy 4 
Strategy 5 

 Strong Strategy 6 
 
Low 

Weak 
Moderate 

Strategy 7 
Strategy 8 

 Strong Strategy 9 

 
Based on these extracted rules, we constructed our IFS rules for the inference sys-

tem. In this system, the most appropriate rule would be selected according to the input 
variables. Then, the consequent of the rule would be assigned to the output variable. 
In this phase, we augment the proposed system with learning from previous  
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Fig. 3. The Architecture of the Proposed Neuro-IFS System 

experiences. For this purpose, we designed an RBF neural network to learn various 
situations of industry attractiveness and market strength variables, and their appropri-
ate strategy. In this way, the proposed network has three layers with two input  
variables of industry attractiveness and market strength, and one output variable of the 
strategic choice. Therefore, the architecture of the proposed system includes a  
neuro-IFS system comprising of IFS input, inference engine and crisp output which is 
enhanced with the RBF-based learning in the rule base, as shown in Fig. 3. 

In following, the training and test data were determined, so as 60% of the data was 
used for the learning, and the remained 40% of the data was used for checking. Also, 
because the neural network's input variables should be numerals, the quantitative 
values of the experts' opinions were converted to numerical equivalents of member-
ship and non-membership values, as shown in Table 2. 

Table 2. Some of the Training and Testing Data and Their Appropriate Strategic Choices 

No. Market attractiveness (X1) Enterprise strength (X2) Strategic choice 

Training data    
 0.6/0.3 0.2/0.9 Strategy 9 
 0.9/0.1 0.8/0.1 Strategy 1 
 0.65/0.32 0.42/0.4 Strategy 8 
Testing data    
 0.8/0.25 

0.5/0.2 
0.5/0.4 
0.2/0.8 

Strategy 4 
Strategy 9 

 0.75/0.2 0.7/0.2 Strategy 4 

 
Also, the learning rate and acceptance error of the proposed network were deter-

mined 0.02 and 0.005, respectively. At the end of 350 training epochs, the network 
error convergence curve can be derived as shown in Fig. 4. Also, the proposed net-
work was checked by the testing data, so as it could distinguish the appropriate strate-
gy with 95% accuracy rate. Also, some of the proposed system outcomes are 
represented in Table 3. 
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Fig. 4. The Curve of the Network Error Convergence 

Table 3. Some of The Proposed System Outcomes 

No. Market attractiveness (X1) Enterprise strength (X2) Strategic choice 

1 0.6/0.1 0.2/0.5 Strategy 8 
2 0.8/0.2 0.2/0.7 Strategy 5 
3 0.5/0.2 0.1/0.8 Strategy 9 
4 0.8/0.2 0.7/0.2 Strategy 1 
5 0.6/0.3 0.3/0.35 Strategy 8 
6 0.7/0.2 0.4/0.6 Strategy 4 

4 Conclusions 

In this paper, we proposed a neuro-IFS system for marketing strategy selection, so as 
considering the uncertain variables of industry attractiveness and enterprise strength, 
the appropriate strategic choices were determined in an IFS inference system based on 
IFS rules. Also, an RBF neural network was used for learning from previous expe-
riences in the rule base. After training and testing of the designed neural network, it 
could distinguish the appropriate strategy with 95% accuracy rate. 
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is citrus bergamia and belongs to bergamot family. Another citrus fruit from Rue 
family is citron which is called cedrate. The tree is called citrus medica and the fruit is 
used in jam production as well (shry and Reiley, 2010). 

Bergamot fruit consists of flevedo, albedo and an oval shape meat. The flevedo is 
initially green and as the fruit ripens, becomes yellow. The albedo is white in both 
green and yellow stages of the flevedo and its thickness is manifold than that of the 
flevedo. The meat is edible and very sour and can be used in place of lemon juice or 
in making various pickles.  

Bergamot is usually grown in south Iran like Jahrom (in Fars province). Before the 
yellow stage, the crop is harvested and the skin is dried. Dried skins are used in jam 
production in seasons that fresh fruit is not available. In addition, bergamot as dried 
fruit is exported to many countries (Mojtahedi, 2006). 

Drying is defined as a process of moisture removal due to simultaneous heat and 
mass transfer (Hernandez, 2009). It is also a classical method of food preservation, 
which provides longer shelf-life, lighter weight for transportation and smaller space 
for storage. Natural sun drying is practiced widely in the world and also in Iran, but 
has some problems related to the contamination by dirt and dust and infestation by 
insects, rodents and other animals. Therefore, the drying process should be 
undertaken in closed equipments, to improve the quality of the final product. 

Artificial neural networks in reality are the simplified model of man mind which is 
one of the tools for predicting physical phenomena, and were considered as an 
application on 50s of 20th century for the first time, when Frank Rosenblatt introduced 
Perceptron network in 1958 (Menhaj, 2001). 

The smallest unit of artificial neural network is Neuron. Every network consists of 
one input, one output and one or several middle layers. Each layer’s neurons are 
connected to next layer neurons by some neurons. In the network training process, 
these weights and the permanent amounts are added to them and named Bias 
idiomatically, changes continuously until the sum of the squares of error gets 
minimum. Weights and biases changes are on the base of learning law. For 
transferring every layer outcome to next layers, actuator functions are used. Sigmoid, 
linear, and preliminary functions can be mentioned from famous actuator functions. 
To build artificial neural network, data are divided to two series of instruction data 
and examination data. About eighty percent of data are applied to instruction and the 
remaining is used for examination and evaluation. In the duration of learning process, 
network learning level is being measured continuously by some error indices and 
finally, the network is being selected which has minimum error (Kishan et al., 1996). 

One of the important usages of artificial neural network is training and predicting 
outcome with new data. In FFBP1 network, with BP2 learning algorithm, at first, 
outcome layer weights are compared with optimum values. If error is excessive, 
outcome layers weights will be modified on the basis of updating rules and if training 
error is less than predefined error, learning process will finish. Also, CFBP3 network 
uses BP algorithm for weight correction like FFBP network. But the main property of 
that network is every layer’s neurons are connected to all of the neurons of previous 

                                                           
1 Feed-Forward Back Propagation. 
2  Error Back Propagation. 
3 Cascade-Forward Back Propagation. 
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layers (Khanna, 1990). Used training algorithms for updating applied network 
weights are: Momentum algorithm and Levenberg-Marquardt (LM) algorithm. 
Whereas for instructing neural network on the base of LM algorithm, computations 
are done in parallel mode, that is known for one of the fastest methods for instructing 
back propagation neural network with less than one hundred weight connection. LM 
algorithm mainly is on the base of Hessian Matrix that is used for nonlinear 
optimization on the base of minimum squares (Hernandez, 2009). 

Many researchers have used artificial neural networks for predicting desirable 
parameters in dryers. Omid et al., (2009) used a multilayer feed-forward neural 
network (MFNN) for drying kinetics of pistachio nuts (Akbari v.). Experiments were 
performed at five drying air temperatures (ranging from 40 to 80 ºC) and four input 
air flow velocities (ranging from 0.5 to 2 m/s) with three replicates in a thin-layer 
dryer. The (3-8-5-1)-MLP is the best-suited model estimating the moisture content of 
the pistachio nuts at all drying runs. For this topology, R2 and MSE values were 
0.9989 and 4.20E-06, respectively.  

Erenturk and Erenturk (2006) compared the use of genetic algorithm and ANN 
approaches to study the drying of carrots. They demonstrated that the proposed neural 
network model not only minimized the R2 of the predicted results but also removed the 
predictive dependency on the mathematical models (Newton, Page, modified Page, 
Henderson-Pabis). They also suggested that the application of the artificial neural 
networks could be used for the on-line state estimation and control of the drying process. 

Erenturk et al. (2004) did a research about comparison of dynamic drying 
estimation of plant Acenasea Angostifulia (a plant with more medical usage) by 
regression analysis and neural network. In this research, thin layer dynamic drying of 
this plant and its comparison in a regression analysis and neural network. Experiments 
was done in three thermal levels 15, 30 and 45 degrees of centigrade and air velocity 
in three levels 0.3, 0.7 and 1.1 meters per second and sample length in three measures 
less than 3 millimeters, 3 up to 6 millimeters and more than 6 millimeters. 150 grams 
of samples was put under mentioned cures in dryer after exit of refrigerator. 
Regression analysis was done with four models of Newton, Henderson and Pubis, 
page, and modified page and in the same time, analysis was done in neural network 
and two-layer optimized network with one hidden layer and 30 neurons was resulted. 
Gotten results indicate neural network model estimated moisture capacity with 0.1 
percent better precision than modified page model.  

Islam et al. (2003) did a research about predicting drying velocity by neural 
network. This research was done on the layers of tomato. Cures included air velocity 
in range of 0.5 up to 2 meters per second, dryer air temperature in the range of 40 up 
to 55 degrees of centigrade, air relative moisture in the range of 5 up to 50 percent, 
and sample plates thickness in the range of 3 up to 10 millimeter. In this research, 
page drying model was used thus this model analyzed in neural network. 

Chen et al. (2001) used multilayer ANN models with three inputs (concentration of 
osmotic solution, temperature, and contact time) to predict five outputs (drying time, 
color, texture, rehydration ratio, and hardness) during osmo-convective drying of 
blueberries. The optimal configuration of the neural network consisted of one hidden 
layer with 10 neurons. The predictability of the ANN models was compared with that 
of multiple regression models. 

The results confirmed that ANN models had much better performance than the 
conventional empirical or semiempirical mathematical models. The effects of 
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(capacitive, Philippine made) was used to measure humidity levels at various 
locations of the system. The velocity of air passing through the system was measured 
by a hot wire (Testo, 405 V1, Germany) with 0.01 meters per second sensitivity was 
used and a digital scale with 0.01 gram sensitivity and capacity of 3100 grams. 

To do the algorithm of controlling and monitoring information, an application has 
designed in visual basic 6 environment that demonstrates information related to 
temperature and moisture sensors and also being on or off of every heaters every time 
(Yadollahinia, 2006). 

Drying mechanism is in this way that circulated air in channel by blower, passes 
heater and after getting warm, leads to bergamot slices by channel. Airflow absorbs 
bergamot moisture when it passes slices and makes it getting warm. So temperature 
increase speeds up water exit from sample tissue and resulted product dryness. 165 
grams of bergamot thin layer was flatten on two grid square aluminium dishes with 25 
centimeters side length in a way that on every dish one layer of product was put. 

2.2 Sample Preparation Method 

After washing bergamot surface, bergamot layers with thickness 6 millimetres 
prepared by cutter device. Drying experiments in five temperature levels 40, 50, 60, 
70 and 80 degrees of centigrade and input air flow velocity in three levels 0.5, 1 and 2 
meters per second in three repetitions was done. While drying, layers weights were 
being recorded by a digital scale connected to computer and dryer air temperature and 
moisture was being measured and registered every 5 seconds. Drying continued up to 
the time that bergamot thin layer weights, approximately would not change (sample 
weight changes approximately reached zero). Then samples were put on oven with 
temperature 105°C and after getting dried during 24 hours, samples dry weights were 
gained (ASABE, 2006). 

2.3 Designing Artificial Neural Network 

By imaging three input factors applied in all of thin layer drying experiments, the 
moisture ratio of bergamot slices was gained in one thickness. Artificial neural 
network with three neurons input layer (drying time, dryer temperature and velocity) 
and one neuron output layer (moisture ratio) was designed (Fig. 3). The software  
Neurosolutions version 5 was used in this study. To achieve proper answer, Feed-
Forward Back Propagation network was used. Training process by mentioned 
network is a repetitive process includes weights changes between different layers and 
gets gradually to stability of these weights during training, as the error between 
desired amounts and predicted amounts gets minimum. 

The used activation function to find out optimized condition is: (Khanna, 1990). 
(1). hyperbolic tangent function4 
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Fig. 3. A schematic of designed artificial neural network 

where jX  is the sum of with weight inputs of every neurons of layer j and is 

calculated by below equation: 

 


=

+×=
m

i
jiijj bYWX

1  

(2)  
 

where m is the number of output layer neurons, Wij is the weight between layer i and 
layer j, Yi  is neuron i output and bj is the bias amount of layer j neuron. 

About %60 of data for training, %15 for validity evaluation and %25 randomly for 
evaluating trained network were used. For finding a network with proper topology by 
training algorithms, mean square error criterion has been used while the purpose is to 
get minimized mentioned error and is defined by equation (3): (Kishan et al., 1996; 
Khanna, 1990) 
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where MSE is mean square error in training step, Sip is network output in neuron i and 
pattern p, Tip is desirable output in neuron i and pattern p, N is number of output 
neurons and M is number of training patterns. 

3 Result and Discussion 

Table 1 present error amount simulated by artificial neural network method, with 
number of neurons and different hidden layers in thickness 6 mm of bergamot thin 
layer. According to tables 1, when Levenberg-Marquardt algorithm has been used, in 
thickness 6 mm when 1 hidden layer with 8 neurons, the best answer has been 
presented. 
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Figure 4 demonstrates modeling error reduction procedure of thin layer bergamot 
drying with thickness 6 mm in velocities and temperature of dryer, by epoch increase. 

 

Fig. 4. Modeling error reduction procedure of bergamot thin layer drying by epoch increase 

According to equation (2), weight matrixes for input layer to hidden layer for 
optimized topology in thickness 6 mm of bergamot is: 
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Weight matrixes for hidden layer to output layer for optimized topology in thickness 6 
mm of bergamot is:  

[ ]0.55-0.753.600.054.78- Bias matrixes for input layer to hidden layer 

for optimized topology in thickness 6 mm of bergamot is: 























4.99

9.54

0.23-

2.81

0.76-

  

Bias matrixes for hidden layer to output layer for optimized topology in thickness 6 
mm of bergamot is: [ ]4.49 . 

In figure 5 as a sample, a comparison between experimental moisture ratio and 
modeling on the base of artificial neural network method in air velocity 1 meter per 
second and thickness 6 mm of bergamot layer has been made. 
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Table 1. Comparison of the effect of hidden layers number and number of neurons of every 
hidden layer, on prediction precision in dryer air temperatures and velocities with 6 mm 
thickness of bergamot 

Algorithm 
Number of neurons of hidden layer

MSE R2 
One Two Three 

L
ev

en
be

rg
-M

ar
qu

ar
dt

 

2 --- --- 0.00112 0.99876 

3 --- --- 0.00053 0.99234 

4 --- --- 0.00042 0.99654 

5 --- --- 0.00032 0.99864 

6 --- --- 0.00028 0.99888 

7 --- --- 0.00017 0.99801 

8 --- --- 0.00006 0.99936 
2 1 --- 0.00129 0.99653 

2 2 --- 0.00356 0.97366 

1 1 1 0.00068 0.99773 

2 1 1 0.00088 0.99831 

2 2 1 0.00040 0.99582 

3 1 1 0.00041 0.99668 

3 2 1 0.00018 0.99898 

3 3 1 0.00056 0.99780 

M
om

en
tu

m
 

1 --- --- 0.00563 0.96961 

2 --- --- 0.00279 0.98789 

3 --- --- 0.00344 0.98672 

4 --- --- 0.00384 0.98954 

6 --- --- 0.00162 0.97707 

7 --- --- 0.00344 0.98440 

2 1 --- 0.00025 0.98274 

2 2 --- 0.00480 0.96833 

1 1 1 0.00671 0.96950 

2 1 1 0.03369 0.74482 

2 2 1 0.05789 0.58965 

3 3 1 0.08176 0.90048 
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Fig. 5. A comparison between experimental moisture ratio and modeling on the base of ANN 
method in velocity 1 m/s and thickness 6 mm 

4 Conclusions 

Results of this research show that: 

1- Artificial neural network predicts moisture ratio of bergamot thin layers by 
three input parameters time, drying air velocities and dryer temperatures. The 
best neural network for instructing data is Feed-Forward Back Propagation 
network with Levenberg-Marquardt training algorithm and TANSIG 
activation function for layers with topology 3-8-1 and coefficients of 
determination 0.99936 for thickness 6 mm of bergamot layers in different 
situations of thin layer drying. 

2- Finally it can be concluded that artificial neural network is a much proper 
tool to predict moisture ratio in the field of thin layer drying of agricultural 
products. 

 
NOMENCLATURE 
 sum of with weight inputs of every neurons of layer j  
m number of output layer neurons 
Wij   weight between layer i and layer j 
Yi       neuron i output 
bj        bias amount of layer j neuron 
MSE   is mean square error in training step 
Sip    network output in neuron i and pattern p 
Tip     desirable output in neuron i and pattern p 
N       number of output neurons 
M       number of training patterns. 
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Abstract. The construction industry has the potential to significantly impact our 
environment. Using Best Management Practices (BMPs) at construction sites is 
the most effective way to protect our environment and prevent pollution. In recent 
years, intelligent systems have been used extensively in different applications 
areas including environmental studies. As an aid to reduce environmental 
pollution originating from construction activities, expert system software -
CSBMP- developed by using Microsoft Visual Basic. CSBMP to be used for 
BMPs at construction sites was designed based on the legal process. CSBMP 
primarily aims to provide educational and support system for environmental 
engineers and decision-makers during construction activities. It displays system 
recommendations in report form. When the use of CSBMP in construction sites 
BMPs becomes widespread, it is highly possible that it will be benefited in terms 
of having more accurate and objective decisions on construction projects which 
are mainly focused on reducing the environmental pollution. 

Keywords: Expert system, construction site, pollution mitigation measures, 
Best Management Practices (BMPs), Microsoft Visual Basic, Geographic 
Information System (GIS). 

1 Introduction 

Rapid urbanization is one of the emerging problems of our time. In urban development, 
construction activities play major role that is one of the major contributors to the 
environmental pollution [1]. Most of the resources consumed in construction sites are 
non-renewable and some may even create adverse environmental effects during their 
manufacture [1], [2]. Environmental issues in construction typically include water 
                                                           
* Corresponding author. 
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pollution, soil and ground contamination, soil erosion and sedimentation, construction 
and demolition waste, vibration and noise, dust, hazards emissions and odours, and 
natural features demolition [3], [4]. 

Environmental problems due to construction sector in developing countries are at 
different levels. There is often weak management at construction sites [5]. The major 
type of construction stormwater violations is related to the lack of Best Management 
Practices (BMPs) [6]. Construction sites lack of proper BMPs is a result of lack of 
knowledge about the fundamental scientific data [6], [7]. Environmental Protection 
Agency enforced the Clean Water Act rather than negotiate compliance [6], [8]. It is 
through enforcement that communities receive incentives to comply with the law [6], 
[9]. Enforcement of environmental regulations can increase compliance by 
conducting more inspections [6], [10]. 

Numerous studies have been performed by other researchers worldwide to define 
guidelines for minimizing environmental pollution on construction sites within various 
countries. However, expert system for environmental pollution prevention plan during 
construction activities is not being done presently. Therefore, this study develops a system 
for assessing construction sites to recommend BMPs during construction activities.  

Assessing and preparing the environmental management plan are the most 
important and time-consuming task that relates to various data, information, domain 
law, expert experience and knowledge in terms of construction activities and 
environmental protection. Therefore, there needs to be a support system for 
collecting, analyzing and reporting information [11], [12]. Expert system is a 
computer based system utilizes data and model to support decision maker for solving 
unstructured problems [13]. It is a promising technology that manages information 
and data and provides the required expertise [11], [14]. It thus seem well suited to 
many of tasks associated with environmental management plan. 

In this study, an expert system called the Construction Sites Best Management 
Practices (CSBMP) was developed with a particular emphasis on new development 
projects. CSBMP has two subsystem; Best Management Practices (BMP), and 
Construction Site Inspection (CSI). The CSBMP described in this paper has the 
capacity to advise the end-users regarding Best Management Practices Plan for 
construction industry, especially related to new development projects. 

2 Methodology 

CSBMP was developed according to standard expert system development methods. 
The expert system design and development process is guided by a five-step process: 
problem assessment, knowledge acquisition, task analysis, system design, system 
testing and evaluation. 

2.1 Problem Assessment  

The foremost step for problem assessment is to ensure that the domain under 
consideration is suited to the application of expert system technology. The domain of 
construction sites BMPs plan is characterized by many features that make it 
appropriate and relevant for this purpose. BMPs plan is for detection the problem and 
guide the user that a system needs to develop through the diagnostic and advisory 
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process. Development of a system for diagnostic tasks usually needs explanation 
facilities that enable the system to justify their solutions to the user. Such facilities are 
an essential component of expert system [15]. The important characteristic of expert 
system is that it should have a clearly defined scope. For construction sites BMPs in 
this study, it is limited only to the temporary BMPs during construction activities and 
preliminary design, within which the conceptual nature of the problem and 
recommendations are identified. 

2.2 Data and Knowledge Acquisition 

The Best Management Practices (BMPs) identified in this study were drawn from multiple 
sources of expertise in the field of construction industry in order to control erosion and the 
discharge of sediment and other pollutants into our environment. Pre-requisite basic 
knowledge was acquired from textbooks, manuals and guidelines that served as the basis 
for the development of the initial prototype modules [16]. Expertise drawn from research 
publications in journals and conference proceedings were used as recent and more 
specialized data sources within the domain. Current research publications facilitated a 
more practical approach to various environmental concerns, including legislative 
enforcement, technological considerations, and finances aspects [16].  

Experts in the field were contacted directly to obtain additional information and 
experience. Yialouris illustrated [17] that two meetings were organized with three 
experts to elicit opinions about developing an integrated expert geographical 
information system for soil suitability and soil evaluation. To this end for this study, 
three meeting were organized with five experts each with experience in practical 
(from industry), theoretical (from university) or a combination of both circumstances. 
Experts were specialist in the field of construction management, BMPs for 
construction sites and environmental impact assessment. After the third meeting, the 
experts were asked to provide their recommendations on the following topics: 

• The properties of construction sites that are most important for BMPs 
selection, 

• BMPs that should be considered for contractor activities, and  
• BMPs that should be considered for erosion and sedimentation control. 

Expert responses to these questions are summarized in Table 1, 2, and 3. 

Table 1. BMPs for construction sites 

BMPs for contractor activities Construction practices 
Material management 
Waste management 
Vehicle and equipment management 
Non-storm water management 
Contractor training 

BMPs for erosion and sedimentation control Site planning consideration 
Soil stabilisation 
Tracking control 
Diversion of runoff 
Velocity reduction 
Sediment trapping 
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Table 2. BMPs for contractor activities 

Construction practices Paving operation 
Structure construction and painting 

Material management Material delivery and storage  

Material use 
Spill prevention and control 

Waste management Solid waste management 
Hazardous waste management 
Contaminated soil management 
Concrete waste management 
Sanitary/ septic waste management 

Vehicle and equipment management Vehicle and equipment cleaning 
Vehicle and equipment fueling 
Vehicle and equipment maintenance 

Non-storm water management Water conservation practices 
 Dewatering operation 
 Clear water diversion 
 Pile driving operations 
 Structure demolition 
Contractor training Employee/ subcontractor training 

Table 3. BMPs for erosion and sedimentation control 

Site planning consideration Scheduling 
Preservation of existing vegetation 
Location of potential sources of sediment 

Soil stabilisation Seeding and planting 
Mulching 

 
 
 
 
Tracking control 
 

Geotextiles and mats 
Streambank stabilisation 
Protection of stockpile 
Dust control 
Temporary stream crossing 
Construction road stabilisation 
Stabilised construction entrance 

Diversion of runoff Earth dike 
Temporary drain 
Slope drain 

Velocity reduction Outlet protection 
Check dam 
Slope roughening/ terracing 

Sediment trapping Street sweeping and vacuuming 
Silt fence 
Sand bag barrier 
Storm drain inlet protection 
Sediment trap 
Sediment basin 

 

The primary goal of this stage was to acquire expert experience and knowledge 
based on information obtained during the previous stage. Five distinct sets of 
questionnaires were designed in order for the experts to share answers or other 
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information. Knowledge acquired from experts generally includes some conflicting 
information. Conflicts were resolved by applying Certainty Factors (CF), which 
quantify the confidence of an expert’s belief. The minimum value for the certainty 
factor was -1.0 (definitely false) and the maximum was +1.0 (definitely true). A 
negative value represents a degree of disbelief, and a positive a degree of belief. Other 
CF values are interpreted as “Definitely not” (-1.0), “Almost certainly not” (-0.8), 
“Probably not” (-0.6), “Maybe not” (-0.4), “Unknown” (-0.2-0.2), “Maybe” (+0.4), 
“Probably” (+0.6), “Almost certainly” (+0.8), and “Definitely” (+1.0). In expert 
system, the knowledge base consists of a set of rules that have a common syntax of 
disjunctive and conjunctive rules. Disjunctive rules are written as follows: IF 
<evidence E1> OR <evidence E2> … OR <evidence En> THEN <hypothesis> {cf}. 
The certainty of hypothesis H is established by Equation 1 [15]. Conjunctive forms 
are written as follows: IF <evidence E1> AND <evidence E2> … AND <evidence 
En> THEN <hypothesis> {cf}. The net certainty of hypothesis H is established as 
shown in Equation 2 [15]. 

cf (H, E1U E2U … U En) = max [cf (E1), cf (E2), …, cf (En)] × cf                 (1) 

cf (H, E1∩ E2∩ …∩ En) = min [cf (E1), cf (E2), …, cf (En)] × cf                   (2) 

To cope with some conditions that have various alternatives, Expert Choice 11 
software was applied on decision-making. It was applied as a multi-criteria decision 
support tool [18], where the research problems were classified into three-level of 
hierarchy: objective, criteria, and alternative (Fig. 1). Determining the criteria was 
based on the evaluation obtained from experts. The criteria which were suggested by 
experts could be availability of technical expertise, efficiency, durability, and cost. 
For integrating the opinions of multiple experts, number of experts, goal, alternatives, 
and criteria were modeled by Expert Choice 11 software. The ultimate goal of 
evaluating the ideal model can be achieved, followed by evaluation alternatives and 
finally the criteria [19]. After the knowledge engineer has formulated specialized 
rules for particular problems, the rules are revised to be as general as possible without 
destroying their ability to contribute to a solution to the original problems. 

 

 
 
 
 
 
 
 
 

 
 

Fig. 1. Goal evaluation by criterion and alternative 

2.3 Development of a Prototype System 

BMPs for new development projects incorporate many distinct tasks in diverse 
subject areas. Each of these tasks defined a knowledge base module that contributed 
to the system. The tasks used to organize BMPs are as follows: 

Criteria 

Alternative A2

C1 C2 C3 C4

A1

Goal

A3
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Task 1: Construction practices 
Task 2: Material management 
Task 3: Waste management 
Task 4: Vehicle and equipment management 
Task 5: Contractor training 
Task 6: Site planning consideration 
Task 7: Vegetative stabilisation 
Task 8: Physical stabilisation 
Task 9: Diversion of runoff 
Task 10: Velocity reduction 
Task 11: Sediment trapping 

Microsoft Visual Basic 6 software (VB) was applied to develop the CSBMP by using 
a rule-based technique to represent knowledge. The CSBMP reasoning process was 
controlled by a forward-chaining strategy which represented collections of facts. In 
this control strategy, rules are formatted to read “IF ‘condition is true’, THEN 
‘perform action’ ”. If the conditions are true within the context of the available 
knowledge base, the newly generated fact will be stored in the working memory of 
the knowledge base to perform procedure [20].  

A prototype system was built to validate the project and to provide the guidance for 
future work. Initially, it was used to solve domain tasks in order to explore and test 
the concepts of problem definition, scoping and domain representation. 

2.4 Development of Complete System 

The system was further refined to meet the project objectives. Additional data and 
expert knowledge were acquired and codified in the form of production rules. The 
overall CSBMP system consists of the data input, BMPs module, and accessories. The 
data input object represents the facility for data entry that is required before 
commencing the CSBMP process, while the accessories object and the BMPs module 
provide support features for the system.  

The user interface development began with CSBMP prototype development. A 
standard Microsoft Windows interface was used so that the users familiar with similar 
programs could easily adapt to the interface [21]. VB provides a Session Window in 
which the system developer can create images that allow the user to interact with the 
knowledge base. It also permits user interaction through forms. The Windows 
dialogue box guides the user through system operation [20], by presenting the user 
with a series of questions. The answers provided by the user are used to determine the 
element or factor. Questions used in this dialogue are described in the dependency 
diagram. System development was guided by information obtained through 
knowledge elicitation sessions and tests.  

The basic organizational structure of the computer-assisted CSBMP expert system 
is given in Fig. 2. 

2.5 Evaluation and Revision of the System 

One construction site was used as a case study for testing and validating modules of 
the CSBMP. The objective of the case study was to evaluate the performance of the  
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Fig. 2. Basic organizational structure of a computer-assisted CSBMP expert system 

CSBMP consultation process when it was applied to a construction site. To do this, a 
typical questionnaire was designed and given to three domain experts and two 
software development specialists. The most important issues were considered in 
evaluating the degree of user acceptance include ease of use, nature of questions, 
nature of explanations, presentation of results, system utilities, and general 
considerations [22]. In this study, evaluation was conducted by collecting responses 
from domain experts and software development specialists who were asked to use the 
CSBMP and provide comments. Experts approved the system recommendations 
based on the real practices that through their feedback the CSBMP performed as well 
as the human experts.  

Finally, the user-friendliness of the user interface was evaluated. The main screen 
of the CSBMP consists of several buttons with test images similar to most other 
software applications. It contains a selection of commands in each window for the 
user to select with a mouse. Therefore, the user is only required to perform a 
minimum amount of work with the keyboard, and very few computer commands and 
syntax are involved [21]. The CSBMP also provides a teaching feature that is 
designed to aid inexperienced engineers by guiding them through the process of 
selecting BMPs, preliminary design steps, and explaining maintenance and inspection 
requirement associated with BMPs. These features are available to the user through 
the General Information and User Guide menus. Furthermore, the users are able to 
access the help features if they are having difficulty at any stage during the 
consultation process. 

3 The CSBMP System 

Expert system simulates the learning, reasoning and action processes of a human 
expert in a given area of science. In this way, it gives a consultant that can substitute 
the human expert systems with reasonable guaranties of success. These characteristics 
allow expert system to store data and knowledge, learn from experience and existing 
data, draw logical conclusions, make decisions, communicate with other experts, 
explain why decision have been made and take actions as a consequence of all the 
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above [23]. The expert system has been successfully applied in various domains, such 
as agricultural management, engineering, urban design, water quality management, 
environmental protection, waste management, and wastewater treatment [24]. 
Therefore, it seem well suited to environmental management study. GIS (Geographic 
Information System) tool is one of the most powerful devices for storing, modeling 
and analysis of geographic data [25]. For this reason, the interface of CSBMP utilizes 
Geographic Information System (GIS) functions as a supportive component to 
display spatial maps for visualization of BMPs location. It is more effective and 
efficient that is able to fulfill the need for mapping and planning [26]. 

CSBMP is designed in such a way that a series of general and specific questions 
can be answered by a proposed conceptual structure of the relational database such as: 

• What is the probable source of pollutant from the site? 
• How can pollution be reduced at its source onsite? 
• Which type of BMPs can be recommended for contractor activities? 
• Which type of BMPs can be suggested for erosion and sedimentation control? 

System enables to compare the site inspection information with recommended BMPs. 
Therefore, CSBMP can check three hypotheses: 

• Hypothesis 1: The uninstalled BMPs would indicate the pollutants discharged 
into environment if BMPs are not compliance with system recommendation. 

• Hypothesis 2: The unmaintained BMPs would indicate the pollutants discharged 
into environment if BMPs are not compliance with system recommendation. 

• Hypothesis 3: BMPs are compliance with system recommendation. 

The goal is to identify, the most probable construction activities as environmental 
friendly and to give proposal on the implementation of BMPs in order to minimize 
environmental pollution. 

4 Results and Discussion 

The content of the program consists of BMPs plan for construction sites. The working 
system of the program is given in Fig. 3. The database, including information about 
construction stage, site characteristic, and adverse impact of pollutants on 
environment has been prepared.  

The program primarily aims to inform the project owners, engineers, consultants 
and decision-makers on the following themes: 

 
• Probable effects of pollutants on environment: The program presents adverse 

impacts of pollutants on environment. 
• Pollution source from construction site: Pollution source that indicated to the 

construction site is informed to the user. 
• General information about BMPs plan- The program presents the user various 

information related to BMPs plan on construction sites: 
- Information about BMPs location onsite,  
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BMPs checklist for site inspection,  

- Explanation about inspection location, 
- General information about the inspection frequency during periods when rainfall 

results in any discharge from the site and there is no rainfall, 
- Example report form about the site inspection, and 
- Locations for BMPs in a Geographical Information System (GIS) map. 

• Pollution mitigation measures: Finally it recommends the user on pollution 
prevention plan by referring to the BMPs on construction site. 

• System also presents all information and result about BMPs plan in a report form. 
• Comparison of site inspection information with system recommendation: The 

comparison of inspection information with system recommendation in different 
legal regulations is done. 

• Present situation of the site: The uninstalled and unmaintained BMPs would 
indicate the pollutants discharged into environment if BMPs are not compliance 
with system recommendation. 

The user is advised on project steps through a series of choices from CSBMP. An 
example was made for a construction site by running the software. At each 
consultation step, the set of requested data from the user are shown in Fig 4. As a first 
step, after entering the information of the project’s location, the construction site can 
be seen on screen. CSBMP delivers immediate results after receiving data as shown in 
Fig 4. The system then presents all results and a preliminary design of the 
recommended BMPs in a report form. After the queries are completed, related result 
map is linked from the database and monitored on the screen to view the BMPs 
locations (Fig 5).  

 

 
Fig. 4. The system requested data and recommended BMPs 
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Fig. 5. BMPs locations in a Geographical Information System (GIS) map 

5 Summary 

This research has briefly defined expert system with respect to its use in selecting 
temporary BMPs plan; it also developed an expert system as a BMPs advisor for users 
to apply at new development projects. VB is used to develop the user interface and 
knowledge base to provide system suggestion. The study employs questionnaire to 
acquire experts knowledge, uses certainty factor for measuring the expert belief and 
disbelief of system rules, applies Expert Choice 11 software for integrating multiple 
experts opinion where various alternatives are available by considering cost, 
durability, efficiency and availability of technical expertise as criteria, transforms 
experts experience into rules, stores rules in knowledge base, uses a forward-chaining 
mechanism to build the inference engine, develops an explanation facility to retrieve 
advice details, and provides recommendations and results. To carry out the 
development of CSBMP, it is found that the knowledge acquisition and establishment 
of knowledge base are the most difficult and important task. Although knowledge 
sources in this study include books, guidelines, research publication, and expertise 
about BMPs for construction sites. Knowledge base in CSBMP that is generated by 
using questionnaire depends on the knowledge gained from experts who were 
interviewed. This required the development of an in-depth comprehension of 
knowledge modeling in particular and of the applicable domain in general. The 
knowledge base in an expert system is a continuously changing entity, which required 
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continuous improvement and expansion, hence, the latest findings in literature or 
experiences should be incorporated. The system could be incorporated as part of 
integrated temporary BMPs during construction activities for other types of 
construction activities. Other perspectives in terms of applications such as dams, 
tunnels, railways, airports and industrial construction may need particular special 
knowledge bases. These types of systems are also effectively used in other 
applications. [Additional module could be combined with the present system. They 
can include cost estimation, design, and permanent BMPs technique. These modules 
were excluded in this research because of time and other resources limitations.  
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Abstract. Tracking a ballistic object on re-entry from radar observations is an 
extremely complex and intriguing problem among aerospace and signal 
processing experts. Since mathematical models for ballistic targets and sensors are 
subject to nonlinearity and uncertainty, conventional estimation methodologies 
cannot be utilized. In this study, a new meta-heuristic particle filtering (PF) 
strategy established upon the nature-inspired invasive weed optimization (IWO) is 
applied to the challenging re-entry target tracking problem. Firstly, the sampling 
step of PF is translated into a non-concave maximum likelihood optimization 
problem, and then the IWO algorithm is integrated. Subsequently, the PFIWO 
algorithm is applied to a benchmark re-entry target tracking problem. Results are 
given which demonstrate the proposed scheme has superior tracking performance 
in comparison with other nonlinear estimation techniques.  

Keywords: Particle Filter, Nonlinear Filtering, Re-entry Target Tracking, 
Invasive Weed Optimization. 

1 Introduction 

Tracking ballistic objects is one of the most cumbersome and interesting problems in 
aerospace and signal processing communities. The ultimate goal of this research is to 
track, intercept, and destroy a ballistic target before it collides and causes damages. 
The interest in the target tracking topic stems from the fact that the global 
proliferation of ballistic missiles has augmented the need for developing highly 
reliable tracking algorithms. However, since the mathematical models for ballistic 
targets and sensors (e.g. radar) are subject to severe nonlinearity and uncertainty, 
traditional estimation strategies are not functional.  Hence, optimal solutions [1,2] to 
the filtering problem within a Bayesian estimation framework cannot be achieved. 
Analytic approximations like extended Kalman filter (EKF), unscented Kalman filter 
(UKF), and sampling approaches like PF can lead to sub-optimal solutions, despite 
the presence of nonlinearities and measurement noises [3]. Literature asserts that the 
tracking algorithms established upon the PF method outperform other estimation 
algorithms [3, 4].  

In a seminal paper [4], Gordon et al. proposed the particle filter which could handle 
nonlinear/non-Gaussian estimation problems. Unlike the previously suggested sub-optimal 
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approaches which were mostly based on local linearization, the PF algorithm utilizes a set 
of N  random samples (or particles) to approximate the posterior distribution via the 
importance sampling or more generally Monte Carlo techniques. In fact, the continual 
evolution of the particles is determined by a group of importance sampling and re-
sampling steps. Briefly, the re-sampling step performs the task of adaptively clustering the 
particles in the regions of high posterior probability. This is usually done by statistically 
multiplying and/or discarding particles at each time step [5]. 

Recently, the interest in the subject of integrating meta-heuristic algorithms in PF 
has increased. In [6], Tong et al. proposed an optimized PF based on particle swarm 
optimization (PSO) algorithm which exposed improved estimation accuracy. Many 
subsequent studies also followed the same trend using the PSO method; e.g., refer to 
[7]. Notably, Akhtar et al. [8] suggested a PSO accelerated immune particle filter by 
incorporating meta-heuristic computational methods such as immune algorithm (IA) 
and, of course, the PSO.  However, the integration of other meta-heuristic algorithms 
in PF has not yet been addressed to the authors’ knowledge. 

The PF approach used in the present paper is optimized based on the IWO 
algorithm. Since sampling in PF is performed in a sub-optimal manner, it can bring 
about some performance defects such as “sample impoverishment” [3]. Using an 
appropriate fitness function for particles, such problems are circumvented and an 
enhanced PF algorithm is achieved thanks to the IWO approach. It is worth noting 
that the aforementioned fitness function is equivalent to a non-concave maximum 
likelihood optimization problem, in which the particles represent the variables. 
Throughout this paper the modified method is referred as PFIWO. The usefulness of 
the combined method becomes clear as it is evaluated against a benchmark re-entry 
target tracking problem. In addition, the results based on other estimation methods are 
given and compared which again demonstrates the PFIWO algorithm’s capabilities.              

The framework of this paper is described next. Section 2 includes a concise 
description of the recursive Bayesian estimation and the particle filtering algorithm. 
The IWO algorithm is discussed in section 3. The proposed PFIWO method is 
outlined in section 4. The mathematical formulations for the re-entry target tracking 
problem are presented in section 5. Target tracking results based on the PFIWO 
algorithm are addressed in section 6. Concluding remarks are given in section 7. 

2 The Particle Filter 

2.1 The Recursive Bayesian Estimation Method 

Suppose a nonlinear/non-Gaussian system with a state-space model as described 
below 

1 1( )t t tx f x v− −= + ,       1~ ( )t t tx p x x −                                      (1.a) 

 ( )t t ty g x w= + ,            ~ ( )t t ty p y x                                      (1.b) 

where  tx  is the unobserved n -dimensional state vector at time t  with probability 

distribution 1( )t tp x x − .  ty  is the noise corrupted m -dimensional observation vector 

at time t  with likelihood ( )t tp y x .  v  and w  represent the independent additive 
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process and measurement noises, respectively. (.)f  the system model and (.)g  the 

observation model are generally nonlinear functions. Fig. 1 illustrates this special 
system framework. 

Filtering is the task of sequentially estimating the states (parameters or hidden 
variables) of a system as a set of observations become available on-line [1,3]. In other 
words, filtering is aimed at estimating the posterior distribution ( )t tp x y  as a set of 

observations 1 2( , ,..., )T
t tY y y y=  becomes available. The Bayesian solution to the 

filtering problem consists of two stages [1]: 
 

 

Fig. 1. A graphical representation of the state-space model described by Eq. (1) 

1) Prediction: using the prior density function and the Chapman-Kolomogrov 
equation we derive  

1 1 1 1 1( ) ( ) ( )t t t t t t tp x y p x x p x y dx− − − − −=   ,                                        (2) 

2) Update: based on the Bayes’ formula 

1

1

( ) ( )
( )

( )
t t t t

t t
t t

p y x p x y
p x y

p y y
−

−
=  ,                                                 (3) 

 

Fig. 2. The Bayesian approach to filtering problem 
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The algorithm is initialized with 0 0 0( ) ( )p x y p x=  and 1 0 1( ) ( )p x y p x= . One 

step operation of the Bayesian filtering is portrayed in Fig. 2. However, it is apparent 
that achieving a closed form analytical solution to the untraceable integral in Eq. (2) 
and therefore the solution to Eq. (3) is very difficult, not to mention the severity 
caused when the state dimensions increase.  

So, an optimal solution cannot be attained except under very limited conditions 
(linear transition functions and Gaussian noise) using the well-known Kalman filter 
(KF). The interested readers are referred to a good expository overview of optimal 
approaches found in [1].  

Sub-optimal solutions exist for rather general models with nonlinear evolution 
functions and non-Gaussian noises [3]. Nevertheless, due to the nature of these 
methods (EKF and UKF) which are based on local linearization, the estimation 
performance is, more or less, limited. Estimation techniques established upon 
sequential Monte Carlo methods, namely the PF, are a promising alternative to local 
linearization algorithms. 

2.2 The Generic Particle Filter 

PF is a sequential Monte Carlo (SMC) method within Bayesian models which 
approximates the state of a system using sample points (particles). Specifically, it 
utilizes a number of samples (particles) to deal with the untraceable integrals given by 
(2) and (3). In other words, the recursive Bayesian estimation algorithm (discussed in 
the previous section) is implemented via the Monte Carlo sampling rather than 
solving equations (2) and (3) directly. A graphical representation of the SMC method 

is provided in Fig.3. The flow of the PF algorithm is as described next. Let ix , 
1, 2,...,i N=  be the drawn samples from the posterior distribution ( )t tp x y . The 

filter is initialized as [3, 4, 9]: 

0 0~ ( )ix p x ,        1, 2,...,i N=                                              (4) 

For 1,2,...t = , in the first step, the posterior distribution is estimated based on the 
Monte Carlo method as 

 

Fig. 3. Illustration of the SMC method 
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1 1

( ) ( ), . . 1
N N

t i t
t t i t i

i i

p x y w x x s t wδ
= =

= −      =                                (5) 

Then, for 1,2,...,i N=  sample from the proposal distribution 1( )t tq x x − as 

1~ ( )i i
t t tx q x x −   ,                                                          (6) 

Subsequently, update the importance weights 

1 11

1

( ) ( )

( )

i i i
t t t tt t

i i i i
t t

p y x p x x
w w

q x x

− −−

−

=
  

 
 ,                                            (7) 

Note that if 1 1( ) ( )t t t tp x x q x x− −= , equations (6) and (7) converts to 

1~ ( )i i
t t tx p x x −   ,                                                       (8.a) 

1
1( )t t i

i i t tw w p y x−
−=   ,                                                   (8.b) 

Afterwards, for 1,2,...,i N=  the weights are normalized 

1

t
t i
i N

t
j

j

w
w

w
=

=


 ,                                                            (9) 

A prevalent problem with PF is the degeneracy phenomenon where after a few 
iterations, the weights of most samples become trivial whereas those of a few samples 
become dominant. This is a commonplace phenomenon when the system or 
measurement noise is small. In extreme cases when there is no noise, the 
approximated posterior distribution could be limited to a peak, and no further 
measurements can affect the posterior distribution. As a consequence, most samples 
cannot contribute to the posterior estimation, and the distributions are determined by a 
few dominant samples. This phenomenon wastes the computational resources on 
samples with negligible importance weights, and may abate the applicability of the 
Monte Carlo technique.   A measure of degeneracy is the effective sample size effN  

which can be empirically evaluated as  

2

1

1ˆ

( )
eff N

t
i

i

N

w
=

=


 ,                                                    (10) 

The conventional approach to solve around the problem of sample degeneracy is to 

define a degeneracy threshold thN . If  ˆ
eff thN N< , “re-sampling” should be initiated 

[5]. It should be noted that excessive re-sampling can also lead to an unfavorable 
outcome known as sample impoverishment wherein samples with high probability 

distribution are over-sampled. This can be avoided by choosing a suitable ˆ
effN , and 
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by increasing the number of particles. The pseudo-code of the basic particle filter with 
the assumption that the proposal distribution is equal to the prior distribution is shown 
in Fig.4. 

 

Fig. 4. The pseudo-code of the generic PF 

3 Invasive Weed Optimization 

The bio-inspired IWO algorithm was introduced by Mehrabian and Lucas [10] which 
imitates the colonial behavior of invasive weeds in nature. The IWO algorithm has 
shown to be successful in converging to optimal solution by incorporating some basic 
characteristics of weed colonization in nature, e.g. seeding, growth and competition. 
The process flow of the IWO algorithm is outlined below: 

1)  Initially, disperse the seeds 1 2( , ,..., )T
i nS s s s= , where n  is the number of 

selected variables, over the search space randomly such that each seed 
contains random values for each variable in the n D−  solution space.  

2) The fitness of each individual seed is calculated according to the 
optimization problem, and the seeds grow to weeds able to produce new 
units. 

3) Each individual is ranked based on its fitness with respect to other weeds. 
Subsequently, each weed produces new seeds depending on its rank in the 
population. The number of seeds to be created by each weed alters linearly 
from minN   to maxN  which can be computed using the equation given below 

max min minNumber of seeds= ( )i worst

best worst

F F
N N N

F F

−
− +

−
 ,                  (11) 
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in which, iF  is the fitness of i ’th weed. worstF , and bestF denote the 

respective best and the worst fitness in the weed population. This step 
ensures that each weed take part in the reproduction process. 

4) The generated seeds are normally distributed over the field with zero mean 
and a varying standard deviation of iterσ  described by 

  max
0

max

=( ) ( )n
iter f f

iter iter

iter
σ σ σ σ−

− +  ,                                 (12) 

where, maxiter  and iter  are the maximum number of iteration cycles 

assigned by the user, and the current iteration number respectively.  0σ  and 

fσ represent the pre-defined initial and final standard deviations. n  is called 

the nonlinear modulation index. In order to obtain a full and swift scan of 
possible values of standard deviation, it has been examined that the most 
appropriate value for nonlinear modulation index is 3 [11]. The fitness of 
each seed is calculated along with their parents and the whole population is 
ranked. Those weeds with less fitness are eliminated through competition 
and only a number of weeds remain which are equal to Maximum Weed 
Population. 

5) The procedure is repeated at step 2 until the maximum number of iterations 
allowed by the user is reached. 

4 The Proposed PFIWO Method 

The sampling step of the basic PF is not performed in an optimal manner, and can 
result in tracking errors. Thus, the IWO is exploited as a means to enhance the 
sampling step. We make a remark that the objective of the IWO algorithm in the 
sampling step is to locate the particles which contribute to greater weights. In other 
words, the PFIWO algorithm can bring about better estimation performance with less 
number of particles; because, the particles in PFIWO correspond to greater weights.  

The fitness of the i ’th particle can be computed conveniently as 

   
1 1

1

( ) ( )

( )

i i i
t t t t

i i
t t

p y x p x x
F

q y x

− −

−
=

  


 ,                                              (13) 

which in case of 1 1( ) ( )t t t tp x x q x x− −=  reduces to 

1( )i
i t tF p y x −=   ,                                                     (14) 

From the above formulation, the task of the IWO algorithm would be to maximize the 
fitness function given by equations (13) or (14). Correspondingly, the sampling step is 
modified as follows: 

1. After the fitness of each particle is computed and evaluated, the particles are 
ranked based on their fitness in the population; i.e., those particles with 
greater weights correspond to higher ranks. 
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Fig. 5. The flowchart of the proposed PFIWO algorithm 

2. Perform steps 3, 4, and 5 of the IWO algorithm as discussed in section III 
until a preset maximum number of iteration cycles is attained. It is worth 
noting that since the basic PF is considerably time-consuming the maximum 
number of iteration cycles should be chosen as a compromise between 
estimation accuracy and algorithm run-time. 



102 M. Ahmadi, M. Shafati, and H. Mojallali 

3. Subsequently, the weights are updated and normalized using equations (7) 
and (9). 

4. In order reproduce and pick out the particles with larger weights a 
resampling step is followed. That is,  

        { }
1

1

1
, ,

N
Ni t i

t i t
i

i

x w x
N= =

 =  
 

   ,                                                 (15) 

A simple flowchart of the proposed PFIWO algorithm is given in Fig. 5. 

5 Tracking a Ballistic Object on Re-entry 

This section considers the re-entry tracking problem, where a ballistic object enters the 
atmosphere at high altitude and at a very high speed. The position of the object is 
tracked by radar which measures the range and the bearing. This problem has been 
addressed in a number of papers [12-14] on nonlinear filtering, since the forces which 
affect the object possess strong nonlinearities and are a challenge to any filtering 
method. There are three major forces in effect. The chief force in operation is 
aerodynamic drag, which is a function of object speed and has a considerable nonlinear 
variation in altitude. The second one is the gravity, which accelerates the object toward 
the center of the earth. The remaining forces are random buffeting terms [12]. Under 
such forces, the trajectory of the object is almost ballistic at the beginning. But, as the 
density of the atmosphere increases, drag effects become important and the object 
decelerates rapidly until its motion becomes almost vertical. The state-space model for 
the system described above can be characterized as follows [13]: 

            1 3( ) ( )x t x t=  ,                                                                                 (16.a) 

            2 4( ) ( )x t x t=  ,                                                                                (16.b) 

   3 3 1 1( ) ( ) ( ) ( ) ( ) ( )x t D t x t G t x t tω= + +  ,                                            (16.c) 

           4 4 2 2( ) ( ) ( ) ( ) ( ) ( )x t D t x t G t x t tω= + +  ,                                           (16.d)                           

            5 3( ) ( )x t tω=  ,                                                                                 (16.e) 
 

wherein 1x and 2x denote the position of the object in two dimensional space, 3x and 

4x are the velocity components, and 5x  is a parameter associated with the object’s 

aerodynamic properties. ( )D t and ( )G t  are the drag-related and gravity-related force 

terms, respectively. ( )i tω , 1,2,3i = are the process noise vectors. The force terms can 

be calculated as 

                     0

0

( )
( ) ( ) exp ( )

R R t
D t t V t

H
β

 −
=  

 
 ,                                      (17.a) 

                      0

3
( )

( )

mG
G t

R t
= −  ,                                                                  (17.b) 

                              ( )0 5( ) exp ( )t x tβ β=  ,                                                         (17.c) 
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where 2 2
1 2( ) ( ) ( )R t x t x t= +  is the distance from the center of the earth and 

2 2
3 4( ) ( ) ( )V t x t x t= + is the object speed. The radar (which is located at 0( ,0)R ) is 

able to measure r (range) and θ (bearing) at a frequency of 10Hz as follows 

                    2 2
1 0 2 1( ( ) ) ( ) ( )r x t R x t tξ= − + +  ,                                      (18.a) 

                     2
2

1 0

( )
arctan( ) ( )

( )

x t
t

x t R
θ ξ= +

−
 ,                                           (18.b) 

where 1( )tξ and 2 ( )tξ  are zero-mean uncorrelated noise processes with variances of 

1m and 17 mrads [12,13].  
 

 

Fig. 6. The measured range (left) and bearing (right) of the simulated ballistic target 

6 Simulation Results 

In this section, the estimation performance of the proposed PFIWO method is 
examined and compared with the conventional PF. Let the simulated discrete process 
covariance be [14] 

        

5

5

6

2.4064 10 0 0

( ) 0 2.4064 10 0

0 0 10

Q k

−

−

−

 ×
 

= × 
 
  

 ,                              (19) 

The values for different constants are set as [13]  

0 0.59783β = −  , 

                                                   0 13.406H =  ,  

    
0

53.9860 10mG = ×  , 

                0 6374R =   ,                                                        (20) 

The stochastic differential equations (16) was simulated using 2000 steps of the 
Euler-Maruyama method with 0.1t sΔ = . The measured range and bearing are 
portrayed in Fig.6. 
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Fig. 7. Re-entry target tracking results obtained from PF and PFIWO 

 
(a) 

   
(b) 

Fig. 8. The target tracking errors for (a) PF and (b) PFIWO 
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Table 1. Parameters used in PFIWO algorithm 

maxiter
 0σ

 fσ
 maxN

 minN  Max. 
Weed 
Number 

15 0.1 0.00001 3 1 1500 

 
The number of particles was set to 1500 which is relatively low for a target 

tracking problem. The main reason for this choice is to demonstrate the ability of the 
PFIWO method to estimate the states of the ballistic object with less number of 
particles where PF cannot reach an acceptable result. The degeneracy threshold thN  
was selected as 1200 , and a systematic re-sampling scheme [5] has been chosen for 
the PF method. The parameters of the PFIWO algorithm are given in Table 1. Note 
that the “Max. Weed Number” should be equal to the number of particles. The target 
tracking results obtained using the PF and PFIWO methodologies are depicted in 
Fig.7. The corresponding estimation errors are also provided in Fig.8. As it is 
observed from the figures, when the PFIWO scheme is used, the tracking errors are in 
the satisfactory range and PFIWO is capable of tracking the object’s trajectory. On 
the other hand, large state estimation errors result as the traditional PF algorithm is 
utilized. It is obvious that the deteriorated estimation accuracy of PF is a consequence 
of the number of particles, whereas the proposed PFIWO method has preserved its 
approximation performance with the same number of particles.  

For the sake of comparison, we have implemented other estimation techniques 
such as EKF, and UKF. For a comprehensive description of the EKF and UKF 
algorithms, the readers are referred to [3]. The parameters of the UKF are set as 
selected in [14]. The number of particles was set to 2500 in order to arrive at a logical 
assessment. The threshold was preset to 2000. The parameters of the PFIWO 
algorithm are given in Table 2. The estimation errors are portrayed in Fig.9. The 
aforementioned figures include root mean square error (RMSE) and standard 
deviation of error (STDE). It should be noted that the left figures are the results for 

1x and the right figures illustrate the results for 2x . It is apparent from the figures that 
the PFIWO algorithm yields better estimation performance compared with EKF, 
UKF, and PF. 

Table 2. Parameters used in PFIWO algorithm 

maxiter
 0σ

 fσ
 maxN

 minN  Max.Weed 
Number 

20 0.1 0.00001 4 2 2500 
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(a) 

 
(b) 

Fig. 9. The estimation results for the re-entry tracking problem (a) PF and (b) PFIWO 

7 Conclusions 

An enhanced PF algorithm established upon the IWO scheme is applied to the re-
entry target tracking problem. Firstly, the sampling step is transformed into an 
optimization problem by defining an apt fitness function. Then, the IWO algorithm is 
adopted to deal with the optimization challenge efficiently. The simulation results on 
a benchmark re-entry vehicle tracking problem based on the proposed methodology 
and other previously proposed estimation methods are included which verifies the 
algorithm’s accuracy.  A suggested subject for future research could be to integrate 
other meta-heuristic algorithms as a means to optimize the PF. Another interesting 
topic could be to investigate the performance of the PFIWO method when applied to 
other problems in nonlinear estimation such as state estimation of extremely nonlinear 
chemical plants. 
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Abstract. Simulation is a popular methodology for analyzing complex 
manufacturing environments. According to the large number of output of 
simulations, interpreting them seems impossible. In this paper we use an 
innovative methodology that combines simulation and data mining techniques 
to discover knowledge that can be derived from results of simulations. Data 
used in simulation process, are independent and identically distributed with a 
normal distribution, but the output data from simulations are often not i.i.d. 
normal. Therefore by finding associations between output data mining 
techniques can operate well. Analyzers change the sequences and values of 
input data according to the importance they have. These operations optimize the 
simulation output analysis. The methods presented here will of most interest to 
those analysts wishing to extract much information from their simulation 
models. The proposed approach has been implemented and run on a supply 
chain system simulation. The results show optimizations on analysis of 
simulation output of the mentioned system. Simulation results show high 
improvement in proposed approach.  

Keywords: Discrete Event Simulation, Data Mining Techniques, and Output 
Analysis. 

1 Introduction 

The simulation modeling methodology has several stages that begin with defining the 
objective of the study, model abstraction, model verification, and model validation. At 
the end of model validation, you finally have a working model. 

Many simulations include randomness, which can arise in a variety of ways. For 
example, in a simulation of a manufacturing system, the processing times required at 
a station may follow a given probability distribution or the arrival times of new jobs 
may be stochastic. Because of the randomness in the components driving a 
simulation, its output is also random, so statistical techniques must be used to analyze 
the results. 

The most useful and general advice one can give with respect to measurement and 
estimation would be to only use simulation for direct comparison of alternative forms 
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of the simulated system. In other hand the output data these simulations produce are 
huge and analysts are aware of the vast amount of data that can flood their 
information systems. Many organizations use data mining techniques to extract 
knowledge in order to improve their understanding of complex systems. 

A simulation study consists of several steps such as data collection, coding and 
verification, model validation, experimental design, output data analysis, and 
implementation. The methods presented here will of most interest to those analysts 
wishing to extract more information from their simulation models. 

The paper is organized as follows. In Section 2 we briefly describe the background 
that is existed about optimization of simulation. In the next section, we discuss about 
simulation concept and process. The forth section that follows describes the data 
mining methodology. Our approach to the optimization of simulation models can be 
found in section 5 in details. The final section presents our concluding remarks and 
avenues for future research. 

2 Related Work 

Simulation and improvement needed in the field is recently noted in researches. 
Optimization modules are added to many simulation tools. [15] describes the role of 
ontologies in facilitating simulation modeling. It outlines the technical challenges in 
distributed simulation modeling and describes how ontology-based methods may be 
applied to address these challenges. The paper concludes by describing an ontology-
based solution framework for simulation modeling and analysis and outlining the 
benefits of this solution approach. 

In [7], the authors introduce an integration study that combines data mining and 
agent based modeling and simulation. This study, as a new paradigm is concerned 
with two approaches: (i) applying data mining techniques in agent based modeling 
and simulation investigation, and inversely (ii) utilizing the results in data mining 
research. The former phase is to provide solutions to the open problem in agent based 
modeling and simulation investigation, based on data mining techniques; and the later 
has the objective to surpass the data limitation of data mining research, based on the 
simulation results of agent based modeling and simulation. Mimosa is an extensible 
modeling and simulation platform used to investigate the challenges as well as 
knowledge representation. 

Some researches can be used to provide significantly improved or better to say 
semantic search and browsing, integration of heterogeneous information sources, and 
improved analytics and knowledge discovery capabilities. In [9], the design and 
development of draft ontology for Modeling and Simulation called the Discrete-event 
Modeling Ontology (DeMO) are discussed, which can form a basis for achieving a 
broader community agreement and adoption. Relevant taxonomies and formal 
frameworks are reviewed and the design choices for the DeMO ontology are made 
explicit. Prototype applications that demonstrate various use and benefits from such 
ontologies for the Modeling and Simulation community are also presented. 
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3 Simulation 

Discrete event simulation is an approach that meets the requirements of high fidelity 
and high flexibility. Simulation is a powerful manufacturing systems analysis tool that 
can capture complicated interactions and uncertainties in the system. Performance of 
some complex systems is typically difficult to understand. In other words, the 
performance of these systems, even in a specific area, is usually affected by system 
dynamics as bottlenecks move regularly in these systems. 

Simulation is the imitation of the operation of a real-world process or system over 
time. Simulation involves the generation of an artificial history of the system, and the 
observation of that artificial history to draw inferences concerning the operating 
characteristics of the real system that is represented. A model is a representation of a 
real system. An event is an occurrence that changes the state of the system. The 
system state variables are the collection of all information needed to define what is 
happening within the system to a sufficient level (i.e., to attain the desired output) at a 
given point in time. A discrete-event simulation model is defined as one in which the 
state variables change only at those discrete points in time at which events occur. 

Simulation is the imitation of the operation of a real-world process or system over 
time. Simulation involves the generation of an artificial history of the system, and the 
observation of that artificial history to draw inferences concerning the operating 
characteristics of the real system that is represented. A model is a representation of a 
real system. An event is an occurrence that changes the state of the system. The 
system state variables are the collection of all information needed to define what is 
happening within the system to a sufficient level (i.e., to attain the desired output) at a 
given point in time. A discrete-event simulation model is defined as one in which the 
state variables change only at those discrete points in time at which events occur. 

3.1 Modeling Concepts 

There are several concepts underlying simulation. These include system and model, 
events, system state variables, entities and attributes, list processing, activities and 
delays, and finally the definition of discrete-event simulation. 

A model is a representation of an actual system. Immediately, there is a concern 
about the limits or boundaries of the model that supposedly represent the system. The 
model should be complex enough to answer the questions raised, but not too complex. 
Consider an event as an occurrence that changes the state of the system. 

There are both internal and external events, also called endogenous and exogenous 
events, respectively. For example, an endogenous event in the example is the 
beginning of service of the customer since that is within the system being simulated. 
An exogenous event is the arrival of a customer for service since that occurrence is 
outside of the system. However, the arrival of a customer for service impinges on the 
system, and must be taken into consideration. This encyclopedia entry is concerned 
with discrete-event simulation models. These are contrasted with other types of 
models such as mathematical models, descriptive models, statistical models, and 
input-output models. A discrete-event model attempts to represent the components of 
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a system and their interactions to such an extent that the objectives of the study are 
met. Most mathematical, statistical, and input-output models represent a system's 
inputs and outputs explicitly, but represent the internals of the model with 
mathematical or statistical relationships. 

Discrete-event simulation models include a detailed representation of the actual 
internals. Discrete-event models are dynamic, i.e., the passage of time plays a crucial 
role. Most mathematical and statistical models are static in that they represent a 
system at a fixed point in time. Consider the annual budget of a firm. This budget 
resides in a spreadsheet. Changes can be made in the budget and the spreadsheet can 
be recalculated, but the passage of time is usually not a critical issue. Further 
comments will be made about discrete-event models after several additional concepts 
are presented. The system state variables are the collection of all information needed 
to define what is happening within the system to a sufficient level (i.e., to attain the 
desired output) at a given point in time. The determination of system state variables is 
a function of the purposes of the investigation, so what may be the system state 
variables in one case may not be the same in another case even though the physical 
system is the same. Determining the system state variables is as much an art as a 
science. 

An entity represents an object that requires explicit definition. An entity can be 
dynamic in that it "moves" through the system, or it can be static in that it serves other 
entities. In the example, the customer is a dynamic entity, whereas the bank teller is a 
static entity. An entity may have attributes that pertain to that entity alone. Thus, 
attributes should be considered as local values. However, if the time in the system for 
all parts is of concern, the attribute of color may not be of importance. 

3.2 Steps in a Simulation 

Here a set of steps to guide a model builder in a simulation study has been written. 
1. Problem formulation: Every simulation study begins with a statement of the 

problem. 
2. Setting of objectives and overall project plan: The objectives indicate the 

questions that are to be answered by the simulation study. The project plan should 
include a statement of the various scenarios that will be investigated. The plans for the 
study should be indicated in terms of time that will be required, personnel that will be 
used, and hardware and software requirements if the client wants to run the model and 
conduct the analysis, stages in the investigation, output at each stage, cost of the study 
and billing procedures, if any. 

3. Model conceptualization: The real-world system under investigation is 
abstracted by a conceptual model, a series of mathematical and logical relationships 
concerning the components and the structure of the system. It is recommended that 
modeling begin simply and that the model grow until a model of appropriate 
complexity has been developed. 

4. Data collection: Shortly after the proposal is "accepted" a schedule of data 
requirements should be submitted to the client. In the best of circumstances, the client 
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has been collecting the kind of data needed in the format required, and can submit 
these data to the simulation analyst in electronic format. 

5. Model translation: The conceptual model constructed in Step 3 is coded into a 
computer recognizable form, an operational model. 

6. Verified: Verification concerns the operational model. Is it performing properly? 
Even with small textbook sized models, it is quite possible that they have verification 
difficulties. 

7. Validated: Validation is the determination that the conceptual model is an 
accurate representation of the real system. Can the model be substituted for the real 
system for the purposes of experimentation? 

8. Experimental design: For each scenario that is to be simulated, decisions need to 
be made concerning the length of the simulation run, the number of runs (also called 
replications), and the manner of initialization, as required. 

4 Data Mining 

Data mining refers to the analysis of the large quantities of data that are stored in 
computers. Data mining has been called exploratory data analysis, among other 
things. Masses of data generated from cash registers, from scanning, from topic 
specific databases throughout the company, are explored, analyzed, reduced, and 
reused. Searches are performed across different models proposed for predicting sales, 
marketing response, and profit. Classical statistical approaches are fundamental to 
data mining. Automated AI methods are also used. However, systematic exploration 
through classical statistical methods is still the basis of data mining.  

Data mining requires identification of a problem, along with collection of data that 
can lead to better understanding and computer models to provide statistical or other 
means of analysis. This may be supported by visualization tools, that display data, or 
through fundamental statistical analysis, such as correlation analysis. 

Data mining can be achieved by Association, Classification, Clustering, 
Predictions, Sequential Patterns, and Similar Time Sequences. In Association, the 
relationship of a particular item in a data transaction on other items in the same 
transaction is used to predict patterns. 

In Classification, the methods are intended for learning different functions that map 
each item of the selected data into one of a predefined set of classes. Given the set of 
predefined classes, a number of attributes, and a “learning (or training) set,” the 
classification methods can automatically predict the class of other unclassified data of 
the learning set. Two key research problems related to classification results are the 
evaluation of misclassification and prediction power. Decision Trees are considered to 
be one of the most popular approaches for representing classifiers. 

Cluster analysis takes ungrouped data and uses automatic techniques to put this 
data into groups. Clustering is unsupervised, and does not require a learning set. It 
shares a common methodological ground with Classification. In other words, most of 
the mathematical models mentioned earlier in regards to Classification can be applied 
to Cluster Analysis as well. 
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Prediction analysis is related to regression techniques. The key idea of prediction 
analysis is to discover the relationship between the dependent and independent 
variables, the relationship between the independent variables (one versus another, one 
versus the rest, and so on). 

Sequential Pattern analysis seeks to find similar patterns in data transaction over a 
business period. These patterns can be used by business analysts to identify 
relationships among data. As an extension of Sequential Patterns, Similar Time 
Sequences are applied to discover sequences similar to a known sequence over both 
past and current business periods. In the data mining stage, several similar sequences 
can be studied to identify future trends in transaction development. This approach is 
useful in dealing with databases that have time-series characteristics. 

Association rules are basic data mining tools for initial data exploration usually 
applied to large data sets, seeking to identify the most common groups of items 
occurring together. An association rule is an expression of X → Y, where X is a set of 
items, and Y is a single item. Association rule methods are an initial data exploration 
approach that is often applied to extremely large data set. Association rules mining 
provide valuable information in assessing significant correlations. They have been 
applied to a variety of fields, to include medicine and medical insurance fraud 
detection. 

5 Proposed Approach 

5.1 The Problem 

Typically, the output of a large number of simulations is reduced to one or two 
summary statistics, such as sample moments. While such summarization is useful, it 
overlooks a vast amount of additional information that might be revealed by 
examining patterns of behavior that emerge at lower levels. In this paper, we propose 
an approach to interpreting simulation results that involves the use of so-called data 
mining techniques to identify the ontology hidden in results. 

In order to provide the purpose of simulation, we assumed that all the steps of 
simulation process have been run properly. This assumption assures that the output 
data which is the resource of the data mining process is valid without any doubt about 
incorrectness of data. Thus, there has been significant effort in developing 
sophisticated output analysis procedures. 

The ability of a data mining technique to extract repeating functional structures and 
data flows is the first essential step to reduce exploration, save development time, and 
re-use simulation software components. Such a tool must reveal the relationships and 
hierarchies of data that allow event-based simulations to interact. Knowledge 
discovery is useful across the simulation modeling and analysis lifecycle, particularly 
in the problem analysis and conceptual model design phases. 

Care is taken that the data are independent and identically distributed (i.i.d.) with a 
normal distribution, but the output data from simulations are often not i.i.d. normal. 
Simulation models are built with the intent of studying the behavior of the real system 
represented by the model. However, a simulation model generates random outputs; 
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thus, the data generated by it can only be used to estimate the true measure of 
performance. Researchers need to find the right combination of the input parameters. 

In the proposed approach introduced later, we have tried to use output data directly 
in data mining process. But the input data has sufficient influence on quality of 
analysis results. 

5.2 Proposed Approach Details 

In our proposed approach a main phase has been assumed. The phase adds data 
mining techniques to the data retrieved from simulation model after enough 
executions. Care is taken that the data are prepared before data mining techniques 
operated on them and the techniques are used according to the relations found in data 
preparation. The remainder of this section describes about the mentioned phase in 
details. 

As mentioned before in simulation section of this paper, although input data is i.i.d 
but output data is not. In fact output data is dependant to each other. As an example, 
consider waiting time of each customer in a queue system1. When waiting time of a 
customer increases then the waiting time of next one will be increased too 
undoubtedly. 

In other hand the input parameters are completely independent to each other. For 
an instance enter arrival times of customers are identity independent. This means that 
when a customer enters the system, his or her arrival to the system does not depend on 
the previous customer. In other words there are some relations between output 
parameters and between outputs and input ones. 

In a queue system the time each customer starts his or her service can be get as 
follows, the time which previous customer finished the service is compared to the 
time which current customer entered to the system, then the greater one is assigned to 
the time of starting service for current customer. It is clear that such relations can be 
easily found for every variable in simulation output. Some of these variables and their 
relations with each other and with input parameters are depicted in table 1. 

Analyzer firstly finds all of such relations. These relations can be discovered by 
studying more and more the system according to what has be done on the first, second 
and third steps of the simulation process. These steps help analyzer to understand the 
system and its objectives well. Then data mining techniques are ran on output 
simulation. The first stage of the data mining process is to select the related data from 
many available outputs to correctly describe a given problem. There are at least three 
issues to be considered in the data selection. The first issue is to set up a concise and 
clear description of the problem. The second issue would be to identify the relevant 
data for the problem description. The third issue is that selected variables for the 
relevant data should be independent of each other.  

In a discrete event simulation result generally just quantitative data appears. 
Quantitative data can be readily represented by some kind of probability distribution. 
A probability distribution describes how the data is dispersed and shaped. 

                                                           
1 Additional information on these topics is available from [2]. 
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Data processing is the first step which consists of several sub steps. The purpose of 
data preprocessing is to clean selected data for better quality. One of the advantages 
of using output simulation is that selected data has the same format. Redundant data 
are the same information recorded in several different ways. By aggregating data, data 
dimensions are reduced to obtain aggregated information. An aggregated data set has 
a small volume while the information is not disappeared. Another technique useful 
here is transforming. This technique groups the data and assigns the appropriate 
category in terms of a string, such as a flag type for income (low, middle, high). 

According to the problem definition, important variables are determined among 
output simulation variables. 

Then cluster analysis of the data is usually applied. If the task is to group data, and 
the groups are given, discriminant analysis might be appropriate. If the purpose is 
estimation, regression is appropriate if the data is continuous (and logistic regression 
if not). Care is taken that clustering is done in a way that each cluster has the most 
similarities between its members and the least similarities between other cluster 
members. The mentioned similarities are determined according to the properties of 
the problem and objectives of simulation. The next step is to classify. The 
classification methods which can automatically predict the class of other unclassified 
data of the learning set. Two key research problems related to classification results are 
the evaluation of misclassification and prediction power. Both of these fields are 
useful in simulation results analysis. 

The next section describes the proposed approach implementation on a supply 
chain system. This simulation introduced optimal decision into performance 
measurement of supply chain, and evaluated ordering policy with the performance 
measurement simulation model. 

6 Experiments 

6.1 Supply Chain Concepts 

A supply chain is a network of facilities and distribution options that performs the 
following functions; the procurement of materials, transformation of these materials 
into intermediate and finished products; distribution of these finished products to 
customers. Supply chain management is a strategy through which the integration of 
these different functions can be achieved [4]. 

In recent years, multi-site production planning has emerged as one of the most 
challenging problems in industry. As a consequence, the focus in production planning 
and scheduling is shifting from the management of plant specific operations to a 
holistic view of the various logistics and production stages, i.e. an approach in which 
suppliers, production plants, and customers are considered as constituents of an 
integrated network. A supply chain consists of all parties involved, directly or 
indirectly, in fulfilling a customer request. The supply chain not only includes the 
manufacturer and the suppliers, but also transporters, warehouses, retailers, and 
customers themselves. Within each organization, such as a manufacturer, the supply 
chain includes all functions involved in receiving and filling a customer request. 
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Thus, supply chain management can be regarded as the process of managing 
transactions and orders between the various stages involved. 

Performance measurements supposed to be considered in simulation can act as a 
support for supply chain decision making (strategic, tactical and operational): rapid 
responses, collaborative planning, aggregated planning, forecasting demand, 
subcontracting third parties, etc. 

6.2 Supply Chain Simulation 

There are several reasons to simulate the supply chain. It could prove impossible or 
costly to observe certain processes in a real supply chain, for instance, sales in 
forthcoming years, etc. A supply chain can be too complex to describe it as 
mathematical equations. Even if a mathematical model was formulated, it could be 
too complex to obtain a solution by means of analytical techniques. It is feasible to 
study changes in a supply chain in a model and/or to verify analytical solutions. 
Supply chain simulation can provide a valuable idea about the most important 
variables and how they interact. It can also be used to experiment with new situations 
about which little or no information is available, and to check new policies and 
decision rules before risking experiments with the real supply chain. 

Simulation is widely used in practice, as it does not require sophisticated 
mathematics. Simulation may offer an idea about the causes and effects of supply 
chain performance. What inputs significantly affect what outputs? Simulation can 
help understand causality, and it is a methodology that might not treat a supply chain 
as a black box. 

Below there is a list of the different objectives indicated for simulation run here: 

• Generating supply chain knowledge. 
• Reproducing and testing different decision-based alternatives. Determining a 

policy for ordering without interrupting the real supply chain. The ordering 
strategy has to be done according to the costumers' requirements. 

The remainder of this paper defines supply chain simulation procedures and results. 
Consider the scenario of supply chain industry discussed here as follows: "A retailer 
who has to sell the products to the customers and buy the needed products from 
distributers, is the central part of studied supply chain. The goal here is to minimize 
retailer's loss. The loss can be known as the value of products requested by customers 
but the retailer's warehouse is lack of the product. To do this analyzer had better focus 
on ordering planning. 

The first procedure to be carried out refers to understanding mentioned industry’s 
characteristics, as well as the supply chain’s business and planning processes. There 
are 20 products in the retailer's industry. The rate of customers' requests of each 
product is one of the following distributions: N (µ, σ), UNIF (α, β). The values of 
parameters of distributions are selected randomly as follows, µ is between 1.5 and 2.5, 
σ is between 0.3 and 1.3, α is 0.1 to 7 and β is selected from 11 to 35. The unit of time 
for these distributions is minute. The rate of retailer's orders for each product is one of 
the POIS (µ) or UNIF (α, β). Here µ is between 30 and 45, α is 5 to 15 and β is 
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selected from 20 to 50. The unit of time for these distributions is day that means the 
time interval between two orders. Each product has a rank that shows its value for 
retailer. The more profit he gains by selling product the greater rank that product be 
gotten. This concept will be used in performance measurement of industry. The 
amount of orders is determined according to the maximum size of the warehouse. The 
retailer first checks the inventory and then orders number of products that fills the 
warehouse. 

We assumed that order delivery is zero that means that retailer receives orders 
immediately after his ordering. Furthermore the logistic costs are ignored. These 
assumptions are considered to simplify the simulation. Simulation is run for two 
months. 

Table 1 presents the simulation results of mentioned scenario of retailer. The 
output is summarized for four products. The initialization of simulation is as follows, 
the warehouse is full and no order has been produced. Some requests are generated 
every day according to the given distributions.  

The inventory of the warehouse decreases while responding to customers' requests. 
The column named days to deliver orders represents the days remained to orders 
received by the retailer. Each day a unit is decreased from this column until it is zero, 
and then the inventory of that product gets full. Care is taken that requests enter at the 
beginning of the day and the orders enter at the end of the day. The average loss of the 
system is 18.75. 

Table 1. Some parts of simulation output of supply chain 
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1 109 163 113 106 18 13 9 25 10 12 9 22 
2 91 150 104 81 21 19 21 21 9 11 8 21 
3 70 131 83 60 10 12 27 22 8 10 7 20 
4 60 119 56 38 26 25 8 19 7 9 6 19 
5 34 94 48 19 17 17 27 22 6 8 5 18 
6 17 77 21 0 9 21 16 11 5 7 4 17 
7 8 56 5 0 12 24 8 27 4 6 3 16 
8 0 32 0 0 9 18 10 11 3 5 2 15 
9 0 14 0 0 12 14 23 22 2 4 1 14 
10 0 0 0 0 15 24 15 27 1 3 0 13 
11 0 0 113 0 15 14 23 26 0 2 7 12 
12 109 0 90 0 20 27 12 14 8 1 6 11 
13 89 0 78 0 27 8 25 19 7 0 5 10 
14 62 163 53 0 8 25 9 17 6 3 4 9 
15 54 138 44 0 13 23 23 10 5 2 3 8 
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6.3 Proposed Approach Implemented on Supply Chain 

The last phase of this simulation is assigned to data mining techniques. In this step we 
have used dependency rules to make the classification more productive. In fact the 
retailer wants to predicate how many of each product will be requested in future, then 
before any loss he will order enough number of products which may surely be 
demanded in future. Therefore some much information about the customers is needed 
to discover their buying pattern. Furthermore some dependencies exist between 
products which indicate that requesting some products is followed by some other 
ones. To gain these dependencies binary activation matrix is used as shown in table 2. 

Table 2. Some parts of simulation output of supply chain 
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1 0 1 0 001110000000 0 0 0 11st Obs. 
0 1 1 0 101001110110 0 1 0 12nd Obs. 
0 1 0 0 000101000110 1 1 1 03rd Obs. 
                    … 

 
After discovering these rules, the decision tree can be produced. Decision tree 

must be produced for all products of the retailer. Then retailer decides precisely about 
the customers' requests. Totally he can change the rate of ordering each product 
according to his prediction about future requests. Table 3 shows the simulation output 
of retailer's industry by changing the ordering rate of products. The output is 
summarized for four products. 

Table 3. Some parts of simulation output of supply chain 

Day Inventory of beginning Customer's Request Days to get orders Inventory of end Loss 

 B
L

-2036 

C
A

-5965 

C
B

-2903 

E
C

-M
092 

B
L

-2036 

C
A

-5965 

C
B

-2903 

E
C

-M
092 

B
L

-2036 

C
A

-5965 

C
B

-2903 

E
C

-M
092 

B
L

-2036 

C
A

-5965 

C
B

-2903 

E
C

-M
092 

B
L

-2036 

C
A

-5965 

C
B

-2903 

E
C

-M
092 

1 109 163 11310618139 25794 8 91 150 104 81 0 0 0 0 
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4 60 119 56 38 26258 19461 5 34 94 48 19 0 0 0 0 
5 34 94 48 19 17172722350 4 17 77 134 0 0 0 0 3 
6 17 77 1340 9 21161124113 8 56 118 0 0 0 0 14 
7 8 56 1180 12248 2713102 0 32 110 0 4 0 3 41 
8 0 32 1100 9 181011029 1 10914 0 0 130 13 52 
9 109 14 0 0 12142322518 0 97 0 0 106 130 36 74 
10 97 0 0 10615241527407 1382 163 113 79 1324 51 74 
11 82 163 11379 15142326386 1267 149 90 53 1324 51 74 
12 67 149 90 53 20271214275 1147 131 78 39 1324 51 74 
13 47 131 78 39 278 2519164 1020 163 53 20 1324 51 74 
14 20 163 53 20 8 259 17053 9 121138 44 3 1324 51 74 
15 121 138 44 3 13232310842 8 118115 21 0 1324 51 81 
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The average loss of system is equal to 13.23 in this simulation run after applying 
second phase of the proposed approach. Such loss will improve the performance of 
the supply chain. 

7 Conclusion 

Thousands of simulation models create large amount of data as output. Analyzer is 
supposed to describe the behavior of the system. Understanding the correlation 
between the simulation input and output parameters is critical to analyzing simulated 
system behavior. We have described some techniques for intelligent analyzing the 
output from a simulation. In the proposed approach firstly we find the relations 
between input parameters and output ones. Therefore in this phase the correlation 
between them and the output data should be determined. Some additional information 
is added to output. Finally the data mining techniques are added to output data. The 
dependency rules are discovered. Output data is classified according to information 
gotten from previous step which qualifies the simulation process well. The 
classification is appeared by decision tree. 

The approach is implemented on a supply chain system by using Arena and SQL 
Analysis Service. The results show improvements on profit of the supply chain that 
dictates the proposed approach. 
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Abstract. The theoretical prospect of Formal specification languages
has been improved during last years. The pragmatic aspects of the formal
methods has been scrutinized especially in the safety-critical systems.
However there still remains a constant fear among industry practitioners
to work with purely theoretical specification methods even though their
software system operates in highly safety-critical applications.

We propose a hands-on approach in order to gradually transform pop-
ular UML 2.0 State Machines (SM) to verifiable Lotos specifications. In
this algorithm the partial logical view of the system ,represented by the
UML 2.0 SM, would be converted to verifiable Basic Lotos specification,
it then may be developed as an executable program to mechanize the
transformation.

1 Introduction

Formal methods have been proved to be an essential technique for specifying
safety-critical systems in which desired properties have to be satisfied by the
software. Formal specification languages provide the capability of constraints
proof by means of mathematical foundations. However from the practical point
of view, developing mathematical models is supposedly an onerous task disregard
of considerable overall benefits obtained by using these models.

On the other hand, Unified Modeling Language (UML) semi-formal diagrams
[1], support practitioners by means of visual conceptual illustrations while they
usually suffer from lack of formality required for specifying sufficiently reliable
systems. Several attempts have been succeeded in bringing formality to the UML
models, like OCL [2], however their widespread formal adoption in the industry
is still arguable. Besides, the verifiability of UML equipped by such methods,
particularly in ultra-reliable systems, yet has to be corroborated.

Conversely we strongly believe that instead of making UML strictly formal
by introducing new tools, exploiting current conventional formal methods is
rather more acceptable in many industrial situations. However the conceptual
visuality earned by UML diagrams should also be taken into account in the
software development processes which are more actively engaged by human.
The solution to this problem is trivial: depute automatic programs to work
with formal methods while human-centric approaches (such as UML) provide
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inputs for these programs. In fact we need to develop specific programs that
receives visual models as inputs and produce corresponding formal specification
as output.

Achieving this goal requires specific algorithms to translate prevalent UML
illustrations, into desired formal specification languages regarding system appli-
cation domains. In this paper we have chosen Lotos formal specification language
as one of the predominant formal methods in order to specify Open Systems In-
terconnection (OSI) architecture [3]. On the other side, we use UML 2.0 State
Machines (SM) [4] as the modeling charts to specify a system behavior, and then
translate them into a Basic form of Lotos specification language in a relatively
straightforward manner.

In the next Section we briefly introduce the Basic Lotos specification language,
then we proceed with presenting the core elements of SM that is important for
a Lotos specification in the Section 3. In the Section 4 we provide our main
approach to transform SMs into Basic Lotos specifications. Needed refinements
on SM to generate a better Lotos specification is presented in the Section 5
following by our conclusion and future works in the Section 6.

2 Basic Lotos

Lotos (Language Of Temporal Ordering Specification) is mainly developed within
International Standards Organization (ISO) for specifying Open Systems Inter-
connection or OSI computer network architecture [3]. Its main features have
been inspired by process algebra [5] in which the process synchronized commu-
nications are described in terms of Calculus of Communicating Systems (CCS)
[6]. Lotos has two basic components: one for control aspects of the system which
is based on CCS, and one for data structures description which is based on ab-
stract data type technique ACT-ONE [7]. In this paper we focus on the control
aspect of the system, which is also called Basic Lotos, and leave the abstract
data type description for future researches.

The constitute element of a Basic Lotos specification is process. A process
itself might involve other processes called subprocess; thus a Lotos specification
describes a system by means of hierarchy of process descriptions [3]. Considerable
strength of Lotos stems from its outstanding process parallelization features
as well as process synchronization [8]. The elementary atomic parts in Lotos
Specifications are events, or generally actions. Actions are the elements by which
processes can be synchronized with each other. In the case that the data is not
exchanged between processes (our focus), the actions and the gates (process
input parameteres) are identical. All possible actions in a system specification
shape the action alphabet of that specification.

A combination of actions assembled by Lotos operators builds behavior expres-
sions. Processes are described in terms of behavior expressions which represent
states of processes. A behavior expression might be combined with other be-
havior expressions and/or actions by Lotos operators to form larger behavior
expressions. To be fitted into the convention standards applied in Lotos context,
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the actions are given lower-case names while behavior expressions are appeared
in upper-case names. For the space sake we are not going to explain each oper-
ator individually, but we will clearly explicate them when we want to describe
the mapping function between them and the corresponding SM notations.

3 UML 2.0 State Machines

We use behavior state machines as our modeling language since it has wider
basic elements to describe the behavior of a system. Thankfully SM possesses
extremely advantageous properties and features that make it an eminently ra-
tional modeling language choice for Lotos specifications:

– As we mentioned in the Section 2, Lotos describes processes in terms of
their states (i.e. behavior expressions) thus we need to a specific modeling
language to show states of processes precisely.

– The main power of Lotos arises from process parallelization and synchro-
nization, therefore its correspondent modeling language requires appropriate
instruments for representing parallelization and synchronization. The former
is satisfied in UML 2.0 SM by using composite states which allows to define
several parallel state machines, and the latter is represented by special choice
or signal pseudostates (See Section 4).

There are also various practical options within a state so that one can define
internal behaviors when system gets into a state (by Entry option), remains in
a state (by Do option) or leaves a state (by Exit option).

4 SM-to-Lotos Transformation

There are several significant steps towards transforming a system model repre-
sented by SM into the Lotos specification. In this Section we demonstrate how
to translate each element of a SM into the corresponding Basic Lotos elements.
For understandability we illustratively present our approach step-by-step on a
well-known simple network example.

Assume a system including two processes, Sender which is aimed to send mes-
sages away to a remote system via an unreliable network channel, and Receiver
that receives messages which have been already sent by Sender and reply to it
by an acknowledge message. Both Sender and Receiver are vulnerable and work
in parallel although synchronously. In other words if Sender does not receive
any acknowledge message from receiver at fixed interval time, it will send the
message again and both Sender and Receiver might crash within any given time
of system execution. An equivalent SM for the Sender is depicted in Figure 1.
The Receiver is not represented here due to the limited space but it is basically
analogs to the shown Sender diagram except that states Sending and Waiting
are substituted by Receiving and Acknowledging states.
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Fig. 1. Network Sender State Machine

4.1 Process Extraction

As the first step it is vital to extract all possible modeled processes from SM.
There may exist broad indications in the SM that point to process entities in the
system. Generally a set of states, which might form a composite state, represents
the condition of a process at a certain time. Hence, this can be a tangible sign
so as to extract processes.

In our example shown in Figure 1, obviously there are two main processes:
Sender and Receiver (Receiver is not shown). This indicates that the Lotos
specification must have two processes which have to be synchronized with each
other.

4.2 Individual Process Description

Before we proceed with the whole system specification, we take a divide-and-
conquer approach. In fact we do not concern about processes composition but
rather we initially offer an individual description for each process. We try to
create a fairly comprehensive description for each extracted process using SM
models. In the following we first present SM equivalents of the main elements
of process description to build process descriptions, i.e. actions and behavior
expressions. Then the operators that are applicable to combine the actions and
behavior expressions would be provided to form a single process description.
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Actions and Behavior Expressions. Generally the states within a behavior
state machine represent an activity or behavior of a process [9]. This properly
signifies that a state in SM is simply mapped to a behavior expression in Lotos
descriptions. Additionally the transition between two states is taken place when
the specified written event on the transition occurs and that means the events
on transitions are equivalent to actions in Lotos specifications. Consequently
the composite states which includes other behavior expressions or actions are
transformed into appropriate behavior expressions. If a state is a simple state,
i.e. it is undividable to other expressions or actions, then a simple action with
similar name is added to the actions alphabet. For example in Figure 1 Ready,
Sending or Waiting simple states are behaviors of the Sender process and the
initiate, request and send are corresponding events or actions. Please note that
there might be also some internal behaviors for a single state. In this case a sub-
process would be created to represent the internal behaviors of equivalent state;
thus the remaining portion of process extraction step may be followed when the
system becomes more expanded.

The Action Prefix Operator. The action prefix operator shown as ’;’ in Lo-
tos, expresses the sequential combination of actions before a behavior expression.
This operator is represented in SM by the sequential transitions (actions) before
states (behavior expressions). In Figure 1 the initiate event is before Sending
state so a possible behavior expression which shows initiate prefixes READY
state is: initiate;READY

Choice Operator. One of the principal features of Basic Lotos is the choice
operator shown as ’[]’ which indicates a non-deterministic selection between
its two operands. Two leaving transitions with the same source state as well
as identical guards or conditions on the transitions, can be transformed into
a choice operator in Lotos with two target states as two choice operands. For
instance two outgoing transitions request and crash leaving the Ready state and
get into Sending and Crashed states respectively, are translated into Lotos as
follows:

initiate;READY;SENDING
[]
initiate;READY;CRASHED

4.3 Process Termination

There are two pseudostate symbols within a state machine indicating a termina-
tion: Final pseudostate and Abort pseudostate. Thankfully Lotos supports two
kinds of process termination as well: exit and stop; the former implies a suc-
cessful process termination and the latter denotes an unsuccessful or a deadlock
termination. In our sample Sender can whether receives an acknowledgment and
successfully terminates (shown as a filled circle with a ring around) or it can stop
working if an unrepairable crash occurs (shown as a circle with cross-lines in the
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middle). We can simply translate SM into the correspondent Lotos expression
as below:

initiate;ready;crash;abort;stop
[]
initiate;ready;request;sending;send;exit

4.4 Process Composition

After finding how to describe an individual process, we should compose these
processes (or behavior expressions) to form larger process specifications. There
are principal operators in Lotos for process composition.

Enabling Composition. The enable operator, displayed by ’>>’ in Lotos has
fairly the same semantic as prefix operator (Section 4.2); except that it is applied
to illustrate two behavior expressions (or processes) sequential composition. For
example Receiver can be enabled by process Sender; thus we have in Lotos:
SENDER >> RECEIVER

Disabling Composition. Lotos has a special operator to specify how one
behavior interrupts another behavior which is called Disable operator and shown
as ’[>’. To find the comparable notations in the SM, we should semantically find
a situation in which a state machine might be interrupted by another process. If
for every state of a state machine (process) there is an outgoing transition to a
single state (whether simple or composite), it can be mentioned that the process
is interrupted by that state showing the behavior of an intervening process. In
Figure 1 crash state is the state whose incoming transitions are originated from
all other states; therefore the corresponding Lotos expression might be as:

initiate;ready;request;sending;send;exit
[>
crash;stop

Interleaving Operator. The interleaving operator displayed by ’|||’ allows the
first operand to alternate its actions or behavior expressions with the second
one. SM composite states provide a matching visual concept with interleaving
operator: the substate machines within a composite state in several different re-
gions can be executed simultaneously and independently. In other words states
within various regions can be interleaved while the composite state machine is
executing. This approach can be followed for two or more different processes, as
well. In our example assuming the Receiver as a separate process with an iden-
tical SM as the Sender, the interleaved execution of them leads to the following
Lotos program:

request;SENDING ||| receive;RECEIVING
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Synchronization. There is not only the process parallelism of importance but
it is also crucial to synchronize processes with shared events or actions. Synchro-
nization operator displayed by ’||’ synchronizes its two operands with the action
appeared between two vertical lines. In other words two operand processes are
interleaved but the process which has reached to the synchronized action earlier
than the other process, has to wait until the second process reach to the synchro-
nization state. If there is no any actions between two synchronization symbol
lines it means that all events occurred in two behavior expression operands have
to be synchronized, otherwise they have to be synchronized with only determined
actions (In this case the synchronization operator is shown as ’|[...]|’ within the
shared actions between two brackets).

SM synchronization equivalent is relatively more complex than aforemen-
tioned operators. A synchronization between two processes is appeared in the
SM when there is firstly at least one (or more) shared event(s) between two pro-
cesses and secondly a transition in one process may not be enabled unless the
same event in the other process has occurred. This situation is modeled in SM
by a combination of notations. There are two pseudostates in SM demonstrating
signal exchanges between processes: send and receive signal pseudostates. They
are often followed by conditional transitions that are regularly represented by
choice pseudostates (not to be mistaken by choice operand in Lotos -See Sec-
tion 4.2). For instance in the Figure 1, the Sender has to be synchronized with the
Receiver in the acknowledge event. A receive pseudostate followed by the choice
pseudostate represents this synchronization. The equivalent Lotos expression is
as follows:

initiate;ready;sending;acknowledge;exit
|[acknowledge]|
initiate;ready;receiving;acknowledge;exit

Sometimes a synchronization is modeled with a conditional transition as well as
a waiting state; although the waiting state can be eliminated.

Full Lotos specification of the Sender process is as follows:

Process Sender : exit :=
initiate;READY;SENDING;WAITING;exit
[> (
crashed; (
recover;READY
[]
abort;stop
))
endproc

5 State Machine Refinement

Lotos specifications have very distinctive features which specify the process in-
teractions by means of parallelism and synchronization. Consequently there may
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not be possible to transform any UML 2.0 State Machines into a Lotos specifica-
tion, we still require some particular refinements in order to make SMs directly
interpretable in terms of Lotos. According to above transformation algorithm
we strongly recommend to undergo the following refinements on SM to have a
much more validated specification:

1. Try to create a separate SM for each process within your system.
2. Find specific events within your system that are the share points of your

processes, i.e. they synchronize with each other on that events. Represent
these points in every involved state machine with send/receive signal nota-
tions and identical names as well as a choice pseudostate. A waiting state is
an alternative notation for signal pseudostates.

3. Specify successful/unsuccessful points of processes termination. Use final and
abort pseudostate notations respectively to model them.

4. Determine the prohibitive behaviors for each process and model them by
inserting an outgoing transition for every state of the process to a single
destination state.

6 Conclusion and Future Works

A quite straightforward algorithm is proposed in this paper so that the system
specification is translated from UML 2.0 State Machines into Basic Lotos formal
specifications. Lotos specification then can be comprehensively verified, validated
and evaluated using favored toolboxes like CADP1.

The idea of transforming SM into Lotos is relatively new but not original
as within [10] authors present a model transformation applied in the automo-
tive industries. Lotos is used in [11] to give a semantic model for compositional
UML state charts. Compare to our work, in some aspects it seems more inclu-
sive, because we try to cover the essential elements of Lotos specification like
process compositions (i.e. enabling, disabling, interleaving and synchronization
operators- see Section 4.4). Moreover our presented algorithm is elaborately de-
signed in such a way that could be straightforwardly developed as a program in
order to mechanize transforming SM to Lotos specifications. We hope to exper-
iment the transformation algorithm with a practical real-world problem called
Flight Computer Warning (FCW) whose corresponding Lotos specification has
been already produced in [12]. This allows us to compare our generated Lotos
specification with the original one; but before, we have to seek for a broadly sim-
ilar approach to embed the data abstract specification into modeling language.
Therefore it might be essential to deliberate on other UML 2.0 commercially
desired diagrams in order to support the state machine models.
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Abstract. Nowadays, there is a real trend to personalize mediation systems to 
improve user satisfaction. The mediator answers should be adapted to the user 
needs and preferences. In this paper, we propose a solution for this problem. 
Our solution is based on models for users and data sources. These models are 
used to perform a content matching and a quality matching between user profile 
and data sources profiles. The objective of matching is to rank sources 
according to user preferences and needs, and to select the most relevant ones. 
Our solution for personalizing data source selection provides the mediator with 
a set of relevant data sources. These are then involved in the rewriting process 
to give more satisfying response. By reducing the number of integrated data 
sources, the mediator performances are also optimized.  

Keywords: Personalization, User profile, Mediation systems, Source selection. 

1 Introduction 

With the phenomenal increase of available data, their disparity, and their 
heterogeneity, mediation systems [1] are emerging as a solution to provide an 
efficient and uniform access to multiple autonomous and heterogeneous data sources. 
Unfortunately, with a huge number of heterogeneous data sources, especially in the 
context of the Web, a user query addressed to the mediator, takes a lot of time to be 
executed. Moreover, the mediator responses lead to an informational overload. So, the 
user spends significant time to distinguish between relevant information from 
secondary one or even from noise. Another limitation is the inability of the system to 
distinguish between users having different preferences and needs and to deliver 
relevant results according to user profiles. Thus, a fundamental aspect of user 
interaction in mediation systems is user satisfaction. This is clearly mentioned by 
industry reports who stress that although data integration initiatives succeed in 
achieving a common technology platform, they are rejected by the user communities 
due to the information overload or the presence of poor data quality [2]. To insure 
user satisfaction, mediation systems should give personalized responses that meet the 
user needs and respect his quality requirements. In this paper, we present our solution 
for increasing user satisfaction in mediation systems. It’s a personalization process 
based on user modeling, data source modeling and data source selection. User 
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modeling gives to the system a structured knowledge about the user interests and 
preferences. Data source modeling provides a common description of candidate data 
sources. Finally, data source selection returns the most relevant data sources that 
respect both user interests and quality preferences.  

The reminder of this paper is structured as follows. In section 2, we present how 
we model users through a user profile. Section 3 gives our source profile. Section 4 
explains how we rank and select relevant sources according to user interests and 
quality preferences. In section 5, we present some related works. We conclude in 
section 6.  

2 User Modeling  

Providing personalized responses to users requires accurate modeling of their 
interests, goals and preferences. User modeling is thus a key issue in personalizing 
mediation systems. A user model, also called user profile is a knowledge source 
which contains explicit assumptions on all aspects of the user that may be relevant for 
the dialogue behavior of the system [3]. Several approaches for user modeling exist 
depending on the nature of the application and the system goals [4][5]. We propose a 
generic and multi-dimensional profile that could be used in a large variety of domains 
and applications. Furthermore, the genericity of our model ensure cross domain 
mediation of user profiles [6]. In the following we present the organization of our user 
profile. We focus on two elements, which are user interests and user quality 
preferences. User interests help in content source selection. In the other hand, user 
quality preferences are used to perform a quality aware source selection and ranking. 
For more details about the proposed user profile, refer to [7]. 

2.1 User Profile Organization 

We organize the user profile in two entities: the persistent profile and the session 
profile.  

Persistent profile contains general characteristics of a user which don't change for 
a long period. It includes five dimensions: the personal identity (name, age, address, 
etc); the domains of interest which group all attributes and preferences related to the 
general information needs of a given user; the general expected quality; the security 
data and the interaction history. This persistent profile is used in constructing user 
communities which is a key issue for mediation systems providing recommendation 
and collaborative filtering services [8].  

Session profile is a short term profile describing the user during one session. It 
represents a particular instance of the persistent profile. The session profile contains 
four dimensions: the user context which informs about the location, time, used 
devices, etc; the user goals which relates to the specific user domains of interest 
during a particular session; the user quality preferences that covers required quality 
parameters and values in the current session. The session profile helps to catch the 
evolution of user characteristics and needs through multiple sessions. This is 
necessary in updating the knowledge about the user and adapting the system behavior.   
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To build our user profile, we adopt an explicit approach where users describe their 
goals, preferences, security parameters and quality requirements through an 
interactive interface. Then, we update the profile through learning techniques. In the 
literature, there are three approaches of profile learning methods which are the 
Bayesian Networks [9], the Case Base Reasoning (CBR) [10] and data mining 
techniques such as Clustering [11]. We will not discuss these update mechanisms 
since it is not the scope of this paper. In addition, in the reminder of this paper, we 
consider only the session profile.  

2.2 User Goals Representation  

During an interaction session, user queries revolve around a single objective, for 
example organizing a holiday in Morocco. This objective is declined into multiple 
goals. Each goal represents a domain of interest related to that objective such as 
transport, dinning, entertainment, cultural activities, monuments etc. It is obvious that 
users may have different preferences concerning the importance of goals. For 
example, User A is more interested on entertainments than cultural activities; he also 
does not care about monuments. We represent these preferences through weights 
which are numerical values entered directly by the user.  

To formalize the user goals dimension, several approaches have been proposed in 
the literature, in particular ontologies and vectors. Ontologies depend on the 
application domain [12]. Furthermore, in the context of mediation, integrated sources 
may have different ontologies. To take advantage from this semantic representation, 
user goals ontology and all sources ontologies requires alignment.  This is a hard task 
especially in the context of the web. Since we propose a user model that could be used 
in a large variety of domains, it is clear that the model of the ontology does not meet 
our expectations. We adopt the vector model [13]. So the user goals dimension is a 
weighted vector of key words, where key words are user goals (domains of interests 
during the session), and weights reflects user preferences. For convenience to 
theoretical studies, we consider for the weights, a range of [0,1]. In reality, user 
preferences are normalized according to a given scale so that the user preferences are 
values into [0,1]. For example, the user could choose his preferences via a slider into 
the user interface. The slide position is then transformed to the corresponding value.   

The user goals dimension is given by definition 1.  

Definition 1. The user goals of a user Ui is a weighted vector of key words given by: 
UG(Ui)=(tui1,wui1; tui2,wui2;....tuin,wuin); where tuij are key words and wuij  their 
respective weights.  

Using this formalism, let’s give bellow the user goals vectors UG(Ui) of  two 
different user profiles. User 1(U1) is participating to a conference hold in Morocco 
and User 2(U2) is a student invited by a friend. The objective of both users is the 
same: Preparing a holiday in Morocco, but their needs, their interests and preferences 
are different:  

-UG(U1) (transport, 0.9; accommodation, 0.6; restaurants, 0.7; conference, 0.8) 
-UG(U2)  (transport , 0.7; entertainment , 0.9; monuments , 0.5; conference , 0.3) 
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2.3 User Quality Preferences 

In mediation systems, user satisfaction depends on the quality of returned responses. 
Since mediation systems combine responses from different integrated data sources, 
the quality of the final response relies on the quality of the involved sources. 
Consequently, we believe that indicating the user quality preferences among data 
sources in the user profile makes the personalization process more accurate. The user 
quality preferences dimension is the aggregation of multiple quality criteria, such as 
accuracy, popularity, completeness, freshness, etc. [14]. For more details about these 
criteria, refer to section 3. To build this dimension, we propose a model where the 
user chooses his desired quality criteria from a global list in each session. Then, he 
gives a ranking of these criteria from the most important one to the less important 
using weights. Weighting quality criteria helps the system to emphasize the priority of 
the quality criterion to satisfy. After, he states his desired values for each criterion. 
Usually, user preferences values are expressed with a numerical score in an 
appropriate scale, a percentage, words like "good", "bad", etc. or even a predicate 
(e.g., He prefer sources having recent documents than those published before 2004). 
In this case, the user expresses his preference about the freshness of the source. To 
simplify our model, we suppose that the user states required preferences either by 
putting a score directly or by a slider on an appropriate scale. The position of the slide 
gives the corresponding score.  

The user quality preferences dimension is formalized by definition 2. 

Definition 2. The user quality preferences of a user Ui is a vector given by: 
UQP(Ui)=(qui1,wui1, vui1; qui2,wui2,vui2;....quin,wuin, vuin); where quij are quality 
criteria, wuij  their respective weights and vuij their desired values.  

An example of user quality preferences is given in section 4. 

3 Source Modeling  

Data sources in mediation systems are heterogeneous, distributed and autonomous. To 
describe them, local schemas and ontologies are generally used. But these 
descriptions are not sufficient to give details about the content and the quality criteria 
of the integrated data sources. For this reason, we refine the sources description by 
building a source profile. The source profile contains a variety of information 
including source location, identity, owner, content, quality criteria and so on, which 
helps in the source selection process. In the following, we present our source profile 
and we focus on the dimensions describing the content and the quality of the source.  

3.1 Source Profile Organization 

The source profile we propose is generic and multidimensional. It can be used in a 
variety of application domains. We adopt the same multidimensional representation 
used for the user profile. Our objective by doing so is to perform the matching 
between the source profile and the user profile. A brief description of our source 
profile dimensions is given bellow.  
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Source identity describes the source identity with the following attributes: Id, 
name, URL, port, owner, size, principal languages and principle types of content.  

Source content represents the most important topics treated by the sources. This 
information is available in the form of key words or concepts.  

Source ontology represents the concepts used in the data source and describes the 
semantic relationship between them. This dimension is used by the mediator to insure 
the semantic interoperability during the rewriting processing [15].  

Source quality describes the main quality characteristics of the source in terms of 
quality criteria such as freshness, popularity, response time, etc.   

In the following we give our formalism for source content dimension and more 
details about the source quality characteristics. We present some quality criteria and 
define metrics to measure their values.  

3.2 Source Content Dimension 

To represent the source content dimension, we use the same formalism than the user 
goals of the user profile. This is necessary to perform content matching between the 
source profile and the user profile. So, the source content dimension of the source 
profile is represented by a weighted vector of key words or concepts. The concepts 
are extracted from the source ontology if it exists or through an indexing method. The 
weights of the terms (key words or concepts) are calculated using the well known 
Tf*IDf schema explained in the vector model of Salton [13]. Tf is the term frequency 
which represents the occurrence of the term in a given document; IDf is the inverse 
document frequency which represents the relative frequency of occurrence of the term 
in a corpus of documents. For example, consider a source containing 100 documents, 
20 of them contains the concept trip. To calculate the weight of the concept trip, we 
suppose that all documents containing that term compose one big document. With this 
assumption, we are able to calculate Tf among this big document and IDf among the 
other documents in the source. The weight of the concept trip is the product Tf*IDf. 
This statistical measure characterizes the importance of the concept in the data source. 
It is widely used in information retrieval and text mining domains. Using this 
formalism, we give in definition 3 the source content dimension of the source profile. 

Definition 3. The source content SC(Si) of the source Si is a weighted vector of 
concepts given by: SC(Si)=(csi1,wsi1; csi2,wsi2;....csin,wsin), where csij represents the 
concepts and wsij their respective weights.  

3.3 Source Quality Dimension 

We define the source quality dimension as the main quality criteria that make a 
significant difference between data sources. In the next, we focus on four information 
quality metrics which are reputation, freshness, completeness and time of response.  

 
Reputation 
Reputation, also called popularity, means the degree to which a source is in high 
standing [16]. Reputation of a source is related to several factors depending on the 
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user context: (i) the quality and quantity of information and documents in the source; 
(ii) the authority and credibility of the source owner (e.g., an official data source has a 
higher reputation than a wiki web site); (iii) the quality of service including time of 
response, cost and security parameters. Indeed, a source having a good response time 
and a lower cost is more appreciated by the users.  

Source reputation depends on the user judgment according to his context. It’s a 
highly subjective criterion. For this reason, we consider that the reputation of a source 
S expressed by a user U is measured by a score from 1(bad reputation) to 5 (very high 
reputation). In the following, we denote this score by Reputation_Score(U,S).  

We need now to measure the reputation of a source S. For this purpose, we define a 
metric called Global_Reputation_Score which is the average of all Reputation_Scores 
expressed by a set of users U={U1, U2…Un}. The Global_Reputation_Score is 
computed using formula 1. 

     Global_Reputation_Score(S)  =  E[ ∑ Reputation_Score(Ui, S)/n ] 1             (1) 

Freshness  
There are various definitions of source freshness in the literature, as well as different 
metrics to measure it. Peralta [17] Gives a state of the art of these definitions and 
presents taxonomy of metrics to measure it depending on the application domain. For 
example, in data warehouse systems, one of the metrics used to measure source 
freshness is currency [18]. Currency reflects the degree of change between data 
extracted and returned to the user and data stored in the source. In our model, we 
consider that freshness refers to the age of information in the source and the update of 
its content. To measure this factor, we use the timeliness factor [14], which expresses 
how old is data in the source since its creation or update. This factor is bounded with 
the update frequency of the source. We define a metric called Timeliness_Score which 
measures the time elapsed since data was updated. For example, a 
"Timeliness_Score=2 years" means that the source contains documents updated 2 
years ago. We also suppose that sources give the Timeliness_Score as a meta-data in 
their descriptions.  
 

Completeness 
Completeness is the extent to which data is not missing and are of sufficient breadth, 
depth, and scope for the task at hand [16]. In other words, it expresses the degree to 
which all documents relevant to a domain have been recorded in the source. 
Completeness of a source is also called in the literature: coverage, scope, granularity, 
comprehensiveness and density. For example, a specialized web site is more complete 
than a non specialized one. We measure completeness using sampling queries which 
estimate the coverage of a source regarding some specific topic. We define a metric 
called Completeness_Score which represents the percentage of relevant documents 
returned by the source S out of the size of this source. Completeness_Score is given 
by formula 2, Where Size(S) is the number of documents stored in S and Size(D) is the 
number of documents that answer the sample queries.  
 

                      Completeness_Score(S) =  S (D)S (S) 100                                      (2) 
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Time of response  
Time of response is the time that a source takes to answer a given query. It is 
calculated in seconds. Time of response could be very high if the source is saturated 
or doesn’t have the capability to answer the query [19]. In this paper, we suppose that 
all sources could answer all queries so that the problem of source capabilities is 
resolved. Consequently, the time of response depends only on the communication 
process with the source. We use sample queries to determine this factor. Let SQ= 
{SQ1, SQ2,…,SQk} be the set of sample queries. For each sample query SQi, we 
measure the time of response denoted Query_Time_of_Response. The Time of 
Response of the source S is then computed as the maximum of all 
Query_Time_of_Responses using formula 3. 
 
             Time_of_Response(S) = max (Query_Time_of_Response(SQ ))                     (3) 
 
More quality factors exist in the literature [20]. For example, understandability, 
credibility, precision, correctness, etc. All these factors could be added in our model 
easily. The user then chooses those meeting his quality requirements. In this step of 
work, we think that the defined quality factors are sufficient for a mediator to make a 
quality aware source selection and ranking.  

To illustrate our formalism, we give in table 1 the formal description of the 
dimensions identity, content, and quality for two data sources. Source 1 is the portal 
of the tourism ministry; source 2 is the portal of a tourism agency. Note that values 
are purely illustrative. 

Table 1. Formal description of the dimensions Identity, Content and Quality for two data 
sources 

 Source 1 Source 2 
Identity Id=1, Name , TOURISM Portal 

URL:www.tourisme.gov.ma 
Owner : Moroccan Tourism 

Ministry 

Id=2, Name: Tourism Agency 
URL:http://TAgency.com 
Owner: BestTrip Agency 

Content (Holidays , 0,7; Restaurants , 0.8;   
 Transport , 0.5; Monuments  , 0.4, 

Tourists guides,  0.3) 

(Cities , 0.9; Monuments , O.8;   
 Transport , 0.6;  

Entertainments , 0.4) 
Quality Reputation= 5, Freshness= 1 year, 

Completeness= 70% 
Time of response= 1s 

Reputation= 2, Freshness= 5 
years, Completeness= 20% 

Time of response= 3s 

4 Source Selection 

Let’s remind that in most mediation systems, source selection is done during the 
rewriting process. Once the user submit a query, formulated in terms of mediated 
schema (global schema), the mediator analyses it syntactically and semantically and 
then decomposes it into a set of sub-queries targeted to the appropriate sources. This 
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method gives the same results for the same queries and does not respect user 
preferences. Furthermore, the increasing number of integrated data sources penalizes 
the system performances [19]. Personalizing source selection makes it possible to get 
more accurate responses by integrating only the most relevant sources. To personalize 
the mediator answers, we propose an approach where we select the most relevant 
sources according to the user profile before the rewriting process. Our source 
selection process is based on matching the user profile and the sources profiles. This 
profile matching is done at two levels: (1) A content matching, which finds out the 
relevant sources according to the user needs. It is based on calculating a similarity 
measure between the user goals dimension and the source content dimension; (2) A 
quality matching, which returns the relevant sources according to the user quality 
preferences. It is based on a multi-attribute decision making method. To sum up, our 
approach has two strengths. It helps personalizing the mediator answer, and reduces 
the number of integrated sources by selecting only the most relevant ones. This is an 
important factor to improve the mediator performances [19]. 

4.1 Content Profile Matching 

In this step, we are interested in the user goals UG(Ui) and the source content SC(Sj) 
dimensions. To perform a content matching, we face two major problems. First, UG 
and SC vectors have different cardinalities and contain different terms. So, they could 
not be compared since they are not homogenous. Second, we have to rank the sources 
from the most to the less relevant ones according to the user goals and preferences. 
The ranking is given by a similarity score which measures the degree of content 
matching between user profile and source profile.  

4.1.1   Homogenizing Vectors 
To overcome the problem of vector homogeneity, we propose to take into account the 
common terms with their relative weights and add absent concepts in each source 
content vector with a weight of zero. To illustrate this method, let’s consider UG of 
User 1 presented in Section 2, and the SC vectors of Source 1 and Source 2 presented 
in Section 3. Table 2 contains the homogenized vectors.   

Table 2. Homogenizing SC vectors according to UI vector for user 1 

 Transport Accommodation Restaurant Conference 
User 1 0.9 0.8 0.7 0.6 
Source 1 0.5 0 0.8 0 
Source 2 0.6 0 0 0 

4.1.2   Measuring Similarities 
Once the source content and the user goals vectors are homogenized, we are able to 
calculate the similarity scores. Similarities between two homogenous vectors could be 
calculated in different manners:  using distances like the Euclidian distance, 
Manhattan distance, Hamming distance etc.[21], or using similarity measures based 
on the inner product of the vectors. The most popular ones are the Cosine angle, 
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Jaccard coefficient, and Dice Coefficient [22]. Distances and similarity measures are 
equivalent. Indeed, the more the vectors are similar, the less is the distance between 
them. For next, we focus on similarity measures instead of distances. The Cosine 
angle is the most simple and widely used similarity measure. The main advantage is 
its sensitivity to the relative importance of terms in each vector. Jaccard and Dice 
measures were initially defined for binary vectors, thus, measuring the similarity as a 
proportion of common terms (having a weight of 1) and non common ones (having a 
weight of 0). These measures have been extended to support weighted vectors. 
Similarities between SC and UG depend on the number of common terms and also on 
their weights. Furthermore, we need to emphasize the importance to the common 
terms instead of terms that are not shared. For these reasons, we propose in definition 
3 to calculate the similarity score as the average of the Cosine, Jaccard and Dice 
coefficients. 
 
Definition 3. Given  UG(Ui)=(tui1,wui1; tui2,wui2;....tuin,wuin) and  SC(Sj)=(csj1,wsj1; 
csj2,wsj2;....csjn,wsjn), the homogenized vector representing the source content 
dimension of source Sj. We note sim(Ui,Sj ) the similarity score between UG(Ui) and 
SC(Sj). It is given by formula 4: 

 sim(Ui,Sj)= (√ )                             (4) 

where a=∑ .  ; b=∑   and c=∑  

4.1.3   Ranking and Selecting Relevant Sources 
The similarity score measures how closest are the user goals and the source content 
vectors.  By definition, sim(Ui,Sj)  is based on the Cosine, Dice and Jaccard 
coefficients. Egghe prove in [22], that all these coefficients respect the properties of 
OS-Similarity measures. That means that they allow ordering sets of comparable 
items, which is the purpose of assumption 1. It is easy to verify that Sim score, based 
on the average of the cosine, Dice and Jaccard coefficients, is an OS-similarity. 
Consequently, the higher the score is, the higher the vectors are close. Also we can 
consider that a source is relevant if the source content and the user goals vectors are 
close. This proves assumption1 which allows ranking the sources from the most 
relevant to the less relevant according to their similarity scores.  

Assumption 1. Given a user Ui and two sources Sj and Sk., Sj is more relevant than Sk 
if  sim(Ui,Sj) ≥ sim(Ui,Sk). We note:  Sj> Sk . 

But this relevancy ranking is not sufficient to select only the most relevant sources. 
According to Pareto principle [23], we can say that 80% of user satisfaction comes 
only from 20% of available sources. That means we can considerably reduce the 
amount of integrated sources with a satisfying result. As we mentioned before, 
reducing the number of integrated sources improves considerably the mediator 
performances. To attempt this goal, user defines a relevancy threshold (Rt). For 
example, Rt= 60% means that the sources having a similarity score less than 0.60 are 
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considered irrelevant. This relevancy threshold depends on user preferences. To select 
only the most relevant sources, called m-relevant, we use definition 4.  

Definition 4. Given a user threshold Rt and a similarity score sim(Ui,Sj), Sj is m-
relevant if  sim(Ui,Sj)*100 ≥ Rt.  

To illustrate our approach for content matching and content source selection, consider 
10 sources {S1, S2,..S10}. We seek to select the m-relevant ones according to   UG(U1) 
defined previously. The relevancy threshold is (Rt= 50%). Table 3 gives the 
homogenized vectors, the similarity measures and the corresponding sources ranking.  

Table 3. Measuring similarity scores and ranking sources according to User1 goals 

 Transport Accommodation Restaurant Conference Sim Rank 
User 1 0.9 0.8 0.7 0.6   
S1 0.5 0 0.8 0 0.596 4 
S2 0.6 0 0 0 0.433 6 
S3 
S4 
S5 
S6 
S7 
S8 
S9 
S10 

0.2 
0 
0 

0.8 
0 

0.2 
0.7 
0 

0.6 
0.7 
0.3 
0 
0 

0.4 
0.6 
0 

0.4 
0 
0 

0.2 
0 

0.3 
0.5 
0 

0 
0.1 
0 

0.1 
0.6 
0.1 
0.3 
0 

0.650 
0.430 
0.276 
0.593 
0.270 
0.643 
0.933 

0 

2 
7 
8 
5 
9 
3 
1 

10 

 
Table 3 shows that for Rt=50%, the ordered set of selected sources is 

{S9>S3>S8>S1>S6}. This example explains our content source selection procedure. 
In the case of low relevancy threshold, or if the majority of sources are m-relevant, 
also if the amount of selected sources is still high, the user prefers to select only the 
sources respecting his quality requirements and preferences. This is the issue of 
quality profile matching presented in next session.  

4.2 Quality Profile Matching 

In the previous section, we explain how we select sources according to user goals. 
The selected sources may have different quality characteristics, and respect more or 
less the user quality preferences. To perform an accurate source selection, it is 
important to refine the content selection by a selection based on quality criteria. This 
is ensured through the quality profile matching. Since the source quality is measured 
with several criteria, the quality profile matching could be studied as a multi-attribute 
decision making problem (MDMP). In the literature, several methods have been 
developed to resolve this problem such as SAW, TOPSIS and AHP [24]. We choose 
to apply SAW (Simple Additive Weighting) [25], because it is one of the most simple 
but nevertheless a good decision making procedure. SAW results are also usually 
close to more sophisticated methods [24]. The basic idea of SAW is to calculate a 
quality score for each source using a decision matrix and a vector of preference 
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weights. Although SAW solves the problem of the heterogeneity of quality criteria by 
scaling their values, this method ranks sources considering only the user quality 
preferences weights. This ranking is based on the priority and importance of quality 
criterion but does not consider the preferences values. Consequently, we could not 
select the best sources unless the user defines a limit of the acceptable scores or a 
number of desired sources. To overcome these limitations, we develop a selection and 
ranking algorithm that respect both the user quality preferences weights and values. 
The values defined by the user correspond to the criteria thresholds. Our algorithm is 
performed in two stages: source selection and source ranking using SAW method. It 
is described in the following. 
  Input: S={S1,S2,..,Sn}: Set of candidate sources Q={Q1,Q2,..,Qm}: set of sources quality metrics.  M=[vij](n*m): the decision matrix, where vij is the value of Qj measured on source Si W=[wi]m: the vector of user quality preference weights Qt(Qi): Quality threshold defined by user for each Qi  Output: S’={S’1,S’2,..,S’k: Set of selected and ranked sources  Begin  // Stage 1: Source Selection 1. for all Qi select the one having the highest weight and call it Qmax   2. from S, select Si having Qmax value ≥ Qt(Qmax) // Stage 2: Sources Ranking using SAW Algorithm 3. Scale vij to make them comparable using some transformation function. With this scaling all source’s quality values are in [0, 1].  We obtain a scaled decision matrix M’=[v’ij](n*m)  where: v’ij=  ( )( )   ( ) 4. Apply W to M’  5. Calculate sources scores; the score of source Si is given by:   Score (S ) =  (v . w ) 6. Rank sources according to the sources scores obtained in step3. End 

To illustrate our algorithm, let’s perform the quality matching of the five sources 
selected in the previous section. These sources have different values of quality 
parameters summarized in table 4. 

We suppose that users set their preference priorities based on the following scale: 
{0.4: mandatory, 0.3: desirable, 0.2: not desirable, 0.1: indifferent}. Suppose also that 
User 1 requires that the selected sources must have a Global_Reputation_Score>3. 
So, this criterion is mandatory. He also prefers sources with a 
Completeness_Score>30%. This criterion is desirable and he is indifferent among the 
other quality factors. 
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Table 4. Sources quality parameters 

  Global_Reputation_Score  Timeliness_Score Completeness_Score Time_of_Response 

S1  5 20 50 1 
S3  5 30 80 1 
S6  3 2 60 0.5 
S8 

S9 
 4 

1 
5 

10 
10 
20 

2 
1 

 
The corresponding user quality preferences of User 1 are given in table 5. 

Table 5. User quality preferences (weights and values) (∅ means no preferred value for the 
criterion) 

  Global_Reputation_ 
Score  

Timeliness_Score 
  (years) 

Completeness_Score 
(%) 

Time_of_Response 
(s) 

Weight  0.4 0.1 0.3 0.1 
Value  >3 ∅ >30% ∅ 

 
Remind that our main objective is to identify sources that best fit with the user 

quality preferences. For this purpose, we apply our source selection and ranking 
algorithm. 

Stage 1: We select only sources having a Global_Reputation_Score>3. The 
remaining sources are: S3, S1, and S6. Then we select only sources having a 
Completeness_Score>30%. S3, S1, and S6 verify this criterion. Note that although S9 is 
the best relevant source for the content matching, it is not selected in the quality 
matching because its quality characteristics don’t meet the user quality preferences.   

Stage 2: We apply SAW to the selected sources S3, S1 and S6. We scale the 
decision matrix to make the quality values comparable. Then, we apply the vector of 
user weights W. The scaled decision matrix, the vector of user weights and the 
sources scores are presented in table 6. 

Table 6. Calculating sources scores using SAW 

 Global_Reputation_ 

Score  

Timeliness_Score 

  (years) 

Completeness_Score 

(%) 

Time_of_Response 

(s) 

Source 

 Score 

S1 1 0.642 0 1 0.5642 
S3 1 1 1 1 0.9 
S6 0 0 0.333 0 0.0999 
W 0.4 0.1 0.3 0.1  

 
Sources scores give the following ranking: S3 is more appreciated than S1 and 

finally S6. As shown in this example, our source selection and ranking algorithm 
returns to the user a set of relevant sources that satisfies his quality preferences both 
in terms of quality weights and quality values.  
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5 Related Works 

Several systems have been developed to integrate disparate and heterogeneous data 
sources, but few of them address the source selection problem. To select the relevant 
sources, two approaches exist [26]. The first one considers each candidate source as a 
big document constructed via document concatenation, so the source selection 
becomes a problem of document retrieval. The most used source selection algorithms 
CORI [27], GIOSS [28] and K-L divergence based algorithms [29] are based on this 
assumption. The second approach considers the candidate source as a repository of 
documents. So the selected sources are those who are the most likely to return the 
maximum of relevant documents. ReDDE [30] algorithm and the DTF (decision 
theoretic framework) [31] give a source ranking by estimating the number of relevant 
documents for each query. The estimation is based on calculating a cost function 
which includes quality and time factors. Both approaches require a source 
representation in their selection and ranking process. The source characteristics used 
are either given by the source, for example the protocol STARTS [32] requires 
sources to provide an accurate description of their content and quality, or discovered 
automatically through sampling queries [30]. Our source selection and ranking 
process combines both methods for sources representation. Indeed, the source gives 
its content and quality dimensions in the source profile when it is possible. If not, the 
source profile could be filled using sampling queries especially for quality 
characteristics.  The source profile is then used to perform a personalized source 
selection based on content matching and quality matching. The main contribution is 
that the source selection and ranking is not based on user queries but on user profiles. 
Consequently, the selected set of candidate sources meets the user goals and also his 
quality requirements. In addition, the source selection process belongs to an 
interaction session which is usually composed of many user queries. This allows us to 
reduce the system treatments and improve the mediator performances. The selected 
sources are used later in the rewriting process to give a personalized response. 

6 Conclusion 

In this paper, we aim to improve user satisfaction in the context of mediation systems 
by selecting the most relevant sources according to user needs and preferences. We 
give an approach to personalize source selection so the mediator responses are more 
accurate and the amount of integrated data sources is reduced. The main challenge we 
face is representing the user profile regardless of the application domain. We propose 
a generic and multidimensional model divided in two parts, which are the persistent 
profile and the session profile. The persistent profile contains the long term 
information about the user whereas the session profile is related to a unique 
interaction session. Both persistent and user profiles are composed of several 
dimensions. We focus in this work on the user goals and the user quality preferences 
related to the session profile. The second challenge is sources representation. We 
describe the available sources through a multidimensional source profile constructed 
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directly if the information is given by the sources, or through sampling queries. We 
focus on two dimensions which are the source content and the source quality 
characteristics. The user profile and the sources profiles are then compared through a 
content matching and a quality matching. The content matching gives relevant 
sources for the user goals, and the quality matching helps to select only those who 
respect the user quality requirements. The selected sources are then involved in the 
rewriting process to return an integrated response. In future works, we plan to extend 
our personalizing process in three directions. First, we will develop a learning 
mechanism to update and enrich user preferences by analyzing his interaction history. 
Second, we will build user communities by regrouping similar profiles and exploit 
neighbors interaction to offer a collaborative source selection. Finally, our model 
could be easily implemented in any mediation system because the proposed profiles 
are generic and independent from application domains. In particular, we integrate our 
solution into WASSIT [19] which is a mediation framework developed by our 
laboratory. We develop 2P-Med [33], a personalization platform for mediation 
systems that we plug into WASSIT. This platform concretizes our model driven 
approach for personalizing mediation systems.  
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Abstract. Data warehousing involves many moves of data from several sources 
into a central repository. Extraction-Transformations-Loading (ETL) processes 
are responsible for the extraction of data, their cleaning, conforming and 
loading into the target. It is widely recognized that building ETL processes, in a 
data warehouse project, are expensive regarding time and money. During the 
building phase, the most important and complex task is to achieve conceptual 
modeling of ETL processes. Several solutions have been proposed for this 
issue. In this paper, we present our approach, which is based on a framework 
for modeling ETL processes. Comparing with existent solutions, our approach 
has numerous strengths. Besides extensibility and reusability, it offers support 
and guideline to the designer. It has also the advantage to use a shorten 
notation, to design an ETL, consisting mainly on three components. 

Keywords: Data warehouse, Extract-Transform-Load (ETL), Conceptual 
modeling of ETL. 

1 Introduction 

In order to develop a successful strategy, managers need constantly to know the 
situation of their business. For this reason, they have to analyze their own data1. 
Business Intelligence (BI) projects are launched to meet this need. BI is the process of 
turning data into information then into knowledge [16]. It aims to improve decision 
process. In BI system, data warehouse (DW) constitutes the central element. In this 
environment, shown in figure 1, Extraction Transformations Loading (ETL2) tools 
pull data from several sources ( databases tables, flat files, internet, and so on), apply 
complex transformation to them and then move them to the target (DW). 

Furthermore, it is widely recognized that building DW refreshment processes, 
during BI project, are expensive regarding time and money. ETL consume up to 70% 
of resources [3], [5], [4], [2]. Interestingly [2] reports and analyses a set of studies 
showing this fact of life. It is well known too, that the accuracy and correctness of 
data are key factors of the success or failure of BI projects.  
                                                           
1 Enterprise data collected from operational applications. 
2 Has several appellations: DW backroom [3], DW backstage [6], DW refreshment processes or 

DW population processes [2]. 



 Towards a Framework for Conceptual Modeling of ETL Processes 147 

 

Fig. 1. Classical BI System 

ETL is a critical component in BI system. Specifically, the transform task is the 
complex one. Gathering data from many datasets and loading it into the target, are the 
basic missions of ETL. While these two steps are necessary, they are not enough. 
Indeed, the transformation step is the main phase, where ETL adds value [3]. During 
this step, challenges of data cleaning and conforming arise. A detailed study of these 
issues is available in [1]. These issues   can be classified in three classes of conflicts 
and problems: schema problems, record problems and value problems [22]. 

At the conceptual level, the designer solves these problems by identifying 
necessary transformations. More specifically, he defines how to map sources 
attributes to the target ones.  Depending on the quality of data sources, he has to 
specify how to clean and how to conform data. For example, removing duplicates and 
standardizing attributes values. Conceptual modeling of ETL processes is an active 
topic. Several proposals have been suggested. To fix the drawbacks of these 
proposals, we intend to enrich the field of conceptual modeling of ETL processes by 
proposing a helpful platform for defining and maintaining ETL systems. Namely, we 
suggest an approach which is framework-based aiming at:  

•  Designing ETL process; 
•  Providing support and guidelines for designing ETL system; 
•  Decreasing time and cost of ETL project; 
•  Enhancing communication and understandability between designer and 

developer; 
•  Easing maintenance and optimization of the ETL system. 

The remainder of this paper is organized as follows. While section 3 presents related 
works, section 2 gives information and overview of ETL processes. Section 4 is 
reserved to our proposal. It outlines the architecture of our framework and our notation 
for designing ETL processes. Besides, it offers a motivating example, over which our 
discussion will be based. We conclude and present our future works in section 5. 

2 Background  

An ETL process (also known as job) integrates heterogeneous sources to a data 
warehouse. To this end, an ETL extracts data from multiple sources (flat files, 
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databases, etc.) which may be local or distant. The extracted data pass through a 
sequence of transformations. This is the critical phase in the whole process for three 
reasons. Firstly, it carries out the logic of business process. Secondly, it lasts in 
running time. Thirdly, it consumes disk resources since multiple temporary files and 
directories are made during this step, especially for sort and join transformations. 
Transformation is a broad term meaning all the data processing operations performed 
from sources to target (mapping attributes). However, not all data will arrive at the 
destination, since it may be incorrect. Indeed, sources may contain erroneous data, 
which should be treated carefully by fixing errors and defects that it contain. 
Otherwise, this kind of data has to be filtered and rerouted to reject file. Another 
important aspect of ETL is the management of job crash, because ETL processes take 
a lot of time.  Consequently, it is a good practice to create checkpoints, which consist 
on storing physically the outcome of a complex transformation. Hence, when the job 
fails, especially when the volume of treated data is important, it is possible to go back 
to the last checkpoint and to continue the processing. However, one will lose in 
performance and overhead running time, when there is no crash and checkpoints are 
activated. At the end of the way, processed data are loaded into the data warehouse.  

Since ETL is the provider of DW, the success of DW is mainly dependent on ETL 
project success. To meet this need, it is desirable to understand the lifecycle of 
building ETL processes and to identify the participants to this project. 

2.1 Key Participants 

Understanding and constantly examining business need (what end-users want as 
information), is a core activity of an ETL team [3]. In addition, design and 
implementation are typical steps in every software life cycle [5]. Consequently, the 
main contributors to ETL project are end-users, the designer and the developer (cf. 
figure 2). Each one has its core activity. On the one hand, end-users specify what they 
want to get. They are characterized by changing their requirements. On the other 
hand, designer and developer, who are corner pillars in ETL project, turn up the 
business need into running processes. Often, they co-work in close locations and 
cooperate as a team. But recently, with the growing of offshore3 style, both parts are 
geographically distant. This new situation noises to the communication and 
cooperation between the two sides.  

In the sequel, we omit end-user and focus more on developer and designer 
participants. The reason is that the design modeling and implementation are the main 
phases in ETL project, which cost heavily as said before. 

Key to achieving successfully an ETL project is to understanding how the ETL 
stakeholder work and how they collaborate. In other words, we need to know how the 
developer and the designer perform their tasks. In the following, we don’t 
discriminate between the designer and the conceptual modeler. 

 

                                                           
3 The load of developing and maintaining applications is assumed by external sides. Activities 

are outsourced to countries where the cost is lower. However, there is an obstacle of 
language. 
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mission. This means that time and cost of ETL project, which are very expensive as 
mentioned in above sections, are increasing more and more. 

3 Related Works 

A plethora of commercial ETL tools [19], [20] as well as a set of open sources [17], 
[18] exist.  Both of them offer graphical interface to build ETL system. However, they 
do not supply deep support to conceive ETL processes. They focus on technical and 
running aspects more than designing ones. 

On the other side, research community enriches the field of conceptual modeling of 
ETL system with several approaches. The story starts with [21] where authors suggest 
to model ETL processes as a workflow application. The model proposed by [8], 
present a notation associated with constructs for modeling ETL activities. The model 
proposed is governed by a meta-model. It is customizable and supplies a subset of 
frequently used ETL activities. Additionally, authors complete their model, through 
an extended version [9], with a methodology for the conceptual modeling. Thus, they 
define a set of steps to get the specification of mapping rules and data flow. In [10] 
proposal, Simitis reinforces the model by suggesting a mapping from conceptual 
design to logical one. He defines a correspondence between two models, and then he 
provides a semi automatic method leading to an execution order of activities in logical 
model. This effort concludes by listing a sequence of steps that guarantee the 
transition from conceptual to logical model. 

There are also approaches based on semantic web technologies. Thus, authors 
present in [11] an ontology-based model. They construct ontology via OWL (web 
ontology language) for describing application domain. Data sources and target 
semantics are expressed via the constructed ontology. These formal descriptions 
constitute inputs for matching between sources and target, leading so to the mapping 
rules and necessary transformations to perform. Same authors enhance their model in 
[12] proposal by expanding the scope of data stores to both structured and semi-
structured data whereas it was restricted to relational sources in previous work. The 
construction of the ontology and annotation of data stores is enhanced too. Another 
approach [13] presents a conceptual language for modeling ETL processes based on 
the Business Process Modeling Notation (BPMN). The model provides an extensible 
palette of functionalities needed in conceptual design. A transition from BPMN 
(conceptual model) to executable specifications using Business Process Execution 
Language (BPEL) was shown too. 

On the other hand, there exist UML-based approaches. Many propositions enrich 
the literature [14], [15], [16]. For example, an MDA-oriented framework is introduced 
for the development of ETL processes built through a set of reusable and 
parameterized modeling elements [14]. This proposal is based on a meta-model 
developed via primitive UML modeling elements. The main objective of this proposal 
is to reduce ETL cost by defining mechanism to automatically generating code for 
specific platform. More specifically, the core reference of this framework is the 
proposal described by [15], in which the modeling through UML class diagrams is 
presented. The model presents a set of operators needed in conceptual task. 



 Towards a F

These approaches, abov
suffer from at least one of th

1) They do not get pro
2) Designer cannot ch
3) Is not easy to app

landscape of practi
sources and hundre
 

The model presented in t
mentioned above. It constit
In this sense, our approach 

4 Our Framework

KANTARA (A framework 
our framework for modeli
defining ETL specification
processable representation o

Actually KANTARA ad
distinguish three levels: (1
metadata, (2) the designing
user level containing the us

 

KANTARA is composed of

• Data Profiling (D
populate the DW. 

                                            
4 Often functional specification

without a risk to alter an e
impact and how to satisfy th
adds value. But the stuff and

Framework for Conceptual Modeling of ETL Processes 

ve mentioned, are precious and interesting. However, t
he following limitations:   

ofit from data profiling tools, which examine data source
heck automatically what he is doing. 
ply such solutions to real project and maintain4 them
ce, ETL project contains complex jobs that involve seve

eds of fields. 

this paper proposes a framework to overcome the g
tutes a middle position between easiness and completen
is orthogonal to the aforementioned models. 

k for Modeling ETL Processes 

for designing Extraction Transformation Load Process
ing ETL processes. Our proposal will help designer
ns, which focuses both on human readable and mach
of ETL design. 
dopts components architecture as shown in figure 3. 
1) the source level, including the data sources and th
g level, containing few sub-components, (3) and finally 
er interface. 

 
 

Fig. 3. KANTARA Architecture 
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Our proposal is based on notation presented in figure 4. It involves six diagrams: 

• Three core components(extract, transform and load components) that we will 
detail more in next sections; 

•  note area which can be placed anywhere or attached to any component: 
• linker a simple line to link between components, it represents flow transition 

from one component to another; 
• Parameters correspond to special text area, which supply general 

information about environment. It is helpful to insure coordination between 
ETL processes.   

The mechanism and all features of DENV refer to entities of the meta-model illustrated 
in figure 5. As one can see, we conceive an ETL processes as an agglomeration of 
components, comments, links and parameters. While parameters and comments are 
optional, two components and one link are mandatory. The main element in this 
diagram is components class. This interface is a set of three subcomponents: extraction, 
transformation and load. More specifically, the transform class is the most laborious. It 
can be merge, join, filter, etc. Similarly, extract and load classes take into account the 
nature of source and target respectively. Extract class send data to other subcomponents, 
whereas load class receives from others. Transform class has hybrid behaviour. 
Actually, it sends and receives. Some functionalities and attributes have been described 
in the diagram. We will make theme clear later.  
 

 

Fig. 5. Meta model of Design Environment 
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flow; especially when joining several sources; is a vital step. Thus the dimension 
customer mustn’t contain more than one record per customer. Otherwise, all analysis 
made over customers may be erroneous. 
Step 5.1 (Conform and checks): ETL enhances data by completing missing data and 
removing mistakes. In particular, nulls values should be substituted by default values 
defined by the administrator or to derive new values. According to our example, the 
city of the customer is important. Thus it shouldn’t be null neither inconsistent to zip 
code. Therefore via en external source, we can retrieve city values by associating zip-
code keys. Then we can check if the selected value is in harmony with the one filled 
in customer city. 
Step 6.1 (Customer dimension): load data to the target customer dimension. 
 

 

Fig. 9. Mapping associated with Component format-S1 

The following sections, explains the three core components presented in figure 8: 
Extraction, Transformation and Loading components. 

4.3 Extraction 

Extraction component (EC) symbolizes the extraction step. Conceptually EC should 
allow representing all information connected with extraction operation. For instance, 
we need to know where to get data, and which relevant data to select. 

Below, we define some proprieties of EC which are handled graphically by 
KANTARA. Those metadata are either supplied by the designer or automatically 
recuperated from DP module.  

1) Name or label property serves as a logic name and differentiator of each EC. 
Implicitly, each EC represents a unique source: S1.customer, for example in 
figure 8. 

2) Path means logical name or even physical path of data store.  
3) Louf stands for list of output fields which determine the selected fields. The 

reason is that we do not need all the source attributes. They are the input 
fields of component format-S1 presented in figure 9.  
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4) Type describes the type of data source either a flat file or database where in 
that case further sub-proprieties are defined.  

5)  Description is free text zone for writing comments and notes about data 
store.  

Graphically, each EC has an output port corresponding to the gateway where data 
transit. 

4.4 Loading 

Loading component (LC) deals with loading step. EC and LC are similar but act in 
opposite direction. Indeed, LC has the following proprieties: Name (1), Path (2), Type 
(4) and Description (5).   

While we do read operations in extraction component, we do write operations in 
LC. Thus, the specific option and differentiator characteristic of LC is Linf, which 
stands for list of input fields. Often, when the target is a database, Linf represents even 
the schema of target table or a part of its structure, depending on type of operation, 
insertion or update respectively. 

Graphically, each LC has an input port corresponding to the gateway where data 
arrives. Like EC, all these properties are managed by KANTARA. 

4.5 Transformation 

As the transform step is the most important and complex one in ETL process, the 
Transform Component (TC) is the most laborious component. Thus, TC should 
represent any data processing like filtering, switching, assigning key. So, in order to 
distinguish between these transformations, TC has type propriety. Furthermore, sub-
properties are associated to each specific transformation. For instance, join operation 
requires a set of fields called keys to match and group flows, whereas in filtering 
operation we need an expression to discriminate between records. Such expression 
involves input fields and may be simple like (age > 20) or complex including regular 
expression5.  

TC reads data via input port and writes data through output port. Thus TC has two 
important proprieties Linf (List of input fields) and Louf (List of output fields). Often 
Linf is different from Louf. Sometimes, we add new fields to store new information 
(outcome of aggregation functions for example) and sometimes we delete unuseful 
fields to improve performance. However, it is possible that TC acts without altering 
the structure of input flow (Linf = Louf). For example, sort or repartition operations 
deals with the order and partition of records and do not modify the scheme of the 
flow. Additionally, as Extract Component and Load component, TC has two other 
proprieties: (1) name and (5) description. 

                                                           
5 Sometime abbreviated to regex is, a sophisticated way to express how a string should look 

like for or how to match a token in text. For example to check if the attribute CalledNumber 
contains only digits and respect the format +00_212_([0-9][0-9][0-9]){3}). 
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It is difficult even impossible to expect all transformations that a designer will need 
to specify. Therefore, regarding KANTARA, we have limited the list of available 
transformations to the most frequently used like Join, Filter, Merge, and Aggregate. 
However KANTARA is extensible to overcome the gap of completeness and offers a 
feature for that purpose. 

Graphically, TC has two types of ports: input port where data arrives, and output 
port where data leaves.  

All these information are metadata of TC component. They are managed by 
KANTARA.  

4.6 Describing Data 

ETL processes involve many moves of data that comes from many sources under 
various formats. From the first treatment to the last one, the structure of processed 
data is changing. Furthermore, data may be loaded to several targets having different 
structures. Hence, the description of data and control of its structure during the whole 
process is fundamental.  

In the scope of structured data, a data source is a set of records, which consist on 
an arrangement of fields. The field also known as attribute, is the atomic element of 
data. So describing data is describing fields. We distinguish two modes of describing 
data, which we call light mode and detailed mode.  

Light mode: in this mode, fields are described only by their names. However we 
believe that this manner of acting is not safe and leads to rework requests. Hiding 
details about fields and trying to define mapping rules is an indication of code, load 
and explode symptom.  

Detailed mode: this mode extends light mode by catching more information than 
field name: size of fields for instance. For example when mapping S1.city to Out.City 
it‘s helpful to know whether both sides has same size. Otherwise, a business rule 
should be defined, telling how to solve the conflict.  

Our framework operates in detailed mode. Thus a field has three following 
properties:  

• field-name represents the attribute. 
• Type specifies the category of data to handle. It includes values like decimal, 

date, date-time, etc. 
• Length precise the measurement of fields. 

These properties are quite technical. Besides it takes time to build them. But, we 
cannot skip them as mentioned before: this is where DP module takes value. The 
above proprieties are metadata automatically generated by DP. Therefore, by the 
mechanism of propagation, we can easily transfer them from component to 
component.  
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5 Conclusion 

ETL mission is to feed targets like data warehouse. Once data are extracted from 
sources, they pass through a set of transformations. At the end of the way, the 
processed data are loaded to the target. ETL processes are famous with two tags: 
complexity and cost. So, in order to overcome this situation and simplify maintenance 
task, the modeling of these processes becomes a necessity.  

In this paper, we have seen, at organizational level, different participants that an 
ETL project involves; particularly designer and developer. Moreover we had sketched 
their interaction and conclude that designer need helpful tool, which will make easy 
the design and maintenance of ETL processes.  

This paper introduces KANTARA, our framework for modeling ETL processes. 
We have outlined its architecture based on five modules. Namely, Data Profiling, 
Design Environment, Checks and Control, What-if Analysis and Metadata Manager. 
The Design-environment module is the heart of KANTARA. It includes new 
graphical metamodel-based notation. It consists mainly on three core components 
which are extract, transform and load components. Others modules serve the central 
one.  

Our framework offers support and guidelines to designer for defining ETL 
specifications. In addition, it has the advantage of providing short notation to carry 
out ETL activities. Therefore, it is appropriate as a platform for collaboration between 
the key participants to ETL project.  

KANTARA constitutes a middle position between easiness and completeness. On 
the one hand, it offers graphical working area and encapsulates technical complexity 
of data. Designer deals with data by light description.  On the other hand, in 
background, it takes into account deep information about data, besides saving time by 
reusing details of data instead of building them from scratch. 

At high level, the main goal is to achieve all components and validate our 
methodology of designing ETL processes with KANTARA artifacts. However, the 
great challenge that we face is the management of involved metadata either passive or 
active. Therefore, we intend to adapt and extend an open source tool, dedicated to 
manage metadata. Another way to advance this work is to elaborate more the header 
of our model. We focus on and we intend to define an SLA (Service Line Agreement) 
between DP and DENV modules. 
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Abstract. Software engineering comprises some processes such as designing, 
implementing and modifying of code. These processes are done to generate 
software fast and have a high quality, efficient and maintainable software. In 
order to perform these processes, invariants can useful and help programmers 
and testers. Arrays and pointers are frequent data types and are used in program 
code repeatedly. Because of this conventional use, these two data types can be 
the reason of fault in some program codes. First and last elements of arrays can 
confront to fault because of carelessness in using index in loops. Also arrays 
with the same type mostly have some relations which can be probably faulty. 
Therefore invariants which can report array and pointer properties are 
functional. This paper presented some constructive extension to Daikon like 
tools so that can produce more relevant invariants in the case of array. 

Keywords: dynamic invariant detection, software testing, array property, 
array’s first and last elements, mutual element between arrays. 

1 Introduction 

Invariant are program valuable properties and relations which are true in all 
executions. For example in a sort function such as bobble sort, while leaving the 
function, all the elements of the array are sorted so invariant (array a sorted >=) is 
reported. Such properties might be used in formal specification or assert statement. 
Invariant is introduced in [1]. Since invariants repeat the properties and relations of 
program variables, invariants can express the behavior of a program. Therefore after 
an updating to the code, invariants can determine which properties of the code remain 
unchanged and which properties are changed. Invariants are kind of documentation 
and specification. Since specification and documentation are essentials in software 
engineering, Invariants can be used in all processes of software engineering from 
design to maintenance [2]. There are two different approaches to detent invariants, 
static and dynamic.  

In the static approach the syntactic structure and runtime behavior of program are 
checked without actually running of code [3]. Data-flow is a kind of invariant which 
                                                           
* Corresponding author. 
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is traditionally used in compilers for optimizing of codes. Data-flow analysis can 
determine the properties of program points. Abstract interpretation is a theoretical 
framework for static analysis [4]. The most precise imaginable abstract interpretation 
is called the static semantics or accumulating semantics. 

In contrast to static analysis, dynamic invariant detection tools elicit invariants by 
actually executing of the code with different test suits and inputs. Properties and 
relations are extracted through the execution of the code. Dynamic invariant detection 
emerged to software engineering realm during recent ten years by Daikon [2]. By 
using different test suits in different executions, in each program point, variable 
properties and relationships are extracted. These Program points are usually the points 
of entry and exist of program functions. Extracted properties and relations are 
invariants. These invariants are not certainly true but indeed they are true in all 
executions in test suit. One of the most important advantages of this approach is that 
what invariant reports not only shows the properties and relations of variables via 
execution but also utters the inputs properties and relations. This advantage of 
dynamic invariants doubles its usage.  

This paper focuses on dynamic invariant detection. We plan to introduce two ideas 
in the case of array which can improve the relevance of invariants in a Daikon like 
tools. We intend to add our idea to Daikon, as a robust dynamic invariant detection 
tool. In the following, we discuss related work in section 2 and express our 
contribution in section 3. In section 4, we propose some simple examples to clarify 
the idea. One actual example is brought in section 5 and then we discuss how our idea 
improves the invariant power. We evaluate our idea in section 6. Finally, we talk 
about conclusion and future work (section 7). 

2 Related Work 

In this section, we discuss some implementations of dynamic invariant detection. We 
mention some implementations which are more relevant to our job but it is worth to 
mention there are many valuable efforts in this topic. 

Dynamic invariant detection is first time introduced by Daikon [3] - a full-featured 
and robust implementation of dynamic invariant detection. Daikon is the most 
prospering tool for detecting dynamic invariant and until now, comparing with other 
dynamic invariant detection methods [3]. Most of other tools and method are inspired 
by Daikon. Though Daikon is potent, one of the greatest problems of this tool is being 
time-consuming.  

DySy [8] is a dynamic inference tool which uses dynamic symbolic execution to 
expand the quality of inferred invariants. In the other words, besides executing test 
cases, DySy contemporarily perform a symbolic execution. These symbolic 
executions cause to produce program path condition. Then DySy combines the path 
conditions and build the final result. The result includes invariants which are 
expressed according to the program path condition. 

Agitator [9] is a commercial testing tool and is inspired by Daikon. Software 
agitation was introduced by Agitar. Software agitation joins the results of research in 
test-input generation and dynamic invariant detection. The results are called 
observations. Code developer checks these observations to find out if there is any 
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fault in the code. If there is any fault programmer or tester remove it and so on. Agitar 
won the Wall street Journal's 2005 Software Technology Innovation Award. 

The DIDUCE is a dynamic invariant inference tool which extracts not only 
program invariants but also helps programmer to detecting errors and to determine the 
root causes [10]. Besides detecting dynamic invariant, DIDUCE checks program 
behavior against extracted invariants up to each program points and reports all 
detected violations. DIDUCE checks simple invariants and does not need up-front 
instrument. 

3 Paper Contributions 

One of the most time consuming parts of software engineering is testing because 
regarding to different inputs, different paths in execution happen. However tester tries 
to test all different paths by different inputs, unchecked paths can be faulty. In this 
situation, because of their structure, arrays and pointers are more probable to be 
faulty. By means of invariants, programmer or tester can recognize the behavior of 
program. Invariants detection tools report the properties and relations among 
variables. These properties and relations can be use in code testing after each up-date. 
Therefore if any improvement is achieved for the reporting some relevant invariant 
about arrays can help tester to find out program fault. 

The first and the last elements of an array possess very crucial properties because 
these elements are impacted by the carelessness in using the indexes. By involving 
some array elements in invariant detection, a dramatic improvement in fault detection 
might happen. The number of these elements can be the least size of an array or they 
can be optional. This contribution exposes inattention in using index which mostly 
happens with the first and the last indexes and corresponding to the first and last 
elements of an array. 

Besides employing array elements, enlisting the number of mutual elements of 
same type arrays for each program point is useful in detecting faults. In other words, 
for each program point, the number of elements' values which are shared in two 
different same type arrays is employed in invariants detection. It helps the 
programmer to evaluate his program in the cases that an array is gained from changes 
in another array. The mutual elements show the correct elements which should be 
unchanged through the process. We discuss more about this contribution in the next 
sections and clarify the number of mutual elements of same type arrays for each 
program point. 

Overall our contributions comprise the following: 

• Using the some of first and last elements of an array as new variables for 
invariant detection. 

• Using the number of mutual elements of same type arrays for each 
program point. 
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4 Clarifying of Contributions 

To simplify and clearing up the contributions we talk over before, in this section, we 
illustrate our idea by some pieces of program code and their post-condition invariant. 
We state the Exit program point invariants which represent post-condition properties 
for a program point because post-condition properties can determine both the pre-
condition and post-condition values of variables. 

4.1 First and Last Elements of Array 

Now we introduce first paper contribution. In order to determine probable faults in 
arrays we employ some of first and last elements of array to invariant detection. The 
number of these elements can be the least size of the array or can be optional. This 
contribution exposes carelessness in using index which mostly happens to first and 
last indexes. 

To clarify our contribution consider Fig. 1. This figure shows a faulty version of 
bubbleSort(). It accepts 2 values as input. One of which is the array and another is the 
length of the array. The output is the sorted array. This version of bubbleSort has a fault. 
The index j starts at 1 instead of 0 so the first element of array is not considered in the 
sorting. By using of the first and last elements of the array in invariants detection, some 
useful invariants are produced which help us to detect the fault.  
 

 

Fig. 1. Program A: Inattention in using index 

By employing the first and the last elements of array in invariant detection, related 
invariants in the Exit point of the bubbleSort() of Fig.1 is shown in Fig.2. The 
presented invariants in Fig.2 are in the form of Daikon output. For array x, x[-1] is the 
last element of x, x[-2] the element before the last one and so forth. In Fig.2, line 14 
expresses that the first element of the input array always equals to the first element of 
the return value. Lines 15 to 20 express that the rest of the elements are sorted. 
Therefore obviously only the first element is never involved in sorting. This helps the 
programmer to detect the fault. 
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Fig. 2. Related invariants to the code of Fig 1 

4.2 Number of Mutual Elements between two Arrays 

Another contribute we discuss in this paper is the number of mutual elements of same 
type arrays for each program point. It helps programmer to test the code in situations 
that an array is generated as a result of performing some activities on another array. 
To illustrate the idea you may consider function in Fig.3. This function accepts 4 
parameters as inputs. The first parameter is a sorted array and others are respectively 
array length, the value of element which must be replaced, and the new value, 
respectively. This function replaces m's value with n's value as a new value. 
 

 

Fig. 3. Program B: An example of "replace code" 

Exit point invariants of replace() is shown in the Fig.4. In this figure, invariants in 
lines 6 and 7 express the number of mutual elements between d (the first parameter of 
the function) and the return value. The number of mutual elements between d and 
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return value must be equals to the number of mutual elements between orig(d) and 
the return value (line 6). Also, the number of mutual elements between d and the 
return value equals to the size of d minus 1. However, besides this invariant, other 
invariants quote that the return value is not sorted despite d is sorted and this might be 
a fault in the program. 

 

 

Fig. 4. Related invariants to the replace code of Fig 3 

5 Actual Example and Justification 

Now, we plan to illustrate our ideas in some actual examples. We intend to know how 
our idea can practically help programmer to detect faults and their line of code. To do 
this, we study some rather small and simple subprograms which are caused "gold 
standard" invariants [9]. Our reasonable assumption is that every program, either big 
or small, can be divided in small parts and might be raised in small subprograms. In 
other words, in all programs, when working with arrays the programmer uses iteration 
expressions such as the "for" block and carelessness can result independently of 
whether the program is big or small. The presented code does not assume the use of 
any specific programming language. 

5.1 Try-Catch and Effectiveness of the Ideas 

Try-Catch statements, which prevent program from facing to a halt, can be a point of 
fault. Function AVG(), which is shown in Fig.5, contains a Try-Catch statement. It 
accepts an array (a[]) and the length (l) and sums all the elements in sum, then divides 
each array element by n/5 and finally returns the sorted array. Although the 
programmer has considered that if n is zero a division-by-zero happens and prevented 
it from happening by introducing an if-condition statement, the code has a fault. 
"temp" has been declared as an integer and for 0<n<5, n/5 is zero subsequently the 
variable temp can become 0 as well, and therefore division-by-zero happens. In these 
situations a division-by-zero exception is thrown and the return array has all its 
elements equal to 0 instead of being the sorted input array. 
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Fig. 5. Program C: First example for the justification of the proposed algorithm 

In Fig.6, the related invariants in the Exit program point of the function are shown. 
As before, invariants are in the form of Daikon output but here we add also our 
proposed part. AVG() does sort the input array and return a sorted array as we see in 
the line 9 of Fig. 6. This invariant merely express that the program seems to work 
properly. However, by considering lines 10 to 16 and specially lines 17 and 34, it is 
obvious that in some situations the sorting of the array is not reached. Lines 10 to 16 
show that in some cases all the return values are equal to 0. Line 17 express that 
mutual elements between a[] and the return values can be zero. In line 34 we observe 
that the mutual elements between a[] and the return values can be less than l whereas 
it is expected to be equal to l. consequently, we find out that the program does not 
work properly and in some cases we do not have sorted elements of a[] in the return 
array.  

5.2 A Comparison with Original Daikon 

Now in this subsection, we compare our result with result of original Daikon. We plan 
to do comparison in the function Fig. 1. In Fig.1 we presented a faulty version of 
“bubble sort”. In Fig. 2 we showed our the related invariants generated by a modified 
version of Daikon (a version of daikon which we add our idea to it). Now in Fig.7, the 
original Daikon invariants of this subprogram are presented. 
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Fig. 6. Related invariants for the code of Fig 5 

As we see in Fig.7, original Daikon invariant do not help us to determine the fault. 
Despite the reality, line 6 and 9 express that the program works properly and returns 
the sorted array. 

 

 
Fig. 7. Related invariants to the bubblesort code of Fig 1 using original Daikon 
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6 Evaluation  

In this section, we plan to evaluate our proposed idea. In order to reach this goal, we 
intend to come up with two kind of comparison between modified Daikon and Original 
one. At first we evaluate the running time and time order of both version of Daikon. 
Then we measure the quality of produced invariants by using of relevance [8]. 

The running times of the proposed modified Daikon and the original one in terms 
of millisecond is shown in the Fig.8. As seen, the time-order of both modified and 
original versions of Daikon are linear. In other words, by adding our idea to the 
original Daikon the time order remains linear. However as there are more variable to 
check, modified Daikon has the higher slope of time order. 

 

Fig. 8. Time order of code of Fig 1 using different numbers of Data-trace files 

From another perspective, the relevance of the modified Daikon over some typical 
programs is summarized in Table.1. We study some rather simple and small pieces of 
program. Our reason is that every program, either big or small, has small parts and 
might be raised in small subprograms. These subprograms include arrays as their 
variables and effectively present the effect of the ideas.  

Now, consider Table.1. Rows are some different rather simple programs which we 
discussed some them in previous sections. Columns are representative of quality of 
invariants. As expected, all the inferred invariants are not proper.  In table.1 we  
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Table 1. Relevance of modified Daikon in some case studies 

 # of detected 
invariants 

# of implied 
invariants 

# of irrelevant 
invariants 

# of proper 
invariants 

Delete one 
element of array 

50 5 4 41 

AVG 67 14 7 46 
Replace 48 2 2 44 

Mix 230 48 12 170 

 
 

proposed the number of implied and irrelevant invariant. For example if two 
invariants “x != 0” and “x in [7..13]” are determined to be true, there is no sense to 
report both because the latter implies the former. 

7 Conclusion 

In this paper, we discussed invariant as a significant entity in software engineering in 
recent years. Invariant detection tools report properties of program variables and 
relations between them. Since useful properties lead to more relevant invariants, we 
try to introduce two new properties of arrays which can cause new kinds of invariants. 
We focused on arrays because arrays are very conventional data structures which are 
used in all programs. As most of faults happen in the first and last elements of arrays 
we enhance the effect of fault detecting by employing these elements as some 
properties of the array. Another property which prepares a good condition to gain 
more useful invariants is the mutual element for same type arrays. As mentioned 
earlier, this property is helpful when in a program point an array is returned after 
changing elements in another array. After introducing these two ideas, we added them 
to Daikon. Daikon is a robust dynamic invariant detection tool. Then we evaluate our 
idea by comparing modified Daikon with original one. As mentioned, the time order 
does not change and it remains linear but with higher slope. Then we showed that 
more than 76% of inferred invariants are proper and relevant. 

Although some ideas about arrays are valid in the case of pointers, some others 
inherently differ. For future work, the pointers can be dealt with in more details. 
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Abstract. All software engineering process, which includes designing, 
implementing and modifying of software, are done to develop a software as fast 
as possible and also to reach a high quality, efficient and maintainable software. 
Invariants, as rather always true properties of program context, can help 
developers to do some aspect of software engineering more easily; therefore 
any improvement in extracting of more relevant invariant can help software 
engineering process. Conditional invariant is a novel kind of invariant which is 
turned in when some conditions are provided in program execution. Conditional 
invariant can exhibit program behavior much better. In order to extract this kind 
of invariants, it might be used some technique of data mining such as 
association rule mining or using decision tree to obtain rules. This paper spans 
feasibility of conditional invariant and advantageous of this kind of invariant 
compared to ordinary invariant. 

Keywords: Daikon, Invariant, Association Rules, Variable Relations, Decision 
tree, Program point, Data mining, Software engineering, Predicate, Verification. 

1 Introduction 

In last decade, program invariants have had significant effect on software 
engineering and especially in software testing and verification. Invariants are 
variables properties in and relationships between these variables in a specific line of 
code which is called program point. For example assume a subprogram that its task 
is to sort array of integers. In the post-condition of the mentioned subprogram, 
invariant (array a sorted >=) exists. This invariant means all element of array a is 
sorted by descending order. Extraction of invariants is a significant key in program 
verification. In all executions, these properties and relationships among the program 
variables or constants are always true; thus invariants help programmer or tester to 
be able to determine the behavior of program in different program points.  Software 
behavioral model [1] uses invariant also is used in generating hence this can be 
mentioned as another usage of invariant in software engineering. Software 
behavioral model is used to perform design, validation, verification, and 
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maintenance. One of the most prominent contributions of invariants is in code 
modifying that properties help programmer to verify the code. Software testing 
takes a considerable time in software development life cycle. Although software 
testing is done automatically in present day, but traditionally the onus of software 
testing was human’s obligation [2]. Invariants might be used in automatically 
software testing. Invariants are detected and extracted by different methods which 
are divided into two major approaches, static and dynamic [4]. 

Static approach analyzes syntactic structures and runtime behavior of program 
without actual running of code [5].  Static analysis is a thoroughly automatic process. 
Compilers traditionally analyze Data-flows as a static analysis to collect necessary 
information for code optimization. Data-flows analysis extracts some needful 
invariants in each program point and uses these invariants to assess the program 
behavior. This kind of behavior is used in compilers for optimization. Abstract 
interpretation is a theoretical framework for static analysis [6]. The most precise 
imaginable abstract interpretation is called the static semantics or accumulating 
semantics. 

On the other hand, Dynamic approaches elicit program properties and 
relationships by the help of actual executing of the program code [7]. In these 
approaches, program is executed with different inputs and test suits and variable 
properties and relations are detected according to variables value during execution 
time. Dynamic invariant detection first appeared in Daikon [4]. By using different 
test suits in different executions, in each program point, variable properties and 
relationships are extracted.  These Program points are usually the points of entry 
and exist of program functions. Extracted properties and relations are invariants. 
These invariants are not certainly true but indeed they are true in all executions in 
test suit. One of important advantages of dynamic invariant detection is the inferred 
invariants not only show the properties and relations of variables via execution but 
also utter the inputs properties and relations. This is because invariants are extracted 
from some real inputs in actual executions. This attitude of dynamically detected 
invariants causes double usage of it. 

In this paper we introduce dynamic inference of conditional invariant. Conditional 
invariant is a new sort of invariant which are revealed in specific situation and not in 
all runs of program. These invariants are extracted through a fully automatic process. 
This kind of invariant is more relevant and helps programmer or tester to have better 
view about program behavior. In order to extract invariants, we encounter with two 
significant issues [2]: we would be able to determine the beneficial invariants; and 
then to exert inference on program context. In this paper we solve these two issues 
and declare two models to elicit the conditional invariants. In the following we 
discuss about some related work (section 2) and some frequently used definitions 
(section 3). Then we introduce what exactly conditional invariant is (section 4). 
Section 5 proposes two different models to extract conditional invariant then it 
continues with predominance of conditional in section 6. Finally, we talk about 
conclusion and future work. 
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2 Related Work 

In this section, we discuss some implementations of dynamic invariant detection. We 
mention some implementations which are more relevant to our job but it is worth to 
mention there are many valuable efforts in this topic. 

Dynamic invariant detection is first time introduced by Daikon [3] - a full-featured 
and robust implementation of dynamic invariant detection. Daikon is the most 
prospering tool for detecting dynamic invariant and until now, comparing with other 
dynamic invariant detection methods [3]. Most of other tools and method are inspired 
by Daikon. Though Daikon is potent, one of the greatest problems of this tool is being 
time-consuming.  

DySy [8] is a dynamic inference tool which uses dynamic symbolic execution to 
expand the quality of inferred invariants. In the other words, besides executing test 
cases, DySy contemporarily perform a symbolic execution. These symbolic 
executions cause to produce program path condition. Then DySy combines the path 
conditions and build the final result. The result includes invariants which are 
expressed according to the program path condition. 

Agitator [9] is a commercial testing tool and is inspired by Daikon. Software 
agitation was introduced by Agitar. Software agitation joins the results of research in 
test-input generation and dynamic invariant detection. The results are called 
observations. Code developer checks these observations to find out if there is any 
fault in the code. If there is any fault programmer or tester remove it and so on. Agitar 
won the Wall street Journal's 2005 Software Technology Innovation Award. 

The DIDUCE is a dynamic invariant inference tool which extracts not only 
program invariants but also helps programmer to detecting errors and to determine the 
root causes [10]. Besides detecting dynamic invariant, DIDUCE checks program 
behavior against extracted invariants up to each program points and reports all 
detected violations. DIDUCE checks simple invariants and does not need up-front 
instrument. 

Despite the large number of related work in the dynamic invariant detection, there 
is lack of any prominent related work. Therefore we try to consider to dynamic 
invariant detection more and introduce some now aspect to this concept. We study the 
feasibility of a new type of invariant called conditional invariant.   

3 Terminology 

To better understanding of following contents we define some repeatedly used 
concept. Our purpose is to help readers to have a better perception of the pater. 

Definition 1. Invariants are some properties of different program points which are 
true in all executions of the program. These properties can be seen in formal 
specification or assert statement. Invariants are relations among variables values that 
is unchanged in all different execution of the code. 

Definition 2. Program points are specific points in a program, such as the Enter or 
Exit point of a function, which are apt place to check the properties and values of 
variables to extract the invariants. These points are the report points for variable 
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relations and invariants. Most common program points are Enter point and Exit point 
of functions and sub-programs as well as loops. 

Definition 3. Pre-conditions of a program point are invariants, properties and 
relations which exist immediately before entering the program point. For instance 
Pre-conditions of a function as a program point are variables’ value and properties 
exactly before entering the function. In this paper Pre-condition and Enter point are 
used interchangeably. 

Definition 4. Post-conditions of a program point are invariants, properties and 
relations which exist immediately after exiting the program point. For instance post-
conditions of a function as a program point are variables’ value and properties exactly 
after exiting the function. In this paper Post-condition and Exit point are used 
interchangeably. Typically, post-condition contains relations between the original 
values of a variable and their modified one (before and after that program point). In 
other words, invariants in post-conditions contain relations between variables in pre-
condition and post-condition.  

4 Paper Contributions 

Invariant inference systems focus on definite invariant and mostly they do not extract 
invariants which exist in some special situations. In the other word, we want to have a 
kind of invariants which are not always true but they are true in a specific condition. 
To clarify the matter, consider Fig. 1. (This example is artificial and illustrates several 
points we are going to discuss.) In this Figure x and y are global invariants and 
procedure compute() swaps x values and y value only if x<y. An appropriate unit test 
for this function might be x<y and its complement. In an ordinary invariant extraction 
system the post-condition invariant which could be detected for this procedure is: 

• x>y 
This invariant shows after leaving compute() the x values are always are greater than 
y values. This invariant is completely true and comes up with an adequate behavior 
but it does not present a complete behavior of this procedure. This means this mere 
invariant can not be useful neither in formal specification nor assert statement. 

 

Fig. 1. Example method whose invariant we want to infer 
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checked for all variables in each program point. The following presents classes of 
predicates which are used in our approach, where x and y are variables: 

• Predicates over  any numeric variable: 

─ IsNonZero: when the variable is never set to 0 
─ IsOne: when the variable is always equal to 0 
─ IsMinesOne: when the variable is always equal to -1 
─ IsEven: when the variable is always even 
─ IsPowerOfTwo: when the variable is always power of two 

• Predicates over any string variable: 

─ IsNull: when the variable is always null 
─ IsEmpty: when the variable contains no characters 

• Predicates over two numeric variable: 

─ Ordering comparison: x < y, x ≤ y, x > y, x ≥ y, x = y, x ≠ y 
─ functions: y = fn(x) or x = fn(y), for fn a built-in unary function (absolute value, 

negation, bitwise complement) 

• Predicate over two string variable: 

─ Equality: x = y when two strings are equal 
─ Substring: y=sub(x) when y is substring of x 
─ Reversal: y=rev(x) or y=rev(x) when x is the reverse of y    

• Predicates over a array: 

─ Element relationship: when the array elements are equal or sorted by  
(=>,>,<,<=) 

─ IsNonZero: when none of array elements are equal to 0 

• Predicate over an array and a numerical variable: 

─ Membership: x∈y (x and y are common type arrays) 

• Predicate over two arrays: 

─ comparison: x < y, x ≤ y, x > y, x ≥ y, x = y, x ≠ y 
─ Sub-array : y=sub(x) when y is sub-array of x 
─ Reversal: y=rev(x) or y=rev(x) when x is the reverse of y   

In each program point these classes of predicates are produced. As we mentioned 
before, predicates have Boolean values. In order to extract rules (conditional 
invariants) from these predicates, association rule mining might be used. To support 
our aim, in following we discuss about association rule mining Model and its 
possibility.  
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Fig. 3. Algorithm flowchart of employing association rule mining in extracting conditional 
invariants 
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predicates P1, P2, P3, … , Pq. We start with Pq we check all predicates if they result Pq. 
It means we check if P1 as the antecedent can result Pq otherwise we conjunct P1 and 
P2 and check if now they result Pq and so forth. Then we will perform these steps for 
Pq-1. To better understanding of this process, a flowchart for this algorithm is 
presented in Fig. 5.   

To clarify whole process which is presented in Fig. 3, consider presented procedure 
in Fig. 1. We intend to extract conditional invariants in post-condition of procedure 
compute() in Fig. 1. First of all as seen in Fig. 3, we should extract  possible 
predicates in this program point. The result is put in a table such as Fig. 4. 

 

Fig. 4. Related transaction for Fig. 1 

Fig. 4 shows neither all transaction nor all predicates but it presents just some of 
them to manifest the method. The minimum support and minimum confidence 
respectively are 50% and 100%. Two large itemsets which are inferred from Fig. 4 is: 

• orig(x)>orig(y), x=orig(x),y=orig(y) 
• orig(x)<orig(y), y=orig(x), x=orig(y) 

And following rules are archived: 

• orig(x)>orig(y) x=orig(x)  
• orig(x)>orig(y)y=orig(y) 
• orig(x)<orig(y)y=orig(x) 
• orig(x)<orig(y)x=orig(y) 
• x=orig(x)orig(x)>orig(y) 
• x=orig(x)y=orig(y) 
• y=orig(y)orig(x)>orig(y) 
• y=orig(y)x=orig(x) 
• y=orig(x)orig(x)<orig(y) 
• y=orig(x)x=orig(y) 
• y=orig(y) orig(x)<orig(y) 
• y=orig(y) y=orig(x) 
 
As seen, rules Consequence part contains only one predication. It is worth noting our 
method does not extract compound consequences. All presented rules are true and 
obey minimum support and minimum confidence but only four first one are tangible 
and others must be filtered. The four first rules are the same as rules we represent in 
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Fig. 2. In this subsection we discuss about Association Rule Mining Model. This 
Model is an alternative to extract the rules and is shown as a box in Fig.3. In 
following, we propose another model to extract the association rules whose name is 
Decision Tree Learning Model. But before discussing about Decision Tree Learning 
Model we assess time order of Association Rule Mining Model. 
 
 

 

Fig. 5. Association Rule Mining Model 

5.3 Time Order 

In subsection we check our time order of Association Rule Mining Model. We check 
the time order to see if it is affordable. Assume we have m variables in a program 
point. However it is not exactly true but we assume each two variables make a 
predicate so overall we have q predicates. q is obtained via equation (1): m2 =  (1) 
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The predicates are P1, P2, P3, … , Pq. We plan to extract a rule which results Pq. 
Association Rule Mining Model must check if each of P1, P2, P3, … , Pq-1 has  
relationship with Pq  then it has to check if two of P1, P2, P3, … , Pq-1 have relationship 
and so forth. Therefore to have a rule with Pq as its consequence, our tool has to 
handle (2) number of checks: 11 2 12 2 11 2  (2) 

Totally, the association rule mining tool must handle (3) number of checks: 2  (3) 

This time order (3) is exponential and is not acceptable at all. For example for 7 
variables in a specific program point, there are 7 variables, total numbers of checks 
might be 2097152 and if we have 10 variables, total numbers of checks is 
3518437208832. Something is worth to mention is that all these checks are not 
handled because if for example P1 has relationship with Pq other sets of predicates 
which contains P1 will not be checked anymore and will not be interfered but it does 
not affect the time order so much and overall time order is exponential. 

5.4 Decision Tree Learning Model 

In this subsection we intend to use Decision Tree for our aim. In decision tree, one 
attribute, which is called goal or class, is obtained by other attributes. In the other 
words it is possible to predict goal value by means of other attributes value. Decision 
tree has two properties which are really advantageous for our aim. These properties 
are: 

• Approximately lowest number of antecedents 
• Feasible highest confidence of the rule 

These two properties are helpful because it helps us to have rules with lowest number 
of antecedents with high confidence. Now we try to use decision tree for extracting 
rules. In order to reach this aim, we should consider each predicate as the goal and try 
to capture the predicates which result our goal. Consider we have predicates P1, P2, 
P3, … , Pq. We start with a predicate such as P1 as our goal or class. We make the 
decision tree for P1 and then we try to figure out other predicates which defined P1's 
result. If we go upward from leaves to root in obtained tree, they can be rules which 
show when P1 is true and when it is false. Then we obtain the P2's tree and so forth. 
Fig. 6 demonstrates process of Decision Tree Learning Model box in the Fig. 3. 

Since decision tree splits the attributes into some smaller attributes and then 
classify them, using decision tree is not time-consuming. By using decision tree for 
extracting rules all the predicates are not checked but they are split into smaller subset 
and each subset is checked. Therefore Using Decision Tree Learning Model is faster 
than using Association Rule Mining Model. 
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Fig. 6. Decision Tree Learning Model 

6 Importance of Conditional Invariants 

In this section, we plan to check if conditional invariants are really express some more 
relevant invariants. In order to clarify this, consider Fig. 7 which is a truth table. This 
truth table shows the predicates in a given program point. Each column of the table is 
a predicate and each row of the table is a execution of code in the program point. In 
this table, T means the checked predicate satisfies and F means the predicate does not 
satisfy. 
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Now we plan to study the probability of existing of at least on ordinary invariant 
and probability of at least on conditional invariant. With this method, we manage to 
show that conditional invariant is more frequent than ordinary one. First, we start with 
ordinary invariant. To have an ordinary invariant, one column of table in Fig. 7 should 

be T or F. Probability of being T or F in all rows of one given column is . Therefore 

To assess the probability of existing of an ordinary invariant is shown in equation (4): ( ) = 1 (1 22 )  (4) 

Now we try to demonstrate the probability of conditional invariant. First we try to 
calculate the probability of existing of rule C1C2. To reach to this goal we suppose 
to only in one row of table rule C1C2 exists. The probability of existing of this rule 
in one row is shown in equation (5): 

(5) 
n1 × 22 × 22 n1 × 22 × 22 × 12 = n1 × 22 × 22 × (1 12 ) 

The probability of existing of this rule in one row is shown in equation (6): 

(6) 
N2 × 22 × 22 n2 × 22 × 22 × 12 = n2 × 22 × 22 × (1 12 ) 

Now we calculate the probability of C1C2. Equation (8) is this goal: 

(7) ( ) = ni × 22 × 22  

(8) ( ) = ( ( ) ( ) × 12 ) 

Totally, probability of existence of at least one conditional invariant is shown in 
equation (9): 

(9) ( ) = 1 (1 ( )) ( ) 
 

 

Fig. 8. Comparison of probabilities 
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Now we reach to P(OI) as the probability of existence of at least one ordinary 
invariant and P(CI) as the probability of existence of at least one conditional 
invariant, we plan to compare these to probability to consider which probability is 
higher. For comparison the probabilities, consider Fig. 8 which shows the probability 
of existence of ordinary and conditional invariant. These probabilities are achieved 
via 50 times executions for different number of predicates. X-axis shows the number 
of predicates and Y-axis demonstrates the probabilities. Diagram with star is the 
probability of existence of conditional invariant and the other diagram is the 
probability of existence of ordinary invariant. As seen, probability of existence of 
conditional invariant is higher than probability of existence of ordinary invariant. 

7 Conclusion and Future Work 

Invariants are different properties of variables and relations between them in each 
program point in all executions. Invariants usually illustrate the program behavior. 
Invariant is an always true concept so they are not able to express program behavior 
which is true with assuming of a condition. In this paper we introduced a new sort of 
invariant named conditional invariant. Since this newly introduced type is able to be 
extract when a particular condition happens, conditional invariant can express 
program behavior better. In order to extract conditional invariant, we introduce some 
classes of predicate which show valuable properties and relations in each execution. 
These predicates are expression with Boolean values. Then, we try to extract 
association rules from predicates. These association rules are in fact conditional 
invariants. In this paper we introduce two models to have these association rules. The 
first model, Association Rule Mining Model, extracts rule by the means of myriad of 
checks. Time order in this model is exponential and is not acceptable. Another model, 
Decision Tree Learning Model, uses decision trees to extract rules. This model is 
more reasonable. We consider each predicate as a goal and try to find related 
predicates which result the goal. 

In the future, we plan to use Bayesian Network to extract the rules and conditional 
invariants. Bayesian Network is another data mining technique which can predict the 
goal by the means of other input attributes. Bayesian Network is more useful in the 
cases that input attributes (predicates in our work) do not have correlation. 
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Abstract. P2P data integration is one of the prominent studies in recent years. It 
relies on two principal axes, including data integration and P2P computing. It 
aims to combine the advantages of data integration and P2P technologies to 
overcome centralized solutions shortcomings. However, dynamicity and large 
scale are the most difficult challenges faced for efficient solutions. In this paper, 
we investigate P2P computing and data integration fundamentals and detail the 
challenges that face the P2P data integration process. In addition, we presenta 
vector space model based approach our P2P semantic data integration 
framework. In a first stage, we detail the various modules of our framework and 
specify the functions of each one. Then, we present our vector space model to 
represent semantic knowledge. We present also the knowledge base 
components that hold semantic. Finally, we explain how we deal with network 
dynamicity and how semantic should be adjusted accordingly. 

Keywords: Semantic Integration, P2P, Ontology, Vector Space, OWL, 
semantic clustering. 

1 Introduction 

With the great growth of online sources, thanks to the Web and Network infra-
structures advances, it is uncomplicated that the user could be flooded by the amount 
of distributed information and systems that can access during information search. 
Unfortunately, this easy access is not transparent and consequently does not satisfy 
end users ambitions. This is due to the heterogeneity issues. That is why integrating 
heterogeneous data is an omnipresent problem [1] for nowadays researches. 
Effectively, several data integration works are proposed, but most of them are 
mediator-based and do not really cope with distribution. Indeed, they suffer from 
static matching in mediator architecture, which is client/server-like architecture. 
Consequently, they lack of scalability and flexibility. The birth of the P2P computing 
was seen as a magic ring to resolve most centralized solutions shortcomings. Thus, 
new distributed architectures taking advantage of P2P infrastructure to support data 
integration were proposed.  
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Recently, computer systems tendency has moved toward the use of classical P2P 
infra-structure and architecture for integrating distributed data sources. In this case, 
peer-to-peer systems consist of a set of completely autonomous peers in the definition 
of their data and knowledge. There is no global schema or any kind of centralized 
services which could cause a bottleneck or a single point of failure. Thus, models of 
P2P architectures are privileged, in decentralized data integration and management, 
for their extensibility and flexibility where a peer is both a client and a server, and can 
cooperate with other peers in a transparent way depending on the capabilities 
previously concluded. 

However, this combination of data integration and P2P computing is not 
challenges-free. Indeed, most proposed works do not cope with semantic data 
integration. 

In this paper, we study the problem of data integration in the P2P setting: How can 
P2P techniques help data integration in distributed environment? What new issues and 
challenges should be surmounted? Then, we present our solution for P2P semantic 
data integration for which we will detail the architecture, the vector space model for 
formalizing the data model. Then, we present our approach for network dynamicity 
management. 

2 Data Integration 

Data Integration aims to query heterogeneous, autonomous and distributed data 
sources. Different kinds of heterogeneities are identified. According to this, we 
distinguish three levels of data integration.  

- Syntactic integration intends to overcome heterogeneities that come from the 
use of different data types and models to structure the same information (Relation in 
relational databases, classes in OO databases, XML tags, etc.). 
- Structural integration has for task to resolve heterogeneities that rise from 
using different schemas to represent the same data. They are closely related to the 
choices of conception. For example, the name of a person can be represented by only 
one field “name” or by two fields “fisrt_name” and “last_name”. 
- Semantic integration is by far the most complicated task. It aims to resolve 
heterogeneities that outcomes from the differences of significance, interpretation or 
use of the same data. For instance, (1) Words that have similar meaning but have 
different forms (e.g. Book and manuscript) will not match each other; (2) Words 
having multiple meaning (e.g. java) will make confusion and brings noisy responses. 

To defeat these heterogeneities and provide access to heterogeneous and distributed 
data sources, several works and studies from the early 80’s have been proposed. In 
this context, solutions using conceptual models, such as relational models, XML and 
ontologies were adopted. For example, we mention systems like Information 
Manifold [2], TSIMMIS [6], WASSIT ([3], [4], [5]). These classical centralized 
approaches are based on the supposition that it is possible to define a virtual global 
schema using approaches like GAV [6] and LAV [2, 27]. These approaches serve to 
establish mappings between the global schema and the local schemas. User’s queries 
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are then posed on the global schema to be translated, rewritten and optimized in 
further stages. However, most of these solutions suffer from client-server drawbacks. 
For this reason, we should take advantages from the P2P computing techniques. 

3 P2P Computing 

"Peer to peer" is a set of techniques permitting to build a data sharing system among 
several users. As pointed out by Shirky [7], peer-to-peer can be defined as “A class of 
applications that take advantage of resources-storage, CPU cycles, content, human 
presence- available at the edges of the Internet”. The birth of P2P networks is one of 
the events that have marked the Internet growth in the current decade. The P2P flux 
percentage, in relation to the Internet communication traffic, has been estimated, by 
the Cache Logic P2P technology company, to be between 64% and 84% for the year 
2005. No statistics can ever be entirely truthful on the internet traffic but this is a 
really good estimation. Classical P2P networks have become recently a great 
infrastructure. Systems like Napster, Gnutella, Kazaa have showed their exploits for 
file sharing. Indeed, file sharing was the main incentive for several of these successful 
platforms. However, most of them focus on handling semantic-free items and support 
only key-based and in some cases keyword-based search. Doing so restricts classical 
P2P networks convenience and limits the techniques that can be employed for 
distributed data. 

With the growth of P2P as an alternative for Client/Server systems, several works 
and architectures have been presented about different aspects of P2P computing. Any 
P2P computing application relays on a logical network, called overlay network, 
composed of a set of nodes and links between them that form logical connections. 
This overlay network is virtual and has its architecture based on a physical IP 
network. We can classify this P2P architecture depending on two criteria: 
decentralization and structure. We present these two points in the next sections. 

3.1 Decentralization 

Theoretically, overlay networks are supposed to be purely decentralized. However, 
this is not always true in practice and different degrees of decentralization are met. 
Generally, we can distinguish three architectures of decentralization: pure, hybrid and 
super peer or partial architecture. In the totally distributed architecture, all nodes are 
equivalents and play the same role. There is no central control or coordination of their 
tasks. Each node acts as both a client and a server. There are no relaying services and 
the whole communication exchange process is accomplished directly between nodes. 
In the hybrid centralized architecture, there is at least one central point of control. All 
peers store their indices in the central server or cluster of servers. Peer localization 
and reference are done by the global control servers. The data transfer is 
accomplished in an end-to-end way directly between peers. This architecture has 
client-server-like drawbacks. Finally, in the partially centralized architecture, some 
nodes called super peershave roles that are more important. Each super peer contains 
indexes of files contained in the subscribed peers. The super peers and the nodes that 
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it subscribes constitute a cluster. From the outside of a cluster, the communication 
with each node within this cluster must be initiated through its super node. The way 
the super node is designed by the network varies between systems. We must note that 
the set of super nodes would not be a point of failure because the designation is 
dynamic. In case of failure, a new super peer is designed for the cluster concerned. 
Thus, super peer architecture offers more advantages than the other ones for P2P data 
integration. 

3.2 Structure 

Network structure refers to where and how nodes and data are added to the system. 
In-deed, the overlay network can be created in an undetermined way (ad hoc) as 
nodes and content are added, or whether based on specific policies. We classify peer-
to-peer structure in two classes, which are structured and unstructured. The two 
classes are described below. 

1. Structured 
Structured P2P networks are characterized by the use of identifiers assigned to data 
items. The overlay network organizes its nodes into a graph that maps each data 
identifier to a peer offering a highly controlled logical topology. This mapping 
between content and location is accomplished through a form of distributed routing 
table permitting queries to be efficiently routed to the peer with the desired data. In 
this way, structured overlay networks can partially resolve scalability issues 
encountered in P2P environment and rare items are easily located. However, it is hard 
to maintain the network structure for efficient routing process due to the volatile 
nature of P2P systems. Representative systems of Structured P2P overlay networks 
include Content Addressable Network (CAN) [8], Tapestry [9], Chord [10], Pastry 
[11] and Kademlia [12]. 

2. Unstructured 
In unstructured networks, peers join the system without any prior knowledge of the 
network topology. Consequently, data files are located independently from the 
overlay topology. The location of files is not restricted or founded on any network 
knowledge. This makes data locating a hard task in systems that offer query 
functionalities. Search mechanisms are based on a large spectrum of techniques 
varying from basic methods such as flooding the network by propagating the queries, 
to more sophisticated techniques that uses routing indexes and random walks. 
Flooding-based techniques are useful for locating highly replicated items and are 
flexible for peer joining and leaving but they are less adequate for locating rare data 
objects. Obviously, those techniques make unstructured systems faced to scalability 
and availability issues because peers are quickly overloaded as the systems size and 
the number of queries increase. On the other hand, unstructured networks are 
accommodated for highly volatile node populations where nodes are joining and 
leaving at high rate. Among unstructured networks, we find Napster, Kazaa, Gnutella 
and Edutella. 
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4 P2P Data Integration Issues 

As introduced in section 2, data Integration issues were widely investigated in the 
literature [13], [14]. Several centralized solutions based on the assumption that it’s 
possible to define a virtual global schema using approaches like GAV and LAV were 
proposed.  

However, in the P2P context, this assumption does not hold anymore due to the 
highly distributed and dynamic nature of the P2P infrastructure. Each peer has a 
limited view on the system, and cannot give complete answers. Therefore, data 
integration brings and raises new challenges in the P2P environment. Many P2P 
solutions have been proposed to resolve some of these issues using different 
techniques and concepts. We can distinguish two main categories, PDMS (peer data 
management system) and OPDMS (ontology-based PDMS). The first family is 
characterized by the combination of schema-based integration techniques and P2P 
infrastructure. Among solutions that we classify in this family, we find LRM Model 
[15], PIAZZA [16]. The second category arises by combining PDMS techniques and 
the use of ontologies that has been acknowledged to be an efficient approach to 
advance interoperation of distributed data sources at a semantic level [17], [14]. 
Among solutions that belong to this second family, we can mention SWAP 
architecture and those founded on it like the Bibster system [18]. P2P ontology 
mappings and query processing are two main issues in an OPDMS. Ontologies are 
used in local peers as a conceptual schema of the underlying information. 
Nevertheless, the use of ontologies in a P2P setting creates new issues because we 
have to deal with more than one ontology. In fact, ontologies have been lately 
introduced for knowledge representation in information systems. Indeed, resources 
are generally described by XML schemas, relational schemas, etc. Even in the case 
where they are described by ontologies, their representation doesn't adopt the same 
standards and do not use the same languages (OWL, DAML+OIL, RDFS, etc.) [4]. In 
most cases, the answering Peer does not know all the terms used in the query 
expressed according to the local ontology of the requesting peer. Thus, to solve this 
problem, a mapping between both requesting and answering peer local ontologies 
must be accomplished. Due to these mapping challenges and incomplete knowledge, 
it is unfeasible to assure efficient query processing without exhaustive research, 
which is inconceivable in large-scaled P2P systems. So, query routing, processing and 
optimization techniques should be considered. 

However, Query processing and routing in a PDMS is different from querying in 
flat P2P system. In fact, in PDMS, indexes take the form of schemas and we do not 
have hash functions or global indexes that could permit to find the requested data 
because of the presence of heterogeneous schemas at the peers. In contrast, the 
originality of PDMS lies in its ability to exploit the transitive relationships among 
such schemas. Thus, efficient query processing should generate distributed query 
plans according to the information returned by the routing process. The query plans 
are calculated according to the cost of alternative operator order (e.g., join/ 
aggregation reordering) and execution strategies (e.g., data or query shipping) for 
these plans. The query plans are then executed by the selected peers according to their 
capabilities. 
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PDMS policies to deal with query processing are diversified but most of them are 
inspired from the classical P2P world. Edutella [19] uses routing indices [20] for their 
super-peers providing RDFS schemas and RDF metadata of their description. Queries 
are based on a Datalog-based query exchange language called RDF-QEL to serve as a 
common query interchange format. Systems like PeerDB [21] uses flooding and 
information retrieval (IR) approaches to decide, at the query run-time, the mappings 
between two peer schemas. In PeerDB, no predefined mapping tables are established, 
only descriptive metadata are associated to schema attributes. Query routing is 
accomplished through flooding neighbor’s peers which uses IR techniques to decide if 
matching attributes for the query exist in the local schema. Then, the user based on 
the returned suggestions, must choose which queries are relevant and which ones can 
be executed. The system use caching mechanisms for the user selected preferences to 
route future similar queries. Piazza [16] utilizes a declarative XQuery-based mapping 
language to define the mappings established between peers of individual peer 
schemas. Based on the chains of mappings between peers of nodes, a reformulation 
algorithm produces query expressions equivalent to a given query; that can be routed 
and distributed across the Piazza network. Like Piazza, Hyperion [22] uses mapping 
tables and mapping expressions (mapping tables permitting variables) to define 
correspondences between local schemas in peers. Based on the mapping tables and 
mapping expressions, a query manager rewrites queries posed in terms of the local 
schema, in order to be processed by the acquainted peers. 

5 Our Solution 

Racall that, in the light of having investigated the mechanisms for data integration and 
techniques for P2P computing, we have explored issues for P2P data integration and 
querying in peer-to-peer data management systems. Based on this exploration, we 
now focus on presenting our solution for semantic P2P data integration framework 
that is based on our platform WASSIT (frameWork d’intégrAtion de reSSources de 
données fondée sur la médIaTion) for central data integration. In this paper, we 
present our architecture and detail each of its components. Then, we give an overview 
for our knowledge representation. Afterward, we present our approach to manager 
network dynamicity and volatility.  

Our work is motivated by the need to integrate several heterogeneous data sources 
and systems that belongs to different governmental institutions. Each system can be 
seen as an autonomous system managed independently and no global schema can be 
conceived. These systems hold semantically equivalent our related information of 
different domains.Due to the large scale of the systems and data, and financial 
constraints, centralized solutions like WASSIT or TSIMMIS [6]wouldn’t do the job. 
Consequently, the recourse to both P2P and data integration technologies seems to be 
promising for an efficient solution. For feasibility raisons, we will implement our 
solution for institutional digital libraries as a case study.  

5.1 Architecture 

We have adopted, for our framework, an unstructured super peer architecture where 
each node can be a peer or a super peer (Fig.1). A super peer and the peers that are 
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connected to it constitute a cluster. The super peer is responsible for lookup with the 
network for its cluster. Each node should contact its super peer to submit user queries 
out of the cluster. Each peer that hopes to join the P2P network should have an entry 
point. Through its entry point, a new peer should provide descriptions about the 
information resources that it manages. Then, based on these descriptions, each peer is 
registered by a super peer.  

For us, each node represents an autonomous information system, and data 
integration is accomplished by establishing mappings among the various peers. 

 

 

Fig. 1. Our P2P network scenario Fig. 2. Our functionalarchitecture 

 

We introduce a new concept that we called Backup Super Peer (ℬ ) whose role 
is to ensure a passive backup for the super peer. The ℬ  is different from the k-
redundant super peer that ensures an active backup or load balancing. The ℬ  is 
elected among peers that have enough hardware and network resources and it contains 
an image of the super peer knowledge.  

In a first stage, our solution will be adopted for digital libraries context. However, 
it is in-tended to be a general framework. The architecture of our solution is presented 
in the figure 2 and contains the modules described below.  

Query processing: it is a coordinating module managing the process of query 
resolution. It receives queries from the user interface or from remote peers. Either 
way, it undertakes to answer the query locally and/or forward it to remote peers 
depending on the query specifications. The routing decision to which peers a query 
should be forwarded is based on the knowledge about other peers. This module is 
composed of two sub-modules. The first one is dedicated for local processing and 
interacts directly with the wrappers of local resources as it is detailed in the [23] for 
the WASSIT platform. The second sub-module accomplishes remote query 
processing. It has for mission peer selection, query rewriting and query distribution 
for remote processing.  
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The network module: it has for task to manage peer joining to the network by 
choosing the pertinent cluster. The joining process is based on the available 
knowledge at the peer and on the network. Each peer that wants to join the P2P 
network should submit through its entry point a TTL-query containing description of 
its local knowledge using a summary of the most heavy-weighted concepts ℳc and a 
threshold  for semantic similarity to satisfy by the available super peers. This 
mechanism is used to avoid network congestion and resources waste. Each super peer 

x that receives the subscribing query of the new peer new, calculates the semantic 
similarity ( Cl-SPx, Ls-Pnew) between its cluster knowledge and the asking peer 
description. If the semantic similarity is over the specified threshold  than the super 
peer sends an acceptation response containing the calculated similarity value to the 
asking peer new. Among the returned values, the query initiating peer chooses the 
better cluster to join. The decision is taken by the initiating peer to avoid inter-super 
peer conflict and inter-blockage. 

The network modules have also for task to accomplish another role of backuping in 
the case of the ℬ  nodes. The backup consists of backuping the super peer 
knowledge, providing a proactive rescue and preventing reactive election in the case 
of super peer failure.  

The knowledge component differs depending on the nature of the node. In the case 
of the peer nodes, the knowledge component contains local expertise and information 
about cluster knowledge. However, for the  and ℬ  the knowledge component 
contains also the network expertise. The knowledge contained in this component is 
represented by ontologies and mapping tables that we describe in section 5.3. 

User interface allows users to formulate and submit queries. It is also used by the 
peer’s administrators to manage resources and to define constraints and mapping. 

Network communication manager is a component that is responsible for network 
communication between peers. It provides transport mechanisms to hide low-level 
communication details for the other components of the system, while sending and 
forwarding queries. In a first stage, we have opted to use the JXTA system as the 
communication platform for the implementation of our framework. Thus, the peers 
will be identified by the JXTA ID URN in the underlying P2P infrastructure. 

5.2 Architecture Formalization 

Formally, we present our PDM as acouple (G, M) where 
G= {(SPU P),(EgSP-SPU EgSP-P)} is a labeled non-directed graph where: 
SP= {SP1, SP2, ..., SPn} is a set of super-peers, each one with its ontology and 

expertise  
P= {(P1, P2, …, Pm)} is a set of peers each one with its own ontology and expertise  
EgSP-SP = {( SPi, SPj) | SPi, SPj∈SP2} is a set of semantic links between Super-peers 

inside the backbone network.  
EgSP-P = { (SPi, Pj) |  SPi∈SP, Pj∈P } is a set of semantic links between peers and 

super peer inside each cluster.  
M = {Mij

SP-SP} U {Mkl
SP-P } is a set of correspondence or alignment matrix, each 

one is associated with a semantic link Lsi,j∈EgSP-SP, Lsl,k∈EgSP-P containing alignment 
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information between the peers ontologies and those of the superpeers of a cluster for 
the Mij

SP-P matrix and the semantic alignment between superpeers representing 
different clustersfor the Mij

SP-SP  matrix. 

5.3 Knowledge Representation 

One of the major challenges in P2P data integration is the definition of the knowledge 
and semantic to share across the network. Once this semantic is specified, we should 
define the format of its representation, the way of semantic construction (manual, 
automatic or semi-automatic), the semantic that could be shared between peers and 
between superpeers and how it is distributed across the whole system. 

Data Model 
In each node, sources are indexed using a semantic vector that describes the weight of 
concepts calculated using TF-IDF or similar schemes. These weighted indexes and 
schemas are used to construct local ontologies. The construction of the ontology is not 
our principal goal in this works. We suppose that local ontologies are already 
established. 

For simplicity raisons, we define a space model for ontologies, we denote Ω this 
ontology space. Each ontology ∈Ω is defined as a four-tuple < , ℛ, , ℛ> 
where  is a set of unary predicates called concepts, ℛ⊆ ×  is a set of binary 
relations called properties and  are ℛ are axioms for concepts and relations 
respectively. The definition of an otology space is dictated by necessity to use 
computational operations for ontology comparison, mapping, alignment and merging 
or for similarity measurement. 

To be simpler, the ontology space is projected on a Vector Space Model (VSM), in 
which each ontology, is represented by a vector  in this space where the concepts 
are the dimensions. In the same manner, a user query is represented as a query vector 

 and the similarity between the user query and the target peer ontology is estimated 
by the distance between  and . In this way, we merge the problem of semantic-
based search with query routing in our overlay network. 

Data Model Pivot Language 
As presented in our framework for centralized data integration, WASSIT we have 
chosen to use OWL ontologies to represent the semantic knowledge. The benefits of 
using OWL ontology are not to be demonstrated in this context. Indeed, in [4] we 
have presented how to build semantic knowledge using semi-automatic mapping from 
XML-documents to owl ontologies. We have also developed and tested a Wrapper 
from relational to XML documents in order to map theme into OWL ontologies[24]. 

XQuery [25] is the query language we adopt in our platform since it is the W3C 
standard for querying XML documents. In order to achieve efficient query processing, 
we represent the queries according to an algebraic model. 

As our P2P integration uses semantic clustering based on peer’s content, we have 
introduced the notion of expertise for each peer.This notion is used during the stage of 
peer’s clustering. Each node that hops to get into the network should publish a 
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summary called also expertise of its data sources and capabilities. The expertise 
notion is used to optimize the clustering process by preventing heavy computations of 
calculating similarity measuresbetween the holes ontologies. In this way, the peer 
expertise is used as a light weighted ontology containing the potentially most 
important concepts and relations. 

For freshness reasons, we introduce in our data model a freshness parameter which 
will be incremented after update of the ontology published by each node. The idea of 
introducing freshness is to keep cluster and network ontologies up to date regarding to 
the peer knowledge. This parameter permits to elaborate an infrastructure permitting 
to manage knowledge freshness depending on the network dynamicity. To this end, 
we use owl:priorVersion and owl:versionInfo constructs to implement the freshness 
parameter. 

Ontology Concepts and Properties 
In our OWL ontology, we consider all concepts and relation between themes. For the 
relations, we distinguish two types of relations between nodes: 

• The first one are Relations defined by the users or administrators using 
OWL:objetProperty construct. For instance, the “Is_the_author_of” 
relation in the example below: 

<owl:ObjectPropertyrdf:ID="Is_the_author_of"> 
<rdfs:domainrdf:resource="#Author"/> 
<rdfs:rangerdf:resource="#Book"/> 
</owl:ObjectProperty> 

• The second one is are OWL natives semantic and hierarchical implicit 
relations such as equivalence (owl:equivalentClass, 
owl:equivalentProperty), specialization and generalization 
(rdfs:subClassOf, rdfs:subPropertyOf), etc. For simplicity raisons, in a 
fist stage, owl:DataTyeProperty are not taken into account.  

 
To represent the knowledge in our approach, we have taken into account two types 

of components: ontologies and mapping tables. 

Ontologies: As presented before, our ontologies are assumed to be described in a 
language like OWL-DL for raisons of decidability and reasoning. We distinguish four 
types of ontologies, the local ontology Ls that represents the knowledge of local 
resources of each node. The second one represents the ontology contained in a cluster 

Cl-SPx and is shared between peers of the cluster. The network ontology Net-SPx is 
hosted by each super peer and describes the knowledge out of the local cluster as seen 
by the super peer x. These three ontologies will be merged to obtain the global 
ontology g-SPx of the super peer x. 

Mapping tables:We distinguish three types of mapping tables. The basic one ℳ Ls is 
used locally in each peer to assure it as an autonomous information system. The 
second mapping table ℳ Cl-SPx is between peers and their super peer. The third one ℳ Net-SPx is between Super peers of different clusters.  
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Mapping tables are presented as matrix of semantic vectors  where lines 
represent concepts and columns represent peers for the ℳ Cl-SPx and clusters for the ℳ Net- SPx. 

Vector Space Model 

Graph Ontology 
Before analyzing any relation type, we should present our owl ontology as a semantic 
graph where the nodes are concepts and the edges are the semantic relations between 
the concepts to be taken in semantic analysis. As defined in [26], we define an 
ontology graph as below. 

 
Definition: Given an ontology O, the ontology graph Go = (V, E, lV, lE) of O is a 
directed labeled graph. V is a set of nodes representing all concepts in O. E is a set of 
directed edges representing all relations in O. lV and lE are labeling functions on V and 
E, respectively. es,t is the edge connecting ontology nodes s and t, where edge e 
belongs to edges set E, node s and t belong to nodes set V, we denote by e∈E, s,t∈V. 

 
As we are interested in the semantic of the two types of relations detailed before, our 
ontology graph will be represented in a vector space model with a matrix n×n×k, 
where n is the number of concepts V and k is the number of types of relations E. So, 
our graph ontology can be represented as bellow  

( ) ( ) ( )
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Where mc,i= (d1, d2, .. , dk)c,i represents the relationship between the concepts  and I 
based on the K dimensions we take into account. It defines also similarity correlation 
between concept  and I. 

The Concept  is represented by the vector of vectors: Vc= (mc,1, mc,2, …, mc,n)  
The Similarity between two concepts X and Y is equal to the similarity between 

their vectors in our vector spacemodel. It is calculated by the scalar product between 
the two vectors Vx and Vywhich we denote X and Y:  
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As we defined the similarity function in the interval [0..1], the similarity is 
normalized by the equation bellow: 
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5.4 Network Dynamicity Management 

To offer more flexibility to our solution, we have adopted an enhanced super peer 
model for which we describe the dynamic behavior under normal conditions. This 
model should cope with the situations of node joining, peer leaving, peer update, 
super peer leaving, ℬ  and  election. In this section, we present how the 
semantic knowledge of each node is adjusted according to the network dynamicity. 

1. Node joining 
To join the network, a new node new should have an entry point ent that could be a 
peer or a super peer. If new has a predefined mapping ℳ ( new, nent) to its 
entry point ent, which means that it has pre-defined idea on the network knowledge, 
then, new joins the cluster of its entry point and the mapping between its resources 
and the hosting super peer is accomplished using mapping composition ℳ ( new, 

Cl- x) = ℳ ( new, ent)⨂ℳ ( ent, Cl- x). Otherwise, new sends a join 
request using TTL of  for the super peer of its entry point. This join request contains 
expertise metadata about new contents and computing resources, and is forwarded 
to super peer neighbors in the backbone network of -hops. Every super peer that 
receives the join query will estimate if the querying node could semantically be 
hosted in its cluster or not, by calculating semantic similarities, based on the expertise 
received, ( Cl-SPx, Ls-Pnew) about the context. In the affirmative case, the super 
peer compares its computing resources to those of the asking node. If the new node 
has greater computing power, it is prompted to be a new super peer for the cluster. 
But for more stability and to reduce computation and topology changes, we limit the 
clustering changes to only new peers that offer more significant power than the 
current super peer. A function for computing resources comparison should be defined 
based on the cluster size and the computing resources.  

A new node that joins the network and has enough computing resources could 
build a new cluster if no super peer validates its join query. This case could happen if 
all clusters have reached the maximum size or if the new peer concerns a new topic.  

Once a new peer new joins a cluster , a mapping between its knowledge and 
these of the hosting x is calculated in an ascendant approach. 

 

2. Peer leaving 
When a peer L fails or simply leaves the network, its super peer would update its 
cluster knowledge accordingly. The changes are notified across the backbone network 
for neighbor’s super peers. Peer could fail for many raisons such as network 
bottlenecks or maintenance problems. Peer failure is detected using keep-alive 
massages or when it does not re-play to queries. However, the procedure of leaving is 
initiated on demand by the asking peer using a disconnect request.  

Once the peer departure is confirmed, the super peer adjusts the cluster knowledge 
Cl- x accordingly to obtain ’Cl- x. Our process for peer leaving follows a 

descendant approach and works as follows. For each concept  in the Cl- x ontology 
that refer to L in the mapping table ℳ Cl- SPx, if this concept refers to another peer 

I≠L then keep  else mark it for later deletion. A new mapping ℳ( ’Cl- x, Cl- x) 
between ’Cl- x and the Cl- x. The new mapping is transmitted to the peers of the 
cluster to update their knowledge through mapping composition ℳ( ’Cl- x, Ls- ) = ℳ ( ’Cl- x, Cl- x)⨂ℳ ( Cl- x, Ls- ). These changes are then forwarded out 
of the cluster  to update the Backbone overlay network. 
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3. Super peer leaving 
As mentioned before, the super peer constitutes as single point of failure in super peer 
architectures. The super peer of a cluster could become unreachable due to failure or 
by simply leaving the network. In this case, the ℬ  proposed in our enhanced model 
will take the relief and prevents communication breakdown. No changes should be 
accomplished. Then, the ℬ  is converted to be the effective super peer and the 
cluster knowledge is updated accordingly. Afterward, the IP address and computing 
resources of the new super peer is communicated to the peers of the cluster and to the 
other super peers of the backbone network. Thus, super peer failure becomes as 
simple as any other node of the cluster. 

4. The Backup Super Peer election 
As mentioned, the ℬ  has for task to ensure fault tolerance in our enhanced super 
peer model. It is elected among cluster peer’s that have enough hardware resources 
and offers more stability by being alive for long periods. This is accomplished throw 
historical activities. The election procedure is done in proactive way under normal 
conditions. The ℬ  continue polling periodically the  to ensure the stability of 
the cluster. Moreover, a peer that could not communicate with its  could query the ℬ  about the  availability. Synchronization between the  and ℬ  knowledge 
bases is accomplished periodically to ensure fault tolerance and self-organizing 
functionalities. The ℬ  knowledge is seen and processed as those of the other peers. 
Once the ℬ  is active, the knowledge of the old  must be removed as explained 
for the peer leaving procedure. Then, the process of electing a new ℬ  is triggered.  

5. Node update 
It presents the most delicate procedure that can happen in P2P data integration 
systems. This is due to the fact that download information by a peer should be shared 
in running time even before download accomplishment. However, fort simplicity 
raisons, we limit our approach to only totally downloaded documents. Thus, upon 
peer’s knowledge changes, the cluster and network knowledge will be updated. To 
take into account these changes, two principal ideas can be adopted. The first and 
easiest one treats the peer as new one and deletes its old knowledge, and then uses the 
approach proposed in the node joining section. This idea do not reuse calculated 
mapping even more it should delete the old knowledge and re-compute the new 
knowledge and consequently, it is time and resources consuming. The second idea 
calculates a new mapping ℳ( ’Ls- m, Ls- m) between the old local ontology Ls- m of 
the updated peer m and its update local otology ’Ls- m. The new mapping is 
communicated to the super peer for composition of mapping to update cluster and 
global knowledge of the super peer x. This second idea is better than the first one 
because it permits knowledge and mapping reuse. 

6 Conclusion and Perspectives 

Through the present paper, we have presented different P2P network features and 
capabilities. The set of smart features of Peer-to-Peer architectures including 
decentralization, self-organization, scalability and fault tolerance offers significant 
advantages that can help semantic P2P data integration. Besides, we have showed that 
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combining data integration techniques in a P2P context generates a multitude of 
challenges. Indeed, a peer has very little knowledge of its network and this 
information becomes obsolete very quickly. In addition, before worrying about how 
to process a query, a peer has to select which neighbor nodes should be queried. This 
decision is based on the knowledge that a peer has or shares across the system. As 
presented, knowledge representation and routing techniques are applied to deal with 
peer’s selection. 

Based on this study, we have developed our framework for semantic P2P data 
integration for which we have detailed the architecture and argued the conceptual 
choices. Besides, we have proposed a vector space model to represent the semantic 
knowledge. In addition we have presented an approach for managing network 
dynamicity for our solution based on the WASSIT mediation framework. 

We assume that our P2P framework has a plenty opportunities to support P2P 
semantic data integration and has the advantage to shun the scalability problem of 
most existing systems that uses centralized indexing, index flooding, or query 
flooding. To be competitive on a large number of PDMS, we must meet some other 
important challenges for optimization and efficiency. We are currently studying 
solutions for some of these P2P challenges and issues. Especially, we will focus in 
further works, on semantic query routing and processing. In parallel, we are working 
on implementing (similarity function, alignment process and knowledge construction) 
our approach. To show the performance of our framework, experimental and 
simulation results will be published in future works. 
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Abstract. Reducing the cost of program memory access can improve program 
performance. In this paper, a scheduling approach based on coherency and 
thread affinity has been introduced which is able to estimate scheduling cost 
according to the number of common data blocks and their coherency cost. The 
estimated results are used to find the appropriate thread mapping to cores so 
that the number of common data blocks between cores and their coherence cost 
are reduced. In the proposed model, the effect of shared cache size on affinity 
and coherency is considered. Since the shared cache behavior on different 
architectures is not the same and changes according to the cache size, stack 
distance analysis is used to estimate the behavior of shared cache on different 
architectures. Finally, the model is evaluated by a synthetic application and 
SPLASH-2 benchmark.  

Keywords: multi-core, thread scheduling, thread affinity, coherency, effective 
access graph. 

1 Introduction 

The multi-core processors have been studied in different aspects for a few years. 
Placing several cores with hierarchical shared caches on one chip distinguishes these 
processors from multi-processor and distributed shared memory systems. 

Since program memory access allocates a part of the application execution cost, 
reduction of this cost can increase the user program performance. In the parallel 
applications, there are data blocks that are accessed in common by application 
threads. One of the solutions that can improve application performance and its 
execution time is reduction of the access cost to common blocks between threads of 
an application by increasing thread affinity. Thread affinity refers to placing threads 
with common data on a shared memory module. This increases overlapping of 
memory footprint between threads. 

The goal of this paper is to search a thread schedule for multi-threaded application 
that improves data reuse inside cores and shared caches of multi-core memory 
hierarchy, and to reduce affinity strength between cores and non-shared caches, and to 
decrease coherence cost of common blocks. We know that threads of a parallel 
application can be mapped onto a parallel machine in various forms. This paper offers 
an analytical model to estimate cost of running an affinity- and coherency-based 
thread schedule on multi-core systems. This model is used to find an appropriate 



202 H.R. Khaleghzadeh and H. Deldari 

thread scheduling on the considered multi-core machine where memory access cost of 
program is reduced. The obtained scheduling will be used for mapping threads to 
cores in next runs of the application. 

Coherence of the common blocks is one of the effective metrics on the memory 
access cost. The authors intend to reduce block coherency cost by thread affinity. 
Therefore, the proposed method considers the number of common blocks between 
threads and type of access to common blocks for estimating memory access cost. 

The shared caches are one of the main resources of multi-core processors that have 
a significant role in thread affinity and scheduling cost. For this reason, effect of 
hierarchical shared caches on the proposed scheduling method is studied in the second 
half of paper. For this purpose, the number of common blocks on each cache level 
which access to them leads to hit is estimated, and then the obtained information is 
used to improve the estimate of memory access cost. 

The proposed method in [1] has used the number of common data items between 
application threads in order to find optimal scheduling. The introduced solution in the 
present paper is the same as the proposed method in [1], except that authors have 
extended cost estimation model by considering coherency cost of common blocks and 
shared cache size. 

Finally, the model is evaluated by synthetic application and SPLASH-2 
benchmark. 

The rest of the paper is organized as follows: In section two, the related works is 
described. Section three proposes methodology. In this section we have explained our 
thread scheduling method based on affinity and coherency. Section four introduces 
simulation environment, and presents simulation results, and section five summarizes 
the results and contributions of our work. 

2 Related Works 

Thread affinity has been studied in shared memory systems with various views. 
Solaris and Linux operating systems introduce pset_bind [2] and sched_setaffinity [3] 
system calls, respectively, for binding threads to determined core(s). Sun [4] and Intel 
[5] compilers allow programmer to control thread binding by using environment 
variables. 

C.P. Ribeiro et al. [6] developed a solution independent from architecture and 
compiler which is called Minas. They assured memory affinity in ccNUMA machines 
by reducing number of remote access or memory contention. Minas consists of three 
modules: Memory Affinity interface (MAi) is an API that called by application source 
code to deal with data allocation and placement. Memory Affinity preprocessor 
(MApp) performs automatic optimizations in the application source code, and NUMA 
Architecture Module (numarch) provides the machine information for helping to 
placing the data. 

[7] binds threads to cores manually instead of binding by Linux Kernel, and gains a 
better performance because there are thread switching in Linux. 

F. Song et al. [1] proposed an analytical model to estimate cost of thread 
scheduling on multi-core systems. This model consists of three sub models. Memory 
affinity in the user program is described by affinity graph that determines number of 
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accessed data items in common by each two threads of program. Memory hierarchy 
sub-model characterizes memory hierarchy of considered multi-core system. Cost 
sub-model is used in order to characterize thread scheduling cost. They have divided 
the affinity graph of program to find optimal thread schedule. The goal is to minimize 
the sharing between processors in the order of level 0 (last level memory) to level h − 
1 (the nearest memory to core) in a top-down fashion. 

[8] works on heterogeneous multi-cores that the cores are connected by a mesh 
network. It attempts to assign a thread to previous core which was run on it, and if 
previous core is not available, it schedules the thread on the nearest cores in order to 
minimize the communication time.  

3 Methodology 

Song et al. [1] have proposed an analytical model to find an optimal thread schedule 
to improve the memory effectiveness on all levels in the multi-level memory 
hierarchy of multi-core systems. The model consists of three sub-models: Affinity 
graph sub-model, memory hierarchy sub-model, and cost sub-model that characterize 
number of common data items between application's threads, memory hierarchy of 
the considered machine and execution cost, or in other words thread scheduling cost, 
by considering number of common data items between application's threads, 
respectively. In this model, Affinity graph is a weighted undirected graph where its 
vertexes show application's threads and the weight for edge eij denotes the total 
number of distinct addresses accessed in common by threads i and j. The proposed 
approach in this model, that we call it AFF-Model (affinity-model), does following 
operations in order to find an optimal schedule: obtaining and analyzing the memory 
trace of each thread and determining number of distinct common data items between 
application's threads for creating affinity graph, partitioning the affinity graph to some 
sub-graphs by considering memory hierarchy sub-model (one sub-graph per 
processor), finding an optimized schedule for each processor, and finally saving the 
obtained thread scheduling into a file as a feedback for next runs of the application. 

Definition 1. Sharing(Tx , Ty): The number of distinct data items that are accessed in 
common by threads (or set of threads) Tx and Ty. Value of the parameter is extractable 
from affinity graph. 

Definition 2. NearestShareCache(Px , Py): Level of the nearest shared cache between 
processors Px and Py. This information is extractable from memory hierarchy sub-
model. 

Definition 3. Lat(P , L): Latency of accessing processor P to a cache that is in level L. 

Definition 4. Proc(T): The processor that thread T is mapped on it. 
The proposed analytical method in AFF-Model has used the following relation to 
estimate execution cost for each pair of threads:   , T = Sharing , T  Lat(Proc(T  , NearestShareCache(Proc(T ), Proc(T )))) 

(1) 
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In relation 1, cost(Tx , Ty) is the estimated cost of execution of threads Tx and Ty when 
they are mapped on Proc(Tx) and Proc(Ty) and the nearest cache between them is 
located in level NearestShareCache (Proc(Tx) , Proc(Ty)). 

Song et al. demonstrated by cost sub-model that in order to reduce program 
memory access cost to common data, threads with more affinity strength must be 
mapped on the cores that the shared cache between them is located in the lower level 
(nearest to processor) in memory hierarchy. 

Therefore, in order to find optimal scheduling, AFF-Model proposes a hierarchical 
partitioning algorithm to divide the affinity graph for minimizing the sharing between 
partitions in the order of level 0 to level h − 1 in a top-down fashion. 

Relation 2 shows affinity strength of two disjoint partitions Tx and Ty.  , = ( , )∀ ∈ ,∀ ∈ , (2) 

where w(u,v) is affinity strength between threads u and v. 
It’s clear that AFF-Model estimates execution cost of thread scheduling in terms of 

thread affinity, and doesn't consider first access to data and missed accesses. The only 
considered parameter in this relation is data reuse in threads that helps to reduce 
memory access cost. 

The proposed method in this paper is based on AFF-Model. We intend to extend 
AFF-Model which considers more details of architecture and application behavior to 
estimate execution cost of affinity- and coherency-based thread scheduling, and 
finally find appropriate thread scheduling. So, this paper, in addition to using the 
number of distinct common data items, which used in [1], estimates cost of thread 
scheduling by considering coherence cost of common blocks between threads and 
shared cache size in memory hierarchy of multi-core processors. 

In the following, the proposed method is described in more detail. 

3.1 Coherency 

Data coherency in multi-core machines is essential due to shared cache. One of the 
weaknesses of the proposed model in AFF-Model is that it doesn't pay attention to the 
coherency cost of common blocks, and it only considers number of data items that are 
accessed in common by threads of application. In addition to the number of common 
distinct data blocks between threads, type and number of access to these blocks affect 
the thread scheduling cost because of the need to provide coherent common data. In 
order to clarify the discussion, suppose that the data block X is common between 
threads Tx and Ty. We consider two cases: (i) block X is read only. In this case, cost of 
access to this block equals with Lat(Proc(Tx) , NearestShareCache(Proc(Tx), 
Proc(Ty)). In case (i) if block X is read several times by Tx and Ty, There is not any 
cost in terms of coherency, and the block can be read from the closer caches to 
processor (if the block exists in the cache) without accessing to NearestShareCache 
(Proc(Tx) , Proc(Ty)). (ii) in this case if block X is write-read, this block is read each 
time, if the block is modified by another thread, access cost to this block will be 
Lat(Proc(Tx) ,  NearestShareCache(Proc(Tx) , Proc(Ty)). 
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According to the recent explanation, coherency cost of common blocks should be 
considered to estimate affinity strength of threads. For this purpose, in this paper, 
affinity graph is created by considering type and number of access to common blocks. 
Finite state machine (FSM) in fig. 1 shows that how to estimate the affinity strength 
between the two threads Tx and Ty. 

 

Fig. 1. Affinity strength estimator FSM 

The FSM consists of three states Same, non-Same, and Inv. Suppose that threads 
Tx and Ty have separate copies of common data block X. If these replicas are 
coherent, X is Same. If these two replicas aren't coherent and this incoherency is 
because of modifying block X by Tx or Ty, the block is non-same, and if other thread 
as Tz modifies block X, then this block is Inv from view of Tx and Ty. 

The transitions between states in the FSM are defined as follow: 

• Read_by_last: if block X is accessed by Tx and then is read by this thread, this 
access to X is Read-by_last. 

• Read_by_another: if block X is accessed by Tx and now this block is read by Ty, 
this access is Read_by_another. 

• Write_by_last: if block X is accessed by Tx and then is written by this thread, this 
access to X is Write-by_last. 

• Wrte_by_another: if block X is accessed by Tx and now this block is written by Ty, 
this access is Read_by_another. 

As shown in fig. 1, an action is done along with each transition, where: 
• W(Tx , Ty) ++: affinity strength of threads Tx and Ty increases one unit. 
• Invalidate: if block X is written by threads Tx or Ty, state of X in all threads that 

have accessed to X is changed to Inv state. 

By using the proposed FSM, affinity strength of every program thread pairs can be 
estimated, and weight of each edge of affinity graph is determined by type and 
number of access to common blocks. 
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3.2 Cache Size 

AFF-Model has not considered shared cache size, and supposed that common data 
items are stored in shared cache completely. In this section, we intend to study impact 
of cache size on cost of running an affinity- and coherency-based thread schedule, and 
to extend AFF-Model which considers cache size to estimate execution cost. 

Suppose that threads Tx and Ty access to block X in common. First, Tx accesses to 
X and then the block is read by Ty. If access of Ty to X in cache level 
NearestShareCache(Proc(Tx) , Proc(Ty)) is hit, cost of access to X will be 
Lat(Proc(Tx) ,  NearestShareCache(Proc(Tx) , Proc(Ty)), otherwise, block X is not in 
cache level NearestShareCache(Proc(Tx) , Proc(Ty)) and lower level caches. So, the 
block should be read from upper level memories that it will increase access cost to the 
block. Our goal is estimation of thread scheduling cost and, as described at last 
section, this parameter depends on type and number of access to common data on 
each level of shared caches. But we know that hitting or missing an access to a block 
depends on cache size. Therefore, to find a thread schedule to reduce access cost to 
common data, in addition to type and number of access to common blocks, the shared 
cache size (In order to estimate number of access to common blocks between two 
threads that the access is done without the need to higher cache levels and via cache 
level NearestShareCache(Proc(Tx) , Proc(Ty)) ) should be considered. We call these 
kinds of accesses effective accesses. 

The number of effective accesses is architectural-dependent and change by cache 
size. On the other hand, multi-core machines consist of hierarchical caches where the 
cache size of each level varies with other levels. Therefore, number of effective 
access should be estimated for different architectures. We have used stack distance 
analysis to estimate effective accesses.  Mattson et al. defined the stack distance as 
the number of distinct data elements accessed between two consecutive references to 
the same element [9]. 

According to the above explanation, we intend to develop the proposed method to 
estimate affinity strength by considering shared cache size, type, and number of 
access to common blocks. So, number of effective accesses should be estimated.  

Presented FSM in fig. 2 is similar with first one, except that this finite state 
machine records stack distance of access to common blocks between threads Tx and 
Ty. In this FSM, StackDistxy is a one-dimensional array that StackDistxy[i] determines 
the number of common accesses of threads Tx and Ty with stack distance i. 

Now, we obtain number of effective accesses, the number of common accesses that 
hit on the considered architecture, by using of the created StackDist array for each 
pair of thread by relation 3.  This relation, which we have evaluated in [10], estimates 
probability of eviction a block (p(R)) with stack distance R on an N-line and S-way 
cache. Suppose that cache replacement policy in the relation 3 is LRU. 

( ) =  1   
(3) 

The introduced code in fig. 3 calculates number of effective accesses for threads Tx 
and Ty. 
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Fig. 2. Stack reuse distance FSM 

 

Fig. 3. Estimating effective access count 

The created affinity graph by the proposed method is similar with AFF-Model one, 
except that weight of each edge (affinity strength) equals with the number of effective 
accesses that estimated by the introduced pseudo code in fig. 3. We called this affinity 
graph effective access graph. It’s clear that there is one affinity graph per cache size 
that is defined by memory hierarchy sub-model which determines affinity strength of 
application's threads by considering cache size. 

3.3 Find Appropriate Thread Scheduling 

In this paper, finding appropriate thread schedule refers to mapping of application’s 
threads to the considered multi-core architecture, so that effective access strength 
(number of effective access) between cores and non-shared caches are minimized for 
each cache level in memory hierarchy. Therefore, similar to the introduced method in 
[1], hierarchical graph partitioning is used to find appropriate thread schedule, except 
that in AFF-Model, affinity strength between two partitions for each level of the 
memory hierarchy sub-model was estimated by using of number of words that 
accessed in common, but proposed method uses effective access graph to extract the 
number of effective access between the threads for each cache level. 
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We have called the proposed model ACS-Model (Affinity-Coherency-cache Size-
Model). 

4 Experimental Results 

In this paper, all simulations are done by SIMICS [11] and GEMS [12]. SIMICS is a 
functional full system simulator. We use SIMICS to simulate a Solaris-Sparc system 
(We have installed Solaris 10 on SIMICS). GEMS is an extension of SIMICS, which 
works together with SIMICS. GEMS can support chip multiprocessor simulations. It 
has two modules, which are all built on top of SIMICS. One is called Ruby and the 
other is Opal. The Ruby module implements a detailed memory system. In our work, 
we use Ruby module to simulate the memory hierarchy. 

Simulated architecture is an 8 cores processor that consists of 4 packages. Each 
package contains two cores with private DL1 and IL1 cache and shared L2 cache. 
Packages are connected by a peer-to-peer network to each other. Packages are 
grouped in two categories. Each category contains two packages of the simulated 
machine. L2 cache size of one category is larger than the other one. The authors have 
modified GEMS which can support this architecture. 

Execution time is used as a metric for evaluating the proposed scheduling 
approach. It is the milliseconds that application runs in parallel, and doesn’t include 
preparation time. 

We selected 4 benchmark applications from the SPLASH-2 [13] suite and one 
parallel application to use in the simulation. 

4.1 Comparing ACS with Solaris Thread Scheduling 

In this section, we intend to compare the proposed thread schedule with Solaris one. 
For obtaining performance of original schedule, we have executed each application 
without any direct thread to core binding. Then, for each application, an appropriate 
schedule is obtained by ACS approach. We have exclusively bound each thread of 
application to the simulated cores by pset-bind() system call. In this experiment, L2 
cache size for each category is determined 2MB and 4MB, respectively. Fig. 4 shows 
that use of proposed thread schedule reduces execution time up to 32%.  

 

Fig. 4. Comparing proposed thread scheduling with Solaris scheduling 
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4.2 Impact of Cache Size on Thread Affinity 

As described in section 3, size of shared caches affects effective access strength and 
accordingly on thread scheduling cost. We have studied this issue by using Cholesky, 
Lu, Ocean, and Water 8-threaded applications from SPLASH-2. The applications can 

be scheduled on the simulated machine in 630 ways ( 
!!  ). Fig. 5, 7, 9, and 11 show 

execution time of the best and the worst thread schedule based on L2 cache size. In 
these figures, horizontal axis shows L2 cache size of the two categories in the 
simulated architecture. If the mapped threads on each package are considered as a 
partition, inter-package effective access strength can be calculated by relation 2. Fig. 
6, 8, 10, and 12 show inter-package effective access strength for each application 
based on the considered L2 cache sizes. Effective access strength of two threads is 
extracted from application effective access graph by considering the shared cache size 
that the two threads are mapped on it. By comparing execution time and inter-package 
effective access strength diagrams of every application, it can be understood that if 
difference of inter-package effective access count between the best and the worst 
schedule is increased, impact of affinity on execution time is increased, too. But this 
deduction is not valid for Cholesky (first experiment). 

 

Fig. 5. Cholesky execution time for three possible thread schedule 

 

Fig. 6. Cholesky inter-package effective access count  
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Fig. 7. Lu execution time for three possible thread schedule 

 

Fig. 8. Lu inter-package effective access count 

 

Fig. 9. Ocean execution time for three possible thread schedule 
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Fig. 10. Ocean inter-package effective access count 

 

Fig. 11. Water execution time for three possible thread schedule 

 

Fig. 12. Water inter-package effective access count 

We can see that the best schedule is 4% to 40% faster than the worst one. 

4.3 AFF-Model vs. ACS-Model 

We have evaluated performance of AFF-model and ACS-Model by using ComputePi 
multi-threaded application and four other applications from SPLASH-2.  
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Fig. 15. Inter-package effective access strength estimated by ACS-Model 

 

Fig. 16. Inter-package affinity strength estimated by AFF-Model 

 

Fig. 17. Execution time of SPLASH-2 benchmark for three possible thread schedule 

Finally, we have compared performance of ACS-Model thread schedule with AFF-
Model one by Cholesky, Lu, Ocean, and Water applications from SPLASH-2 
benchmark. Each application consists of 8 threads. If the mapped threads on each 
package are considered as a partition, inter-package effective access count can be 
calculated by relation 2. Fig. 15 and 16 show inter-package effective access strength and 
inter-package affinity strength (number of common words) for each application, 
respectively. ACS-Model selects schedule I for Cholesky, Lu and water. But AFF-Model 
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considers schedule II for these thread applications. According to execution time of each 
program that is shown in fig. 17, it is clear that ACS-Model thread schedule is better than 
AFF-Model for these application. 

Both ACS-Model and AFF-Model find a similar thread schedule for Ocean 
application. 

5 Conclusion 

The placement of threads onto the memory hierarchy often has an impact on program 
performance if they have overlapping memory footprints. Also, the coherence cost of 
common data can be reduced by enhancing affinity strength of threads. 

The goal of proposed analytical approach is finding an appropriate thread schedule 
for a multi-threaded application, so that block reuse is enhanced inside cores and 
shared caches, and also affinity strength and coherence cost of shared blocks are 
reduced between cores and non-shared caches for all levels of multi-core memory 
hierarchy. In order to find an appropriate thread schedule for an multi-threaded 
application, the number of effective accesses between the two threads is estimated by 
using type and the number of access to common blocks, and an effective access graph 
is created per cache size of memory hierarchy. Then, application threads are divided 
into partitions that effective access strength between them is minimized in the order of 
level 0 to level h − 1 in a top-down fashion. 
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Abstract. In this paper a new criterion for clusters validation is proposed. This 
new cluster validation criterion is used to approximate the goodness of a cluster. 
The clusters which satisfy a threshold of the proposed measure are selected to 
participate in clustering ensemble. To combine the chosen clusters, some 
methods are employed as aggregators. Employing this new cluster validation 
criterion, the obtained ensemble is evaluated on some well-known and standard 
datasets. The empirical studies show promising results for the ensemble 
obtained using the proposed criterion comparing with the ensemble obtained 
using the standard clusters validation criterion. Besides to reach the best results, 
the method gives an algorithm based on which one can find how to select the 
best subset of clusters from a pool of clusters. 

Keywords: Clustering Ensemble, Stability Measure, Cluster Evaluation. 

1 Introduction 

Data clustering or unsupervised learning is an important and very difficult problem. 
The objective of clustering is to partition a set of unlabeled objects into homogeneous 
groups or clusters [3]. There are many applications which use clustering techniques 
for discovering structure in data, such as data mining [10], information retrieval [2], 
image segmentation [9], linkage learning [16] and machine learning. In real-world 
problems, clusters can appear with different shapes, sizes, data sparseness, and 
degrees of separation. Clustering techniques require the definition of a similarity 
measure between patterns. Since there is no prior knowledge about cluster shapes, 
choosing a specific clustering method is not easy [14]. Studies in the last few years 
have tended to combinational methods. Cluster ensemble methods attempt to find 
better and more robust clustering solutions by fusing information from several 
primary data partitionings [8]. 

We propose a new criterion for clusters validation. Then we employ this criterion 
to select the more robust clusters in the final ensemble. We also propose a new 
method named Extended Evidence Accumulation Clustering, EEAC, to construct the 
matrix of similarity from these selected clusters. Finally, we apply a hierarchical 
method over the obtained matrix to extract the final partition. 

Fern and Lin [4] have suggested a clustering ensemble approach which selects a 
subset of solutions to form a smaller but better-performing cluster ensemble than using 
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all primary solutions. The ensemble selection method is designed based on quality and 
diversity, the two factors that have been shown to influence cluster ensemble 
performance. This method attempts to select a subset of primary partitions which 
simultaneously has both the highest quality and diversity. The Sum of Normalized 
Mutual Information, SNMI [15], [5] and [6], is used to measure the quality of an 
individual partition with respect to other partitions. Also, the Normalized Mutual 
Information, NMI, is employed for measuring the diversity among partitions. Although 
the ensemble size in this method is relatively small, this method achieves significant 
performance improvement over full ensembles. Law et al. proposed a multi objective 
data clustering method based on the selection of individual clusters produced by several 
clustering algorithms through an optimization procedure [12]. This technique chooses 
the best set of objective functions for different parts of the feature space from the results 
of base clustering algorithms. Fred and Jain [7] have offered a new clustering ensemble 
method which learns the pairwise similarity between points in order to facilitate a 
proper partitioning of the data without the a priori knowledge of the number of clusters 
and of the shape of these clusters. This method which is based on cluster stability 
evaluates the primary clustering results instead of final clustering.  

Rest of this paper is organized as follows. In section 2, we explain the proposed 
method. Section 3 demonstrates results of our proposed method against traditional 
comparatively. Finally, we conclude in section 4. 

2 Proposed Method 

In this section, first our proposed clustering ensemble method is briefly outlined, and 
then its phases are described in detail.  

The main idea of our proposed clustering ensemble framework is utilizing a subset 
of best performing primary clusters in the ensemble, rather than using all of clusters. 
Only the clusters which satisfy a stability criterion can participate in the combination. 
The cluster stability is defined according to Normalized Mutual Information, NMI. 
Figure 1 depicts the proposed clustering ensemble procedure. 

The manner of computing stability is described in the following sections in detail. 
After, a subset of the most stable clusters is selected for combination. This is simply 
done by applying a stability-threshold to each cluster. In the next step, the selected 
clusters are used to construct the co-association matrix. Several methods have been 
proposed for combination of the primary results [1] and [15]. In our work, some 
clusters in the primary partitions may be absent (having been eliminated by the 
stability criterion). Since the original EAC method [5] cannot truly identify the 
pairwise similarity while there is only a subset of clusters, we present a new method 
for constructing the co-association matrix. We call this method: Extended Evidence 
Accumulation Clustering method, EEAC. Finally, we use the hierarchical average-
link clustering to extract the final clusters from this matrix. 

2.1 Cluster Evaluation 

Since goodness of a cluster is determined by all the data points, the goodness function 
gj(Ci,D) depends on both the cluster Ci and the entire dataset D, instead of Ci alone. 
The stability as measure of cluster goodness is used in [11]. Cluster stability reflects 
the variation in the clustering results under perturbation of the data by resampling. 
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Fig. 1. Training phase of the Bagging method 

A stable cluster is one that has a high likelihood of recurrence across multiple 
applications of the clustering method. Stable clusters are usually preferable, since they 
are robust with respect to minor changes in the dataset [12]. 

Now assume that we want to compute the stability of cluster Ci. In this method first 
a set of partitionings over resampled datasets is provided which is called the reference 
set. In this notation D is resampled data and P(D) is a partitioning over D. Now, the 
problem is: “How many times is the cluster Ci repeated in the reference partitions?” 
Denote by NMI(Ci,P(D)), the Normalized Mutual Information between the cluster Ci 
and a reference partition P(D). Most previous works only compare a partition with 
another partition [15]. However, the stability used in [12] evaluates the similarity 
between a cluster and a partition by transforming the cluster Ci to a partition and 
employing common partition to partition methods. To illustrate this method let P1 = 
Pa ={Ci,D/Ci} be a partition with two clusters, where D/Ci denotes the set of data 
points in D that are not in Ci. 

Then we may compute a second partition P2 =Pb ={C*,D/C*}, where C* denotes the 
union of all “positive” clusters in P(D) and others are in D/C*. A cluster Cj in P(D) is 
positive if more than half of its data points are in Ci. Now, define NMI(Ci,P(D)) by 
NMI(Pa,Pb) which is calculated as [6]: 
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where n is the total number of samples and  denotes the number of shared patterns 
between clusters ∈  and ∈ ;  is the number of patterns in the cluster i of 
partition a; also  are the number of patterns in the cluster j of partition b. 

This computation is done between the cluster Ci and all partitions available in the 
reference set. Fig. 2 shows this method. 

 

 

Fig. 2. Computing the Stability of Cluster Ci 

NMIi in Fig. 2 shows the stability of cluster Ci with respect to the i-th partition in 
reference set. The total stability of cluster Ci is defined as: 
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where M is the number of partitions available in reference set. This procedure is 
applied for each cluster of every primary partition. 

2.2 Cluster Validation Criterion 

In this section a drawback of computing stability is introduced and an alternative 
approach is suggested which is named Max method. Fig. 3 shows two primary 
partitions for which the stability of each cluster is evaluated. In this example K-means 
is applied as the base clustering algorithm with K=3. For this example the number of 
all partitions in the reference set is 40. In 36 partitions the result is relatively similar to 
Fig 3a, but there are four partitions in which the top left cluster is divided into two 
clusters, as shown in Fig 3b. Fig 3a shows a true clustering. Since the well separated 
cluster in the top left corner is repeated several times (90% repetition) in partitionings 
of the reference set, it has to acquire a great stability value (but not equal to 1), 
however it acquires the stability value of 1. Because the two clusters in right hand of 
Fig 3a are relatively joined and sometimes they are not recognized in the reference set 
as well, they have less stability value. Fig. 3.b shows a spurious clustering which the 
two right clusters are incorrectly merged. Since a fixed number of clusters is forced in 
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the base algorithm, the top left cluster is divided into two clusters. Here the drawback 
of the stability measure is apparent rarely. Although it is obvious that this partition 
and the corresponding large cluster on the right reference set (10% repetition), the 
stability of this cluster is evaluated equal to 1. Since the NMI is a symmetric equation, 
the stability of the top left cluster in fig 3.a is exactly equal to the large right cluster in 
fig 3.b; however they are repeated 90% and 10%, respectively. In other words, when 
two clusters are complements of each other, their stabilities are always equal. This 
drawback is seen when the number of positive clusters in the considered partition of 
reference set is greater than 1. It means when the cluster C* is obtained by merging 
two or more clusters, undesirable stability effects occur.  

 

 

Fig. 3. Two primary partitions with k=3. (a) True clustering. (b) Spurious clustering. 

To solve this problem we allow only one cluster in reference set to be considered 
as the C* (i.e. only the most similar cluster) and all others are considered as D/C*.  In 
this method the problem is solved by eliminating the merged clusters. 

2.3 Consensus Function 

In this step, the selected clusters are used to construct the co-association matrix. In the 
EAC method the m primary results from resampled data are accumulated in an n×n 
co-association matrix. Each entry in this matrix is computed from this equation: 
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where nij counts the number of clusters shared by objects with indices i and j in the 
partitions over the primary B clusterings. Also mij is the number of partitions where 
this pair of objects is simultaneously present. There are only a fraction of all primary 
clusters available, after thresholding. So, the common EAC method cannot truly 
recognize the pairwise similarity for computing the co-association matrix. In our 
novel method (Extended Evidence Accumulation Clustering, or EEAC) each entry of 
the co-association matrix is computed by: 
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where ni and nj are the number present in remaining (after stability thresholding) 
clusters for the i-th and j-th data points, respectively. Also, nij counts the number of 
remaining clusters which are shared by both data points indexed by i and j, 
respectively.  

3 Experimental Results 

This section reports and discusses the empirical studies. The proposed method is 
examined over 5 different standard datasets. It is tried for datasets to be diverse in 
their number of true classes, features and samples. A large variety in used datasets can 
more validate the obtained results. Brief information about the used datasets is 
available in Table 1. More information is available in [13]. 

Table 1. Brief information about the used datasets 

 Class Features Samples 
Glass 6 9 214 
Breast-C 2 9 683 
Wine 3 13 178 
Bupa 2 6 345 
Yeast 10 8 1484 

 
All experiments are done over the normalized features. It means each feature is 

normalized with mean of 0 and variance of 1, N(0, 1). All of them are reported over 
means of 10 independent runs of algorithm. The final performance of the clustering 
algorithms is evaluated by re-labeling between obtained clusters and the ground truth 
labels and then counting the percentage of the true classified samples. Table 2 shows 
the performance of the proposed method comparing with most common base and 
ensemble methods. 

Table 2. Experimental results 

 Simple Methods (%) Ensemble Methods (%) 

Dataset 
Single 

Linkage 
Average 
Linkage 

Complete 
Linkage 

Kmeans 
Kmeans 

Ensemble 
Full 

Ensemble 

Cluster 
Selection 
by NMI 
Method 

Cluster 
Selection 
by max 
Method 

Breast-
C 

65.15 70.13 94.73 95.37 95.46 95.10 95.75 96.49 

Wine 37.64 38.76 83.71 96.63 96.63 97.08 97.75 97.44 

Yeast 34.38 35.11 38.91 40.20 45.46 47.17 47.17 51.27 

Glass 36.45 37.85 40.65 45.28 47.01 47.83 48.13 47.35 

Bupa 57.68 57.10 55.94 54.64 54.49 55.83 58.09 58.40 
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The four first columns of Table 2 are the results of some base clustering 
algorithms. The results show that although each of these algorithms can obtain a good 
result over a specific dataset, it does not perform well over other datasets. For 
example, according to Table 2 the K-means algorithm has a good clustering result 
over Wine dataset in comparison with linkage methods. But, it has lower performance 
in comparison to linkage methods in the case of Bupa dataset. Also, the complete 
linkage has a good performance in Breast-Cancer dataset in comparison with others; 
however it is not in the case of all datasets. The four last columns show the 
performance of some ensemble methods in comparison with the proposed one. Taking 
a glance at the last four columns in comparison with the first four columns shows that 
the ensemble methods do better than the simple based algorithms in the case of 
performance and robustness along with different datasets. The first column of the 
ensemble methods is the results of an ensemble of 100 K-means which is fused by 
EAC method. The 90% sampling from dataset is used for creating diversity in 
primary results. The sub-sampling (without replacement) is used as the sampling 
method. Also the random initialization of the seed points of K-means algorithm helps 
them to be more diverse. The average linkage algorithm is applied as consensus 
function for deriving the final clusters from co-association matrix. The second column 
from ensemble methods is the full ensemble which uses several clustering algorithms 
for generating the primary results. Here, 70 K-means with the above mentioned 
parameters in addition to 30 linkage methods provide the primary results. The third 
column of the ensemble methods is consensus partitioning using EEAC algorithm of 
top 33% stable clusters, employing NMI method as measure of stability. The fourth 
column of the ensemble methods is Also consensus partitioning using EEAC 
algorithm of top 33% stable clusters, employing max method as measure of stability. 

 

Fig. 4. Two primary partitions with k=3. (a) True clustering. (b) Spurious clustering. 

To better understand the effect of proposed clustering ensemble framework, 
consider Fig. 4 which is different accuracies of the consensus partitions obtained out 
of different ratios of the most stable clusters in Breast-C dataset. In Fig. 4, the 
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different size of the most stable clusters in terms of max metric are selected to 
participate in final ensemble. The accuracy of consensus partition extracted out of the 
selected clusters is presented in vertical axis. As it is obvious participating 20~30% of 
total clusters in the final ensemble is a very promising option. Also participation all 
clusters is not a good option.  

4 Conclusion and Future Works 

In this paper a new clustering ensemble framework is proposed which is based on a 
subset of total primary spurious clusters. Also a new alternative method for common 
NMI is suggested. Since the quality of the primary clusters are not equal and presence 
of some of them can even yield to lower performance, here a method to select a subset 
of more effective clusters is proposed. A common cluster validity criterion which is 
needed to derive this subset is based on normalized mutual information. In this paper 
some drawbacks of this criterion is discussed and an method is suggested which is 
called max mehod. The experiments show that the proposed framework commonly 
outperforms in comparison with the full ensemble; however it uses just 50% of 
primary clusters. Another innovation of this chapter is a method for constructing the 
co-association matrix where some of clusters and respectively some of samples do not 
exist in partitions. This new method is called Extended Evidence Accumulation 
Clustering, EEAC. 
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Abstract. The aim of this paper is 3D machine vision of surface based on 
optical phase shift Moiré. In measurement process we generate Moiré contours 
on a surface by using shadow moiré technique. The current work use phase shift 
analysis in order to increase the accuracy of measurement and extract the 3D 
profile of surface. In comparison with recent methods this technique is simple 
and easy to implement. In order to show validity and feasibility of this method, 
we apply it on a human face. The feedbacks indicate that this technique is low 
cost, simple and powerful method in 3D reconstruction of every surface without 
any disturbance. 

Keywords: 3D machine vision, 3D reconstruction of human face, shadow 
Moiré, phase shift analysis, 2D phase unwrapping. 

1 Introduction 

3D model of a surface can be captured using different methods including: Coordinate 
Measuring Machine (CMM), laser scanning, stereo vision, lines projection etc.  Each 
method has its own advantages and disadvantages.  

For example CMM has good accuracy but it is so expensive. Moreover it needs to 
contact with object that it is not good for fragile surface like historical objects or 
human face. Besides it measures the height point by point, so it is time consuming. 

3D laser scanner is an active scanner that uses laser light to probe the subject. This 
technique is valid and reliable, but also more expensive and slower to use.  Moreover, 
we have to use low power lasers in order to reduce its disturbing influence on surfaces 
like human face. 

Another method is stereo vision, which utilizes two cameras. This method is based 
on camera calibration, establishing point correspondences between pairs of points 
from the left and the right image and reconstruction of the 3D coordinates of the 
points in the scene. The main drawback of this technique is that it has complicated 
computation in order to find the corresponding pairs and it needs two cameras. 

Lines projection is another method that needs a video projector in order to cast 
lines pattern on the surface. In comparison with Moiré, it is unable to show the 
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topography of surface without processing of patterns. While by using Moiré technique 
we could see the topography of surface directly by viewing the patterns. 

Moiré effect is one of powerful technique in displaying and measuring the form of 
the object in three dimensions. Moiré topography allows the shape of objects and 
deformations to be measured without contact. Moreover its measurement is whole 
field that has advantage over point to point methods. Besides, data acquisition and 
processing is relatively fast, so it can be done in real time and automated process.  In 
addition in comparison with other methods, this technique is so simple and fast to 
operate in retrieving the 3D profile of surface [1].  

In this study we use shadow Moiré technique in order to generate Moiré contours 
on the test surface.  After generating Moiré fringe on surface we captured the contours 
with a digital camera. In order to retrieve information of surface’s heights, we need to 
extract the phase map from captured images. The methods to retrieve phase map 
generally divided into two categories: Fourier transform and phase shift analysis [2].  

Fourier transform method usually used for open fringe pattern like structured light 
or lines projection pattern [3]. This method caused phase jump when it used for closed 
fringe, so it needs another frame with phase shift to correct this ambiguity [4].  

The simplest method to extract phase map from closed fringe is phase shift 
analysis. In this method three or more phase stepped images are needed [5].The main 
advantage of the phase-shifting technique is its high spatial resolution, accuracy and 
dynamic range but the main drawbacks are the sensitivity to noise and the degrading 
effect of higher frequency components. Moreover because of using at least three 
frames from object, the implementation of phase shift technique is impossible for 
dynamic objects. 

Digital phase shift Moiré instead of optical phase shift Moiré is a good solution for 
this problem [6]. Based on digital phase shift technique we omit any physical 
translation. In addition we could apply phase shift technique in every moving object.  

In order to generating Moiré contour on object based on digital phase shift 
technique, at first we project line pattern on the test surface. Then in computer we 
generate a virtual lines pattern that has the same pitch as the reference lines pattern 
used in experimental setup. Finally superimposition of virtual line pattern with 
captured image generates Moiré pattern on the object. By shifting the virtual pattern 
up and down on the captured image the phase shift will be achieved numerically. 

So this technique could reconstruct 3D profilometry of dynamic objects based on 
phase shift technique just by a frame [7]. 

In Phase Shifting method, some modified images of the same surface are used. The 
question returns to the method of generation of that phase shifting. Based on optical 
phase shift Moiré, the phase shift image is generated by physical displacement of grid. 
So by approaching or receding of grid to the test surface we could generate phase shift 
in every frame optically [8]. Finally the phase map which consist height information 
of surface is extracted based on phase shift technique.  

Because of arc tan function has a range between π and -π, phase shift method gives 
the phase wrapped in this range. Eventually by applying efficient 2D phase 
unwrapping algorithms, the 3D profile of the test surface can be reconstructed.       
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In phase unwrapping procedure we could remove the discontinuity of wrapped 
phase and obtain a continuous phase map. The 2D phase unwrapping algorithms 
divided into two categories: local and global algorithms. In current work we use 
weighted least square phase unwrapping algorithm which is belong to global 
algorithms and well discussed in [9].   

The paper is organized as follow. In section 2.1 the principle of shadow Moiré is 
described in details. In Section 2.2 we review phase shift analysis for extraction of 
wrapped phase map. In Section 3, we implement the proposed method on a complex 
object like human face. 

2 Methodology 

2.1 Principle of Shadow Moiré  

The Moiré effect is a fascinating visual display that often occurs when two periodic 
patterns are overlaid [10]. The image of Moiré fringe on the object can be used 
directly to check for surface features and three dimensional plot of the object. The 
ways of generating Moiré patterns on the test surface can be divided into two main 
categories: projection Moiré and shadow Moiré [1]. 

In projection Moiré a pair of line gratings is used; one is called the projection 
grating which is in front of light source and the other is viewing grating which is in 
front of digital camera. The line pattern of the projection grating is cast on the object 
and its deformed lines pattern is imaged back on the viewing grating. The 
superimposition of deformed line pattern and viewing grating, generate Moiré pattern 
on the test object. In comparison with shadow Moiré the projection Moiré could be 
applied on large objects. Fig.1 demonstrates the optical configuration of 
implementing projection Moiré [11]. 

In shadow Moiré technique, only one linear amplitude grating is placed just in 
front of the object under study and is obliquely illuminated. The shadow, in the form 
of grid, cast on the object is viewed through the grid itself. Beating will occur 
between the special frequency of the shadow grid and the grid itself, resulting in the 
formation of Moiré fringe. Fig.2 shows the optical setup of shadow Moiré. In this 
figure α, β are light incidence and light reflection angel, P is grating pitch and W is 
distance between grid and surface.  

 

 

Fig. 1. Optical setup for projection Moiré 
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Fig. 2. Optical setup for shadow Moiré 

The main advantage of shadow Moiré over projection Moiré is its simplicity and 
easy to implement. So in this paper we use shadow moiré in order to retrieve the 3D 
profilometry of complex object like human face.  

2.2 Optical Phase Shift Technique  

After capturing Moiré fringe on the surface, we could use different image processing 
techniques for reconstruction of 3D profile of surface. In order to reconstruct 3D 
profile of the object, we need to extract phase information from captured image. 
Phase shifting and Fourier transform are two commonly used techniques for retrieving 
phase. Fourier Transform analysis is the most famous technique which in close 
pattern, it caused phase jump and needs additional frame to correct [4].  Among 
different techniques in fringe analysis we use phase shift analysis which is able to 
analysis both open and close fringe without any phase jump. 

The fringes intensity on the test surface is given by Equation (1):
  

                        )]},(cos[),(1{),(),( yxyxVyxAyxI ϕ+×=                       (1) 

Where the phase ),( yxϕ contains the desired information of surface, A(x,y) and 

V(x,y) represent background illumination and visibility of  fringe pattern. 
Based on geometrical analysis and optical setup in Fig.2, the phase of 

surface ),( yxϕ is:
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For the sake of simplicity, we put the camera's axis perpendicular to master grid 
which is shown in Fig. 3. In this way, the light reflection angle in the observer's 
direction becomes zero and Equation (2) reduced to: 
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b
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Where b is distance between camera and light source and h is distance between 
camera and grating. 
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Fig. 3. Experimental arrangement in shadow Moiré 

In phase shifting method, three or more phase stepped images are needed [12]. For 
capturing each frame we should shift the Moiré contours on the object. There are 
different ways to shift the phase but only by Equation (4) the phase shift is same in all 
points of the surface [8].    

                                             W
Ph

b
yx δπδϕ 2),( =                                               (4) 

Equation (4) indicates that to generate phase shift on each frame, we should change 
the distance of object with grating. The principle of phase shifting method based on 
three frames is as follow [13]:  

                       )),(cos(),(),(),(1 yxyxbyxayxI ϕ+=                               (5) 
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,1I and2I 3I
 are intensity distribution of three frame with phase shift. Based on 

these three frames, phase map could be extracted according to Equation (8): 
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Because of arc tan function has a range between π and -π, the result phase is 
discontinued in this range. Therefore unwrapping phase procedure is inevitable. By 
applying efficient 2D phase unwrapping algorithms, 3D profile of the test surface can 
be reconstructed.  

The 2D phase unwrapping algorithm is generally divided into two categories: local 
and global phase unwrapping techniques. Local algorithms unwrap the phase, pixel by 
pixel based on guidance path [14-16] while global algorithms, unwrap all pixels 
simultaneously by using cosine transform. The main disadvantages of local methods 
are error propagation along the guidance path so the unwrapped phase varies in 
different paths. 

In this paper we use global phase unwrapping algorithms due to its high speed and 
minimum propagation of error. Least square phase unwrapping, established by 
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Ghiglia and Romero, is one of the most robust technique to solve the two dimensional 
phase unwrapping problem. This algorithm is well discussed in [9]. The procedure is 
to minimize the least squared distance (the squared difference) between the estimated 
phase gradient and the true gradient of the unknown unwrapped phase. In this way, 
we could achieve a smooth unwrapped phase. 

When the wrapped phase is too noisy, it is better to use weighted least square phase 
unwrapping. In this algorithm we multiply a weighted matrix to the wrapped phase 
and then use iterative methods to extract unwrapped phase. There are different 
methods to calculate the weighted matrix but the best one is derivative variance 
correlation map [17]. Preventing propagation of error through the whole phase and 
rectification of phase in noisy area are two important characteristic of weighted least 
square phase unwrapping algorithm. 

3 Experimental Results 

The exprimental demonstration includes the 3D recounstruction of human face based 
on optical Moiré technique. Fig. 4 demonstrates the optical configuration of 
implementing shadow Moiré. In this study we use shadow Moiré technique in order to 
generate Moiré contours on the test surface. Our setup consists of a linear grid, two 
light sources and digital camera. Superimposition of grid itself with its shadow on the 
surface generate Moiré fringe on the surface. 

In this method, measuring resolution can be readily adjusted to suit the 
measurement precision by varying the line pitch of the gratings and geometry of 
optical system. 

In this setup a line grating with the pitch of 2milimeter is placed in front of 
mannequin face. Fig. 5 shows the Moiré countors based on one and two light sources. 
By using two light sources arranged symmetrically about camera, shadow free 
illumination is possible [18].  

Moiré fringes are contours with equal heights on the surface. These contours are 
generated based on superimposition of shadow of grating on the object and grating 
itself. In this setup we use halogen lamp 50W. The distance between camera and light 
source is b=50cm and the distance between camera and grating is h=100cm. In order 
to generate phase shift on each farme, we use a XYZ positioner for changing distance 
between grating and surface.  

 

Fig. 4. Experimental arrangement in shadow Moiré technique 
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(a)                                           (b) 

Fig. 5. Moiré pattern on human face based on (a) one light source. (b) Two light sources 
arranged symmetrically. 

           
(a)                                      (b)                                           (c)       

Fig. 6. Phase shift images (a) =δϕ 0,  (b) =12δϕ 3
2π , (c) =13δϕ 3

4π  

To produce the favorite phase shift ( ),( yxδϕ ), we can calculate the amount of 

translation of grid from human face ( Wδ ) based on Equation. 4. Fig. 6 shows three 

images with 2 3π   phase shift in each frame. We can see the phase shift in each 
frame by concentrating in forehead and chin. 

In order to remove grating line and extracting Moiré contours we have to remove 
inevitable noise in preprocessing stage. This procedure could be done by a 2D low 
pass filter.  

After capturing all three farmes with phase shift, we could extract wrapped phase 
map based on Equation. 8. Fig. 7 demonstrates wrapped phase map which extracted 
based on three phase shift technique. As shown in Fig. 7(a) the extracted phase is  
discontinuous between π and -π, hence implementing 2D phase unwrapping algorithm 
is necessary.  

Because the extracted wrapped phase is too noisy, using weighted matrix is 
absolutely essential to underestimate true phase in noisy area. Eventually by applying 
weighted least square phase unwrapping algorithm we could achieve the continuous 
phase map . However, the success of such a method relies on choosing the weights, 
which puts a huge load on the performance of this algorithm. In this paper, the  
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(a)                                                                                 (b) 

Fig. 7. (a) Wrapped phase map (b) Unwrapped phase map 

 

Fig. 8. 3D view of reconstructed human face 

 

Fig. 9. A cross section of reconstructed 3D profile of human face 

 
weighting coefficient is derived from a derivative variance correlation map.  Fig. 7(b) 
represent unwrapped phase map. The 3D reconstruction of human face in different 
view is represented in Fig. 8. Finally the cross section of 3D reconstruction of human 
face is shown in Fig. 9. 

 



  3D Machine Vision Employing Optical Phase Shift Moiré 233 

4 Conclusion 

In this research a powerful optical technique based on phase shift Moiré was 
developed for 3D machine vision. The principle of this technique was described and 
implemented on a complex object like human face. The results is carried out to 
validity of propose method.  

3D machine visions based on recent methods has lots of problem and disturb the 
surface, while a Moiré vision system would solve many of these problems. The main 
advantage of this method is simplicity and low cost, so it could be applied easily in 
every surface. 

This technique could provide a feasible possibility in providing 3D machine vision 
for diversity task such as role to role inspection in industry, intelligent robot and 
pattern recognition. 
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Abstract. In spite of important role of font recognition in document image 
analysis, only a few researchers have addressed the issue. This work presents a 
new approach for font recognition of Farsi document images. In this approach 
using two types of features, font and font size of Farsi document images are 
recognized. The first feature is related to holes of letters of text of document 
image. The second feature is related to horizontal projection profile of text lines 
of document image. This approach has been applied on 7 widely used Farsi 
fonts and 7 font sizes. A dataset of 10*49 images and another dataset of 110 
images were used for testing and recognition rate more than 93.7% obtained. 
Images have been made using paint software and are noiseless and without 
skew. This approach is fast and is applicable for other languages that are similar 
to Farsi, such as Arabic language. 

Keywords: Farsi Font Recognition, Document Image, Horizontal Projection 
Profile, Holes of Letters. 

1 Introduction 

There are many text documents which have been scanned and stored electronically in 
digital libraries. These imaged documents are simply presented as raw bit maps and 
this leads to some difficulties in document retrieval. One way to overcome this 
problem is OCR (Optical character Recognition). An OCR system consists of several 
modules that one of them is character recognition. There are many researches on Farsi 
OCR such as [1]. It is clear that understanding the font and font size of text of 
document image, can help us to have better results in character recognition and 
retrieval systems. Although there has been a great attempt in producing Omni-font 
OCR systems for Farsi/Arabic language [2, 3], the overall performance of such 
systems are far from perfect. The field of text font recognition in document images 
especially in Farsi language is new and needs more attention. There are two common 
approaches in font recognition field: first is based on typographical features and 
second is based on textural features. In the first approach, features like character 
weights, space width and various projections are used. Whereas in second approach 
textural features are extracted using wavelet transform, Gabor filter or other 
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techniques. In [4] an approach for the recognition of Farsi fonts is proposed. In this 
paper font recognition is performed in line level using a feature based on Sobel and 
Roberts gradients in 16 directions, called SRF. SRF is extracted as texture features for 
the recognition. This feature requires much less computation rather than other textural 
features and therefore can be extracted very faster than common textural features like 
Gabor filter, wavelet transform or momentum features. The reported recognition rate 
is about 94.2% using 5000 samples of 10 popular Farsi fonts. In [5] an approach for 
Arabic font recognition is presented. Their proposal is to use a fixed length sliding 
window for the feature extraction and to model feature distributions with Gaussian 
Mixture Models (GMMs). The main advantage of this approach is that a priori 
segmentation into characters is not necessary and the authors reports performances 
above 99% on a set of 9 different fonts and 10 different sizes.  In [6] the use of global 
texture analysis for Farsi font recognition in machine-printed document images is 
examined. They consider document images as textures and use Gabor filter responses 
for identifying the fonts. Two different classifiers including Weighted Euclidean 
Distance (WED) and Support Vector Machine (SVM) is used for classification. 
Authors reported average accuracy of 85% with WED and 82% with SVM classifier 
on 7 different face types and 4 font styles.  

All above references that are about font recognition [4, 5, 6], are font size 
independent and don’t give information about font size of document. Although 
methods based on typographical features and approaches based on textural features 
are common methods, but there are a few other works that are different of these 
approaches. In [7] first, dots of document are extracted and size of dots is estimated 
using weighted sum variance. Then pen width is supposed to be nearly square of dot 
size. But for font size estimation as writers have noticed, there isn’t fixed relation 
between pen width and font size; therefore they assumed an approximate relation 
between font size and pen width. This approach is fast but only estimates an 
approximate value for font size and doesn't recognize the font of text of document. In 
[8] first, second and third order moments of the input image are used as features and 
correlation coefficients are used to recognize Farsi fonts.  As mentioned, one 
important part of any OCR system is recognition part, and one of tasks that is done in 
recognition module, is pen width calculation. The field of pen width calculation is 
near to the field of font size recognition and some approaches that are used in pen 
width calculation can be used in font size recognition. But it should be noted that with 
knowing the pen width, we only have an approximate value for font size. Because 
there isn't fixed relation between pen width and font size. So, many approaches 
directly find pen width and use it in recognition part, and then if it was required, can 
give an approximate value for font size. The most common method for finding pen 
width, is using horizontal or (and) vertical projection profile [9, 10] and obtaining 
base line or height of each line [8]. Anyway, these methods only calculate pen width 
and can give an approximate value for font size but don’t recognize font of document. 

In this work we don’t calculate pen width to estimate font size. Our method 
directly calculates the font size and recognizes the font of Farsi document. In fact we 
use horizontal projection profile and size of bounding box of holes of words to 
recognize font and font size of Farsi document images.   

In Farsi, there are more than 500 different fonts. Developing a system that 
considers all these fonts is difficult and useless. Therefore we concentrate on 7 widely 
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used fonts and 7 different font sizes. 'Lotus', 'Nazanin',' Mitra','Yaghut',' Zar',' 
Koodak',' Homa' , are some of the most popular fonts in Farsi that we focused on 
them. The font sizes that we considered in this paper are, 8,10,12,14,16,18,20. 

This paper is organized as follows. In section 2 dataset description, in section 3 
feature extraction and in section 4 experimental results are presented and finally 
section 5 is conclusion.  

2 Dataset Description 

In this paper we constructed three sets of text document images. In first set we 
constructed 5 images for every state (one font of 7 fonts and one font size of 7 font 
sizes). We used this set to extract robust features for every state. In second set we 
constructed 10 images for every state. Second set is used for testing the system. In 
construction of both sets we tried to have images with different issues and different 
sizes (8, 10, 12, 14, 16, 18, and 20). For example we made images that their issues 
were about electronics, chemistry, sports, etc. In these images there are documents 
that have only a few lines and documents with more than 10 lines. For second set that 
is used for test, we constructed documents that were written in one state of 49 
predefined states. In third set we constructed 110 images of fonts that aren’t in one of 
predefined 49 states. In order to construct all three sets, first, we prepared a text in 
Microsoft word software. Then using print screen key of keyboard, a picture of that 
text was provided. After that, using paint software, we did necessary corrections and 
then saved it in bmp format. For all images these steps have been done. 

3 Feature Extraction 

A large number of Farsi alphabet letters have one or two holes. These holes have 
different shapes and sizes in different fonts and font sizes. Therefore with analyzing 
the holes of a document image we can approximately recognize the font and font size 
of that document image. In figure 1 some Farsi letters which have one or two holes, 
are showed. Another feature that can be helpful for font recognition of a text line, is 
horizontal projection profile of that text line. Several features can be extracted from 
horizontal projection profile of a text line. One of these features is the height of text 
line. Another feature can be the distance between top of text line and base line. Base 
line is part of a text line that the most letters of text line are written on it.  Third 
feature is distance between bottom of text line and base line. We show this feature 
with D. Experimental results show that in Farsi documents, for every text line, third 
feature is more permanent and reliable than first and second features. It can be said 
that in absence of some especial letters such as ( ح ، غ ، ق ) for a text line, D is 
approximately half of font size of that text line. For example, for font size 8, D=4. Or 
for font size 10, often D=5. While extracting D features of text lines, states of 
existence of special letters ( ،ع ،ق ح ) must be considered. For example for text lines 
written in ‘Nazanin 8’ font, if there is one or more especial letters D=6 and else, D=4. 
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Fig. 1. Some letters that have hole 

Another useful feature that can be extracted from horizontal projection profile of a 
text line is the location of second maximum or third maximum of projection profile 
related to the location of base line. In some fonts second maximum is above the base 
line whereas in some other fonts second maximum is under the base line. In some 
fonts especially in small fonts such as 8, 10, there is only one maximum in horizontal 
projection profile of a text line and that maximum is related to base line. 

3.1 Holes of Letters Extraction 

As mentioned before, we constructed 5 images for every state in set1. In order to H 
(holes) feature extraction of one state, all 5 images of that state, are binarized using 
threshold value of 1.4*K; Where K is threshold value that is obtained from Otsu 
global binarization method [11] and 1.4 is a selective value that has been obtained 
experimentally. In this method normalized histogram of an image is considered as a 
probability density function: ( ) =                                  q= 0, 1, 2,…, L-1 

Where n is total number of image pixels, nq is number of pixels having intensity level 
of rq and L is number of intensity levels in an image. In order to obtain threshold 
value of K, it is considered that there exist two collections: collection C0 with level 
values of [0,1,2,…,K-1] and collection C1 with level values of [K,K+1,…,L-1]. Value 
of K which for it inter class variance  be maximum, is answer as global 
thresholding value: = ( ) ( )                                        (1) = ∑ ( )                                                        (2)                   = ∑ ( )/                                                  (3) = ∑ ( )                                                       (4) = ∑ ( )/                                                  (5) = ∑ ( )                                                     (6) 

After transferring the gray scale document image to binary, holes of text of document 
are extracted and then connected component algorithm is applied. Then histogram of 
size of bounding box of holes is obtained. With analyzing all 5 histograms of one 
state, we can register all important sizes of holes as that state’s H feature. In figure 2, 
a Farsi text document and its extracted holes are illustrated. 
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first used set2. Testing results show that PP features for smaller fonts are more 
precision and reliable than larger fonts. Because  in small fonts such as 8,10,existence 
of special letters ( ح ، غ ، ق ) increases only one or two pixels to D; whereas in bigger 
fonts such as 18 or 20, existence of those letters increases even up to 4 pixels to D. 
But in bigger font sizes, H feature is more helpful. Because in bigger font sizes holes 
won’t  be decomposed after binarization and almost all holes are extractable while in 
small font sizes such as 8 , holes are filled or broken after binarization and aren’t 
extractable easily. In font size 8, even after holes extraction, almost all fonts present 
similar H features, hence only we can recognize font size but can’t recognize font 
type. But for font sizes 12 and greater, font and font size is exactly recognizable. 

While testing system, observed that fonts which substantially are thicker, such as 
‘Homa’ and ‘Koodak’, present better results rather than substantially thin fonts such 
as ‘Zar’; because in thick fonts holes of even small font sizes are easily extractable.  

After testing system with set2, we used set3 for system testing. While testing, 
whether set2 or set3, four types of errors were observed: 

Error1: Query image was from set2 but our system didn’t recognize any state. Error2: 
Query was from set2 but system recognized an incorrect state from set2.  

Error3: Query was from set2, system recognized an incorrect state in addition to 
correct state.  

Error4: Query image was from set3, system instead of announcement of ‘no font’, 
recognized an incorrect state. 

In table 1 number and percentage of each type of errors are showed. As seen in this 
table, our system error rate is 6.3% and recognition rate is 93.7%. Experimental 
results show that our approach is fast. Reason of this advantage is related to very few 
features that are considered for each state. For example for recognizing an A4 
document which is full of text, less than 0.3 second is required. Our proposed method 
could recognize font face and font size of an A4 document image in about 210 ms but 
most of other papers aren't able to do in this time. For example if we use a 8-channel 
Gabor filter for font recognition, it requires 3.3s. Or in [7] required time for font 
estimation of an A4 document is about 1s. In [12] required time is about 0.51s. 
Experimental results show that our approach is fast. There are some reasons for this 
advantage. First reason is related to few features that are considered for each state. 
Because feature vector length of each state in this approach is utmost 10; whereas in 
[4] SRF feature length is 512 and length of textural features that are extracted with 8-
channel Gabor filter are 256. Or in [13] each image is described with 644 features. 

Table 1. Number and percentage of each type of errors 

Error Type Error Numbers Error Percentage 

Error 1                           6/490      1.2% 

Error 2      4/490      0.8% 

Error 3      8/490      1.6% 

Error 4      3/110      2.7% 

Total Errors                     21      6.3% 
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Another reason for high speed of this approach is that in this approach there is no 
need for word extraction, normalization, pen with calculation, or some time 
consuming operations such as convolution operations or other works that are done in 
textural methods.   whatever the number of text lines and the words that have holes, 
be more, PP and H features will be more reliable and recognition rate will be better. 

5 Conclusion 

This paper is the first paper which recognizes font face and font size of a Farsi 
document image simultaneously. Most of the papers that are about font recognition 
are font size independent and only recognize the font but don’t recognize the font size 
of the text of document image. Our approach recognizes both font face and font size 
of a document image. For this purpose we used two types of features which the first 
type of features are extracted with constructing and analyzing horizontal projection 
profile and the second type of features are related to size of bounding box of holes of 
document. We applied this approach on 7 widely used fonts and 7 font sizes and 
recognition rate of 93.7% obtained. Whatever the number of text lines and the words 
that have holes be more, used features will be more reliable and recognition rate will 
be better. This approach is fast and is applicable for other languages that are similar to 
Farsi, such as Arabic language.  
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Abstract. Gaze interaction for many people is the only means of 
communication because of extremely limited conditions like traumatic brain 
injuries, cerebral palsy to multiple sclerosis. No doubt it holds great undertake 
of the disable people while the ‘design for all slogans’ is highly supported by 
this feature. However, on the other hand people those who do not need such 
special need are intentionally excluded from using gaze technology even though 
a lot of promising research is being done in this field. There are several 
limitations and at present there is no model which can guide towards the design 
of sustainable, stable, eye tracking system for majority people. This paper 
examines such limitations of gaze interactions and proposes an accessibility 
passport model to overcome the challenges, thereby opening opportunity better 
design of gaze interaction for achieving universal and inclusive design.   

Keywords: Universal Design, Inclusive Design, Gaze Interaction, Accessibility 
Passport. 

1 Introduction 

From simple day to day work like chatting or writing an email to advance work on 
computer, communication and interaction is the primary focus to the human 
understanding. To most of us entering text is as simple as typing on keyboard. To 
those suffering from physical disabilities, that same routine task may resent a 
significant challenge. Severe disabilities such as amyotrophic lateral sclerosis (ALS), 
cerebral palsy (CP), or locked-in syndrome (LIS) often lead to complete loss of 
control over voluntary muscles, except the eye muscles, rendering the individual 
paralyzed and mute[1]. Conventional physical interfaces, specialized switches, and 
voice recognition systems are not viable interaction solutions in these cases [1]. The 
eyes, therefore, become an important input modality to connect persons with a severe 
motor impairment to the digital world, and through the digital world to the friends, 
colleagues, and loved ones with whom they wish to communicate [1]. 

Nevertheless, as off today as it seems that the gaze interaction system is solely 
used and dedicatedly designed for the users with special needs. While one of the 
challenges of universal or inclusive design is to design for all or include all categories 
of users in a certain system design, that purpose is partially achieved so far by gaze 
interaction since it focuses on creating a communication means for disabled people. 
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Consequently, according to the universal design or inclusive design metaphor, rest of 
the group of people who are not suffering from disabilities are excluded from using 
this technology, because of design issues, or other challenges. This paper explores 
such challenges which are originated from universal design principles and tries to 
map them in gaze interaction system design requirements for everyone, not just 
people with disabilities. An accessibility passport model is being proposed which can 
perhaps opens the door of opportunity to use gaze interaction system for people of 
different manner in today’s society.    

2 Inclusive Design 

The British Standards Institute [2] defines inclusive design as "The design of 
mainstream products and/or services that are accessible to, and usable by, as many 
people as reasonably possible ... without the need for special adaptation or specialized 
design." By meeting the needs of those who are excluded from product use, inclusive 
design improves product experience across a broad range of users. Put simply, 
inclusive design is better design. Inclusive design should be embedded within the 
design and development process, resulting in better designed mainstream products 
that are desirable to own and satisfying to use. In Europe, the term Design for All has 
a similar meaning to universal design. However, the term inclusive design also 
includes the concept of reasonable in the definition. 

2.1 Universal Design Principles 

The original set of universal design principles, described below was developed by a 
group of U.S. designers and design educators from five organizations in 1997 [3]. The 
principles are copyrighted to the Center for Universal Design. The principles are used 
internationally, though with variations in number and specifics analogy. 

• Equitable Use: The design does not disadvantage or stigmatize any group of 
users. 

• Flexibility in Use: The design accommodates a wide range of individual 
preferences and abilities. 

• Simple, Intuitive Use: Use of the design is easy to understand, regardless of 
the user's experience, knowledge, language skills, or current concentration 
level. 

• Perceptible Information: The design communicates necessary information 
effectively to the user, regardless of ambient conditions or the user's sensory 
abilities. 

• Tolerance for Error: The design minimizes hazards and the adverse 
consequences of accidental or unintended actions. 

• Low Physical Effort: The design can be used efficiently and comfortably, 
and with a minimum of fatigue. 

• Size and Space for Approach & Use: Appropriate size and space is 
provided for approach, reach, manipulation, and use, regardless of the user's 
body size, posture, or mobility. 
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These principals are considered as a rule of thumbs since years, for achieving 
universal design of a system, product or service. However, the argument in this paper 
is that, while gaze interaction is helping a large group of people who are suffering 
from disabilities, it at the same time is excluding mass population who are 
technologically inclined to use a cutting edge technology like gaze interaction, despite 
of numerous research in this field. These principals are thereby used to identify 
challenges to create an accessibility passport features which is the basis of the propose 
model in the paper. 

2.2 Accessibility Passport 

The Accessibility Passport is a way of creating a focused dialogue between the 
developers and the users of online resources. It offers developers a way of explaining 
how they have taken accessibility and inclusion into account in designing learning 
materials [4]. It also offers users and practitioners a way of giving feedback on how 
effective the mechanism has been. Also known as online document like a wiki, it is 
editable at all stages by anyone involved in the process of specifying, designing, 
creating or using software or learning objects[4]. It carries information about the 
materials to which it refers and is thus a form of metadata. Unlike much metadata it is 
delivered using everyday language and is accessible to a much wider range of 
stakeholders than conventional forms of metadata[4]. All those involved in the 
writing, sharing and delivering of software or learning materials have a high level of 
responsibility for the accessibility of their output but currently there is no standard 
means for them to inform others about the way they intended the materials to be used 
- this information is important to those who may reuse the materials. 

2.3 Diversity of Users Requirements 

The quality of the Design-for-all product comprises the quality of use of different 
users in a large variety of situations. In the three loops the feedback of user 
experience and user opinion is very important. It is mandatory to consider different 
abilities of the users as proposed in the “product design ideas browser” [http:// trace. 
wisc.edu/docs/browser/] [5]. Lists of criteria for different disabilities and application 
domains can help to get an understanding of potential problems. Experts in usability, 
psychology, disability might help to identify requirements, too. However, it always 
needs to be accompanied by interaction with the users themselves. The immediate 
contact of users and staff in design/ development/ marketing provides deeper insight 
and is much more authentic than the statements of experts[5]. The choice of 
environment scenarios is also a crucial task. Instead of concentrating on a fixed 
scenario like in a laboratory, variations of the conditions of use are required. In the 
end the Design-for all product or service needs to be competitive in terms of quality 
of the solution and the market price[5]. This consideration is taken up in the market 
orientation of the universal design and especially in the European “three strategies 
approach[5].      
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3 Gaze Interaction Challenges-User Satisfaction Factors 

For making gaze interaction available for everyone without considering that the users 
are suffering from disabilities or not the challenges that at available at present are lot. 
However, some factors are considered here as parameters of accessibility passport 
creation. It is first and foremost assumed that these are the basic challenges any users 
will feel while using gaze interaction since it is important to find out about the user’s 
feelings of these parameter while using gaze interaction. Also the universal design 
standard principal was considered for selecting these factors. The factors are classified 
in to three categories: how comfortable users are using gaze interaction, how easy to use 
the system will be and how much physical effort will be needed to accomplish a task 
using gaze interaction. Based on these factors some co factors are formulated and used 
to create the accessibility passport features described in method section. 

4 Method 

The accessibility passport features are being derived based on the user’s satisfaction 
factors described in section 4.1. The co factors are written in question form and 
narrowed down to make the design of gaze interaction system easy and to identify the 
limitation or challenges of using gaze communication in general. 

4.1 Accessibility Passport Features 

Tait and Vessey [6] described the need to reduce the number of factors being studied: 
Rather than attempting to investigate all factors affecting user involvement and its 
impact on systems success, the model provides a structure within which to examine 
constructs central to influence of user involvement on system success [6, 7]. 

The proposed accessibility passport features are hence narrowed down with four 
different types of inputs. 

• Factors effecting workload for accomplishing a task using gaze interaction 
• Level of comfort of using the gaze technique 
• Ease of use and 
• Participatory experience and performance 

 
Factors effecting workload for accomplishing a task using gaze interaction 
The user of the gaze interaction system specifies what they would like to have in a 
system, controlled by eye in terms of accessibility and whether they are ready to use 
any particular technology or not. The questions from user end may be of as follows: 

• For whom the gaze system is indented for? 
• How much physical and mental effort is needed to use the gaze system? 
• What will be the price of such gaze system? 
• Does the gaze application will have specific accessibility objective? Or general 

accessibility objective? 
• Does the gazing system lead frustration to the user as it is hard to learn or use? 
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• Does the application require use of special technology or device? 
• Does the performance depend on any other factor? 

 

Level of comfort of using the gaze technique 
The developer provides detail information of what they are capable to provide the 
users and also what learning methodology or material they have used for 
development. They can also provide information about similar gaze interface or gaze 
control system designed by them earlier to help user getting an idea what the 
developer is ready to deliver. The questions from developers end relating comfortless 
may be of as follows: 

• How comfortable the user will be feeling using the provided gaze interaction 
system in terms of eye comfort? 

• What might be the difficulties of learning the system to use? 
• Does the interaction system meant for a particular disability group? Or does it 

generalized for several groups? 
• What kind of problem user might feel in their face, head and neck during eye 

movement while using the gaze technique? What are the alternatives to solve 
such problems? 

• Does the program require using any special input device? If yes what type? How 
much the cost will be? 

• What interactive or enhance function user will miss if they do not want to use 
special input device?  

 

Ease of use 
After the use testing of the gaze interaction system is done, the accessibility issues are 
being asked from both user and developers point of view. This is important before 
finding a good user feedback of the system, designed for them. The questions from 
developers and users end may be of as follows: 

• How accurate the pointing was by using eye? How difficult it was to point 
accurately? 

• Was the speed of pointing alright? How the speed of pointing did affected the 
overall performance of the system usage? 

• How accurate was the selection by using eye movement? What are the problems 
faced by users for trying to achieve accurate and fast selection? 

• Was the overall ease of system control matched with projected result? If not, why?  
 

Participatory experience and performance 
The accessibility passport should allow the user to give their feedback about interface 
they are using which in return will help the finding of functional requirements. The 
questions from developers end for users may be of as follows: 

• How flexible the users were while using the gaze system? 
• Does the user feel psychologically included in a special system controlled by 

gaze, for example playing games? 
• Would the user recommend this product to someone with similar or such limitation of 

accessibility or someone without any accessibility problem? If not, why? 
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• Was there any other inclusion than physical limitation, also achieved by using the 
system designed this way for the user or not? 

• How hard it was to learn controlling the movement in different way and get used 
to with the special designed interface? 

5 Proposed Model 

The accessibility passport features stated in the previous section is used to build the 
accessibility passport model for gaze interaction system design which is showed on 
Figure 1. The requirements engineering phase can be enhanced by the proper 
accessibility passport information which is not shown here and not the scope of this 
paper. The four parameters from the accessibility passport features are having direct 
impact on requirement engineering process. The user and developer work under one 
umbrella in the accessibility passport method. Right requirements finding for gaze 
interaction for the ‘general users’, not only for the disabled people is possible by 
following this model. As from the Figure 1 it is obvious accessibility passports 
features helps finding better requirements which can lead to user satisfaction. A 
satisfied user in general is considered to be a member of inclusively designed gaze 
interaction system. So user satisfaction leads towards achieving inclusiveness goal 
aiming for a sustainable system. 

 

Fig. 1. The Accessibility Passport Model for Inclusive GAZE Interaction Design 

6 Results and Discussion 

The proposed accessibility passport model is a combination of requirements 
engineering process and accessibility features described in this paper. However, this 
kind of requirements engineering is a very complex thing to come up with. It requires 
a lot of time, resource and efficiency to run them successfully.  Accessibility features 
can trigger requirements engineering in a wrong way if not picked up properly, 
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resulting poor designed gaze control system, not serving the purpose for the user 
group. The model shown in Figure 1 is a continuous process. The satisfied user 
impacts on updating or modifying accessibility features for better enhancement of 
future design of gaze control system. Sustainable system in this paper’s context is 
considered to be a system that is built upon the parameters obtained from universal 
design principals and used to create accessibility passport. Hence a satisfied user of 
gaze system can further contribute on enhancing accessibility passport features; the 
probability of a stable, sustainable gaze interaction system becomes higher with time. 

From designer’s standpoint this model is beneficial as, even without user satisfaction, 
good feedback from users lead towards better accessibility passport features which 
loops back towards a sustainable inclusive designed gaze interaction system. 

7 Future Work 

The planned framework can be viewed as three individual plans. It will be interesting 
to see the accessibility passport model at action where user and developer collaborate 
to find the requirements regarding accessibility for sustainable system development. 
Also a customized requirement engineering model is in need to integrate with the 
accessibility passport features which opens another new research opportunity. The 
result of building a system following this model will build up the accessibility 
passport features database. A comparison of two different types of gaze interaction 
design, based on two different accessibility passport features, running with the same 
requirements engineering model will be appealing also, to compare and finding out 
how it affects the user’s satisfaction level. Finally, further study of the proposed 
model with different results, can find other parameters that may be included in the 
requirements engineering model. 
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Abstract. In this paper, we propose a new generalized trace kernel for 
measuring the similarity between data points of matrices form which have the 
same number of rows and different number of columns. Also, we propose a 
hierarchical clustering algorithm based on this kernel function. The clustering 
algorithm has been utilized in a video indexing system to cluster video shots. 
The experimental results on TRECVID 2006 data set confirm the effectiveness 
of the proposed kernel function and clustering algorithm. 

Keywords: content based video retrieval, video indexing, trace kernel, shot 
clustering, key frame. 

1 Introduction 

Hierarchical modeling of the video content plays an essential role in content based 
video indexing and retrieval for developing high speed search engines on large video 
databases. 

In content based video indexing literature, many of the research efforts have been 
focusing on using low-level features to segment video into shots, each of which is 
comprised of a sequence of consecutive frames recording a video scene or event 
contiguous in time and space [1]-[6]. After the video is segmented into shots, a 
number of key frames can be extracted from each shot to represent the salient content 
of the shot for video analysis, indexing, and retrieval purposes [7]. In hierarchical 
indexing, these key frames are utilized to cluster the video shots into groups. Based on 
the extracted clusters and key frames from video data, video retrieval can be 
performed by evaluating the similarity between the query vector(s) and the feature 
vectors in the database [5].  

In spite of recent improvements, hierarchical indexing of large video data is still a 
very difficult task, with many unsolved challenges. In the recent works, video shots 
are described by the same number of key frames. It is obvious that the number of 
keyframes is required for representing each shot must be relative to the shot 
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dynamicity. In [7], the authors defined some criteria for measuring dynamicity in shot, 
scene and video levels, and present a straightforward algorithm for determining the 
number of keyframes which is required each shot. These researches make some new 
challenging tasks. Some of these challenges are as follows: 

Clustering of video shots which are represented by different number of key frames 
can be very essential in defining hierarchical index for video databases. However, 
no clustering algorithms have ever been presented for data point with various 
lengths and this remains to be very important. 

Comparing the similarity of two shots with different number of key frames is still a 
critical challenge in video retrieval. 

To attach to these challenges in a unified way, we develop a generalized trace 
kernel for rectangular matrices to evaluate the similarity of data points with different 
lengths. Also, we present a hierarchical clustering algorithm to cluster video shots 
with different number of key frames. 

An overview of the proposed hierarchical indexing system is considered in Section 
2. In Section 3 the generalized trace kernel is defined. Section 4 includes the proposed 
hierarchical video shot clustering algorithm. In Section 5, the simulation results are 
demonstrated. Section 6 clarifies our conclusions. 

2 System Overview 

Fig.1 shows the block diagram of the proposed video indexing system. We apply the 
algorithm presented in [1] to detect the video shot boundaries. Also, to extract the key 
frames from each shot relative to its dynamicity, we utilize the approach presented in [7]. 

Let the input video be segmented into N various shots S , S , … , SN, and  keyframes are extracted from each shot i, and i = 1, … , N. In order to represent the 
key frames of an arbitrary shot in a compact form, we extract a feature matrix for key 

frames of that shot. Let Keys = {K( ), … , K( )} be the key frames of shot i. We extract 

an  -dimensional feature vector for each key frame K( ) such as A( ) = [A ,( ), … , A ,( ) ]T
 and j = 1, … , n . Using A( ) as column vector j, we obtain 

feature matrix A( ) for key frames of shot i as follows: 

A( ) = A ,( ) A ,( ) … A ,( )A ,( ) A ,( ) … A ,( )
A ,( ) A ,( ) … A ,( )                                             (1) 

In order to extract spatial features of each key frame, from a broad range of image 
features, we used color histograms which are essential features for signifying the 
overall spatial features of each key frame [1]. Specially, we created a 1728-

dimensional feature vector A( ). To compute the feature vector in our system 

implementation, we made three-dimensional histograms in RGB color space with 
twelve bins for R, G and B, respectively, leading to a total of 1728 bins. These 
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produced a 1728-dimensional feature vector for the key frame. Finally, utilizing the 
feature vector of frame  as the j  column, we generated the feature matrix A( ) for 
key frames of shot  in the video sequence. 

Now, let A( ), … , A(N) of order m × n , m × n ,…,m × nN respectively, be the 
feature matrices of   shots of input video. It is obvious that, the number of columns 
of these matrices is different, and no clustering algorithms have ever been presented 
for clustering them. To attach this challenge, we will define the generalized trace 
kernel in the next section. 

3 Generalized Trace Kernel 

A kernel function k: X × X  is an arbitrary symmetric and real value function 
which is defined on two patterns x, x ∈ X and can be considered as a similarity 
measure [8]. In machine learning area, many different kernel functions, such as trace 
and determinant kernels, have been used to evaluate the similarity of two data points. 
The main properties of these functions are that their inputs are data point of the same 
lengths, and no kernel functions have ever been defined to evaluate the similarity of 
data points of different lengths. As we mentioned in the previous section, the data 
points of various lengths are important and we need to define an appropriate kernel 
function to measure their similarities. In the following, we generalize the trace kernel 
definition on these data points. At first, we bring a simple example. 

 

 

Fig. 1. Block diagram of the proposed video indexing system 

Example 1. Given matrices A and B of order 4 × 3 and 4 × 5 respectively. We define 
the generalized trace of matrix ATB as follows: ATB = [A , A , A ]T. [B , B , B , B , B ]   

 = a a aa a aa a aa a a
T . b b b b bb b b b bb b b b bb b b b b                     (2) 
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                                                           = A B A B A B A B A BA B A B A B A B A BA B A B A B A B A B  

Trace(AT. B) = max{(A B A B A B ), (A B A B A B ), (A BA B A B )}                                                                                                                 (3) 

Also, we define the trace kernel as ΦT (A, B) = Trace(ATB)                                             (4) 

Now, we bring the following definitions. 
 
Definition 1. Let A = [A , … , A ] and B = [B , … , B ] be m × n  and m × n  
matrices respectively, and n ≤ n . Then, the generalized trace of rectangular matrix ATB or order n × n  is defined as Trace(ATB) = max {∑ A B }                                  (5) 

Definition 2. Let A = [A , … , A ] and B = [B , … , B ] be m × n  and m × n  
matrices respectively, and n ≤ n . Then, the generalized trace kernel for evaluating 
the similarity of  and  is defined as ΦT (A, B) = Trace(ATB)                                            (6) 

It is obvious that if the ATB be a square matrix, then the Trace(ATB) is the same with 
standard trace function. Also, It is evident that ΦT (A, B) computes the maximum 
correlation between columns of A and B. 

4 Hierarchical Video Shot Clustering Algorithms 

Let A( ), … , A(N) be feature matrices of key frames of N shots of an arbitrary video. 
Here, we propose a shot clustering algorithm based on these feature matrices and 
generalized trace kernel. Fig.2 demonstrates the pseudo code of the proposed 
algorithm. In this algorithm, the number of clusters C must be determined initially. 
This clustering algorithm is bottom-up, and treats each feature matrix as a singleton 
cluster at the outset and then successively merge pairs of clusters until the number of 
clusters equals C. This algorithm uses a proximity matrix to compute similarity 
between clusters and to merge the most similar clusters. Let the number of clusters at 
an arbitrary iteration of the algorithm be k C. Then the proximity matrix M is a 
matrix of order k × k which its entries are calculated as M(i, j) = max∀A ∈C ,∀A ∈C ΦT AT. A ,                                   (7)                 1 ≤ i, j ≤ k  

Where ΦT (AT. A ) is the generalized trace kernel and computed according to 
definition 2.  
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5 Simulation Results 

In order to evaluate the proposed video indexing system with standard data sets, we 
have demonstrated the outcomes of the tests using a large-scale test set provided by 
the TRECVID 2006 [9].  

Fig. 3 illustrates the key frames of some shots of “20051101_142800_LBC_ 
NAHAR_ARB.mpg” file in TRECVD 2006. It is evident that the first and 9th shots, 
and 5th and 7th are very similar. The similarity of these shots using generalized trace 
kernel have been demonstrated in Table 1. These results confirm the effectiveness of 
the proposed generalized kernel function. 
 

1. let A( ), … , A(N) be feature matrices of key 
frames of each shot 

2. calculate proximity matrix using each matrix A( ) as data points 
3. let each matrix A( ) be a cluster 
4. While (number of clusters > C) do 

   (a). merge the two similar clusters according 
to proximity matrix 

   (b). update proximity matrix using (3) 
end 
5. select the most similar matrix to all matrix of 

each cluster as center of the cluster    

Fig. 2. Proposed clustering algorithm 

Table 1. Measuring The Similarities Between Shots of Fig.3 

Compared shots  

5 7 1.149 
1 9 1.339 
1 5 0.599 
7 9 0.709 

 

For video indexing purpose, we construct two-level indices for TRECVID 2006 
data set: shot-level index, which is created by using key frames of each shot, and 
cluster level which is generated by utilizing shot cluster centers. Also, for video 
retrieval purpose, we utilize clip-based query method. In this method, the user 
interested to search some video shots from the video database that are similar to the 
input video of the user. 

In the experiments, to assess the efficiency of the hierarchical indexing, we 
consider two cases and compute the average of responding time to 500 different 
queries. In the first case, we consider only shot-level indices, and in the second case 
we considered shot-level and cluster level indices. Fig.3 compares the average times 
of responding to 500 different queries in video retrieval systems that use shot level 
indexing or hierarchical indexing. These results confirm the effectiveness of the 
proposed video indexing and shot clustering algorithm. 
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key frames of 1th shot 

key frames of 5th shot 

key frames of 7th shot 

key frames of 9th shot 

Fig. 3. Key frames of some shots of file 20051101_142800_LBC_NAHAR_ARB.mpg in 
TRECVID 2006 

 

Fig. 4. Average time of responding to 500 different queries in video retrieval systems that uses 
proposed clustering algorithm or not 

 

0

0.2

0.4

0.6

0.8

1

1.2

100 150 200 250

A
ve

ra
ge

 o
f 

Q
ue

ry
 R

es
po

nd
in

g 
T

im
e 

(S
ec

) 
 

Number of Clusters in Shot Level Clustering

Using Shot Clustering
Without Shot Clustering



Hierarchical Key-Frame Based Video Shot Clustering Using Generalized Trace Kernel      257 

6 Conclusion 

Hierarchical video indexing is one of the most important challenges in video retrieval 
research. In this paper, a novel video hierarchical video indexing system is developed 
based on video shot clustering. We derive a generalized trace kernel to measure the 
similarity of matrix form data points with the same number of rows and different 
number of columns. Also, we utilize it in developing a hierarchical clustering 
algorithm for that data points. The proposed system is implemented and evaluated on 
TRECVID benchmark platform. The experimental results confirm the effectiveness of 
the proposed system. 
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Abstract. Three main cases that often are considered for identifying face fig-
ures are: happy, sad, and surprised. Face states are created by changes in differ-
ent points. In this article, first eight characteristic points of face are considered 
and then five different features are extracted from them that these features form 
a feature vector for each of the face state. Then, we get a rules database based 
on these features and with fuzzy inference systems and considering the mem-
bership function, a method is presented for identifying happiness and sadness, 
and surprise states . Three important advantages Compared with other available 
methods are that it has less number of feature points and features and it has a 
higher accuracy than other methods. 

Keywords: face states detection, face characteristic points, Fuzzy Inference 
System. 

1 Introduction  

In face recognition field, many works have been done. For example, Kobayashi and 
Hara presented a method with identifying 30 characteristic points of face and extract 
some features of these points using of neural network for detection of fear, surprise, 
disgust, anger, happiness and sadness states that obtained detection power approx-
imately 78% with training by 5 faces, 83% with training by 10 faces and 88% with the 
training by 15 figures [2]. 

Yoshida and his colleagues expressed a method to detect cases of anger, happiness 
and sadness using of fuzzy sets and considering the 27 characteristics points of face. 
With testing 56 picture files, their offered system presented power detection approx-
imately 87%.[3] Jamoto and his colleagues offered a model for face state detection 
using fuzzy clustering and process characteristics on some parts of the face and in-
formation. This method had 89% accuracy. [4] 
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Yekob and his colleagues, obtained, motion of active units using of optical flow in 
successive frames, which is represented a specific state. The frames started of the 
normal and ended to one of the main face state. With this method, for each of the 
states face a feature vector was obtained based on the motion of active units and was 
used for training a RBF neural network. The above system in frames classification 
offered detection power approximately 80% to one of six major face states. [1] 

Listen Read phonetically Mirhadi Sayed Arabi and his Colleagues, presented a 
fuzzy inference system and a neural network to recognize happiness and sadness, and 
surprise states, (they used 17 characterized points of face and extracted seven features 
from them) that reached to 95.6% accuracy in the fuzzy inference system and to 
93.4% accuracy in neural network for 15 files of the Yale A database. [5] 

In this paper, five different properties were calculated using of 8-point characteris-
tic face, and then using a fuzzy inference system, a method is presented for the diag-
nosis of happiness and sadness, and surprise states that has three important advantages 
compared with other existing methods which has the less number of face’s characte-
rized points and features and it has higher precision than other methods. 

Commonly, face image uses in all identification (IDs, driver’s license, passport, 
etc.). In particularly, to improve the social security of city life, automatic face detec-
tion and face recognition systems are needed and there is a lot of study for this  
purpose [7].  In [8-10] the face and image recognition features are analyzed in a mul-
tidimensional scale. 

2 Characteristic Points of Face 

In figure (1), 8 characteristic points of face is displayed: 

 

Fig. 1. Face characteristic points 
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3 Features Extracted Using Characteristic Points of Face 

Using the coordinates of eight characteristic points of face, five features are extracted 
as follows:[6] 
A – Openness of Eye 

23 yyOe −=      )1(  

 B – Height of Eyebrow 

13 yyHe −=                   )2(  

 C – Weight of Mouth 

65 xxWm −=      )3(  

D – Openness of Mouth 

78 yyOm −=      )4(  

 E- Lower Lip-Lip Corners List 

2/))()(( 6858 yyyyLL −+−=
                )5(  

4 Face States Detection System Using of Fuzzy Inference 
System 

In this system, according to the figure (2) five stages is performed from left to right 
respectively: 

 

  

Fig. 2. State detection system based on Fuzzy Inference System [5] 

In this way, extracted quintuplet features are intended as an input of fuzzy infe-
rence system and membership functions are calculated for each feature. A member-
ship function of each feature is type of triangle and is obtained based on maximum 
and minimum and `average of each feature. 

It is noteworthy that firstly, the proposed system is educated for the recognition of 
membership functions [1], it means that when testing an input face image, other fea-
tures of nine faces in a database and mean maximum and minimum corresponding 
features, functions, membership automatically input files for each feature are deter-
mined. For example, membership functions and features Om Oe, as forms of (3) and 
(4) are: 
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Fig. 3. Membership function for OE feature 

Considering the membership functions and features extracted, like table (1), rules 
is considered for the fuzzy inference system: 

 

 

Fig. 4. Membership function for Om feature 
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Fig. 5. Membership function for state of face in Output result 

Table 1. Fuzzy System Rules in Classification States of face 

 OE HE WM OM LL 
Happy Small Small Large medium Large 

Surprised Large Large Small Large Large 

sad small small Small Small Small 

5 Results 

In this paper, a fuzzy inference system was used for detection of face states. Most 
important specifications include: Using of less number of characteristic points, reduc-
ing the number of extracted features of face’s characteristic points, and finally in-
creasing accuracy.  

Table (2) shows the results of applying the proposed idea for the 10 images of 
JAFFE database. 

Table 2. Results of Fuzzy inference system in Recognition of three facial states 

input Output = face state 
happy Surprised sad 

happy 100% - - 
Surprised - 100% - 

sad - - 100% 
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6 Conclusion 

The documented study can be utilized for face recognition with the application of 
fuzzy recognition.  In the last few years the literature has many studies which address  
a number of efforts. They have been made on pose-invariant face recognition; howev-
er still we need more future research as the performance of current face recognition 
system are still not complete. 
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Abstract. In this work we present an approach for color image segmentation 
based on pixel classification. Such methods are based on the assumption that 
meaningful regions are defined by homogeneous colors and give rise to 
compact clusters in the color space. Each cluster defined a class of pixels which 
share similar color properties The construction of the pixel classes is performed 
by detecting the modes of the color histogram of the image. To identify these 
modes, mathematical morphology techniques are used. The application of 
watersheds on the color histogram leads to an over partitioning of the color 
plane, which can be processed by mode merging algorithms based on mode 
adjacency graph analysing. Depending the merging criterion we present in this 
paper two merging algorithms, the first relies on the gravity centers of the 
modes as a merging criterion, and in the second we introduce a new merging 
criterion: the spatial-color compactness degree. 

Keywords: Color image, Segmentation, mode detection, Color histogram, 
Mathematical morphology, merging algorithms. 

1 Introduction 

Color image segmentation is a process of partitioning an image into several regions 
which are groups of connected pixels with homogeneous color properties. 

Many types of color image segmentation methods have been proposed in the 
literature [1], [2], they can be divided into two main families, depending on the 
distribution of the pixel colors is analyzed either in the image plane or in a color space.  

In this work we consider the second category which is the segmentation methods by 
pixel classification, such approaches proceed by analyzing the color distribution in a 
color space. The most widely used is the (R,G,B) color space, where a color point is 
characterized by the color component levels of the corresponding pixel. Other color 
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spaces can be used and the performance of an image segmentation procedure is known 
to depend on the choice of the color space [3]. Several works have tried to determine the 
color spaces which are the most appropriate for their specific color image segmentation 
problems [4]. But there does not exist a color space which provides satisfying results for 
the segmentation of all kinds of images. 

The segmentation methods by pixel classification rely on the assumption that 
homogeneous regions in the image give rise to clusters of color points in the color 
space. Each cluster defined a class of pixels which share similar color properties. To 
identify the classes we proceed by analyzing the histogram of the image. We seek to 
identify the modes of the histogram, namely the areas of color space with a high 
density of probability (Fig.2). In order to detecting the modes of the histogram, we 
use the mathematical morphology techniques, and more precisely the watershed 
algorithm. This algorithm is applied to image histogram [5], [6], [7], in order to detect 
the modes which correspond to the pixel classes, this gives  an over-partitioning of the 
color plane, hence the need to merge modes by analyzing  the modes adjacency graph. 

This paper is organized as follows. Section 2 presents the watershed algorithm is 
appleid to color histogram. Section 3 presents the merging algorithm by analyzing the 
mode adjacency graph. Then, we detail this algorithm, namely search an merging 
criterion  respecting the distribution of colors in the color space both taking into 
account their spatial location in the image plane. Finally, some results and conclusion 
are shown in Section 4. 

2 Color Plane Partition by Color Histogram Analysis 

2.1 Color Histogram Modes Detection Based on Watershed Algorithm 

In order to perform the color image segmentation, the classes of pixels corresponding 
to homogeneous regions are constructed by detecting the modes of the color 
histogram. For this purpose the watershed algorithm is aplied. The principle of 
watershed is drawn from a topographic analogy.  Consider the histogram of the image 
as a topographic relief, where the densities of the histogram are interpreted as 
altitudes in the relief. There are also many different algorithms to compute 
watersheds, in this work we use the watershed algorithm as was introduced by 
Vincent and Soille[8], based on the immersion principle. 

We can imagine that we have pierced holes in each regional minimum of the relief. 
We then immerse the relief into water. Starting from the minima of lowest altitude, 
the water will progressively fill up the different catchment bassins. The water coming 
from two different minima would merge. Finaly two or more such catchment bassins  
expand to a point at which they would come into contact unless the waters are 
separated. This is the moment that a dam is raised. At the end of this immersion 
procedure, each minimum is completely surrounded by dams, which  delimit its 
associated catchment bassin. these dams correspond to the watersheds. 

The watershed algorithm will apply on the additive inverse histogram [7] to 
identify color histogram modes. The color histogram is constructed by considering 
two color component levels among the three color component levels (R, G , B) To 
simplify the implementation and first validate the algorithm in two dimensional 2-D. 
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To apply the watershed algorithm on the additive inverse of 2-D color histogram, 
we chose to store the data histogram in an image (Fig. 3 (a)), where the coordinates of 
each pixel are the color component levels (R,G), (G,B) or (R,B) according to the used 
color plane and its gray level is the probability density of the color represented by 
these components. 

The application of the watershed algorithm, on the inverted histogram of the color 
image leads to an over-partitioning of the modes (Fig.3 (c)), due to the presence of 
non significant local minima [9], hence the need to merge modes by a modes 
adjacency graph, which is analyzed in order to iteratively merge adjacent modes. 

3 Modes Merging by Mode Adjacency Graph Analysis 

The overpartitioned modes are merged by analyzing a mode adjacency graph. This is 
a data structure constituted by a set of nodes representing modes and a set of links 
connecting two neighboring nodes (Fig.1). The modes adjacency graph consists of 
associating a node at each mode and an edge at each pair of adjacent modes. This 
definition provides the adjacency relationships between modes. 

The merging process consists of merging two adjacent nodes which verify merging 
criteria. According the order of scan the nodes and the merging criteria, several algorithms 
by analyzing the adjacency graph are proposed in the literature [10], [11], [12]. 

Tremeau and Colantoni [10] have developed two algorithms to perform the 
merging of nodes of adjacency graph, based on the same rules than the two image 
algorithms process, except that apply to nodes and not to pixels. The first approach is 
a vertices-graph growing process, and the second is a vertices-graph watershed 
process. 

The vertices-graph growing process relies on a sequential scanning of the nodes of 
the adjacency graph, by considering a current node at each step of the analysis. At 
each current node corresponds a set which defines the set of neighbors nodes. The 
current node could be merged with one of its neighbors if the distance between this 
current node and all neighboring nodes is small enough. These  criteria enable us to 
gather the current node to a set of nodes being processed not because only one node 
of this set is adjacent and sufficiently similar to current one, but above all because 
most of adjacent nodes already belonging to the set of nodes being processed are also 
similar to the current one. 

In  adjacency graph each node is associated with the relevant properties of the 
entity (mode), and each edge is weighted by a value indicating the similarity between 
two adjacent nodes(modes) [13], corresponding to a distance between these two 
adjacent nodes. 

In this work we present two merging algorithms to merge the over-partitioned 
modes, in the first we use the gravity centers of the modes as a merging criterion, and 
in the second the  merging criterion is the spatial-color compactness degree. 

3.1 The Gravity Centers of the Modes as a Merging Criterion 

To merge the over-partitioning modes of the color plane, each node is represented by 
the gravity center of the corresponding mode, and each edge is weighted by the 
distance between two gravity centers of the two adjacent modes. 
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Let  the set of modes of the color plane C, over-partitioning by the watershed 
algorithm: 

   =                                                          (1) 

The color plane C is defined by two color component levels   and  among the 
three color component levels ,  and (red, green, and blue levels, in this work 
the (R, G, B) color space is considered). 

The mode  is defined as: 

                                                   =  , , …                                                 (2) 

Where  is the set of  color points constituting the mode  , and  ,  the two 
color component levels of the point . 

Each mode  is represented by its gravity center   , . 
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( , ) is the density of the color whose components are ( , ). 

Each edge connecting two adjacent modes is weighted by the euclidean 
distance ( , )  which can be used to compare the proximity of these 
two modes. 

                                             ( , ) = ( , )                                                (4) 

Where        ( , ) is the euclidean distance 
In order to merge the over-partitioning modes we proceed to merge firstly two 

adjacent modes which a weight(distance) enough small taking into account the 
merging threshold S. 

    ( , )  is enough small  and   ( , ) < S 

At each iteration step of the merging process the modes adjacency graph is updating 
by considering the new adjacencies and the new gravity centers of the new modes. 
The merging process achieves a new iteration step provided there the distance 
between tow adjacent modes is lower than the threshold S. the results merging are 
represented in Fig. 3.( (e), (f)) 

In this work our purpose is to perform the color image segmantation by pixel 
classification. The classes of pixels are constructed by detecting the modes of the 
color histogram taking into account that the regions of the image are the groups of 
pixels with homogeneous color properties, but two over-partitioning modes with two 
closed gravity centers can tend to fail in constructing pixel classes which correspond 
to the actual regions in the image. In order to avoid this problem we will consider a 
new merging criterion respecting the correspondence between modes of the histogram 
and significant regions of the image. 
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3.2 Modes Merging by Analysis the Spatial-color Compactness Degree 

Most segmentation methods by pixel classification proceed by analysis the 
distribution of colors in the color space without taking into account their spatial 
location in the image plane. In order to introduce the spatial information of pixels in 
the image plane, Macaire and al [14] define a region as a group of connected pixels 
with homogeneous color properties which give rise to a compact cluster in the color 
space. The construction of the pixel classes is performed by considering both color 
distribution and spatial location. To measure such properties a new concept is 
introduced, this is the spatial-color compactness degree [14, 15], which takes into 
account both pixel connectedness in image plane and color homogeneity in color 
space. The spatial-color compactness degree is defined as the product of the 
connectedness degree and the homogeneity degrees, it is even higher that the pixels 
are highly connected in the image and that the color points corresponding to these 
pixels are concentrated in the color space. 

3.2.1   Spatial-color Compactness Degree of a Color mode 
Let S1 the set of pixels in the original image I corresponding to a mode M1 of color 
plane over-partitioning by watershed algorithm, and S2 the set of pixels corresponding 
to a mode M2. With M1 and M2 are two adjacent modes in the over-partitioning color 
plane. 

S is the union of two sets S1 and S2 associated to the two adjacent modes M1 and 
M2 respectively  S = {P ∈ I/I(P) ∈ M }              = { ∈ / ( ) ∈ }                      =    

I(P) is a color point in the color space where the coordinates are the color component 
levels of the pixel P. 

The homogeneity degree of a set of pixels S is defined as a comparison between 

the local dispersion )(Slocaleσ  and the global dispersion )(Sσ  of the color points 
I(P) : 

.0)(    
)(

)(
)(             ,0)(     1)( >=== Sif

S

S
SDHSifSDH locale σ

σ
σσ        (5) 

                    
{ } ∈

−−×
∈

=
sp

T SMPISMPI
SPcard

S ))()(()()((
1

)(σ
  

And M(S)  is the mean color of the pixels which belong to S. 
The connectedness degree is defined as the average number of neighbors of each 

pixel of S which also belong to S : 

                                       DC(S) =  ∑ {Q∈NS(P)}{P∈S}∈S                                                   (6) 

where Ns(P) is the neighboring pixels of P.              
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Taking into account both pixel connectedness and color homogeneity give rise to the 
spatial-color compactness degree : 

                             )()()( SDHSDCSDCO ×=                                             (7) 

A high value of the spatial-color compactness degree indicates that the pixels in the 
current set are highly connected in the image (close to 1) , and that the color points 
corresponding to these pixels are compact in the color space. 

3.2.2   Merging of the Over-partitioning Modes by Analysis of the Spatial-color 
Compactness Degree 

To merge the over-partitioning modes of the color histogram obtained from the 
watershed algorithm, respecting the correspondence between modes of the histogram 
and significant regions of the image, we will consider the spatial-color compactness 
degree of the pixels corresponding to two adjacent modes as a merging criterion. Two 
adjacent over-partitioning modes could be merged if the union of the subsets of 
pixels, associated to these two adjacent modes, corresponds in the image plane to a 
connected and homogeneous set of pixels. The consideration of the homogeneity 
degree as a comparison between the local dispersion and the global dispersion does 
not give the highest homogeneity degree for most homogeneous color subsets. So we 
ended to a new equation based on the only measure of the global dispersion of the 
color points of modes: 

    ( ) = 1  ( ) = 1        ( ) = ( )   ( ) 0                        (8) 

The consideration of the connectedness degree of the set S by taking into account the 
neighboring pixels belong to the union of two subsets S1 and S2 does not privilege the 
union of two most connected subsets. 

We define the new connectedness degree of the set of pixels corresponding to a 
mode taking into account the neighboring pixels in the set of pixels corresponding to 
the adjacent mode. 

Let P a pixel belong to the subset S1, and NS2(P) the neighboring pixels of  P  
belong to S2 : 

The connectedness degree of the set of pixels corresponding to a mode taking into 
account the neighboring pixels in the set of pixels corresponding to the adjacent mode 
is : 

                             ( , ) = { (  / ), (  /  }                              (9) 
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Finally the spatial-color compactness degree of the pixels corresponding to two 
adjacent modes is defined as the product of the connectedness degree and the 
homogeneity degrees : 

                         ( , ) =  ( , )  × ( )                                (11) 

The merging of the over-partitioning modes of the color histogram using the 
spatial-color compactness degree as a merging criterion consist to merge firstly the 
two adjacent modes which are a high value of the spatial-color compactness 
degree. 

After this step of merging, the modes adjacency graph is updating by considering 
the new adjacencies and the new spatial-color compactness degrees. 

This analysis is repeated until to have the desired number of modes, the results 
merging are represented in Fig.3 ((g) ,(h)). 

By examining the segmented image, we notice that we were able to identify all 
regions in the image plane and the coresponding modes of the color histogram.  

 

   

Fig. 1. (a) Partitioning modes histogram  (b) Modes adjacency graph 

 
 
 
     
 
 
 
 
 
 
 
 
 

Fig. 2. (a) Synthetic Image                      (b) 3-D Representation of Histogram (G, B) 
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(a)                                                          (b) 
 

        
(c)                                                              (d) 

 

        
(e)                                                                  (f) 

Fig. 3.   (a) 2D Histogram in the (G, B) plane. (b) 2D inverted histogram  in the (G, B) plane. 
(c) partitioning histogram by watershed. (d)  segmented image. (e) histogram after merging by 
gravity centers. (e) segmented image using the gravity centers criterion.  (g) histogram after 
merging by spatial-color compactness degree criterion. (h) segmented image using the spatial-
color compactness degree criterion. 
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  (g)                                                                      (h) 

Fig. 3.   (Continued) 

4 Conclusion and Results 

In this work we have presented an approach for color image segmentation by pixel 
classification, based on the modes detection of the color histogram by the watershed 
algorithm followed by the merging step of modes by mode adjacency graph using a 
new merging criterion which is the spatial-color compactness degree. As future work, 
we plan to generalize our approach from two dimensional to three dimensional 
histograms. And use other color spaces than the RGB space to perform the 
segmentation. Finaly apply our approach on the seaweed images in order to separate 
the different species.  
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Abstract. Video stabilization is an important video enhancement process which 
attempts to remove unwanted vibrations from the video frames. Software 
solutions to this problem consist of three main stages namely "motion 
estimation", "motion smoothing and correction" and "frames completion". In 
motion estimation, a global motion model is determined by extracting a set of 
feature points within frames and matching them in neighboring frames. We use 
the Scale Invariant feature and RANSAC robust estimator for acquiring the 
motion parameters. The effect of high frequency components which are related 
to the unwanted vibrations are then removed using a spatio-temporal Gaussian 
lowpass filter. A modified mosaicing algorithm is finally applied in order to 
complete the undefined regions resulted from motion correction. In our 
modified mosaicing algorithm, considering the original unstabilized 
neighboring frames and their associated motion models, the value of an 
undefined pixel is determined by minimizing the distance between its nearest 
defined pixels and the corresponding pixels in the neighboring frames. 

Keywords: Video stabilization, Scale Invariant Feature Transform (SIFT), 
RANSAC, Gaussian interpolation, mosaicing. 

1 Introduction 

A video stream is an important source of information as compared to a static image. A 
static image provides a snapshot of a scene, but a video stream records also scene's 
dynamics. The recorded motion contains information about the temporal and spatial 
relationship between the scene objects. This information can be used in many 
applications such as traffic monitoring, safety supervision and so on.  

Video captured by video camera often has frame-to-frame jitter due to camera 
shake. The camera movement is caused because of unsteady hold or support for 
example where the camera is hold by hand or the recording is performed from a 
moving vehicle. This problem hardens automatic processing and analysis of the video 
frames and degrades the visual quality of the video significantly. Video stabilization 
is an attempt to remove the unwanted vibrations effects. Video stabilization solutions 
are divided into two main categories: Mechanical and Software methods. In the 
former, unwanted camera motions are detected using motion sensors such as 
accelerometers and gyroscopes. The unwanted vibrations are then removed using an 
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active optical system. In the latter one, the effects of vibration are compensated by 
post processing of the recorded video stream. 

The software solutions consist of three main stages. First, a global motion model is 
estimated. In feature based motion estimation, distinctive features are extracted within 
each frame. The feature points which are extracted from the successive frames are 
then matched. The motion parameters are obtained from these feature points 
correspondences. In [1-4], the Scale-Invariant Feature Transform, SIFT, algorithm [5] 
has been proposed for detecting the feature points. Scale-invariant features are 
invariant to image scale and rotation. They provide robust matching across a range of 
affine distortion, illumination changes and change in 3D viewpoint. Due to these 
desired properties, scale invariant features have been widely used in object 
recognition [5] and recently in our intended application. 

In the next stage, motion smoothing process is performed using the estimated 
motion model. In this step, the intentional camera motion such as image zooming and 
translational or dolly motion with respect to the scene should be retrieved. This aspect 
of motion is desirable and should not be removed. Since the intentional camera 
movement is usually slow, we can retrieve it using a lowpass filter. In practice, there 
is no unified standard for evaluating the desired level of motion smoothness and the 
goal is usually to obtain a video which is visually pleasant.  Low-pass filtering in the 
Fourier domain on the camera motion trajectory [6] and Gaussian lowpass filtering in 
the spatio-temporal domain [1,7] are among the well known proposed approaches. 
These solutions provide a smoothed stabilized motion and can be applied for off-line 
stabilization of a recorded video. However, these methods are not suitable for real-
time implementation because of the large amount of memory which is needed to store 
several frames. In this study an offline scenario has been considered. So, we apply the 
spatio-temporal domain Gaussian filter. For real-time applications, a causal low-pass 
filter is preferred. In [4,8], it has been shown that robust solutions for on-line video 
stabilization can be provided by applying Kalman filtering procedures. 

Based on the estimated motion parameters and the associated transform, the motion 
compensation process is performed using the frame warping technique. At the final 
stage, the value of undefined pixels which are appeared in the margins of the 
stabilized frames as a result of frame warping should be determined. This is 
performed using the value of the corresponding pixels of the neighboring frames. In a 
mosaicing algorithm proposed in [8], this process is performed considering the 
stabilized video. However, since the neighboring frames of the stabilized video 
contain undefined regions too, a lot of neighboring frames should be taken into 
account especially when the corrective displacement is large. In this study, the 
associated neighbors from the original unstabilized video have been used in the 
mosaicing process. These frames do not contain any undefined regions. Apparently, 
the transformation between the central stabilized frame and its unstabilized neighbors 
should be taken into account. Considering the potential candidates from the 
neighboring frames, the value of an undefined pixel is set to the value of the pixel 
which has the minimum R,G,B difference to the nearest defined neighboring pixels of 
the undefined pixel. 

Nowadays, commercial software packages are available for video stabilization but 
they are not very accurate for complex scenarios. They usually do not include any 
video completion stage too. The modified frames are usually cropped in order to 
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remove any undefined region. As the result, a set of lower resolution frames are 
achieved. Matlab Toolbox for video stabilization and Digistudio filter in Virtual dub 
are examples of these packages. In the Matlab toolbox, a pre-determined target which 
is almost fixed in all frames has to be existed. This is not the case in many taken 
videos. The Digistudio filter also does not distinguish any differences between the 
intentional and unwanted motions. 

The rest of this paper is organized as follows. In Section 2, our adopted motion 
estimation and modeling process is explained. The motion smoothing approach using 
the Gaussian filter is discussed in Section 3. Section 4, describes the applied 
mosaicing method. Our experimental results are shown in Section 5. 

2 Motion Estimation 

As we mentioned, the SIFT descriptor gives us the key-points of each frame. The 
nearest neighbor algorithm is used to match the key-points of the successive frames 
[5]. Since the SIFT features are highly distinctive, a correct match can often be found. 

2.1 Motion Model  

Estimating a full 3D model of a scene under fundamental transformation including 
depth variations is generally a complicated problem. At least, seven point's 
correspondences are required to find such a transform function. Therefore, in this 
work, similar to most of the prior works in this field, a 2D affine model with 6 
degrees of freedom describing rotation, panning, small translation of camera and 
small depth variations is chosen. 

The affine transformation between 2 points of [x y] and [u v] can be written as: 
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where tx and ty demonstrate the model translation and im s describe the affine 

rotation, scale and stretch. The minimum required point's correspondences in this 
affine estimation are three.  

2.2 Model Parameters Estimation 

Among the extracted feature points, there usually are a number of outliers. For 
example, in our problem, the key-points which are related to the moving objects act as 
outliers. Thus, a robust estimator should be used for estimating of the affine motion 
parameters. Since, the RANSAC estimator is robust against up to 50% outliers, we 
choose this estimator. 

Unlike the common techniques that use as much of the data as possible to obtain an 
initial solution and then attempt to eliminate outliers, RANSAC uses the minimum 
number of initial data and then enlarges this set with the consistent data points [9]. 
The minimum number of required feature point’s correspondences between two 
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images for affine model estimation is three. For attaining affine parameters, (1) can be 
written as: 
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As we mentioned, only 3 pairs of points are sufficient for solving this equation.  The 
Least Square solution which minimizes the sum of the squares of distances between 
the model and the location of the points can be used to solve (2): 

                                 ][ 1 bAAAX TT −=                                       (3) 

Actually, the RANSAC algorithm uses the above equation in the iterations of the 
model estimation process using a selected set of the data points. 

3 Motion Smoothing 

The motion parameters are smoothed by applying a spatio-temporal Gaussian lowpass 
filter.  In order to prevent from accumulative error due to the cascade of original and 
smoothed transformation chain, the local displacement between the neighboring 
frames is smoothed.   

Suppose tI  and j
tT respectively represent the under-processed frame and the 

coordinate transform from frame t to frame j found by the RANSAC robust estimator. 

Considering 2k neighboring frames, }|{ ktjktjNt +≤≤−= , the smoothed 

transform from tI  to the compensated frame, '
tI , is obtained by: 
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where G(K) is a Gaussian kernel with K=σ .  The corrected frame, '
tI , can be 

obtained by warping the original frame tI using: 
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An appropriate level of smoothness can be obtained by tuning of K.  A larger value of 
K leads to a smoother result.  We found that K equal to 6 is suitable in most of the 
cases.  Fig. 1 contains plots of translation element of camera motion path along 
frames before and after motion smoothing for x and y coordinates. 
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Fig. 1. The original and smoothed motion path 

Although a smoother video is obtained by using a larger K, but more amount of 
memory is needed for saving the video frames and the process becomes slower. 

4 Frame Mosaicing 

After motion compensation, undefined regions are appeared around the frames. In 
these regions, no data is available yielding visual artifacts. We use mosaicing method 
for completing of these regions. 

For this purpose, the registration transform between the neighboring frames and the 
stabilized frame that we want to complete it have to be found. Actually, the undefined 
pixels are filled using their corresponding values in the neighboring frames.  In prior 
works such as [8], the completion process is performed using the stabilized 
neighboring frames.  However, since these frames have undefined regions too, we 
prefer to use the original unstabilized frames in order to fill the undefined regions. 
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Fig. 2 contains examples of the associated results using these two methods.  It can be 
seen that more appropriate results are obtained by using the original frames within the 
framework of the completion process.  It should be noted that in both cases (using 
either the original neighboring frames or the stabilized neighbors), the spatial 
transformation between the frames has to be taken into account.    Thus, we find 
registration parameters between the central frame and its neighbors using the 
RANSAC estimator.  Based on the mosaicing methods presented in [1] and [8], we 
propose a novel approach in which the undefined pixels of stabilized frame are sorted 
with respect to their distances from the boundary of the defined region.  The filling 
process is started from the nearest undefined pixel to the boundary and continues 
towards the more far ones.  Among the candidate pixels for replacing, we choose the 
value of the pixel that sum of its R,G,B differences with the R,G,B values of its 4-
nearest defined neighbors in stabilized frame is minimum.  Our experimental results 
show that more appropriate values are selected using the proposed method.  This 
method prevents from misalignment of central defined pixels and the pixels defined 
by completion process due to some inaccurate interframe transformations. 

 

 

 

Fig. 2. Proposed mosaicing method using (a) original video (proposed) and (b) satabilized 
video for neiboring frames 
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5 Results 

The performance of our stabilization algorithm has been evaluated using several video 
streams. Based on our experiments, the smoothing parameter, K, is set to 6, 6 frames 
before and 6 frames after the central frame. In the mosaicing process also, 12 
neighboring frames are considered.  Fig. 3 contains the associated results using one of 
the video streams.  The first row represents original unstabilized video frames 8, 18, 
28, 48. The second row shows motion compensated frames before completion of 
undefined regions. The completed frames are shown in the third row. 
 

 

Fig. 3. Result of video stabilization. First row: original unstabilized video frames 8, 18, 28, 48. 
Second row: motion compensated frames before completion of undefined regions, and third 
row: stabilized and completed frames. 

The video streaming is empirically addressed in a few recent studies [10, 11]. Our 
work support the results obtained in the above studies. Further we have addressed 
video stabilization in an elegant way. 
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Abstract. Representative Vector is a kind of Vector which includes related 
words and the degree of their relationships. In this paper the effect of using this 
kind of Vector on automatic classification of Persian documents is examined. In 
this method, preprocessed documents, extra words as well as word stems are at 
first found. Next, through one of the known ways, some features are extracted 
for each category. Then, the Representative Vector, which is made based on the 
elicited features, leads to some more detailed words which are better 
Representatives for each category. Findings of the experiments show that 
Precision and Recall can be increased significantly by extra words omission and 
addition of few words in the Representative Vectors as well as the use of a 
famous classification model like Support Vector Machine (SVM). 

Keywords: Documents Classification, Representative Vector, Stemming, 
Support Vector Machine.  

1 Introduction 

As information is producing increasingly, pressing need to classify it in order to 
optimize information retrieval is highlighted. Finding necessary information is only 
possible through searching keywords by search engines. Scientists usually find their 
required information easily through reading valid journals related to their scientific 
fields. This is because most of the times a person who is searching some information 
doesn’t know a specific definition about what he needs and can not choose a certain 
keyword based on which he can search. Therefore, people can better find their 
necessary information through paging books. When information is classified 
topically, every specialist can get some necessary information easily by searching 
information related to their fields and will not waste their time searching a lot of 
unrelated information and retrieved documents [1]. Here, classification of digital 
resources seems vital. Unless digital resources classify, because they are absent 
physically it looks they have lost. The text mining studies are gaining more 
importance recently because of the availability of the increasing number of the 
electronic documents from a variety of sources. The resources of unstructured and 
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semi structured information include the world wide web, govermental electronic 
repositories, news articles, biological database, chat rooms, digital libraries, online 
forums, electronic mail and blog repositories. Therefore, proper classification and 
knowledge discovery form these resources is an important area for research. 

Natural Language Processing (NLP), data mining, and machine learning 
techniques work together to automatically classify and discover patterns from the 
electronic documents. The main goal of text mining is to enable users to extract 
information from textual resources and deals with the operations like, retrieval, 
classification (supervised, unsupervised and semi supervised) and summarization. 
However how these documented can be properly annotated, presented and classified. 
So it consists of several challenges, like proper annotation to the documents, 
appropriate document representation, dimensionality reduction to handle algorithmic 
issues [2], and an appropriate classifier function to obtain good generalization and 
avoid over-fitting. Extraction, integration and classification of electronic documents 
from different sources and knowledge discovery from these documents are important 
for the research communities.  

Today the web is the main source for the text documents, the amount of textual 
data available to us is consistently increasing, and approximately 80% of the 
information of an organization is stored in unstructured textual format [3], in the form 
of reports, email, views and news etc. the [4], shows that approximately 90% of the 
worlds data is held in unstructured formats, so information intensive business 
processes demand that we transcend from simple document retrieval to knowledge 
discovery. The need of automatically retrieval of useful knowledge from the huge 
amount of textual data in order to assist the human analysis is fully apparent [5]. This 
paper examines automatic classification in Persian texts by means of Representative 
Vectors and Support Vector Machine. Finally, findings of the research on some data 
texts are presented. 

Related Works. Market trend based on the content of the online news articles, 
sentiments, and events is an emerging topic for research in data mining and text 
mining community [6]. For these purpose state-of-the-art approaches to text 
classifications are presented in [7], in which three problems were discussed: 
documents representation, classifier construction and classifier evaluation. So 
constructing a data structure that can represent the documents, and constructing a 
classifier that can be used to predicate the class lable of a document with high 
accuracy, are the key points in text classification. 

Text classification is an important component in many informational management 
tasks, however with the explosive growth of the web data, algorithms that can improve 
the classification efficiency while maintaining accuracy, are highly desired [8]. 

Based on ant colony optimization a new feature selection algorithm is presented in 
[9], to improve the text categorization. Also in [10] the authors introduced a new 
weighting method based on statistical estimation of the importance of a word 
categorization problem. 

The authors in [11] focused on the document representation techniques and 
demonstrate that the choice of document representation has a profound impact on the 
quality of the classifier. They used the centroid-based text classifier, which is a simple 
and robust text classification scheme, and compare four different types of document 
representations: N-grams, Single terms, phrases and RDR which is a logic-based 
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documents representation. The N-gram is a string-based representation with no 
linguistic processing. The Single term approach is based on words with minimum 
linguistic processing. The phrase approach is based on linguistically formed phrases 
and single words. The RDR is based on linguistic processing and representing 
documents as a set of logical predicates. In [12] the authors present significantly more 
efficient indexing and classification of large document repositories, e.g. to support 
information retrieval over all enterprise file servers with frequent file updates. 

Document classification has many uses such as, automatic question answering 
systems [13], information filtering, unimportant e-mail classification and other related 
areas [14]. In [15], a new technique based on ontology is offered for classification. 
The authors in [16] propose a Poisson Naïve Bayes text classification model with 
weight enhancing method, and shows that the new model assumes that a document is 
generated by a multivariate Poisson model. They suggest per-document term 
frequency normalization to estimate the Poisson parameter, while the traditional 
multinomial classifier estimates its parameters by considering all the training 
documents as a unique huge training document.  

In [17], some results about automatic Persian text classification by indexing 4-
gram and 3-gram measures are shown. Investigation of different approaches about 
automatic text classification in a new environment is dealt with in [17]. In [18], 
Persian text classification through KNN algorithm and its phase copy is presented. In 
[19], age ranges in speakers can be determined by examination of the related features 
in their vocal cords. In order to do that and to make optimal distinction among 
different categories including several age ranges, SVM is used. 

Innovation in This Paper. Here, Representative Vector is used to improve text 
classification in texts to which learning collection is possible, for example, a 
collection of news which is elicited from different resources automatically and is not 
patterned. Thus, in classification process, use of one special resource for learning step 
can not present all words of that category. Structure of the article is as follows: 

In the next section, we will introduce the aforesaid issue and its related terms. In 
Section 3, we elaborate on the proposed solution. In Section 4, the relevant 
experiments and their results are shown. The last Section includes conclusions and 
further researches. 

2 Statement of the Problem 

The objective of document classification is to find the best category for each 
document. We have a good collection which is labeled by people as train set. Some 
words are usually selected from the train set. This process is called characteristic 
elicitation. Characteristic elicitation includes a selection of subordinate words which 
are available in the train set. This is done in such a way that only the same words are 
used for the classification. This has two reasons: first, the speed of training and 
classification is increased because of reduction in words numbers in the set. Second, 
noise word omission leads to Precision increase. A noise word is a kind of word that 
causes error increase in classification after learning process, we use the acquired 
knowledge in a new data collection called test set [20]. Our purpose is to expand the 
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characteristic elicitation in order to use it in classification of new documents. The 
instrument that we use here to find the related words with selected characteristic and 
to improve classification results is named Representative Vector. Representative 
Vector includes all related words and the degree of their relationships [21]. In the next 
section, we will be familiar with this concept, its use and some ways of making it. 

Support Vector Machine (SVM). Support Vector Machines (SVMs) are one of the 
discriminative classification methods which are commonly recognized to be more 
accurate. The SVM classification method is based on the Structural Risk 
Minimization principle from computational learning theory [22]. The idea of this 
principle is to find a hypothesis to guarantee the lowest true error. Besides, the SVM 
are well-founded that very open to theoretical understanding and analysis [23]. The 
SVM need both positive and negative training set which are uncommon for other 
classification methods. These positive and negative training set are needed for the 
SVM to seek for the decision surface that best separates the positive from the negative 
data in the n-dimensional space, so called the hyper plane. The document 
representatives which are closest to the decision surface are called the support vector. 
The performance of the SVM classification remains unchanged if documents that do 
not belong to the Support Vectors are removed from the set of training data [24]. 

 

Fig. 1. Illustration of optimal separating hyper plane, hyper planes and Support Vectors[24] 

The SVM classification method is outstanding from the others with its outstanding 
classification effectiveness [24] [25] [26] [27] [28] [29]. Furthermore, it can handle 
documents with high dimensional input space, and culls out most of the irrelevant 
features. However, the major drawback of the SVM is their relatively complex 
training and categorizing algorithms and also the high time and memory 
consumptions during training stage and classifying stage. Besides, confusions occur  
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Fig. 2. Mapping non linear input space onto high dimensional space [24] 

during the classification tasks due to the documents could be a notated to several 
categories because of the similarity is typically calculated individually for each 
category [24]. So SVM is supervised learning method for classification to find out the 
linear separating hyperplane which maximize the margin, i.e., the optimal separating 
hyperplane (OSH) and maximizes the margin between the two data sets. To calculate 
the margin, two parallel hyperplanes are constructed, one on each side of the 
separating hyperplane, which are "pushed up against" the two data sets. Intuitively, a 
good separation is achieved by the hyperplane that has the largest distance to the 
neighboring data points of both classes, since in general the larger the margin the 
lower the generalization error of the classifier. The SVM is a best technique for the 
documents classification [30]. The authors in [29] implemented and measured the 
performance of the leading supervised and unsupervised approaches for multilingual 
text categorization; they selected support vector machines (SVM) as representative of 
supervised techniques as well as latent semantic indexing (LSI) and self-organizing 
maps (SOM) techniques for unsupervised methods for system implementation. 

3 Solution Steps 

General steps in the figure 3 are shown. At first, some features are elicited for each 
category. The corpus includes HAMSHAHRI news in which categories have already 
specified. In the next step, Representative Vectors are made for the elicited features. 
Representative Vectors present some words for features that have semantic 
relationship with that feature. We use these words to improve the collection of 
features for each category. In next sections we will explain these steps and 
demonstrate the results. 
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Fig. 3. General steps in the offered algorithm 

3.1 Feature Elicitation 

For feature elicitation in every category, we have used the method MI. By means of 
MI we can realize to what extent presence or absence of a word in a document may 
inform us about a category [20]. Based on formula 1, every word and category is 
given a score. Then all words in each category should be ordered based on the weight 
that they gain in that category and the top ones should be chosen. I(U, C) = ∑ ∑ ( ( = e , C = e ) × log P(U ,C )P(U )×P(C )  { , }  { , }     (1) 

3.2 How to Make a Representative Vector 

At first, we explain how to make Representative Vector. A series of documents used 
to make a Representative Vector are labled C. the process starts with a word for 
which we want to make a Representative Vector. At first we assume that the given 
word is a kind of search. Then C is organized based on the search (according to one of 
retrieval methods like OKAPI). We select ten first documents and calculate a weight 
for each of the present words in these ten documents formula 2. W , = , ×( ( )∑ , ×                            (2) 

,  is the weight of  in document D. Next, the final weight of every word in the 
collection of selected words for each category is calculated by formula 3. 

 = ∑ ,
                              (3) 
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,  is the weight of  in document . NoDocs is equal to the number of 

retrieved documents (i.e. 10).  

Optimization Step. we have selected ten first words from among the best documents 
related to a word X so far. We have also specified the most important words from 
among all available words in these ten documents, which are labeled . The acquired 
words by this way are those which have got high TF and IDF scores among 
documents related to word X. However, this high score may be because of factors 
other than semantic relationship between X and  . Thus, we add an extra phase to 
improve the relationship. All the steps are repeated for each  in this phase. If X is 
also present in the collection of words related to , it is highly probable that there is a 
close relationship between X and . 

3.3 Use of Representative Vectors for Classification 

Up to now, we elicited ten words for each category and made a Representative Vector 
for each of them. Now, we have ten Representative Vectors that each includes some 
related words with a concept. For example, in Table 1, ten elicited words form 
category اقتصاد (“economy”) are shown in the left table by MI method. The right table 
demonstrates the Representative Vectors for the word بازار  (“market”) which are 
ordered based on their weights calculated in formula 3. 

Table 1. The left table: elicited words from economy category, the right table Representative 
Vector of the word بازار (“market”) 

 
اقتصاد دسته  (“economy category”) 

            English Translation  
ربازا    (“Market”) 

         English Translation 
 (”weight“) وزن

 petrol 0.87320001 نفت year سال
 dollar 0.83331113 دلار report گزارش
 universal 0.70001112 جهانی increase افزايش
 cost 0.68998710 قيمت iran ايران
 gold 0.66663331 طلا precentage درصد
 bank 0.57783333 بانک production توليد
 sale 0.49999877 فروش economical اقتصادی
 inflation 0.45321111 تورم extension توسعه
 coin 0.44398900 سکه program برنامه
 barrel 0.41116111 بشکه market بازار

4 Expriments and Results 

In this project, we have used the HAMSHAHRI corpus [31], as the train and test set. 
This corpus contains 160000 news between 1997 and 2002 years. We have only four 
categories including economy, politics, science and sport for the experiments. To 
make Representative Vectors ISNA corpus [21], which has more than 500 mega bytes 
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of data, is used. In many other studies [32-38], large text collections are subjected to 
corpus testing. Our experiment is comprised of two main phases. The steps done in 
the first phase are as follows:  

The first step: extra words, prepositions and numbers are omitted for every category 
that is in the train set. Then by a simple evolution algorithm stems of the words are 
offered. 

The second step: preprocessed documents are indexed and some features are elicited 
by MI. In the third step according to the elicited features and the documents to the 
category, word-document matrix is made. In this matrix, columns indicate features 
and rows demonstrate the documents including the features. Each cell in this matrix 
indicate the weight TF-IDF of the feature in the mentioned document. The last 
column shows the category of documents. In the last step, we use Support Vector 
Machine and the train set is made. The test set is also made in this way. For the 
precise evaluation, first we use the test set while the documents are not preprocessed. 
Table 2, shows the details of the experiment. 

Table 2. Precision and Recall of SVM Classifier While the Documents are not Preprocessed 

Category Recall Precision 
Economy 0.62 0.939 
Politics 0.49 0.7 
Science 0.55 0.797 
Sport 0.92 0.472 

Average 64.5% 72.7% 
 
In the next step, we preprocess the test set and omit extra words, prepositions and 

numbers and find the stems of the words. Table 3, shows the details of the 
experiment. 

 

Table 3. Precision and Recall of SVM Classifier after Documents Preprocessing 

Category Recall Precision 
Economy 0.75 0.852 
Politics 0.61 0.685 
Science 0.84 0.808 
Sport 0.82 0.689 

Average 75.5% 76% 
 

As we expect, preprocessing ways improve Precision and Recall in SVM. In the 
second phase of the experiments, all the steps done in the previous phase are repeated. 
Only with the difference that this time, we have an additional step called “how to 
make Representative Vector”. For each elicited feature during this step, we make a 
Representative Vector MI, then we add a few words to the collection of available 
features which are better Representatives for that feature. Table 4, demonstrates the 
effect of Representative Vector on Precision and Recall of classification by Support 
Vector Machine.  
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Table 4. The Impact of Representative Vector on Precision and Recall of  SVM  Classifier 

Category Recall Precision 
Economy 0.72 0.947 
Politics 0.7 0.753 
Science 0.82 0.854 
Sport 0.89 0.659 

Average 78.3% 80.3% 

5 Conclusion and Further Research 

The main purpose of the paper, was to make a basis for the efficiency evaluation in 
Support Vector Machine. Document preprocessing plays an important role in the 
improvement of Precision and Recall of the model. After preprocessing these two 
measures increase to 3%, 11% Respectively. More over, the significant effect of the 
added words is that they improve the two mentioned measures remarkably as 4%, 3% 
Respectively. In economy and science categories, after using the representative vector 
recall measures have decreased. Probably this is because some words like گزارش 
(“report“) are so common in these two categories, that their presence can not help the 
improvement of  the  measures. 

Now, we conclude that words increase in the train set as well as preprocessing 
improve the efficiency and precision of the classification. In further research we aim 
at examining the efficiency and Precision of other classifiers by this way. 
Furthermore, we offer an eclectic method for feature selection in order to improve 
efficiency and Precision of Support Vector Machine and other classifiers.  
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Abstract. In this paper we propose a system for recognition of isolated 
handwritten Persian characters. A novel method that uses derivation has been 
used for feature extraction. Hamming network has been used for classification in 
this system. Hamming network is a neural network fully connected from input 
layer to all neuron in output layer which calculate amount of resemblance 
between input patterns than training patterns. The training and test patterns were 
gathered from dataset over 47965 patterns. The 32 characters in Persian language 
were categorized into 9 different classes which characters of each class are very 
similar to each other’s. The Classification rate with this approach is about 95 
percent and Recognition rate in each class is about 90 percent. The results show 
an increment in recognition rates in comparison with our previous work. 

Keywords: OCR, hamming network, derivative feature, Isolated Persian 
character. 

1 Introduction 

In the Isolated handwritten Characters recognition tasks, we try to detect and recognize 
isolated letters in an image. Handwritten Characters Recognition is the process of 
converting handwritten characters to intelligible codes for computer [1]. OCR has been 
a great interested subject to many computer scientists and others [2]. There has been an 
increasing interest among computer researchers to expand systems that can understand 
the written evidences. A computer with an ability to read human written document is 
more user friendly, because people learn to write at early age. 

Many researchers have been done with the recognition of Latin, Chinese and other 
scripts. Many people at world live in Persian/Arabic countries that use similar 
character sets, but there are no many researches about recognition of Persian/Arabic 
characters. Also Persian/Arabic manuscript has not more changed during time, so 
Persian OCR is beneficial for reading ancient scripts [3]. 

The process of OCR has totally four steps: pre-process, feature extraction, 
classification and post-process. In pre-process step image must be prepare to be 
processed. In this step some work like noise removal, normalization, baseline detection 
and slope correction is done to get better results. In non-isolated Persian an additional 
preprocess must be done, letter in word must be separate, this step is named 
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segmentation. But some systems like [4] and [5] have no segmentation and recognize 
in one step without partitioning. The next step is feature extraction. Feature extraction 
consists of extracting some information from the images. Useful feature make better 
results. Features divide into two types, statistical and structural. In the classification 
step system tries to determine the class of the instance from the features. The last step, 
post-process, is used in some system to correct the result, maybe by lexicon. 

1.1 Related Works 

There are many algorithms for separate and recognize the Persian/Arabic characters: In 
[6] recognition of typed Persian letters base on breaking the letters and authenticate 
broken character is proposed. In [7] the main feature is the number of horizontal and 
vertical black pixels on the character image. At the next step the feature of input 
character is compare with the trained character features by Bayes algorithm. Also there 
are some approaches that use a set of classifiers instead of one classifier to increase the 
performance. We can see the results of these methods in [8, 9]. 

In 2005, Mozaffari et al proposed a method for recognition of Arabic number which 
use both structural and statistical features [10]. After that a nearest neighborhood is 
used for classification. Their Dataset consist of 8 digits with 280 image of each for 
training set and 200 images for test set written by 200 people. The result rate 94.44% is 
reported for detection. In [11] Safabakhsh and Adibi are used continues HMM for 
recognition of handwritten Nastaaligh (a difficult type of Persian writing style) scripts. 
In this style many words overlap the others and make recognition difficult. First in pre-
process step they removed ascenders and descenders to avoid mistake in order of 
letters. Their system used fifty words lexicon contain all kind of letters written by 
seven people. The test dataset consist of 100 words by two writers. This method was 
based on repeat. In each repeat step take away miss-detected words. The result rate was 
69% by five repeat and 91% by 20 repeat. Our work is more practical than tow case 
that mentioned because it doesn’t restricted to some Persian character or special style. 

In [12] Zand has used Projection Profile to segment typed words. He used a 
horizontal projection profile histogram to separate lines and a vertical projection 
profile histogram to separate sub-words as we see in figure1. But in our work we have 
isolated handwritten characters and we have used derivative of three orientation 
projection profiles for main features as described in section 3. 

 

Fig. 1. Using horizontal and vertical histogram to separate lines and sub-words 

In [13] Soltanzade and Rahmati have used profile of tow orientations features to 
recognize handwritten digits. These features aren’t useful for all Persian handwritten 
characters because handwritten characters aren’t in the same size (figure 2) so their 
projection histogram vectors haven’t similar lengths and we can’t recognize characters 
with this feature. To overcome on this problem we used the derivative of projection  
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Table 1. Farsi/Arabic alphabet and distribution in test dataset 

Name Isolated Initial Medial Final Number of data in dataset 

Alef 9192 ا -  -  ا 

Be 1836 ب ب ب ب 

Pe 249 پ پ پ پ 

Te 1233 ت ٺ ٺ ت 

Se 30 ث ث ث ث 

Jim 282 ج ج ج ج 

Che 53 چ چ چ چ 

He 1183 ح ح ح ح 

Khe 493 خ خ خ خ 

Dal 2344 د -  -  د 

Zal 20 ذ -  -  ذ 

Re 3562 ر -  -  ر 

Ze 1955 ز -  -  ز 

Je 61 ژ -  -  ژ 

Sin 3453 س س س س 

Shin 369 ش ش ش ش 

Sad 218 ص ص ص ص 

Zad 249 ض ض ض ض 

Ta 173 ط ط ط ط 

Za 49 ظ ظ ظ ظ 

Ein 1249 ع ع ع ع 
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Table 2. (Continued) 

Ghein 105 غ غ غ غ 

Fe 456 ف ف ف ف 

Ghaf 238 ق ق ق ق 

Kaf 315 ک ک ک ک 

Gaf 695 گ گ گ گ 

Lam 2369 ل ل ل ل 

Mim 4274 م م م م 

Nun 3572 ن ن ن ن 

Vav 1930 و -  -  و 

He 2305 ه ه ه ه 

Ya 3183 ې ې ې ی 

 
The rest of this paper is organized as follows: section 2 explain the pre-processing 

methods, section 3 presents the novel feature extraction method and classification 
data and section 4 describe applying hamming network on dataset. The proposed 
system is explained in section 5and in section 6 the experimental results are reported. 
Finally the conclusions have followed in section7. 

2 Pre-processing 

For existing images in our dataset which contain 95*77 pixels totally three operations 
applied as following: 

2.1 Binarization 

In binary operation an image pixels values is changed to 0 and 1 using step function. It 
means the pixels value higher than a threshold value converted to one and other values 
to zero. Threshold value is chosen according to the noises rate and background 
intensity in the dataset and is derived tentative. You can see an image before and after 
the binary operation in Figure 4. 
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(2) 

 

 

 

Fig. 5. Result of D1, D2 and D3 

In the figure 5 the result of D1, D2 and D3 (vertical, horizontal, diagonal frequency) 
is shown. In calculus the first order derivative (measure of how a function changes as 
its input change) discrete function is shown below, equation is achieved [17]: 

 

 
(3) 

 

But as mentioned in [18] calculating the derivative on two adjacent points will have 
less sensitive to noise ratio as defined: 

 

 
(4) 

 

Now by applying derivative on the frequencies obtained of (3) the rate of changes on 
letter will be achieved. (figure6) 

Then these patterns become the bipolar models by applying sign function. 
 

 

Fig. 6. Achieved rate of changes on letter 
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5 Proposed System 

After feature extraction we should classify characters in some groups. The proposed 
system has two steps to recognize the character. At the first step namely Classification, 
the system says that the target character belong to which group. After that in 
Recognition step the target character have been recognized exactly in the group. 

5.1.1    Classification 
Characters are clustered into 9 classes. These classes are shown in table 2. Each class 
contains a group of characters that have similar features and in each class the main part 
of character are the same. 

In Persian we have many characters that their differences are only in dots, for 
example letter ‘be’ and ‘pe’. For clustering we neglect these dots and consider 
characters in main form without dots. For eliminating these dots we hold only the main 
object (using preprocess section II.D) of the character. 

After preprocessing and feature extraction (III) as said the features will give to the 
hamming network. 

The hamming network output is the number of class that contains the input 
character. 

In some uses this classification can help to solve the problems, for example in [21] 
similar classification used for number recognition on postal addresses. 

5.1.2    Recognition 
After the class of the characters is known, system must detect which character is given. 
For this purpose another hamming network is used by other input features than the first 
hamming network. In this stage it shouldn’t remove dotes at pre-processing unit for 
searching in the class elements. 

Input features in this stage are a one dimensional matrix by 7315 elements that 
contain all pixels of the input image. The output of this hamming network is the final 
result of recognition. 

In some classes like class 1 there is only one element in the class, so Recognition 
stage is not needed. The handwritten recognition is well addressed in [22-23] 

6 Experimental Result 

The system is tested by 47695 samples of HDF-84 database. This database is a 
collection of about 10,000,000 isolated handwritten Persian characters. 

4216 pattern is selected with minimum similarity to each other for training the 
hamming network. The detection rate for each class is shown in table 3. The average 
classification rate is 95 percent. 

The recognition rate for each character in classes is shown in table 4. The average 
recognition rate is 91 percent. 

As mentioned the recognition rate of "ا" and "م"  is %100 because their classes 
contain only one character. 
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Table 2. 9 classes for Farsi character’s main body 

1 2 3 4 5 6 7 8 9 

 م ل ک ط س د ج ب  ا

 ق گ ظ ش ذ چ پ

 ن ص ر ح ت

 ض ز خ ث

 ی ژ ع ف

 و غ

 ه
 
 

Table 3. Percent Detection of Classes 

Class 
Percent 

detection 

1 98.3 

2 98.6 

3 98.2 

4 94.3 

5  91.7 

6  90.7 

7  85.8 

8 91.9 

9 95.4 

 
All experiments are performed on an Intel Core duo 1.6 GHZ personal computer 

with 1 GB of RAM. The average processing time of classification was about 1 
millisecond and for full recognition were about 3 milli-seconds for each character. 

This system first tested without classification which result showed that time for 
recognition being time consuming (each character detection take about 40 
milliseconds) but when we use classification time reduced about 3 milliseconds by 
about the same results. 
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Table 4. Percent Detection OfCharacter in Class 
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 63.8 ک 95.3 ص 97.1 خ 100 ا

 76.6 گ 86.9 ض 89.9 د 94.8 ب

 93.4 ل 88.3 ط 100 ذ 97.4 پ

  100 م 85.7 ظ 94.1 ر 94.7 ت

 84.2 ن 84.2 ع 92.3 ز 100 ث

 89.1 و 95 غ 100 ژ 91.5 ج

 91.5 ه 93 ف 84.5 س 100 چ

 75.6 ی 74  ق 82.5 ش 95.1 ح

 

7 Conclusion 

In this paper a novel feature extraction was proposed and used for recognition of 
isolated handwritten Persian character. 

By classifying the input data into groups, our recognition time reduced, because 
system only should search the input character between characters in one class not all 
data in trained data. 

This system is almost noise insensitive, because noise reduction methods are used in 
three stages, first morphological operators to remove most of noise, second in 
derivative by using threshold to remove unwanted intensity changes and at the last 
stage using the hamming network that gives good response by noisy inputs. 

This system has another advantage over some other systems. Some of them use a 
limited word dictionary to verify the recognition and search in that dictionary. But this 
system has no dictionary and can find unlimited word from characters. 
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Abstract. In this paper, we propose a new single channel dual particle-number 
Rao-Blackwellized particle filter (RBPF). Additive noise i.e. white and color 
noises corrupt speech signal and degrade its intelligibility and quality. Quality 
measurement scores are ITU-T P.862.1 (PESQ), also computation cost in  
implementation are important. Particular emphasis is placed on the removal of 
colored noise, such as industrial noise. At first describe some of the similar me-
thod such as Kalman filter and particle filter. The simulation results show that 
the proposed method provides a significant gain in  ITU-T P.862.1 score. Tak-
ing measure to reduce computational complexity by separating silent-speech 
and assign different particle number to each type of frames.  

Keywords: Speech enhancement, Kalman filter, particle filter, PESQ. 

1 Introduction 

Processing of speech signal that has been degraded by additive background noise is of 
great interest in a variety of contexts.  Speech enhancement aims at estimating clean 
speech, given noisy signal. Enhancement techniques are classified into single and 
multi channel categories. Single channel techniques are the most common real-time 
methods, since the second channel is not available in most of the applications, e.g. 
internet communication, speech recognition systems, and the case of speech-passing 
noise-cancelling headset.  

Implementations of single channel systems are easy and less expensive than the mul-
tiple channel systems. However, because of the unavailability of the noise statistics, 
their algorithms are complicated and suffer from high computation cost and complexity. 

Single channel speech enhancement algorithms can be roughly divided into three 
groups: spectral subtraction, sub-space analysis and filtering algorithms. The spectral 
subtraction approaches are straightforward and easy to implement [1]. However, they 
produce an audible distortion known as “ringing”. Sub-space analysis operates in the 
autocorrelation domain, where the speech and noise components can be assumed to be 
orthogonal, whereby their contributions can be readily separated. Unfortunately, esti-
mating the orthogonal components consumes high computation. Moreover, the ortho-
gonality assumption is difficult to motivate. 

Filtering algorithms may be implemented in time-domain, frequency domain or 
even jointed domains. Their main attempts are removing the noise component (Wien-
er) or estimate the noise and speech components (Kalman, Particle). The original 
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Kalman filter provides a minimum mean-squared error (MMSE) estimate of the clean 
speech if the assumed noise is Gaussian [2]. There have been numerous studies in-
volving the enhancement of white noise corrupted speech [2, 3], however, in real 
world, colored noise assumption has been proved to be very effective for speech en-
hancement [4, 5]. In addition, filtering methods have been equipped with various 
Expectation Maximization (EM) parameter estimation algorithms.  Iterative Kalman 
[5], Kalman-EM-iterative (KEMI) and Kalman-gradient descent-sequential (KGDS) 
algorithm [6] are among them. 

In case of non Gaussian noise or nonlinear model assumption, the particle filters may 
be implemented for speech enhancement. PF requires very few assumptions about the 
noise Power Density Function (PDF) compared to what Kalman filter family requires.  

Filtering type approaches generally require AR model parameters of the degraded 
speech signal. AR model exploits the local correlations in a time series by forming the 
prediction of the current sample as a linear combination of the immediately preceding 
samples. The readily available choice may be to draw the noise statistics from silent 
periods and speech model parameters from noisy speech periods. One of the EM para-
meter estimation algorithms have been accompanied with RBPF in [8]. In the algorithm 
presented in [7], speech and noise parameters are estimated by particle method and the 
state of the presumed linear Gaussian model is estimated by Kalman approach. 

In this paper, dual particle-number RBPF is proposed that reduces the computation 
cost and complexity, impressively. The results are evaluated in comparison with the 
outcome of several well known Kalman and particle filter families of algorithms for 
speech enhancement such as: iterative Kalman filter, sequential and iterative Kalman 
filters, RBPF and constraint RBPF. White, colored and real industrial noise (drill) 
corrupted speech samples are adopted for assessment of the algorithm. Two indexes 
are considered: quality of the enhanced speech and computation time. The quality of 
the enhanced speech is exhibited by the PESQ score. The results show that in case of 
white and colored computer generated noise, the proposed method performance is 
similar to the original RBPF while the computation time has been dropped signifi-
cantly. This is due to the provision embedded into the algorithm that assigns different 
particle number to the silent and the speech segments of the signal. 

This paper is organized as follows.  Speech and noise models are presented in sec-
tion 2. Two variations of Kalman filter developed especially for speech enhancement 
are described in section 3.  In section 4, PBRFs are detailed and in section 5 the pro-
posed dual particle-number RBPF is elaborated. Section 6 evaluates the algorithm 
performance and finally conclusion comes in section 7. 

2 Speech and Noise Model 

The autoregressive (AR) model is popular for audio signals. This model exploits the 
local correlation in a time series by forming the prediction of the current sample as a 
linear combination of the immediately preceding samples. The speech AR model is as 
follows: 

 ( ) =  ∑ ( )  ( ) (1) 
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Where s(n) is the clean speech signal, α is the AR parameters, p is the model order 
and w(n) is a zero mean, white Gaussian excitation noise with variance σw. We may 
incorporate the more detailed voiced speech model in which the excitation process is 
composed of a weighted linear combination of an impulse train and a white noise 
sequence to represent voiced and unvoiced speech, respectively. However, this ap-
proach did not yield any significant performance improvements over the standard 
LPC modeling [6]. 

The source sequence is then contaminated by zero mean additive Gaussian noise 
v(n), which is either white or colored but independent of w(n).  

  ( ) = ( ) ( ) (2) 

The canonical state-space model of s(n) and y(n) are as follows, 

 ( ) = [ ( 1) ( 2) … ( )]  

 ( ) = 0 1 …0 0 …… 01 ( 1) 001 ( ) 

( ) = [0 … 0 1] ( ) (3) 

We can rewrite it as: ( ) =    ( 1)   ( ) ( ) =   ( ) 

 ( ) =   ( ) ( ) (4) 

Many of the actual noise sources may be closely approximated as low order, all-pole 
(AR) processes, in which case a significant improvement may be achieved by incor-
porating the noise model into the estimation process [5], 

 ( ) =  ∑ ( )  ( ) (5) 

Where m is noise AR order and u(n) is a zero mean Gaussian noise not correlated 
with ( ).  It is assumed that the noise is wide sense stationary and is adequately 
described by the AR (q) model. ( ) =    ( 1)    ( ) 

 ( ) =   ( ) (6) 

By adjoining states in (3) and (5) the augmented system has the form,  ( ) =      ( 1)    ( ) 

 ( ) =    ( ) (7)  
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Where ( ) = [ ( ) ( )]′ and the augmented matrices are:  

  =    00    ,   =    00    

   = [     ] ,   =   00  (8) 

3 Kalman Filter Type  

Kalman filtering belongs to the group of parametric methods of filtering. It is classi-
fied into two main categories: time domain and frequency domain. Most studies fo-
cused on the time domain Kalman filter. In the time domain Kalman filtering of 
speech signal, signal is segmented into 20-40 ms frames. Then, AR coefficients are 
extracted for each frame. In a single channel system, estimation of speech and noise 
model parameters is drawn from noisy speech frames. Kalman filter requires mea-
surement noise variance that has to be a priori known.  

3.1 Iterative Kalman Filter in Speech Enhancement  

In [5], the main method of iterative Kalman filter referred to as scalar Kalman filter is 
described. Noise is wide sense stationary and it is assumed to be adequately described 
by the AR(q) model (5). Augmented state space is obtained as (6). This is the so-
called, noise-free measurements problem in the estimation literature.  In case that (6) 
is linear and noise PDF is Gaussian, the optimal estimate of the states is given by the 
Kalman solution. The Kalman state and time update equations are as follows:  ( | 1) =     ( 1) ( ) = ( | 1)  ( ) [ ( )  ( | 1)] ( | 1) =    ( 1)       ( ) = ( | 1)  [    ( | 1) ]  

 ( ) = [ ( )   ] ( | 1) (9) 

Where K(n) is a Kalman gain vector, P(n|n-1) is a priori error covariance matrix and 
P(n) is an error covariance matrix. 

As equations show, knowledge of the noises statistics is required for acceptable 
performance of the algorithm. It must be noted here that Kalman filter offers an op-
timal estimate when the system parameters are known, so that it is important that the 
system matrices At, Gt and Ct and especially noise intensity, Qt to be modeled as accu-
rate as possible. 

Iterative Kalman filter algorithm is initialized by segmenting the speech into (20-
40 ms) frames, then, observation noise is estimated from the energy of silence frames 
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within noisy speech signal. There are also other methods that may be used for the 
estimation of measurement noise required by Kalman approaches [15]. 

After first round of filtering, the enhanced speech obtained enters the second round 
of signal clean up. In each iteration observation and excitation noises STD’s must be 
calculated. Output of the approach shows better SEG-SNR than what a single round 
filtering yields but the quality is unnatural. For improving naturalness, at the end of 
each iteration, low amplitude white noise is added to the enhanced speech signal. This 
improves the intelligibility. 3 or 2 iterations are shown to be adequate for attaining 
optimum quality. 

In [4], a similar algorithm is proposed where extended Kalman filter algorithm is 
used for the estimation of the noise and clean speech statistics. The noise may also be 
non-stationary. In each frame, transition matrix (At) is calculated sample by sample as 
follows: 

 ( ) = ( 1) ( )  (10) 

Where K(n) is the Kalman gain. Simulation results show no more improvement re-
garding the previous method. 

3.2 Iterative and Sequential Kalman Filter  

This algorithm is proposed in [6] and is similar to [5]. In each frame augmented Kal-
man filtering is applied for the removal of noise from the degraded speech signal. 
Then, an EM method is followed to calculate more accurate parameters. Let  to be 
the vector of the all unknown parameters in the extended model, = [            ] =         …      = [         …     ]                                          (11) 

The outcome of the EM is a new estimate, ̂ for all of the parameters involved. The 
EM procedure has two main steps: state estimation and parameter estimation. 

State Estimation 

State estimation is conducted as follows, ( | ) = ( ) ( | ) = ( ) ( ) ( ) ( )  

 = [ (1) (2) …   ( )]  (12) 

Where   is the vector of the measured data in the current frame and ( | ) is the 
current state estimate based on ( ), = 1, … , . State estimation procedure is the 
same as in Kalman filter as described by (9). Parameter estimation based on the EM 
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method is guaranteed to converge to the ML estimate of all unknown parameters. By 
each iteration, the likelihood of the estimate of the parameters is increased. 

Parameter Estimation 

In the next step, 2 major parameters are estimated: AR coefficients of the clean 
speech and the observation noise variance as follows, ( 1) = ( 1| 1) ( ( | 1))  

( ) = ( 1) ( 1) ( 1) ( ) 

 ( ) = ∑ ( ) ( ) ( 1) ( )  (13) 

Where ( 1) ( 1) is the upper left ×  sub-matrix of ( ) ( ). Others 

such as  ( ) is similarly extracted from ( ) ( ). In [6], AR coefficients of the 
colored noise is also obtained by similar equations. Since in this method the signal 
and noise parameter estimates are computed separately, the increase in computational 
complexity is unavoidable and quite moderate. The iterative-batch EM algorithm 
requires the use of an analysis window over which the signal and noise statistics are to 
be wide sense stationary.  

4 Rao-Blackwellized Particle Filters 

If linearity and Gaussian assumptions are not justified, alternative state estimation 
algorithm must be sought. Particle Filters (PF) constitute a family of solutions to the 
following general state estimation problem:   = ( , ) 

 = ( , ) (14) 

Where xk represents the state vector at instant k, zk is the vector of observations, wk 
and vk are the process and the observation noises,  f  is a signal transition function and 
g is a measurement function (both assumed to be known). The goal is to estimate the 
state based on all available observations data up to time k. The PFs introduce an ap-
proximate recursive solution for very weak assumptions:  f and g may be non-linear, v 
and w may be non-Gaussian, at the cost of a more computationally expensive imple-
mentation [8]. Computation cost is depended on AR order and particle number and in 
some case lag smooth order. AR coefficients order increase matrix dimension. Each 
particle represented a KF procedure. If Particle number is increased, more computa-
tional is imposed. If the particle number exceeds its optimum quantity, it may cost 
divergence of the algorithm. 



  Dual Particle-Number RBPF for Speech Enhancement 311 

The sequential estimation method is based on Mounte-Carlo simulation, which can 
operate on the broadest range of state-space formulated problems [7, 9]. A general PF 
algorithm for speech enhancement has been presented in Table 1. 

Table 1. A general PF algorithm for speech enhancement 

 

4.1 Low Cost RBPF Algorithm for Speech Enhancement 

Some conditional dependencies between elements of the state vector can be analytically 
explicated and then there is no need to draw samples from the entire state space which 
leads to RBPF. RBPFs are in practice mostly used when part of the state is in a linear- 
Gaussian condition. RBPF algorithm for speech enhancement is detailed in Table 2. 

Table 2. RBPF Algorithm For speech enhancement. 

 
 
The RBPF procedure reduces the variance of the error estimates [16], while, the 

dimension of the part of the state on which the PF is running is smaller. Its conse-
quences are surely computation efficiency regarding the regular PF [5]. 

Figure 1 shows RBPF procedure in details. In the initialization step, RBPF assigns 
random numbers to some variables such as clean speech AR coefficients, observation 
noise STD, excitation noise STD. The observation noise variance can be determined 
in a plenty of ways, however, here it is estimated once, in the initialization step. To 
each particle, it is assigned AR coefficients that are produced by a Gaussian random 
number generator. Each random number is multiplied by random walk coefficient to 
reduce the risk of instability. Inappropriate AR coefficients may cause algorithms 
instability, therefore, if the AR coefficients of a particle is unstable, stability check 
discards the coefficient and generates new AR ones. 

• For every k (sample), do the following: 
• Run a PF on the sub-state xk 
• For every i (particle)  
• update , ,   

• For every k (sample), do the following: 
• For every i∈{1,2,…,N} (particle) 
• Draw 

o , ~ ( |  , ) 
• And set  

o , = { , : , } 
• Compute the unnormalized weights 

o (  ,   ) = , ,  ,  ,  ,  , ),  , )  

• Compute the normalized factor ∑  ,  
• Obtain the normalized weights ωk,i  
• resample particles 



312 S.F. Mousavipour and S. Seyedtabaii 

 

Fig. 1. RBPF procedure represented main steps 

In the beginning of any speech signal, many frames can certainly be assumed to be 
silent frames. By estimating the additive noise signal statistics in this step, improving 
the performance of the speech enhancement method is substantially mounted. In some 
methods such as KEM, the noisy speech AR coefficients are used that impairs the 
estimation of the observation noise variance and clean speech characteristics.  

The KF update step consists of the KF simple procedure that is applied to each par-
ticle. After updating the speech parameters such as transition matrix, , and observa-
tion noise STD, The important weighting procedure is followed that evaluates the 
likelihood criteria. The criteria depends on the observation noise STD and Kalman 
filter gain K(n), 

 ( ) = ( . / ) (15) 

Where  represents the observation noise variance and  (error) is the difference 
between the observed and the estimated signal, ( ) ( ). Then the normalization 
is imposed on each particle weight. 

In the resampling step, particles with high value weight are kept and replicated and 
low weight particles are discarded.  

Initialize particles

Output

Output estimates

1 2 M. . .

Particle generation
New observation

Exit

Normalize weights

1 2 M. . .

Resampling

More 
observations?

yes

no

Weighting

KF Update
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Finally, the estimated results are stored. In case that a lag smooth scheme has been 
implemented, it is imposed on the results. The lag smooth scheme is useful for the 
reduction of unnatural variation in the processed speech. 

4.2 A Constrained Sequential EM RBPF Algorithm 

In [8], a Constrained Sequential EM (csEM) RBPF algorithm has been proposed to 
improve the accuracy of the speech enhancement algorithm. In the KEM method, an 
EM is applied to estimate the clean speech and colored noise parameters where there 
is not any constraint over the procedure. The csEM, on the other hand, estimates the 
model parameters recursively with constraints for some of the parameters. 
RBPF+csEM employs GAR model where the innovation sequence follows the gene-
ralized exponential distribution, which reflects the non-Gaussian characteristics. GAR 
model is a non-Gaussian extension of the AR model, where the same linear model (1) 
is used but the innovation is assumed to be drawn from the generalized exponential 
distribution with mean zero. 

  ( ; , ) = ( ) | |   (16) 

Where Γ(. ) is the gamma function, 1 β specify width of the density, and R is the 

shaping parameter of distribution.  
RBPF+csEM is similar to [7] with some discrepancies. 1) the speech or noise can 

be non-Gaussian (GAR model), 2) a Constrained sequential EM step added after KF 
update to improve the accuracy of the estimation of the parameters, 3) Augmented 
state applied removes colored noise perfectly, 4) the EM algorithm is an iterative 
method which finds local maxima of the log-likelihood function, 5) the E-step in-
volves calculating the expected log-likelihood and M-step updates parameters that 
maximize the expected complete data log-likelihood. The updating rules used in EM 
procedure are referred to as sequential Newton-Raphson EM. The outline of the se-
quential speech enhancement method is summarized in Table 3. 

5 Dual Particle-Number RBPF in Speech Enhancement 

To improve the performance and computation cost of the RBPF algorithms the fol-
lowing point should be especially regarded. In any speech signal, there are silent and 
spoken segments independent of language and accent.  In standard speech database 
such as ITU dataset, 40% length of speech is silent. Silent frame model needs lower 
particles for accurate parameter estimation in case of RBPF. By assigning lower par-
ticles to the silent frames and higher particle number to the spoken frames, saving in 
the computation cost and consumed time is obtained. It also improves the conver-
gence of the algorithm since discards the unemployed states and does not introduce 
more parameters than what is actually needed. 
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Table 3. A constrained sequential EM RBPF Algorithm for speech enhancement 

 

 
However, when noise is added to speech signal, silent portion resembles so much 

to the spoken section. Spoken frames can be discriminated by checking frame power 
and zero crossing.  There are several indexes that may be used in this respect as  
follows: 1) Spoken frames have high power and low zero crossing against low power-
high zero crossing silent frames, 2) Sudden changes in signal energy indicates a be-
ginning or an end to an impulsive noise, 3) The rate of change of the energy of the 
speech signal is limited by the inertia of human speech production system. It is widely 
accepted that the speech signal remains stationary within 5 to 10 ms segments, thus 
any quicker change in the speech signal can be attributed to noise, 4) Noise signal 
tends to be dominated by high frequency components and is much less autocorrelated 
than the speech signal.  

Voice activity detectors employ such specifications to isolate voiced sections. 
Here, zeros-crossing and short time energy of signal is used for silent-spoken frames 
isolation.  

After specifying silent-spoken frames, different particle number is assigned to each 
type of frames. If a spoken frame is processed and the next frame is silent, extra par-
ticles that are useless equalized to zero. For example, if for a spoken frame 1200 par-
ticles have been allocated and the number of particles for silent frames is 250, in this 
case 950 particles are nullified. This leads to decrease in computation cost and  
temporary memory. 

Initialization step: 

At = 1, 

• Draw particles for clean speech from noisy speech. 
• Set the initial model parameters for clean speech and noise. 
• Initialize EM step. 

For = 2, … 

E step 

• Particle generation. 
• Weight update and normalize.  
• Resample according to importance weights. 
• KF update. 
• Calculation of expected score. 
• Estimation of clean speech. 

M step 

• Parameter updating for clean speech and noise. 



  Dual Particle-Number RBPF for Speech Enhancement 315 

6 Simulations and Results 

For simulation purposes, ten noisy speech signals consist of 5 male and 5 female 
pieces of speeches are tested. The clean speech is from the NOIZEUS database  
sampled at 8 kHz. Noise types are white, computer generated colored noise and real 
industrial drill noise. The frame size is 200 samples, i.e. 25 ms frames and AR order 
p, is set to 12 for spoken frames.  

Assessment of the quality of the processed speech signal is conducted by PESQ 
measure [13]. PESQ score is in a close match to the subjective tests score. Its mini-
mum score is 0.5 and its highest point is 4.5, expressing the highest quality. In general 
case PESQ is sensitive to signal distortion and additive noise.  

Algorithms that have been tried are: 

1. IKF where the number of iterations is set to 2. 
2. KEM 
3. RBPF: Mustiere algorithm 
4. csEM RBPF: Park algorithm 

Where the estimation of the observation noise variance is conducted in silent frames.  
The results have been depicted in Fig. 2. In Fig. 2(a), white Gaussian noise has 

been added to the signal for a wide range of SNR’s from -5 to 10 db. The results indi-
cate that the Mustiere algorithm supersedes the others.  

In Fig. 2(b), the case of colored noise is investigated. Again under various SNR’s 
speech enhancement are tested. What the results exhibit is that again the Mustiere 
algorithm is at the top while IKF is relatively close behind. 

In the third test that the noise is a real drill device noise, RBPF of Mustiere leads 
the others in PESQ score following by the PARK algorithm. 

What is worth of mentioning is that the RBPF based methods can perform well in 
speech enhancement, however, their computation cost is higher that their competitors. 
This is relieved by adopting dual particle-number strategy tested in this research. By 
incorporating the idea, the computation cost drops significantly as Table 4 vividly 
illustrates. The elapsed times are for a 25msec frames. 

Table 4. Comparison between the proposed RBPF and Low cost RBPF[7] 

PESQ Time(sec)Particle Number AR order mode 
1.65 110 1200 12 Normal 
1.62 14 600 6 1 

1.60 0.7 200 3 2 
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(a) 

 

 
(b) 

 

 
(c) 

Fig. 2. PESQ value for various algorithms foe speech enhancement: (a) White noise, (b) co-
lored noise, (c) drill noise 
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7 Conclusion 

In this paper, the performance of several filtering algorithms for speech enhancement 
is evaluated. The algorithms either use 1) an approximate iterative and sequential EM 
or 2) RBPF for the model parameter estimation preceding the use of 1) Kalman filter 
or 2) RBPF for the state estimation and denoising of the speech signal. White, colored 
and real industrial noises are tested for evaluating the performance of the methods. 
The results show that RBPF methods render better quality than the IKF and KEM, 
while the RBPF computation cost exceeds IKF and KEM, substantially. Silent-spoken 
frames are treated differently in RBPF methods for the sake of computation saving in 
the proposed dual particle-number method. By the dual particle- number strategy for 
RBPF, its weakness is repaired while its performance is kept intact.  
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Abstract. The performance of NoC is highly affected by the network conges-
tion condition. Congestion in the network can increase the delay of packets to 
be routed between sources and destinations, so it should be avoided. The 
routing decision can be based on local or non-local congestion information. Me-
thods based on local congestion condition are generally simple but they are un-
able to balance the traffic load efficiently. On the other hand, methods using 
non-local congestion information are more complex while providing better dis-
tribution of traffic over the network. In this paper, we explored several pro-
posed locally and non-locally congestion-aware methods. Then we discussed 
about their advantages and disadvantages. Finally, we compared the methods 
with each other regarding the latency metric.  

Keywords: Networks-on-Chip, Congestion, Adaptive Routing Algorithms. 

1 Introduction 

As is predicted by the Moore’s law, over a billion transistors could be integrated on a 
single chip in the near future  [1]. In these chips, hundreds of functional intellectual 
property (IP) blocks and a large amount of embedded memory could be placed 
together to form a multiprocessor systems-on-chip (MPSoCs)   [1]. By increasing the 
number of processing elements in a single chip, the traditional bus-based architectures 
in MPSoCs are not useful anymore and new communication infrastructure is needed. 
Network-on-Chip (NoC) has been addressed as a solution for the communication 
requirement of MPSoCs  [1] [3] [4] [5]. The performance and efficiency of NoC largely 
depend on the underlying routing technique which decides the direction a packet 
should be sent  [6]. 

Routing algorithms are used in NoCs in order to determine the path of a packet 
from a source to a destination. Routing algorithms are classified as deterministic and 
adaptive algorithms. Implementations of deterministic routing algorithms are simple 
but they are not able to balance the load across the links in a non-uniform or bursty 
traffic  [7] [8]. The simplest deterministic routing method is dimension-order routing 
which is known as XY or YX algorithm. The dimension-order routing algorithms 
route packets by crossing dimensions in strictly increasing order, reducing to zero the 
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offset in one direction before routing in the next one. Adaptive routing has been used 
in interconnection networks to improve network performance and to tolerate link or 
router failure. In adaptive routing algorithms, the path a packet travels from a source 
to a destination is determined by the network condition. So they can decrease the 
probability of routing packets through congested or faulty regions. 

In this paper, we have investigated different well-known congestion-aware routing 
methods. The routing selections policies in some of them are based on local conges-
tion information while for the rest of them are based on non-local congestion informa-
tion. We discussed about the advantages and disadvantages of each method and their 
effect on routing decision and balancing the traffic load. In order to compare the effi-
ciency of methods in term of latency, we have measured the packets delay in each 
method using uniform and hotspot traffic.  

This paper is organized as follows. In Section II, different congestion-aware 
routing methods named DyXY, EDXY, NoP, and CAS are explained and discussed.  
The results are reported in Section III while the summary and conclusion are given in 
the last section. 

2 Congestion-Aware Routing Algorithms 

2D-mesh topology is a popular architecture for NoC design due to its simple 
structure, ease of implementation, and support for reuse  [10]. The performance and 
efficiency of NoCs largely depend on the underlying routing methodology. Adaptive 
routing algorithms can be decomposed into routing and selection functions  [9]. The 
routing function supplies a set of output channels based on the current and destination 
nodes. The selection function selects an output channel from the set of channels 
supplied by the routing function  [10]. The selection function can be classified as 
either congestion-oblivious or congestion-aware schemes  [9]. In congestion-oblivious 
algorithms, such as Zigzag  [12] and random  [13], routing decisions are independent 
of the congestion condition of the network. This policy may disrupt the load balance 
since the network status is not considered. 

3 Dynamic XY (DyXY) 

An adaptive deadlock free routing algorithm called Dynamic XY (DyXY) has been 
proposed in  [14]. In this algorithm, which is based on the static XY algorithm, a 
packet is sent either to the X or Y direction depending on the congestion condition. It 
uses local information which is the current queue length of the corresponding input 
port in the neighboring routers to decide on the next hop. It is assumed that the collec-
tion of these local decisions should lead to a near-optimal path from the source to the 
destination. The main weakness of DyXY is that the use of the local information in 
making routing decision could forward the packet in a path which has congestion in 
the routers farther than the current neighbors. This situation could happen when the 
routing unit is one unit apart from the destination in X or Y dimension. Such  
non-optimal routing decisions increase the network latency in NoC. 
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Fig. 1 shows an example of DyXY method where the routing decision based on lo-
cal congestion information leads to deliver a packet through congested area. In this 
example the nodes 0 and 15 are the source and destination of the packet, respectively. 
In the DyXY method, the source node 0 compares the occupied slots of the west buf-
fer at node 1 and that of south buffer at node 4. Since the node 1 is less congested, the 
packet is sent to this node. When the packet arrives at node 1, it has to be delivered 
through nodes 2 or 5. According to the congestion condition shown in Fig. 1, the node 
2 is less congested and thus the packet is delivered to node 2. At node 2, the packet 
has to pass through the most congested area (i.e. nodes 6, 7, 10, and 11) in the net-
work to reach the destination node. As a result, the congested path is selected since 
the decision is made based on the local information; the packet could pass through 
less congested area (i.e. nodes 8, 9, 12, and 13) if non-local information is considered. 

 

Fig. 1. An example of the DyXY method 

4 Enhanced Dynamic XY (EDXY) 

In EDXY  [15], a wire is propagated along each row and column to carry the 
congestion information of the corresponding input buffers of the nodes. This 
information is propagated to the nodes in the adjacent row or column. In this way, 
each node in the network can be informed about the congestion condition of the nodes 
along the adjacent rows or columns. 

In this method, every router first looks at the destination address of the packet. If 
the destination node is not located in the adjacent row or column, the packets are 
routed similar to DyXY method. However, if the destination address is just one hop 
apart from the router in either the X or Y direction, not only the queue length of the 
buffer in neighboring routers are considered, but also the congestion wire (based on 
the position of the destination) is used for routing.  

An example is shown in Fig. 2 where a packet is delivered from the source node 0 
to destination 15 and it is already at node 2. Based on DyXY method, since the node 3 
is less congested than the node 6, the node 3 is selected as the next hop. However, by 
this decision the packet has to pass nodes 7 and 11 which are highly congested. In 
contrast, in EDXY method, in a similar situation (i.e. when a packet is located one 
hop away from the destination row or column and the neighboring nodes are not  



322 M. Ebrahimi et al. 

highly congested), the congestion conditions of the third and fourth columns are com-
pared to each other; since the third column is not highly congested, the packet is sent 
through it and thus avoiding packets to be routed via highly congested nodes (i.e. 
nodes 7 and 11).  

In a similar example as Fig. 1, when the nodes 6, 7, 10, and 11 are congested, at node 
1, the EDXY method also sends packet to the X-direction and thus packets have to be 
routed through congested region due to the lack of global congestion information. 

 

Fig. 2. An example of the EDXY method 

5 Neighbor-on-Path (NoP) 

In  [16] the locality decision is extended to 2-hop neighbors. An example of the NoP 
method is shown in Fig. 3 where a packet is sent from source node 0 to destination 15. 
At source node 0, the packet can be sent either to node 1 or node 4. Based on NoP, the 
congestion value in the X direction is computed by considering the free buffer slots at 
the west input buffer of node 2 and south input buffer of node 5 (i.e. these nodes are 
located in the routing path to the destination). Similarly, the congestion value in the Y 
direction is measured by using the number of free buffer slots at the south input ports 
of node 8 and west input port of node 5. By comparing the obtained values in two 
directions, a packet is sent to node 1 or node 4. One of the shortcomings of this 
method is that the number of free buffer slots at the south and west input ports of node 
5 is largely affected by the contention at north and east output ports. In other word, 
the congestion information of the corresponding input ports of node 5 is included in 
the congestion value of both X and Y directions. Since the congestion values at X and 
Y directions are compared with each other, the congestion status of node 5 cannot 
affect the routing decision. Moreover, NoP method suffers from the recursive nature 
of the routing algorithm, resulting in increased hardware overhead and router 
complexity. This method cannot be extended to look at the congestion of 3-hop 
neighbors due to the nonlinearly increased hardware overhead.  

Following the example of Fig. 3, the packet is sent to the node 1 since the conges-
tion status of node 2 is less than node 8. At node 1, the packet is sent to node 2 as the 
node 3 is less congested than node 9. As a result the packet has to pass through the 
highly congested area. 
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Fig. 3. An example of the NoP method 

6 Agent-based Network-on-Chip (ANoC) along with 
Congestion-Aware Selection method (CAS) 

In the Agent-based Network-on-Chip (ANoC) structure  [17], the network is divided 
into several clusters in which a cluster includes a number of routers and a cluster 
agent. The design consists of two separate mesh networks: main data network and 
lightweight congestion network. The main data network connects the routers to each 
other to propagate packets over the network; while in the congestion network, cluster 
agents are communicated with each other to spread the congestion information. Each 
cluster agent performs two simple tasks. First, it collects the congestion information 
from the attached routers (local routers) and distributes the information to the 
neighboring cluster agents as well as the local routers; second, it forwards the 
received congestion information from the adjacent cluster agents to the local routers. 

By distributing congestion information over the network, routing decision can be 
assisted by the local and non-local congestion information received from different 
regions of the network. 

Depending on the relative position of the source and destination nodes, the Con-
gestion-Aware Selection (CAS) method can be described in two parts as follow: 

 

1) The source and destination cluster agents are located in the same agent-row or 
agent-column 

The congestion value for one output channel is calculated using the weighted sum of 
the 1-hop, 2-hop and 3-hop neighboring nodes. These nodes must be located in the 
minimal path and in the same network-row (network-column) as the source node.  

Consider an example in Fig. 4 where the node 0 wants to communicate with the 
node 7. As can be seen in this figure, the nodes 0 and 7 are connected in the first row 
of the congestion network. The node 0 has to choose whether to send a packet to the 
node 1 or node 4. The congestion value at the X direction is computed by considering 
the congestion values of nodes 1, 2, and 3 while the congestion value at the Y direc-
tion is calculated by using the congestion statues of nodes 4, 5, and 6.  
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To put more emphasis on the congestion condition of nearby nodes, the higher 
weights are assigned to the closer nodes. In the CAS method, the weight of 3, 2 and 1 
is given to the 1-hop, 2-hop and 3-hop neighbors, respectively. 

 

Fig. 4. An example of CAS method when source and destination are in the same row  

2) Source and destination are not located in the same agent-row or agent-column 

In this case, the congestion value for each selected output channel is provided by the 
values of the adjacent node and the neighboring cluster. To place emphasize on the 
local congestion values more than non-local information, the neighboring nodes are 
assigned the weight of 3 while the congestion value of the adjacent clusters are given 
the weight of 2. 

An example is shown in Fig. 5 where node 0 sends a message to the node 15. For 
the X direction, the congestion value is calculated by the weighting sum of the con-
gestion values of the node 1 and the cluster 1, while for the other output channel, the 
congestion value of the node 4 is combined with the congestion value of the cluster 2.  

The routing decision in this method is better than the other proposed methods. 
However, the structure of the congestion network is changed depending on whether 
the network dimensions are even or odd. 

 

Fig. 5. An example of CAS method when source and destination are in different rows  
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7 Experimental Results   

To compare the efficiency of the methods, a 2D-NoC simulator is implemented with 
VHDL to model all major components of the NoC. Simulations are carried out to 
determine the latency-throughput characteristics of each network. For all the routers, the 
data width was set to 32 bits. Each input virtual channel has a buffer (FIFO) with the 
size of 6 flits. The congestion threshold value is set to 4 meaning that the congestion 
condition is considered when 4 out of 6 buffer slots are occupied. In simulations, the 
latency is measured by averaging the latency of the packets when each local core 
generates 3000 packets. As a performance metric, we use latency defined as the number 
of cycles between the initiation of a message operation issued by a Processing Element 
(PE) and the time when the message is completely delivered to the destination PE. The 
request rate is defined as the ratio of the successful message injections into the network 
interface over the total number of injection attempts. For all routers, the frequency is set 
to 1GHz and the packet size is set to 5 flits. 

8 Uniform Traffic Profile 

In the uniform traffic profile, each processing element (PE) generates data packets 
and sends them to another PE using a uniform distribution  [18] [19] [20]. The mesh 
sizes are considered to be 8×8 and 14×14. In Fig. 6, the average communication delay 
as a function of the average packet injection rate is plotted for both mesh sizes. As 
observed from the results, CAS leads to the lowest latency, and then DyXY, EDXY, 
and NoP. This was expected due to the distribution of traffic over less congested 
areas. Because of the ANoC structure (along with CAS method), each router can 
observe the congestion information of not only the neighboring routers, but also the 
routers residing beyond the neighboring routers.  

      

Fig. 6. Performance under different loads in (a) 8×8 2D-mesh and (b) 14×14 2D-mesh under 
uniform traffic model 

9 Hotspot Traffic Profile  

Under the hotspot traffic pattern, one or more nodes are chosen as hotspots receiving 
an extra portion of the traffic in addition to the regular uniform traffic. In simulations, 
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given a hotspot percentage of H, a newly generated message is directed to each 
hotspot node with an additional H percent probability. We simulate the hotspot traffic 
with a single hotspot node at (4, 4) and (7, 7) in the 8×8 and 14×14 2D-meshes, 
respectively. The performance of each network with H = 10% is illustrated in Fig. 7. 
As observed from the figure, the CAS method achieves better performance compared 
to those of the other schemes. 

 

Fig. 7. Performance under different loads in (a) 8×8 2D-mesh and (b) 14×14 2D-mesh under 
hotspot traffic model with H=10% 

10 Summary and Conclusion 

In this paper, we have explained and investigated several congestion-aware routing 
methods in the realm of NoC. Among them, the decision making in the DyXY and 
EDXY methods are based on local congestion information; while the NoP and CAS 
methods consider not only the local information of the neighboring routers but also  
non-local congestion statuses of the nodes that are beyond the neighboring routers. 
We discussed about the advantages and disadvantages of each method and finally we 
compared the methods with each other in term of latency.  
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Abstract. In recent years, Wireless Ad-hoc networks have been considered as 
one of the most important technologies. The application domains of Wireless 
Ad-hoc Networks gain more and more importance in many areas. One of them 
is controlling and management the packet traffic. In this paper our goal is con-
trolling the performance of every sections of pipeline of the factory by checking 
network periodically. Along the factory the traffic is modeled with a Poisson 
process. We present, with obtaining traffic packets at time (t) for each node in 
Wireless Ad-hoc Network, we can completely train a Neural Network and  
successfully predict the traffic at time (t+1) for each node. By this way we can 
recognize the inefficient sections in factory and try to fix it. The results of  
experiment have shown that proposed model has acceptable performance. 

Keywords: Wireless Ad-Hoc Networks, Traffic Prediction, Neural Networks.  

1 Introduction 

Wireless Ad-hoc Networks including a set of wireless nodes that communicate with 
each other by direct communication links without the need for a central controller 
node [1].  

Wireless system is not a desired option to the wired counterpart, because the wire-
less network will not ensure guaranteed QoS due to the unpredictable reaction of net-
work traffic [2]. The different parameters such as user mobility, arrival pattern and 
diversified network requirement of user application are unpredictability.  

In [3] presents various methods for traffic prediction. Some methods gather a large 
of historical traffic flow information data and analysis them to achieve useful traffic 
pattern. One of these methods is network traffic prediction based on Neural Network 
that several researches executed on kinds of network traffic modeling and prediction.  

In [4] shows the traffic of ad-hoc networks can be estimated based on the number 
of routes that use the link (i, j). In this work they assumed that the traffic load on each 
route is equal.  
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In [5] proposed a new algorithm that called degree algorithm which uses node de-
gree to allocate time slots based on the relative traffic estimation of a node. In this 
algorithm each node can specify its own degree by monitoring transmissions from 
neighbor nodes. The limitations of these two methods are they suppose equal traffic 
load distribution on each route.  

In [6] authors present the improvement of accuracy in network traffic prediction 
with Seasonal Neural Network (SNN), a dynamic seasonal Time Serious Neural Net-
work prediction model is proposed based on Artificial Neural Network (ANN) theory. 

In [7] present the prediction of video stream with Neural Network for an efficient 
bandwidth allocation of the video signal. Since Neural Networks are the efficient 
methods to model, evaluate and predict the behavior of non-linear and non-stationary 
systems [8], and the network traffic is self-similar and non-linear, so we used Neural 
Networks for prediction. In this work the wireless ad-hoc network traffic is modeled 
according to a Poisson process. In [9-18], the packet traffic issue in wireless ad-hoc 
networks is extensively addressed and newer models in wireless ad-hoc networks are 
introduced and widely discussed.  

2 Structure of Neural Network 

One of the most functional Neural Networks is multilayer perceptron that is called 
MLP networks that has been trained by the help of back-propagation educational 
algorithm or BP.  

This training method is known as back-propagation of error algorithm or in short 
form back-propagation or generalized delta rule. In a simple way we can consider BP 
algorithm as a reduced gradient for minimizing total square error from computed 
outputs by network. In fact BP training network belongs to gradient based training 
algorithm. In general the MLP network has an input layer, an output layer and also 
one or more hidden layers.  

Here we prefer the situation in which this network has just one hidden layer with 
30 neurons and we use the Levenberg–Marquardt algorithm (LMA) for analyzing the 
Neural Networks. 

3 Proposed Model 

Application of this project is for controlling the performance of every sections of 
pipeline of the factory. In this project we consider each part of the pipeline as a node 
and make a wireless ad-hoc network. We know that in each pipeline the ingredients 
should be added to each other sequentially to achieve our object finally.  

When each pipeline does its task trustily, create one packet and send it to next 
pipeline which is as our next node. This packet contains number of the node, name of 
the material, time of passing and the IP address which has been created in physical 
layer. 

Finally all of these packets are evaluated. So we can predict what will happen on 
our pipeline in the next time by using of Neural Networks. Sometimes in some of our 
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pipeline we may face the increasing or decreasing of packets, therefore, we know that 
these data have a difference with data which Neural Network is learned and predicted. 
Then we notice the deficiency of pipeline. 

4 Finding Traffic Packets of Each Node 

When we are discussing network traffic packet prediction, we need to determine the 
traffic model. Considerable factors in our traffic model are the packet size and the 
arrival time of ingredients material. 

We suppose that the sizes of packets are constant. On the other hand, the arrival 
time of ingredients and the packet sizes along the length of factory are modeled with a 
Poisson processes. The method for predicting traffic is depended to Back Propagation 
algorithm.  

First of all, the distance between the nodes discussed as a primary test. It should be 
pointed out that these nodes are in a specific range and standard distance from each 
other, and they are in a direct line along the factory. Size of the sent packets recognize 
as follow: number of the node, name of the material, time of passing and the IP ad-
dress which creates in physical layer. These primary values use in simulation and 
begin collecting dataset as follow. We consider two dimensional arrays of the nodes 
number (first node, second node, etc) and the materials number (first material, second 
material, etc). When each material reaches to the related node, the time determines 
(arrival time).  

For creating the related packets, it is necessary to add the time of packet creating to 
the time of material arriving. By this way, we determine the packet in which nodes 
has been created and the time programming has completed.  

Next step is creating packet traffic in nodes. For sending packets to the other nodes 
we assumed no packet is in the node; it means that primary value of the packets in 
each node is zero. Packet creating time is important, because we should understand 
algorithm will operate good or not. So we can train Neural Networks and predict traf-
fic in wireless ad-hoc network.  

Former dataset shows that which packet in any node and what time has been 
created. Then we can acquire traffic packets in the nodes at each moment. In the next 
section we present two dimensional arrays of nodes number and required time. The 
number of the sent packets in 1 second of a node is accounted by dividing bandwidth 
to packet size. This shows all the sent packets cannot be sent at once, because, node 
receives and sends a definite proportion of packets. We assumed in operation mood, 
traffic is smooth, so that traffic of some nodes would not be higher and lower. There-
fore  half of the operation is done in Packet create time (1s) related to receiving pack-
ets from former node and another half related to sending packets to the next node, 
then we can send a definite value of packets to next nodes.  

Finally all the packets are sent and evaluated in destination. In the last step of ga-
thering dataset, the time that the material passes from one node evaluates and packet 
creates. In arrival time, we search the times. If packet is created, it adds to packet 
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traffic in nodes. By this method we can achieve the real value of traffic packets of 
each node at time (t+1).  

Next section will show the predicted value of traffic packets at time (t+1) in wire-
less ad-hoc network. 

Example 1: For using Neural Network in predicting wireless ad-hoc network traffic 
we should arrange the scenario in such a way that we can reach to the same range of 
traffic for different clocks in continual reputations. By using input data and the traffic 
which has been created out of it, we can train Neural Network. If we design the scena-
rio in such a way that we can provide Neural Network’s input, in contrast we should 
interfere in the factors that have effects on the process of the network. Some primary 
parameters of simulation, present in table 1.  

Table 1. Simulation Parameters 

Parameters Value 
Distance between 

Nodes 
20 m 

Factory length 2000 m 

Number of nodes 
Factory length/node 

distance 
Packet size 10*8 bit 

Packet create time 1s 
Bandwidth 8000 bit per second 

Number of hidden 
neuron 

30 

 
Typically, Fig. 1 show the real value of traffic packets in node 6 at time (t+1), and 

Fig. 2 show the predicted value of traffic packets at time (t+1) in wireless ad-hoc 
network. By comparing these two diagrams we consider that the prediction by Neural 
Networks is reasonable and observe that in node 6 the traffic packets are the same as 
the dataset.  

 

Fig. 1. Traffic packets for node 6 at time (t+1) 
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Fig. 2. Predicted value of traffic packets for node 6 

5 Results  

5.1 Performance Plot 

The plot of the training errors, validation errors, and test errors appears, is shown in 
the Fig. 3. The result is reasonable no significant over fitting has occurred by iteration 
12 (where the best validation performance occurs). As we see the error rate at epoch 
1, 2, 3… 10 has a descending rate. In epoch 12 it shows the best situation. 

 

Fig. 3. Performance Plot 
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5.2 Regression Plot  

If we click Regression in the training window, we can perform a linear regression 
between the network outputs and the corresponding targets. The output tracks the 
targets very well for training, testing, and validation, and the R-value is over 0.97 for 
the total response. Fig. 4 shows the results. 

 

Fig. 4. Regression Plot 

5.3 Training State Plot 

As we see in this diagram, the gradient value has a descending path, which means 
error rate is decreasing by training. Validation section shows us the best situation that 
has been trained and it is at 12th epoch. If we deduce all the epochs that have been 
trained, from validation that is 6, it shows the best epoch rate. Fig. 5 shows the results. 

The results of experiment have shown that proposed model have acceptable per-
formance. Since the final mean-square error is small, the test set error and the valida-
tion set error has similar characteristics and no significant over fitting has occurred 
where the best validation performance occurs so the predictor reliability is reasonable. 
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Fig. 5. Training state Plot 

6 Conclusion  

The obtained results show that our proposed model based on the MLP Neural Net-
work is the acceptable model to recognize the inefficient sections in the factory that 
cause problems. Also this project has the management aspect besides the control as-
pect, because performance of each section from production line recognize by learning 
machine of Neural Network after time. However, the managers can recognize bottle-
neck in each section of production line by evaluating dataset and optimize that section 
of production line by changing the equipment and human resources. In this paper we 
assumed that our simulation environment is collision free and no packet loss can oc-
cur. The real world applicability of the proposed solution needs to be proven through 
hardware implementation.  
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Abstract. Node position information is one of the important issues in many ad 
hoc network usages. In many ad hoc networks such as military or mobile sensor 
networks one or more central nodes need to know the location of all the nodes. 
In addition, in some routing protocols especially location aware protocols 
(LAR), the nodes should have the location of each others. Therefore, in some ad 
hoc network application, knowing the location of nodes is considered, but prop-
agating the nodes position information in the network is the big challenge in ad 
hoc networks. Since, increasing the number of nodes lead to increase the traffic 
of the network exponentially. In this paper, we have applied special learning 
method to predict the node location. Thus, nodes don’t need to propagate their 
location information regularly. By this method we can reduce the traffic over-
head of network that increase the network’s scalability. 

Keywords: Mobile ad hoc network, Lazy Learning, Location Aware protocol, 
Greedy forwarding, Direct flooding. 

1 Introduction 

Mobile ad hoc networks (MANETs) represent complex distributed systems that  
comprise wireless mobile nodes that can freely and dynamically self-organize into 
arbitrary and temporary. Today, the growth of mobile devices usage make ad hoc 
networks a very challenging and considerable issue.  

Node position information is one of the important subjects in many ad hoc network 
applications as mobile sensor networks, location aware routing (LAR) protocols and so 
on. The LAR protocols are powerful methods among the other routing protocols in ad 
hoc networks. In these protocols, routing algorithms rely on node’s geographical coor-
dinates [1]. Therefore, we need a system that can allocate nodes location for LAR algo-
rithms. There are several mechanisms for specification the node’s position [2, 3]. Global 
Positioning System (GPS) is one of the more accurate systems due to this purpose.   

But propagating the nodes position information in the network is the big challenge 
in ad hoc networks. We need to propagate this information all over the network regu-
larly. Since, increasing the number of nodes lead to increase the traffic of the network 
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exponentially, which increase the traffic overhead of network that reduce the net-
work’s scalability.  

On the other hand, if we reduce the times of propagating of node’s geographical in-
formation, the LAR protocols wouldn’t work properly anymore because the nodes’ 
position may be changed. Therefore, some of the links may be lost and some other 
may be added to network.  

In this paper, we have applied special learning method to predict the node location 
called Lazy Learning [4]. Thus, nodes don’t need to propagate their location informa-
tion regularly.  

This paper is organized as follows. In the next section, ad hoc network routing by 
using geographical coordinates are briefly introduced. Section 3 introduces laze learn-
ing. Section 4 we proposed a new method for allocating the nodes location using lazy 
learning. Section 5 includes implementation and presents illustrative experiments. In 
Section 6 concludes this paper. Finally, section 7 suggests some future work. 

2 Ad Hoc Network Routing by Using Geographical Coordinates 

According to the introduction, one of the nodes’ position information usages is in 
routing protocols. In routing protocols based on geographical coordinates, called loca-
tion aware routing (LAR) protocols, routing algorithms find a path between source 
and destination nodes using nodes’ position information. Therefore, LAR algorithms 
need a system to allocate nodes location. The node’s position is provided by GPS [1] 
or other mechanisms [2, 3].  

There are three main method In LAR protocols: greedy forwarding, direct flooding 
and hierarchical routing which is explained in A, B and C sub sections. 

2.1 Greedy Forwarding 

In this strategy a node forwards packets towards its neighbor that is the nearest to 
destination node. If there is not any nearest node to destination, the routing protocol 
use other methods to select the next steps[5]. 

In the case of there are more than one nearest node to destination, we have several 
choice to select the next hop such as NFP [6], MFR [7] or CR [8]. Figure 1 illustrates 
deferent choice for selecting the next hop using these algorithms. 

 

Fig. 1. Variants of greedy forwarding 
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2.2 Direct Flooding  

With directed flooding nodes forward the packets to all neighbors those are located in 
the direction of the destination [5]. In this method, either the packet is forwarded to 
neighbors which are in the direction of destination node such as DREAM [9] algo-
rithm or the method uses directed flooding only for route discovery like LAR [10] 
algorithm. Figure 2 shows which neighbors could be selected in DREAM algorithm 
for forwarding the packets towards the destination node. 

 

Fig. 2. Node selection for packet forwarding in DREAM algorithm 

Figure 3 illustrates the nodes Cooperate to discover a route from the source to des-
tination node in LAR algorithm. 

  

Fig. 3. Route discovery in LAR algorithm 

2.3 Hierarchical Routing 

Hierarchical routing is structured in two layers. This protocol uses the LAR algorithm 
for long distance forwarding and for short distance it applies proactive distance vector 
scheme. This protocol can use both algorithms together. It uses LAR when the packet 
forwarding starts from the source and uses proactive distance vector scheme when the 
packet become closer to destination node. 
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3 Lazy Learning 

Lazy learning[4]  is subfield of local learning, the target function located as locally in 
local learning and predication doing according to the distance measure of query point 
to surrounding examples (training data).  

Lazy learning is a memory-based technique that postpones all the computation until 
an explicit request for a prediction is received. 

3.1 Preliminary  

Lazy learning approach use leave-one-out crass validation. Leave-one-out cross-
validation (LOOCV) involves using a single observation from the original sample as 
the validation data, and the remaining observations as the training data. This is re-
peated such that each observation in the sample is used once as the validation data [11]. 
Leave-one-out cross-validation is often computationally expensive because of the large 
amount number of times the training process is repeated. However, using recursive 
method can reduce the amount of calculations.  

One of the important tools for performs (LOOCV) is the PREES statistic method 
that can automatically and recursively calculate the predication of query point and 
obtain the error for each predication [12]. 

Then, according to the “winner takes all” theorem, final predication is calculated by 
one of constant, linear or quadrate methods [13]. 

For x ∈  and y ∈ , Let us consider an unknown mapping f:  of which 

we are given a set of N samples {(x , y )} ni = 1, where ∀ x  :  y = f(x ). These exam-

ples can be collected in a matrix X of dimensionality [  ×  ], and in a vector y of 
dimensionality [  ×  1]. 

Given a specific query point , the prediction of the value y = f(x ) is computed 

as follows. First, for each sample x , x  a weight  is computed as a function of the 
distance d x , x  from the query point  to the point x . Each row of X and y is then 
multiplied by the corresponding weight creating the variables  =   and  =  , 
with  diagonal matrix having diagonal elements = . Finally, a locally 
weighted regression model (LWR) is fitted solving the equation ( )   =   and 
the prediction of the value f(x ) is obtained evaluating such a model in the query point: y = xT(ZTZ) ZTv                                                       (1)  

Lazy learning method is very accurate [12,13] and its error rate is calculated by  
equation 2.  e = y xTβ                                                           (2)  

Where  β  is calculated from the distance between query point and its neighbors. 
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3.2 Lazy Learning Specification 

In this section we declare some properties of lazy learning method. In this method if 
we use an appropriate training data set, the predicated value for query point would be 
very close to the real value. In other word, lazy learning method’s error rate is very 
small that is one of the golden properties for this method. 

Despite the method’s high prediction accuracy, we need a small training data set 
and even by four training points, the method could predict the value of query point 
efficiently. 

The third reason of choosing this method is that lazy learning postpones all the cal-
culations till an explicit request receive. So, this can reduce node’s energy  
consumption.  

Therefore, lazy learning could be a suitable method for predicating node locations in 
ad hoc networks. 

4 Predicating Node Position Using Lazy Learning 

According to special specification of lazy learning method, we attempted to use this 
learning method to predicate the nodes location in ad hoc networks. We expect this 
learning method could predict next locations of a node from its previous locations. In 
other word, by using this learning method we try to follow nodes’ movement in net-
work. In this method each node can predicate the other nodes location until they 
change their velocity or movement direction. Therefore, a node needs to propagate 
their location information just in the case of changing its velocity or movement direc-
tion and other nodes can continue following the node by receiving this new location 
information. Thus, nodes don’t need to propagate their location information regularly. 
So, this method can reduce the traffic overhead of network that increase the network’s 
scalability.  

4.1 One-Step Prediction   

In one-step prediction method, an initial information form the various locations of a 
node are collected. Then, according to this information the next location of the node is 
predicted. For example, in last 10 seconds if a node’s locations could be collected of 
every 2 second, the learning algorithm can predict the node’s sixth location in 12th 
second. Then, the algorithm receives the seventh location in 14th second and predicts 
eighth location based on the five or six previous location information. Thus, the traffic 
of network reduced almost to the half. Figure 4 illustrate following of a node in ad 
hoc network. 

In one-step learning method, by using a table of location information for whole 
nodes in a network or just a source and a destination node or one node’s neighbors we 
can predicate node location. 

 



Predicating the Location of

Fig. 4. F

4.2 Multi-Step Predicti

In multi-step prediction me
a node are collected as it is
or movement direction of a
location information and th
vious predicted location.   

For example, the leanin
seconds of every 2 second 
rithm uses second to sixth l
cate the seventh location.
Prediction method. 

 

Fig. 5. Fol

We can also use a table 
just a source and a destinatio

5 Simulation Resu

In this research, we used ne
movements and also written
of a node. We have repeated
various velocities then give

f Nodes in Ad Hoc Network by Lazy Learning Method 

 

Following of a node using learning method 

ion  

ethod, an initial information from some various location
 done in one-step prediction method. Then, till the velo

a node is not changed, we don’t need to propagate the n
he learning algorithm can follow the node by its own p

ng algorithm receives various locations of a node in 
and predicts the sixth location. For the next step, the al
ocation information as a primary information set and pre
 Figure 5 illustrate following of a node in Multi-S

 

llowing of a node using Multi-Step Prediction 

of the location information of whole nodes in a network
on node or one node’s neighbors in this method.  

ults 

etwork simulator ns-2 software. We have generated rand
n various movement scenarios to sample deferent locati
d the sampling of node’s location in different time slice 
es the initial location to three constant, linear and quad

Initial location

Predicted location 

Received location 

Initial location

Predicted location 

341 

s of 
city 
new 
per-

n 10 
lgo-
edi-
Step  

k or 

dom 
ions 
and 

drate 



342 M. Jafari, N. Abdollahi, and H. Mohammadi 

lazy learning methods based on multi-step prediction and compare the achieving result 
with the real values. 

According to the results, we have shown in figure 6 to 9 the learning method can 
follow the node’s movement with very high accuracy. In all figures, the horizontal axle 
shows the number of initial location we have used to predicating the next position of a 
node and the vertical axle shows coincidence Percentage between the predicted results 
and the real values. 

In figure 6-a, we have sampled every 1 second and in figure 6-b we have sampled 
every 2 second. 

 

Fig. 6. a. Sampling the initial locations every 1 second 

 

Fig. 6. b. Sampling the initial locations every 2 second 

As it’s shown in figure 6-a, in very low velocities such as 0.07m/s, if sampling is 
done every one second, the learning method cannot recognize the changes in move-
ment. But figure 6-b shows that the predicted locations is closer to real location when 
we have sampled every 2 second in the same velocity, because lazy learning method is 
very sensitive to its neighbors. Therefore, choosing suitable initial data set plays an 
important role in the results of lazy learning method.  

We have repeated the location sampling in 2.6m/s and 4.6m/s and show the results in 
figures 7 and 8. 
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Fig. 7. a. Sampling the initial locations every 1 second 

 

Fig. 7. b. Sampling the initial locations every 2 second 

As you can see, figure 7 confirm the results of figure 6.   Since, the neighbors of 
query point don’t surround it in initial data set, when we have increased the number of 
initial points the distance between the first initial point and the query point increased. 
Therefore, when we have used more than 5 or 6 initial points the accuracy of learning 
method would be reduced.  We can easily see the effect of increasing the number of 
points in all figures.  

 

Fig. 8. a. Sampling the initial locations every 1 second 
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Fig. 8. b. Sampling the initial locations every 2 second 

Quadrate lazy learning model is more accurate than the constant and linear models 
in lazy learning. Therefore, in one-step prediction the results of quadrate model are 
very close to the real positions. But, in multi-step prediction due to the Sensitivity of 
quadrate model to its neighbors, Occurrence of the small error in predicting the loca-
tion cause the model could not follow the node. So, as you see in figure 6, 7 and 8 the 
results of linear model is the best and this model can follow the node better than other 
models.  

To compare the linear and quadrate model, we have followed a node movement in 
long distance. Figure 9 confirm that linear model could follow the node better than 
quadrate model. 

 

Fig. 9. Sampling the initial locations every 2 second 

6 Conclusion 

Simulation results show that lazy learning method can follow node movement with 
admissible accuracy. Therefore, nodes don’t need to propagate their location informa-
tion regularly which cause to reduce the traffic overhead of network and increase the 
network’s scalability.  

When we have used quadrate model we have increased the accuracy and sensitivity 
of lazy learning. In this case, the small error lead to increase the error rate and as the 
results show in figure 9, the quadrate model cannot follow the node movement  
efficiently. In spite of, in one-step prediction the coincidence percentage of quadrate 
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model is the highest, but because of error aggregation, it does not follow the node 
movements efficiently in multi-step prediction. 

Choosing suitable time slice for propagating node location information in ad hoc 
network is one of the important parameter in lazy learning method. In other word, we 
should choose large time slice for low speed movements and small time slice for high 
speed movements. Although, choosing large time slice for high speed movements 
don’t have any problem for learning algorithm, but it may be not efficient for routing 
algorithms or other applications. 

7 Future Work 

Lazy learning method can predicate the nodes location with high accuracy. Therefore, 
using this method will reduce the ad hoc networks traffic overhead and increase the 
scalability. In our future work, we can study the effect of this method on the routing 
improvement, self organization and resource consumption in ad hoc networks. 
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Abstract. This paper uses Bayesian optimization algorithm and decomposition 
approach for solving task scheduling problem in probabilistic grid computing 
systems to overcome the efficiency problem since it belongs to NP-complete 
problems. This paper introduces a Bayesian Optimization model that combines 
Dynamic Bayesian networks to manage uncertainty and evolutionary algo-
rithms to solve the problem. Dynamic Bayesian networks use because the per-
formance, reliability and cost of resources vary with time simultaneously and 
their availability is uncertain. This method decomposes the global problem to 
make the scheduling process simpler and achieve the QoS objectives efficiently. 
Instead of sending the jobs to the all resources, some local areas of resources 
with a controller consider and send the jobs to them. With the use of GridSim 
toolkit it will be proven that this model cause to achieve the QoS objectives 
such as minimizing the cost and time more efficiently. 

Keywords: Grid computing, Task scheduling, Dynamic Bayesian Network, 
Decomposition approach, Genetic Algorithms. 

1 Introduction 

Grid computing and Grid technologies can now utilize idle computers all over the 
globe for satisfying the increasing demand of scientific computing community for 
more computing power. Geographically distributed computers, linked through inter-
net in a grid-like manner as a type of distributed systems, are used to create virtual 
supercomputers of vast amount of computing capacity able to solve complex prob-
lems from e-science to overcome limitations on geographical location and hardware 
specification of computers in less time than known before [2]. 

"For a majority of grid systems, scheduling is a very important mechanism" [1]. In 
grid computing systems an application that could be software for solving a problem 
submitted by users. The computation split into jobs that require different processing 
capabilities and have different resource requirements (CPU, number of nodes, memo-
ry, software libraries, etc). In order to accomplish the job requirements, it is necessary 
to divide the jobs into several tasks and dispatch these tasks to computers which are 
currently idle [2]. The problem of scheduling in grid systems is much more complex 
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than its version on traditional distributed systems, (e.g. LAN environments) due to 
dynamic nature of grid systems and the high degree of heterogeneity and large num-
ber of resources and jobs submitted by different users, and due to the high heterogene-
ity of interconnection networks, existence of local schedulers and local policies on 
resources.  Job scheduling on computational grids is a large scale optimization  
problem. A large set of approaches have been delivered to find tradeoff between the 
complexity and performance [1]. Since grids are expected to be constructed by the 
contribution of computational resources across local areas of computers, most of these 
resources could eventually be running local applications and use their local schedu-
lers. In order to the different ownership of resources, the full control over the grid 
resources cannot be considered. Other policies such as available storage, pay-per-use 
will consider [2]. So in the model that is used in this paper the best possible require-
ment is to assume a local scheduler in each local area. 

The Grid and its related technologies will be used only if the users and the provid-
ers mutually trust each other. The system must be as reliable and robust. The reliabili-
ty can be defined as the probability of any process to complete its task successfully as 
the way it was expected. In grid the reliability of any transaction can be improved by 
considering trust and reputation. Trust depends on one’s own individual experiences 
and referrals from other entities. In [29] proposes a model which improves reliability 
in grid by considering reputation and trust. 

Since mapping independent tasks onto a heterogeneous resource is NP-complete 
problem so the use of meta-heuristics is the defacto approach to cope with its difficul-
ty. In population based meta-heuristics, such as Genetic Algorithms, the solution 
space is explored through a population of individuals that each individual represent a 
solution of problem and there are used methods for generating the initial population, 
computing the fitness of individuals as well genetic operators such as mutation and 
crossover to select the good individuals of population and replace the worst individu-
als of population by the newly generated descendent  to transmit the genetic informa-
tion from parents to offspring's [3,28].  

The goal of optimal scheduling is to assign the task from task graph to m identical 
resources in grid environment in the way that is achieve the QoS objectives. This is a 
multi objective optimization problem; the two most important objectives are the mi-
nimization of makespan and the flow time of the system. It can be considered a lot of 
QoS objectives in grid environment. In this paper the aim is to achieve two QoS Ob-
jectives that are the showing the result in the minimum time and minimizing the cost.   

Since in grid scheduling problem unpredictable computing and communication re-
quirements may occur and also the available set of computing resources is shared 
among several users due to the dynamic nature of grid environment, It is considered 
as an uncertain problem. The information about the availability of resources is incom-
plete and imprecise under time. So the introduced model will use the dynamic Baye-
sian networks for handling the uncertainty. 

In This paper The Bayesian optimization algorithm [4] [5], is used to combine 
Bayesian networks and evolutionary algorithms to solve task scheduling problem in 
grid environment. It evolves a population of candidate solutions to the given problem 
by statistically modeling the promising solutions found so far based on Bayesian  
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networks [6] and sampling the build models to generate new candidate solutions of 
each iteration of the algorithm. The evolution process will repeat until the stop criteria 
are met.  BOA searches the state space only in the neighborhood of previous best 
solution. For each evolution generation the BOA selects "good" solutions according to 
predefined criteria. That is very useful because the search will be occurring in promis-
ing regions of the search space [7].We combine the dynamic Bayesian networks and 
genetic algorithms as one of the evolutionary algorithms to find solutions with highest 
probability of achieving the QoS objectives as a criteria to find best solutions.  

In the current study a new model will introduce, in this model the global problem 
decomposes into sub-problems to enhance the algorithm optimization performance. 
Some local areas of set of resources considered that each one has local schedule con-
trollers. Each controller provides sub-chromosome as a sub-solution. Then a compari-
son mechanism will use to form a result chromosome as a solution of the problem. In 
this paper it is shown that this model will achieve the QoS objectives such as mini-
mizing the cost and time. 

The reminder of this paper is organized as following. Section 2 introduced the re-
lated work in scheduling approach, Bayesian optimization algorithm and scheduling 
under condition of uncertainty. In section 3, the proposed model for solving the prob-
lem of job scheduling is defined. The model is applied to the scheduler in section 4.  
The actual experimental results and analysis are illustrated with the use of GridSim 
toolkit in section 5. Finally the paper conclusion is defined in section 6. 

2 Related Work 

2.1 Scheduling Approach 

There are meta-heuristic approaches, which explore the solution space and try to 
overcome local optimal solutions. Most of these approaches are based on a single 
heuristic method such as Local Search (Ritchie and Levine[8]), Genetic algorithms 
(GA)(Braun et.al [9], Zomaya and teh [10], Martino and Mililotti [11] , Abraham et.al 
[12], page and Naughton[13] ) , Simulated annealing (Yarkhan and Dongara[14], 
Abraham et.al[12])or tabu search (Abraham et.al[12]). 

2.2 Bayesian Optimization Algorithm 

Unlike general evolutionary algorithm such as GA, BOA has no mutation operators. It 
explicitly models the statistic characters of optimized solutions, and uses the con-
structed model to guide the further search. Thus it can avoid the break of high order 
building blocks and behave more efficiently during optimization search [12].This 
model will use Bayesian optimization algorithm, that despite of genetic algorithms it 
doesn't have any mutation operator and it use the Bayesian network model to guide 
the search. 

The original BOA firstly published in [15] that were able to solve single-criterion 
problems. Nowadays, BOA has been widely developed to solve different kinds of 
problems such as multi criterion optimization [16]. In the introduced model in this 
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paper BOA can use as a multi criterion optimization in the way the allocation of re-
sources can evaluate with multi QoS objectives. 

2.3 Scheduling under Condition of Uncertainty 

The multi criteria resource selection method implemented in the Grid Resource Man-
agement system([17]&[18]) has been used for the evaluation of knowledge obtained 
from the prediction system but because the available information was not enough, 
results of performance prediction methods may cause errors ([19]&[20]) . In [21] a 
normative model of stochastic grid resource environment, based on dynamic Bayesian 
network [22], to infer indirect influences and to track the time propagation of sche-
dule actions in complex Grid environment is developed. Since the information for 
using the prediction methods was not enough ,and will determine over the time, this 
method will aid the dynamic Bayesian network in each local scheduler to infer indi-
rect influences. 

3 Defining a Model for Solving the Problem of Job Scheduling 
in Grid Environment 

In the current study a model will introduce that simultaneously evaluate some schedu-
ler controllers that has been considered in local areas. It has been a schema that de-
composes the global problem into a set of sub problems, thus making the optimization 
process simpler. So it will be suitable for problem solving in grid computing systems. 
Local controllers produce a sub-solution. Then the local controllers cooperate with 
each other to produce the global solution that will be the main result of algorithm. It 
enhances the global optimization performance.   

3.1 Using Dynamic Bayesian Networks 

Dynamic Bayesian networks uses decision making mechanisms that deal explicitly 
with uncertainty since the information about the availability of resources is incom-
plete and imprecise over the time. 

A Bayesian belief network is directed acyclic graph ),,()( kkk pEVtGG ==  , which 

can be viewed as Bayesian network at time, whose nodes are the model variables and 
whose links represent local causal dependencies. For each node Vvi ∈  a probability 

mass function (pmf) { })()( kiik tvvp = will define to characterize the environment uncer-

tainty at time kt  [21]. The network topology as an abstract knowledge based hold 

independently of numerical assignments of conditional probabilities. A Bayesian 
network can be used as a probabilistic inference engine, which computes the posterior 
probability distribution for a set of query variables given the probability distribution 
for some evidence variables. 
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3.2  Constructing Dynamic Bayesian Network for the Proposed Model 

This probabilistic model consists of a set of stochastic variables and joint distribution 
assigns probabilities to all possible states. The concept of conditional dependencies 
among variables is introduced by representing the local interactions. Each stochastic 

variable iX is directly influenced by other variables, referred to as ( )iXparent  . The 

probabilistic model constructed in terms of direct influences among the variables, 
quantified by conditional probability tables (CPT). The probability items in condi-
tional probability table will define as ( ))( ii XparentXp . In fig 1 the nodes in graph G 

represent the variables and the directed link from node ( )iXparent  to node iX represent 

the probability relation between variable iX  and ( )iXparent .The probability depen-

dency between these two nodes can be defined as equation 1: 

{ } { } { }iiiii parentXpparentXXpparentXXp /,=
                                   

(1) 

 

Fig. 1. The Bayesian network and probability dependency between nodes 

In this model three set of variables will consider 1- actions 2- objectives 3-
intermediate states. An action in this model is to allocate a time slot on a resource to a 
task Where A is the set of feasible actions. )( qk Ap Indicate the probability of allocat-

ing a certain resource to a task at time kt . That considered as a prior probability that 

determine with system. Objectives are desired states of the model. O  is the set of QoS 
objectives. These QoS objectives may be specified by users at eac h considered local 
areas.  Some examples of QoS objectives in our model is showing the result in mini-
mum time and minimizing the cost of using the resources at each considered area. 
Intermediate states are defined to differentiate those states that are not desired finish-
ing states, but are useful in connecting the actions to the QoS objectives. All the in-
termediate states are forming a set S . For constructing the dynamic Bayesian network 
of the model the variables of the graph consist of actions, objectives and intermediate 
states will determine.  

In this model the model variables will define as follow: 

1. The actions: Actions illustrate the resource allocations to the tasks. 
2. The intermediate system states: Two kinds of intermediate system states consider in 

this model: 

S1: achieving the minimum cost for each allocation  
S2: achieving the minimum time for each allocation 
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3. The objective states: Two objective states consider in this model: 

O1: achieving the minimum cost for all allocations  
O2: achieving the minimum time for all allocations 

The directed links between variable nodes will determine according to QoS objectives 
policies in each local area. The probability parameters of the direct links and condi-
tional probability tables (CPTs) identifying the conditional probability for each varia-
ble will set. 

As shown in Fig2 in each controller for a defined task the probability of achieving 
the QoS objective of allocating a specific time slot on a resource will determine .The 
decision node evaluate the probability distribution of achieving the QoS objective for 
each action in a objective node. The utility node will apply a comparison mechanism 
to select the actions with the highest probability. 

Decision networks [23-25], combine Dynamic Bayesian networks with two addi-
tional nodes: a decision node which represent the choices available and a utility node, 
which represent the utility function to be optimized [26]. In this model the decision 
node evaluate the probability distribution of achieving the QoS objective for each 
action. The utility node will use to be able to select among different actions with 
probabilities assign to the result states. The states will prefer with high probability of 
achieving the QoS objectives. For selecting the states with the highest probability the 
comparison mechanism will use. That is for each controller and for a certain objective 
a comparison will be done between the objective probabilities. 

The model is shown in Fig 2.In each controller a dynamic evolution of the DBN-

based scheduling through 1t  to kt  will be done.  

 

Fig. 2. The proposed model using decision network 
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Direct influence dependencies between all the objects of the system and their me-
chanisms are specified by conditional probability tables (CPTs) in Bayesian networks. 
Two kinds of probabilities will be in these tables: priori and posterior probabilities. In 
this model the priori probability is the probability of actions occurrence. That means it 
is the probability of allocating a certain resource to a task which can attained from the 
priori analysis of system; and the posterior probability is the probability of achieving 
the QoS objectives with the given actions and state of system. 

The probability will propagate vertically from causal nodes to effect nodes and 
propagate horizontally from one time step to another. 

In the proposed model the priori and posterior probabilities define as follow. Three 
priori probabilities will define in this model: 

The probability of allocating a specific resource to a task. This probability is often 
0 or 1. 10)( orap i =   

The probability of achieving the minimum cost of a resource. This probability is 
defined in equation 2. 

i
i tR
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The probability of achieving the min time is defined in equation 3. 
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The posterior probability of the intermediate states will define as follow: 
The posterior probability of intermediate state is defined in equation 4: 
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The posterior probability of intermediate state  is defined in equation 5: 
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The posterior probability of the objective states will define as follow: 

The posterior probability of objective state o1 is defined in equation 6: 

)cosmin_,,()
cos_

1
()cos_(min_ 11 ii

i
i tRaSOp

tRtotal
ptRtotalp ==

                       
(6) 

The posterior probability of intermediate state o2 is defined in equation 7: 
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These probabilities will use to form the chromosomes of each controller and the result 
chromosome. 

4 Applying the Model to the Scheduler 

For solving the scheduling optimization problem the concepts of genetic optimization 
algorithm combine with the proposed model. 

4.1 The Encoding of the Problem 

The individuals of population (also known as chromosome) refer to the solution of the 
problem. The encoding of these individuals is a key issue. For representing the encod-
ing a vector is used that is called a schedule , two kinds of chromosomes are defined. 
One is sub-chromosome another one is global-chromosome. Sub-chromosome is a 
vector of size A (number of actions) , where ][ischedule  indicates the pair of the 

prior probability of allocating specific resource to a task and the probability of achiev-
ing the QoS objectives for each action .This will form a sub-chromosome for a task 
for a specific QoS objective. An example of a sub-chromosome with four actions for 
minimizing the cost illustrate in Table1. 

Table 1. An example sub-chromosome 

A1 A2 A3 A4

(0,0) (0,0) (1,0.73) (0,0)

 
The global-chromosome is a vector of size T (number of task) where ][ischedule  

indicate the pair of the resource ID allocate to the task and the QoS objective probability 
under the allocating strategy for the set of resources. This will form a global-
chromosome for each controller for a specific QoS objective. An example of global-
chromosome of a controller with four tasks for minimizing the cost illustrate in Table2. 

Table 2. An example global-chromosome 

1 2 3 4

(1,0.0001143) (2,0.0001143) (3,0.0001143) (4,0.0001143) 
 
The sub chromosomes and general chromosome will form in each controller. Then 

with the use of comparison mechanism the result chromosome will form. 

4.2 Decision Making and Selecting Strategy with Considering Utility Function 

Forming the chromosomes has two steps. Forming the sub-chromosomes and forming 
the global-chromosomes. For forming the sub-chromosomes two probability values 
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should define, the probability of allocating a specific resource to a task and the  
probability of achieving the QoS objective. After forming the sub-chromosomes the 
allocating strategy for the set of resources will specify. For forming the global chro-
mosomes for each controller two values should define. For each task resource ID that 
allocate according to the allocating strategy and the probability of achieving the QoS 
objective under the strategy should define. A comparison strategy will use to form the 
result chromosome that is the main result of the problem. The comparison strategy is 
choosing the chromosome with the highest probability of achieving the QoS objec-
tive. An example of three global chromosomes for each controller and the result 
chromosome illustrate in Table3. 

Table 3. Created the result chromosome using global chromosomes 

Global - chromosome 1 

1 2 3 4 

(1,0.0001143) (2,0.0001143) (3,0.0001143) (4,0.0001143) 

Global - chromosome 2 

1 2 3 4 

(1,0.000322) (2,0.000322) (3,0.000322) (4,0.000322) 

Global - chromosome 3 

1 2 3 4 

(1,0.0001285) (2,0.0001285) (3,0.0001285) (4,0.0001285) 

The result chromosome 

1 2 3 4 

(1, 0.000322) (2, 0.000322) (3, 0.000322) (4, 0.000322) 

 
As shown in this table, general chromosome2 is as result chromosome since the 

probability of achieving the QoS in this chromosome is higher than others. It is the 
main advantage of using chromosomes in controllers; that is the chromosome will 
select with the highest probability; it increase the probability of achieving the QoS 
objective in the whole system. 

4.3 The Proposed Algorithm 

The procedure of proposed algorithm for job scheduling in grid environment using the 
introduced model illustrate in FIG3. 

As shown in this Fig in the first line the initial population as the initial chromo-
some will generate at random. The DBN in each controller for each time slice and for 
a QoS objective will create. The sub-chromosome will generate at lines 6-15 and the 
global-chromosome will generate at lines 16-23 and the result-chromosome will  
generate at lines 24-29. 
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1 Generate initial population of assignment at random 
2 For each controller do 
3 For each time slice do 
4 For each QoS objective do 
5 For each task do 
6 /generating sub-chromosome 
7 Generate action nodes 
8 For each action do 
9 Generate prior conditional probability of allocating   
10 special resource to the task 
11 Generate prior conditional probability of achieving    
12 the QoS objective with allocating the special resource 
13 to the task 
14  End For 
15  End For 
16 /generating global-chromosome 
17 Generate task node 
18 For each task do 
19 Generate the resource ID allocate to the task 
20 Generate posterior conditional probability of achieve   
21 the QoS objective with allocating the special resource 
22 to the task 
23  End For 
24 /generating result-chromosome 
25 Compare the posterior conditional probability of     
26 achieving the QoS objective item of global chromosome 
27 Select the global chromosome with the highest prob     
28 ability as the result chromosome 
29 End For 
30 End For 
31 End For 

Fig. 3. The procedure of proposed algorithm for job scheduling in grid environment using the 
introduced model 

5 Experimental Result and Analysis 

In this paper the simulation environment build on GridSim toolkit. GridSim toolkit 
supports modeling and simulation of heterogeneous Grid resources (both time and 
cost based) users and application models. This toolkit provides primitiveness for crea-
tion of application tasks, mapping of tasks to resources and their management [27]. 

To validate our work, we conducted experiments in a four resource grid. We simu-
late a simple workflow job including four tasks: t1: reading, t2: computing, t3: saving, 
t4: representing the result. The average length of these jobs is 2000 with deviate 20. 
Three controllers considered. The time zone of resources in each controller is differ-
ent. The properties of resources in each controller are shown in table4. The action 
definition is shown in table5. S1 to S7 is the intermediate states. Two QoS objectives 
are considered. O1: Minimizing the cost.O2: Minimizing the time. The build DBN is 
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shown in fig 4. The simulation result and the value of the posterior probabilities of 
intermediate states in controllers 1, 2, 3 are shown in tables 6, 10, 14. The simulation 
result and the value of the posterior probabilities of objective states in controllers 1, 2, 
3 are shown in tables 7, 11, 15. The sub chromosomes for controllers 1, 2, 3 are 
shown in tables 8, 12, 16. The global chromosomes for controllers 1, 2, 3 are shown 
in tables 9, 13, 17. The result chromosome is shown in table 18. We compare our 
work with the approach that the result of the problem takes without considering local 
areas. 

Table 4. The probabilities of resources 

Controller1 

R MIPS cost 
Time 
zone 

R1 400 110 3:54 
R2 100 220 3:54 
R3 200 300 3:54 
R4 500 50 3:54 

 

Controller2 

R MIPS cost 
Time 
Zone 

R1 350 120 7:08 
R2 150 100 7:08 
R3 500 50 7:08 
R1 350 120 7:08 

 

Controller3 

R MIPS cost 
Time 
Zone 

R1 450 300 10:09 
R2 100 250 10:09 
R3 250 120 10:09 
R4 300 100 10:09 

Table 5. The action definition 

Controller action Allocation 
1 A1 Allocating  R1 to t1 
1 A2 Allocating  R4to t4 
1 A3 Allocating  R3 to t3 
1 A4 Allocating  R2 to t2 
2 A1 Allocating  R5 to t1 
2 A2 Allocating  R7 to t3 
2 A3 Allocating  R8 to t4 
2 A4 Allocating  R6 to t2 
3 A1 Allocating  R9 to t1 
3 A2 Allocating  R12 to t4 
3 A3 Allocating  R11 to t3 
3 A4 Allocating  R10 to t2 

 

 

Fig. 4. Dynamic Bayesian Network used in the model 
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Table 6. The simulation result and the value of the posterior probabilities of intermediate states 
in controller 1 

controller task resource load Cost 
Start 
time 

Finish 
Time 

  

1 1 1 
1786.
19

491.
2

3.
2

7.6
6

0.002 0.2242 

1 4 4 
1875.
9

187.
59

0.
01

9.7
7

0.005 0.1024 

1 3 3 
2082.
34

312
3.51

5.
1

15.
52

0.0003 0.09596 

1 2 2 
2246.
65

494
2.62

4.
11

26.
58

0.0002 0.04450 
 

Table 7. The simulation result and the value of the posterior probabilities of objective state in 
controller 1 

controller 
Total  

allocation cost 

Total  

completion 

time 

    

1 8744.93 25.52 0.0001143 0.03918 

Table 8. Sub-chromosomes for controller 1 

A1 A2 A3 A4 
(1,0.002) (0,0) (0,0) (0,0) 

 

A1 A2 A3 A4 
(0,0) (1,0.005) (0,0) (0,0)

 

A1 A2 A3 A4 
(0,0) (0,0) (1,0.0003) (0,0)

A1 A2 A3 A4 
(0,0) (0,0) (0,0) (1,0.0002) 

Table 9. Global-chromosomes for controller 1 

1 2 3 4 

(1,0.0001143) (2, 0.0001143) (3, 0.0001143) (4, 0.0001143) 

Table 10. The simulation result and the value of the posterior probabilities of intermediate 
states in controller 2 

controller task resource load cost 
Start 
time 

Finish 
Time 

  

2 1 5 1786.19 612.4 2.4 7.5 0.0016 0.196 
2 3 7 2082.34 374.8 4.3 8.5 0.0026 0.2380 
2 4 8 1875.9 2000.9 5.2 11.5 0.00049 0.1587 
2 2 6 2246.65 1497.7 3.3 18.3 0.00066 0.066  

Table 11. The simulation result and the value of the posterior probabilities of objective state in 
controllers 2 

controller 
Total 

allocation 
cost 

Total 
completion 

time 
  

2 4485.95 18.03 0.000222 0.0554  
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Table 12. Sub-chromosomes for controller 2 

A1 A2 A3 A4 

(1,0.0016) (0,0) (0,0) (0,0) 
 

A1 A2 A3 A4 

(0,0) (1,0.0026) (0,0) (0,0)
 

A1 A2 A3 A4 

(0,0) (0,0) (1,0.00049) (0,0)

A1 A2 A3 A4 

(0,0) (0,0) (0,0) (1,0.00066) 

Table 13. Global-chromosomes for controller 2 

1 2 3 4 

(5,0.000222) (6, 0.000222) (7, 0.000222) (8, 0.000222) 

Table 14. The simulation result and the value of the posterior probabilities of intermediate 
states in controller 3 

controller task resource load cost 
Start 
time

Finish 
Time    

3 1 9 1786.1 1190.7 2.45 6.42 0.00083 0.2518 
3 4 12 1875.9 625.3 5.26 11.52 0.001599 0.1597 
3 3 11 2082.3 999.5 4.35 12.68 0.001 0.12 
3 2 10 2246.65 5616.6 3.36 25.83 0.00017 0.0445 

Table 15. The simulation result and the value of the posterior probabilities of objective state in 
controllers 3 

controller 
Total allocation 

cost 
Total completion 

time 
  

3 8432.24 25.52 0.0001185 0.03918  

Table 16. Sub-chromosomes for controller 3 

A1 A2 A3 A4 

(1,0.00083) (0,0) (0,0) (0,0) 
 

A1 A2 A3 A4 

(0,0) (1,0.001599) (0,0) (0,0)
 

A1 A2 A3 A4 

(0,0) (0,0) (1,0.001) (0,0)

A1 A2 A3 A4 

(0,0) (0,0) (0,0) (1,0.00017) 

Table 17. Global-chromosomes for controller 3 

1 2 3 4 

(9,0.0001185) (10, 0.0001185) (11, 0.0001185) (12, 0.0001185) 

Table 18. Result-chromosome 

1 2 3 4 

(5,0.000222) (6, 0.000222) (7, 0.000222) (8, 0.000222) 

 
With comparing the simulation result and in fig5 and fig6, it is clear that with con-

sidering local areas the two QoS probabilities of achieving the minimum time and 
cost is higher than the approach that is not consider the local areas. 

As shown in fig5 and fig6 this approach increase 0.0001077 the probability of mi-
nimizing the cost and 0.0154 the probability of minimizing the time. 
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Fig. 5. Increasing the probability of minimizing the cost using decomposed approach 

 

Fig. 6. Increasing the probability of minimizing the time using decomposed approach 

6 Conclusion 

In this paper it is proven that with considering local controllers and sending the tasks 
to them instead of sending the tasks to all the resources the probability of achieving 
the QoS objective such as minimizing the cost and time will increase.  
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Abstract. High performance cluster computing systems have used process mi-
gration  to balance the workload on their constituent computers and thus im-
prove their overall throughput and performance. They however fail to migrate 
processes lively in the sense that moving processes are blocked (frozen) and are 
non-responsive to any requests sent to them while they are moving to their new 
destinations and have not reached and resumed their work on their new destina-
tions. Previous efforts to prevent losing requests during process migration have 
been inefficient. We present a more efficient approach that keeps migrating 
processes live and responsive to requests during their journey to their new des-
tinations. To achieve this, we have added a new state called the exile state to the 
traditional state model of processes in operating systems. A migratory process 
changes its status to the exile state before starting to migrate. All requests to the 
migratory process are executed locally on the old location of the process until 
the process reaches its destination computer and resumes its work anew. We 
show that our approach improves the performance of clusters supporting 
process migration by decreasing freeze time. 

Keywords: High Performance Computing Clusters, Process Migration, Live 
Migration, Process Status, Distributed Systems. 

1 Background 

Process migration is the act of moving processes from one machine to other machines 
in distributed systems for load balancing, locality of resource usage, access to more 
processing power, and fault resilience. The context of a process (process state) to be 
migrated includes heap data, stack content, processor registers, address space, process 
running state, and process communication state (like open files or message channels) 
that all of them are essential for a process to continue its execution elsewhere 
[1],[2],[3]. The process running state is a part of process state that represents the run-
ning state of a process (Section 2). 

Part of process state that has the most overhead in process migration mechanisms 
is the process address space that might have hundreds of megabyte of data [2],[3], so 
the transmission of address space in recent implementations has been mentioned more 
than other process state parts. 
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In the following subsections, we will review process migration algorithms demon-
strating how to transfer the process address space and how important are challenges of 
these algorithms. 

In Section 2, we review the evolution of process models and explain the features of 
each state. In Section 3, we present our new efficient live process migration approach 
for high performance cluster computing systems. Section 4 reports an evaluation of 
the approach and Section 5 concludes the paper. 

1.1 Total-Copy Algorithm 

Total-Copy is the first and the most popular process migration algorithm [2] that is 
sometimes called eager (all) too [1]. Demos/MP [4], Amoeba [5], and Charlotte [6] 
are examples that use some versions of this algorithm in user level or kernel level. In 
this algorithm (Fig. 1) when a process is stopped executing in a source node upon 
migration, all of its state is transferred to the destination node and then resumes in the 
destination [4],[5],[6]. A modified version of this algorithm is eager (dirty) that is 
used in Mosix. This algorithm can be used only if the system has remote paging fa-
cilities. In this algorithm, just the modified pages are transferred at the migration start 
and then other pages are transferred on demand. The first cost of eager (dirty) is lower 
than Total-Copy [1] ,[7] ,[8],[9]. 

 

Fig. 1. Total-Copy algorithm 

1.2 Pre-Copy Algorithm 

The main goal of this algorithm when presented in System V [10] was to prevent 
failed communications in total copy algorithm [1]. In this algorithm, address space is 
transferred from source node to destination node while the process is executing on the 
source node (Fig. 2). When the number of modified migratory process’s pages in 
source node becomes under some threshold, the process is frozen (blocked). Then all 
of the remaining process state is transferred and the process resumes in destination 
node [10]. The freeze time is lower than that in Total-Copy algorithm. 

 

Fig. 2. Pre-Copy algorithm 
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1.3 Demand Paging Algorithm 

This algorithm was first implemented in the Accent operating system by Zayas [2]. In 
this algorithm, the migratory process is frozen, the execution, the control data, and the 
address space metadata are transferred to destination node (Fig.3), but the address space 
remains in the source node. The destination node requests pages if it needs them. This 
algorithm is called Copy-On-Reference [11]. To improve this algorithm, some operating 
systems transfer one page of heap, stack, and code at migration time too [2].  

 

Fig. 3. Demand paging  

1.4 File Server Algorithm 

This algorithm was first developed by Douglis that uses an added machine as a file 
server in the Sprite operating system [12]. In the system the process is blocked, the 
modified pages and the modified file blocks are flushed to file server, and then the 
migratory process is resumed in the destination node and requests the pages from the 
file server if it needs them (Fig. 4). This algorithm is called Flushing [1]. 

 

Fig. 4. File server 

2 Evolution of Process State Models  

In the early operating systems that were not multi-task, when a process execution was 
started, it used the processor until it was finished and so those systems did not need 
any process running state. In the recent operating systems that are multi-task and 
processes can execute interleaved, any process in its lifetime could have different 
running states (that are exclusive) [13]. The kernel should maintain the information of 
process running state in order to improve dispatcher’s performance. For example, 
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LINUX operating system holds this information in state field in task_struct structure 
[14]. In the following subsections, we review process running state evolution. 

2.1 Two-State Model  

In this model, that is the primary model in operating systems, a process is in the 
RUNNING state or NOT RUNNING state (Fig. 5). The disadvantage of this model is 
that processes can be in the NOT RUNNING queue for two reasons: have finished 
their processor quantum or waiting for I/O. The dispatcher should search the entire 
list of processes to select a suitable process and spend unnecessary time resulting in 
lower performance [13]. 

 

Fig. 5. Two-state transition diagram 

2.2 Three-State Model 

MINIX uses a three-state process model (Fig. 6) [15]. 

─ RUNNING: In this state, the process is executing its instructions. 
─ READY: The only resource that the process does not have in this state is the 

processor. The state of a process changes from RUNNING to  READY when it 
finishes its processor quantum, or from BLOCKED to READY when its desired 
request for I/O has been satisfied. 

─ BLOCKED: When a process executes a system call for I/O and the I/O is not 
available in memory, the process is removed from the dispatcher queue, its reg-
ister values are saved in the process table, and it is blocked until its I/O is 
brought to memory. A blocked process cannot continue executing even if the 
processor is idle. 

 
Fig. 6. Three-state transition diagram 
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2.3 Five-State Model 

Another process state model contains five states (Fig. 7) [17]: 

─ NEW: This state denotes the case where a process is created in response to 
fork() or exec() system calls. Process structures and process identifier are allo-
cated to the process, but the process is still not loaded into the memory possibly 
because of a restriction on the number of processes in the memory. 

─ RUNNING: This state is the same as in the three-state model. 
─ READY: In this state, the only resource that a process does not have is the pro-

cessor. While the system is ready to execute a new process, one process can 
move from the NEW state to this state. On the other hand, a process can move 
from the RUNNING state to this state because of finishing the processor quan-
tum or process pre-emption (because the event that a process with higher priori-
ty in BLOCKED state was waiting for has occurred).  

─ WAITING: The process is waiting for completion of I/O or the occurrence of a 
special event. 

─ TERMINATED (exit): In this state, the memory allocated to a process is re-
leased. In this state, the operating system releases the process. Only the account-
ing programs calculate process usages for billing purposes. A process may move 
to this state from the READY state because of termination of its parent process 
or from the BLOCK state because a parent process has killed his children. 

 

Fig. 7. Five-state transition diagram 

2.4 Seven-State Model 

Because the processor’s speed is more than I/O speed, all processes in the memory 
may be in the WAITING state. In order to prevent busy waiting the processor time, a 
new state named SUSPEND has been introduced (Fig. 8) [17]. 

The NEW, TERMINATED, READY, RUNNING, and BLOCKED states are ex-
actly similar to their counterparts in the five-state model. The states SUSPENDED & 
READY and SUSPENDED & BLOCKED are different. If all the processes in the 
main memory are blocked and the processor is idle, some blocked processes can be 
moved to secondary storage and theie state changed to BLOCK&SUSPEND. If the 
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Fig. 8. Seven-state transition diagram 

event that the process in the secondary storage was waiting for occurs, the process 
changes its state to this state and remains in secondary storage. If the event that the 
process in the secondary storage was waiting for occurs, the process changes its state 
to the READY&SUSPEND state and remains in the secondary storage. 

2.5 Nine-State Model 

In UNIX operating system [16], [17], the process state diagram has nine states  
(Fig. 9). In this model, the RUNNING state is split into USER RUNNING and  
KERNEL RUNNING, and the TERMINATED state is called ZOMBIE. The PRE-
EMPTED state queue is the same as the READY IN MEMORY; their only difference 
 

 

Fig. 9. Nine-state transition diagram 
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is how the process changes to this state. When the process is running in kernel mode 
and completes its execution in this mode, the kernel may decide to pre-empt the cur-
rent process because of a ready process with higher priority. Therefore, the current 
process goes to this state. Notice that the process only could pre-empt when it is 
switching from kernel mode to user mode. 

3 Our Approach 

As we stated in previous sections, in the current implementations of process migra-
tion, there is a freeze time for the migratory process wherein the process cannot re-
spond to any requests. For example, in the Total-Copy algorithm, the speed of address 
space transfer is too low even for processes with small address space sometimes tak-
ing several minutes. In the Pre-Copy algorithm, although we can have the small freeze 
time, but this time is dependent on the modified pages in the last step and may be 
more than the Total-Copy algorithm. In the Demand Paging algorithm, the freeze time 
is too small compared to other algorithms but its main disadvantage is that the source 
node should keep the address space until the completion of the process execution. 
This data dependency decreases the fault resilient. 

The freeze time has overhead and decreases the performance, but it is important for 
the migratory process requiring to communicate with other processes. If the freeze 
time is too long, the migratory process is assumed to have failed and communications 
are terminated. This is important especially for HPC clusters because the number of 
critical requests with low waiting time is more than other distributed systems. 

We can consider the following steps in process migration: 

1) Negotiation: After negotiation between the source and destination nodes, if 
the destination accepts the migration request, an instance of a process is 
created in the destination node. 

2) Primary migration: Some parts - based on the algorithm – of the process 
state are transferred to the destination node and imported to the new instance. 

3) Freezing process: The migratory process is blocked in the source node and 
communications are temporarily suspended. The migration is completed by 
transferring the remaining parts of the process. 

4) Some means of forwarding references: For ease of communication after 
migration we have 3 solutions: 

- Keeping the address of the destination node on the source node 
(Sprite) 

- Searching the migrated process with Multicasting (System V) 
- Notifying the communicating processes (Charlotte)  

5) Resume: The migratory process is resumed in the destination node. 

One challenge in process migration algorithm is to decrease the freeze time in step 3. 
Therefore, the number of the failed communications will be lower than the current 
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implementations. As we noted in the previous section, there is no state that a process 
can migrate and respond to its requests. Therefore, if we define a new process running 
state that all the machines in the cluster could see, and move the process to this state 
while migrating, and enable the process to respond to the requests while it resides in 
this state, then the availability of the process is improved. 

The new state (Exile) has been added to the seven-state process model (Fig.10). 
We describe this model in the following paragraphs. 

 

 

Fig. 10. Exile state in diagram. 

If a process is in the NEW state and it is selected for migration, this migration 
means remote execution. In this paper, the migration does not mean remote execution. 
It means the process can migrate after starting its execution, but in the NEW state, 
only the kernel data structures have been allocated. Therefore, there is no transition 
between the NEW state and the Exile state. 

If a process is in the RUNNING state and the load balancer selects it for migration, 
it moves the process to the READY state before migrating it. 

If a suspended process (ready or blocked) is selected for migration, it is first moved 
to memory, its state is changed to READY or BLOCKED, and then to Exile state, and 
then it is migrated. 

When the process is in READY queue and has been selected for migration, it will 
be better to change its state to Exile, because in the READY state there may be re-
quests. On the other hand, after completing migration, the migratory process should 
move from Exile to READY state at destination node because the process state should 
be similar before and after migration. 

In addition, if the process is waiting for an event in the BLOCKED state, it will be 
better to change its state to Exile because there may be signals from his parent and 
they should not be lost. Therefore, the new approach is like this: 
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1) Negotiation: After negotiation between the source and destination nodes, if 
the destination accepts it, an instance of a process will be created in the desti-
nation node. 

2) Primary migration: Some parts - base on the algorithm – of the process state 
are transferred to the destination node and imported to the new instance. 

3) Go to Exile state: The migratory process goes to this state and can responds to 
some requests that could not in BLOCKED state. The migration is completed 
by transferring the remaining parts of the process. 

4) Go to state that it was in it before migration. 
5) Some means of forwarding references: for easing communication after mi-

gration we have 3 solutions: 
6) Resume: The migratory process is resumed in the destination node. 

4 Evaluation 

To evaluate our approach, we categorize the requests based on the “maximum time 
that the sender could wait for receiving respond” in three groups and carried out three 
experiments: 

a) Critical processes with low waiting time. There are many such processes 
in HPC clusters.  

b) Processes with medium waiting time. 
c) Processes with high waiting time. 

We have assumed the following waiting times in our experiments: a) 10 quantum, b) 
30 quantum, and c) 50 quantum. In experiment 1 (Fig.11), we assumed the following 
numbers of processes a=20, b=30, c=40. That means 20 processes sent requests to a 
migratory process before the migratory process froze. Each one waited 10 quantum on 
average to receive response from the migratory process, 30 processes sent requests to 
the migratory process before the migratory process froze and each one waited 30 
quantum on average to receive response, and 40 processes sent to the migratory 
process and each one waited 10 quantum on average to receive response. In experi-
ment 2 (Fig.12), the numbers were (a=40, b=20, c=30), and in experiment 3 (Fig.13) 
are (a=30, b=40,c=20). 

As Fig.11 shows, the minimum numbers of killed processes directly depend on the 
freeze time. When the freeze time decreases the number of killed processes decreases 
too. So in our approach because of the existence of a new state and because the migra-
tory process can respond to requests in this state, the availability of the migratory 
process is increased. Fig.11 represents a distributed system with small number of 
critical requests. 
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Fig. 11. Minimum number of killed processes  
in experiment 1: a = 20, b=30, c=40 

 
Fig. 12. Minimum number of killed processes 

in experiment 2: a=40, b=20, c=30 

 
In Fig.12, the number of processes in category (b) is more than in two other cate-

gories. This experiment is for HPC clusters, because in these systems the response 
time is very important in inter process communications. When the freeze time de-
creases, the migratory process can respond to more requests compared to current 
process migration mechanisms, and the performance is increased. 

As Fig. 13 shows, when the freeze time of the migratory process is decreased the 
number of killed processes is decreased too. Therefore, in HPC clusters we need a 
process migration approach with small freeze time to improve the performance.  
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Fig. 13. Minimum number of killed processes 
in experiment 3: a=30, b=40, c=20 

5 Conclusion 

One of the important challenges of processes  in HPC clusters is the freeze time that 
the migratory process cannot respond to any requests and the sender processes may be 
killed because of not receiving any responses. In this paper, we propose to define a 
new state, named exile, over the cluster that the migratory processes stay in that while 
migrating. This state lets the process to be available and responsive to critical re-
quests. Therefore, the communications does not break and the performance is in-
creased. We evaluated this approach with the communications parameter. We consi-
dered three types of processes: critical processes, medium waiting time processes, and 
high waiting time processes. The results showed that the proposed approach improves 
the response time, and that it is especially essential for decreasing the killed rate of 
critical processes. One of the future works can be evaluating this approach with com-
puting parameter. The relationship between the quanta that we used in our experi-
ments with three categories of requests can be nearer to real ones in HPC clusters. 
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Abstract. Cluster computing systems require managing their resources and 
running processes dynamically in an efficient manner. Preemptive process mi-
gration is such a mechanism that tries to improve the overall performance of a 
cluster system running independent processes. In this paper, we show that blind 
migration of processes at runtime by such a mechanism does not lead to better 
performance. Instead, the preemptive process migration mechanism requires a 
criterion to determine if the migration of a process would enhance the cluster 
performance or not. We introduce a criterion called local robustness to guide 
the mechanism in this respect. The results of our experiments on a real imple-
mentation of a mechanism using this criterion have shown improvements to the 
overall performance of a Mosix cluster in terms of system response time com-
pared to when processes were migrated blindly.  

Keywords: Cluster Computing, Load Distribution, Process Migration, Local 
Robustness Criteria. 

1 Introduction 

Distribution of executive parts of a defined job among computing resources of a high 
performance computing (HPC) cluster system has been considered as a challenge [1, 
2]. Modern clusters deploy mechanisms for process migration, load distribution, and 
resource discovery to execute wide range of jobs with higher rates of performance. 
Legacy mechanisms for balancing the loads on cluster nodes have proved inefficient 
because modern clusters may well contain heterogeneous nodes and that they must be 
scalable [2, 3, 4]. 

PBS-Maui and Condor are two traditional cluster management systems that use 
legacy mechanisms, while Mosix is considered as a manager for more modern clus-
ters [1, 4]. Table 1 compares different features of these cluster managers. The Index 
column indicates the system feature that is measured by the load balancer for migra-
tion decisions. Each cluster manager in Table-1 has its own programming model for 
HPC. The legacy and commonly used model is the MPI-based programming model. 
BSP supports this model and uses a static job assignment mechanism without consi-
dering any system state changes at runtime. This model works well for cases there are 
no jobs to process locally. Condor does not use parallel programming models. It man-
ages jobs that need numerous CPU cycles in a long period of time [1]. 
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Table 1. Comparison of PBS-Maui, Condor, and Mosix [1, 4] 

Cluster 
Manager 
Name 

Migration  
Policy Index Dynamicity Decentralized 

Distribution 
Mechanism 

PBS-Maui 
Central 
RR 

#Job No No 
Remote 
Execution 

Condor Adaptive CPU Yes No 

Remote 
Execution 
and  
Migration 

Mosix 
OpenMosix 

Adaptive 
CPU 
Memory 

Yes Yes 

Remote 
Execution 
and  
Migration 

 
Mosix uses a model that is closer to the MPI model but there are some major dif-

ferences. Mosix does not provide a central daemon for splitting jobs into processes. 
There are no message queues either. In general, there is no superiority between the 
Mosix model and the MPI model. Each model works well in some cases. However, 
more specifically, Mosix is a more modern cluster manager because it allows the 
construction of MIMD clusters in addition to traditional SIMD clusters. The MPI 
model works well with I/O-bounded jobs because I/O-bounded jobs cannot migrate 
easily. If an I/O-bounded process migrates, destination machines make many remote 
system calls and increase communication costs. Mosix decides to migrate a process or 
not based on the cost the process must pay to run on remotely on the current machine 
when if it is migrated to a remote target machine. However, Mosix does not take 
proper decision when jobs contain a mixture of both CPU-bounded and I/O-bounded 
processes [4, 5].  

In this paper, we present a new a criterion called local robustness to guide the mi-
gration mechanism in modern cluster managers to restrict it to migrate those 
processes that do not adversely affect the overall cluster performance.  

The rest of paper is organized as follows. Section 2 discusses some efforts on 
achieving better performance based on selection policies. Section 3 presents our  
proposed local robustness concept and its goals Section 4 reports the results of our 
experiments on an OpenMosix platform. Section 5 summarizes and concludes our 
discussion about local robustness and the way forward.  

2 Related Work 

There are two sets of related works. One type of related works is presented in  
[10, 11]. In works like [10], there are two machines running some local or global jobs. 
A dynamic load distribution algorithm as well as remote execution mechanism is used 
for sending and receiving of jobs. In [10], a load distributor selects a pair of process 
and machine for remote execution operation. It chooses them based on their CPU 
requirement and the cost of migration. We will show in the next sections that it is not 
always possible to select the best pair due to the lack of global information about all 
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cluster nodes. A similar work [11] has used process migration as a mechanism for the 
transfer of processes rather than careful migration of processes.  

The second types of related works are reported in [3, 6]. Mosix was amongst the 
pioneered modern cluster managers anxious about the large number of process migra-
tions resulting in lowering the overall cluster performance and process starvation. 
That is why Mosix has limited the number of process migrations [3] using a pre-
migration processing we call local robust policy to prevent process starvation. The 
same policy has been used in [6] to determine transferring mechanism. Load  
balancing algorithm presented in [6] uses administrative parameters. Therefore, each 
machine makes decision based on its own administrative parameters. When load ba-
lancer fails to assign a process to a suitable machine, the robustness parameter de-
grades. To prevent performance degradation, the load balancer migrates a process to 
another node. In [6], robustness is defined as a function of administrative parameters. 
Administrators must trace system performance to tune this parameter.  

3 Local Robustness 

Every load balancer has to decide when to migrate a process and to where. Blind mi-
gration may adversely affect the cluster performance rather than improving it. Given 
the lack of information on the process lifetime and future behavior, the load balancer 
must use heuristics and set policies to guide its decision [3, 6, 7]. Robustness is such a 
policy that is used in the distribution of processes. The proposed method in [8] uses 
robustness as the measure of satisfying the goals’ of a process against some perturba-
tion. This definition is also used in [6]. This definition is flawed because it contradicts 
with scalability and robustness that are critically required by modern distributed sys-
tems including modern HPC cluster systems. In modern systems, cluster nodes are 
independent, may well be heterogeneous, and distributed in large scales. A more ad-
vanced definition and criterion, we call it Local Robustness in this paper, is required. 

Generally, a system is robust when it can withstand or overcome adverse condi-
tions [9]. We use this definition for local robustness. A load balancer decides to de-
cide which processes to select to migrate to which remote hosts; it uses some local 
robustness policies based on system goals. In this paper, we introduce a procedural 
way to help in making correct decisions leading to improved overall cluster perfor-
mance.  

Considering a goal of system to have as few process migrations as possible, all mi-
gration decisions on a local node is a parameter for evaluation of perturbation and 
migration policy. The need to migrate is a local perturbation. A policy might be to 
defer some migrations until next decision phase. This policy may result in reducing 
future migrations. It is imperative that any policy might result in probabilistic im-
provement. Local robustness policies must improve robustness parameter. In the next 
section, a system is simulated to show the improvements due to local robustness satis-
fying system distribution goals. There are four steps for applying local robustness 
policy to load distribution [8].  
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To deal with the problem of selecting suitable target machines to migrate processes, 
we use a four-step robust measurement as a standard way of handling this problem [8]. 
Each local robustness policy has a set of goals, which defines the system performance 
features. They must satisfy their proposed conditions. For example, all jobs submitted to 
the cluster must complete running in two hours, or the number of migrations of each 
process must be less than four per hour. These constraints are affected by factors such as 
process requirements and machine heterogeneity. If a process is sought as the best can-
didate for migration, it could be a good candidate in it migrated machine too, resulting 
in its multiple migrations.. After defining these conditions and goals, the load distributor 
must be configured to reduce the migrating-enabled process set with respect to local 
robustness policy. The four steps of local robustness are:  

1. Performance Feature: In this step, a set of parameters and their acceptable condi-
tions are defined. In load distribution, four parameters are important, namely the 
average response time, the average number of migrations for processes initiated on 
a local machine, the first response time, and the total duration. One may consider 
one or more of these parameters. 

2. Perturbation Parameter: Perturbation of processes and machines. 
3. Impact of Perturbation on Performance Features: Determining a pair of 

<process, machine> affects the performance features. These effects must be ana-
lyzed using probabilistic methods due to dynamic nature of processes. 

4. Robustness Metric: This metric helps the load balancer to decide what pair is bet-
ter for migrating.  

4 Mosix Case Study 

The Mosix load balancer uses a vendor-customer model for deciding on migrations 
[4, 5]. Processes buy resources such as CPU, memory, and I/O with time units [12]. It 
works based on the allocation of the next quantum of scheduler (Eq. 1). 

diff=RemoteMachineCost-ProcessMigCost-ProcessIODependency-
LocalMachineCost . 

(1) 

The Mosix load balancer migrates a process with maximum diff. Fig. 1 shows the 
results of running our first experiment on an OpenMosix cluster with 4 nodes each 
containing an Intel 2.5 GHz CPU and 512 MB of memory.  

The horizontal axis in Fig. 1 contains three numbers showing the need of each 
process. The first one is the I/O dependency, the second one is the memory need, and 
the last one is the CPU need. The red line shows the real running time of each 
process. The blue line shows the real CPU time used, and the green line shows the 
difference between these two. 

The difference between reality and goal is due to multitasking and process migra-
tions. In this experiment, all processes were created at the same time on one node and 
then distributed to other machines in the cluster. Since processes may contain some 
I/O operations, some time is wasted due to I/O operations on non-home machines. In 
the next experiment, we use a local robust policy to show this point. 
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Fig. 1. Differences between CPU Get and Time spent for each process exp-1 

As we noted before, there is no rule to classify process types in this experiment. 
Therefore, a local robustness’ goal could be to reduce the number of process migra-
tions to reduce starvation. To do this, the load balancer can use the number of migra-
tions of a process as its perturbation and then limit the number of migrations by a 
tuned threshold. Fig. 2 shows the result of this experiment on previous set of 
processes. 

 

 

Fig. 2. Differences between CPU Get and Time spent for each process exp-2 

In the second experiment, some differences have decreased and some others have 
increased. The result shows that the average response time and turnaround time have 
been decreased (Fig. 4). In fact, the local robust policy has limited the migrant 
processes. Eq. 2 shows this policy model. 

Φ=max(diff(p)) where p is in {p| mig(p)<threshold} (2) 
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This model has a major disadvantage. Defining a suitable threshold is a problem. In 
our experiments, the average number of migrations has been set as a threshold for the 
load balancer. In order to overcome this challenge, we define a process to be migra-
tion-enabled if it spends some defined time on its host. This time can be a function of 
previous migration time of the process. Fig. 3 shows the result of third experiment. 

 

 

Fig. 3. Differences between CPU Get and Time spent for each process exp-3 

Again, in some cases, difference has decreased and in some others has increased. 
In this scenario, the average number of migrations, average response time, and the 
first response times have decreased but the total execution time has increased. For 
situations like this, the load balancer can use some heuristic methods to estimate 
process lifetime and improve the result. Prediction of process lifetime may well be 
inaccurate and a menace to load balancing decisions. Eq. 3 shows this local robust-
ness model. 

 
Φ=max(diff(p)) where p is in {p| onemigtime(p)*c<hosttime, c is a constant}     (3) 
 

Fig. 4 demonstrates a comparison between these three experiments. Note that the 
value of c as a constant depends on the application at hand and varies from one appli-
cation to another; it has to be given a value by experience on the application in mind. 

 

 
Fig. 4. Comparison between three methods 
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We carried out another experiment with a selection mechanism that chose the 
second process from the list containing a pair of <machine, process>. The mentioned 
list was sorted based on diff value. If there was no second process, the best process 
was considered as a candidate for migration. Fig. 5 shows the results of this  
experiment 

This method has lead to better results than when no local robustness policy was 
used. The average response time, the average number of migrations, and the total time 
have decreased whereas the execution time of the first completed process is increased. 
Indeed, in HPC applications, both response time and average response time are im-
portant. Eq. 4 shows local robustness model. 

Φ=second-max(diff(p)) (4) 

 

 

Fig. 5. Differences between CPU Get and Time spent for each process semi-second-best 

When a process is selected as the best candidate for migration once, it may be se-
lected again as a candidate in future. The second best process is a pair of <process, 
machine>. Indeed, there is less probability for the second best process to be selected 
as the second best process again in future on another machine. Usually a combination 
of heuristic methods and analyzed probabilistic policies can lead to more promising 
results in line with the goals of local robustness. Analyzing the probability of what 
will happen in future is very difficult due to unforeseen nature of processes form the 
operating system view. By using the application type and tuning cluster for such an 
application type, MIMD goal is violated. Fig. 6 shows a comparison between re-
sponse times of each process. Fig. 6 illustrates that if a process has many I/O depen-
dencies and has occupied memory and used few CPU cycles, it may be better stop-
ping the local robust policy. It also demonstrates that it is better to use the second-best 
local robustness policy, as there are processes with completely different resource 
requirements. 
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Fig. 6. Comparison between four local policies 

5 Conclusion and Future Work 

Load distribution has been brought forth for discussion since the beginning of  
computer clusters. A reason for this is the wide range of processes that need computa-
tional power of clusters. Due to unpredictable nature of processes, load distribution 
mechanism must be developed to adapt to process requirements. On the other hand, 
modern clusters have MIMD architecture that must be able to run processes with dif-
ferent resource requirements. Therefore, a dynamic and online load distribution me-
chanism must satisfy user requirements and support administrators’ decisions.  

One of the popular solutions to distribute load among cluster resources is preemp-
tive process migration. We have shown that a blind preemptive process migration 
mechanism does not suit high performance cluster (HPC) systems as it reduces their 
performance. Therefore, load distributor needs some policy to make better decisions 
on selecting the best pair of <process, target-machine> at decision making times that 
cannot be detrimental to cluster performance. We have called these policies local 
robustness policies. The local robustness policy we proposed had a set of goals, some 
perturbation against those goals, and a probabilistic solution.  

The work on local robustness concept can be further studied in several ways. The 
introduction of a new parameter to show local robustness as a numerical value can 
lead to better migration decisions leading to higher system performance. This parame-
ter should denote a probabilistic value stating the probability of being better in the 
future with respect to defined goals. Determining local robustness policy based on the 
nature and requirements of each application is another opportunity to apply local ro-
bust concept. Our experiments showed that the selection of a second-best pair of 
<process, machine> in deciding which process to migrate leads to better results than 
selecting the best pair.  
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Abstract. The Big Bang–Big Crunch (BB–BC) algorithm is a new optimization 
method that is based on one of the theories of the evolution of the universe 
namely the Big Bang and Big Crunch theory. According to this method, in the 
Big Bang phase some candidate solutions to the optimization problem are ran-
domly generated and spread all over the search space. In the Big Crunch phase, 
randomly distributed candidate solutions are drawn into a single representative 
point via a center of population or minimal cost approach. This paper presents 
BB-BC based novel approach for data clustering. The simulation results indi-
cate the applicability and potential of this algorithm on data clustering. 

Keywords: Big Bang-Big Crunch algorithm, Cluster analysis. 

1 Introduction 

Based on the Big Bang and Big Crunch theories a new evolutionary algorithm was 
recently developed and is called as BB-BC algorithm where BB stands for Big Bang 
and BC stands for Big Crunch [1]. The main feature of the Big Bang phase is the 
production of disorder and randomness by energy dissipation or consumption; whe-
reas, placing the randomly distributed particles in order is the characteristic of the Big 
Crunch phase. In the Big Bang phase, the BB-BC algorithm randomly generates 
points which will be shrunk into a single representative point through the center of 
mass in the Big Crunch phase. Eventually after the series of Big Bangs and Big 
Crunches the randomness distribution in the search space during the Big Bang gets 
smaller about the average point computed during the Big Crunch, and then the algo-
rithm converges to a solution. Recently, the BB-BC algorithm has been successfully 
applied in some applications [2-5]. 

This paper intends to demonstrate the applicability and effectiveness of the BB-BC 
algorithm in cluster analysis. Clustering is the act of partitioning a set of objects into 
groups in such a way objects within the same group are similar between themselves 
and dissimilar to objects belonging to other groups [6]. It is an important data analysis 
technique that is used in a large variety of applications such as marketing and costu-
mer analysis, document clustering, computer vision, anomaly detection, biology, and 
medicine [7-12].  
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The remaining of this paper is organized as follows. In Section 2, we have  
explained briefly the clustering problem. Review of BB-BC and its application on 
cluster analysis is described in Section 3. Experiments and results is presented and 
discussed in Section 4. Finally, the conclusion of this work is given in Section 5. 

2 Cluster Analysis 

Cluster analysis is the procedure of dividing a given set of n objects O = {O1, O2,..., 
On}, each of them explained by d attributes into a finite number of k partitions, also 
called clusters C = {C1, C2,..., Ck}, so that the objects in the same cluster will be  
similar to one other and different from the objects in other clusters based on some 
similarity or dissimilarity functions. To find centers of clusters, the problem can be 
defined as an optimization problem. 

A famous objective function for measuring goodness of a clustering solution is the 
total mean-square quantisation error (MSE) [6]: 
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where  ),( li ZOd specifies the dissimilarity between object Oi and cluster center Zl. 

There are different functions for calculating the distance between objects in clus-
tering problem. One of the popular and widely used distance functions is the Eucli-
dean distance, where between any two objects Oi and Oj is defined by [6]: 
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In this paper, we have used the Euclidean distance for calculating the distance be-
tween data objects. 

3 Big Bang–Big Crunch (BB–BC) Method for Data Clustering 

The BB–BC method is composed of two phases [1]: a Big Bang phase, and a Big 
Crunch phase. In the Big Bang phase, some candidate solutions to the optimization 
problem are randomly generated and distributed in the search space. As in the case of 
other evolutionary algorithms in the first Big Bang the initial solutions are uniformly 
distributed throughout the search space.  The Big Crunch phase begins after the Big 
Bang phase by calculating the center of all candidate solutions called as “center of 
mass” , where ‘mass’ refers to the inverse of objective function value. 

Actually, the Big Crunch phase is a convergence operator that has many inputs 
(candidate solutions) but only one output (center of mass). The formula below is used 
to calculate the point representing the center of mass (xc): 
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where xi is a solution within an n-dimensional search space generated, fi is the fitness 
value of this solution, N is the number of candidate solutions in the Big Bang phase. 

After the Big Crunch phase, the Big Bang phase is repeated again and the new so-
lutions are generated by utilizing the previous knowledge (center of mass) by distri-
buting the new off-springs around the center of mass via a normal distribution process 
in all the directions. When the number of algorithm iterations increases, the standard 
deviation of the normal distribution function decreases. New solutions are created 
based on the following formula:  

 Ni
k

lr
xx ci

new ...,,2,1=+=  (4) 

where r is a random number from a standard normal distribution which changes for 
each candidate, l is a parameter for limiting the size of the search space, and k is the 
iteration step. 

These successive explosion (Big Bang phase) and contraction (Big Crunch phase) 
steps are carried out repeatedly until a termination criterion has been met. Here, a 
maximum number of iterations is used as the termination criterion. 

The search capability of BB-BC algorithm used in this article for the purpose of 
data clustering. In order to apply BB-BC algorithm for data clustering a 1-dimension 
array is used to represent a candidate solution to the clustering problem. Each candi-
date solution is regarded as a set of k initial cluster centers where each cell in array is 
a cluster center dimension. Fig. 1 shows an example of a candidate solution for a 
problem with k clusters, where each data object has d attributes. 

 
Fig. 1. Example of a candidate solution 

Based on the above description, in our proposed algorithm the following steps 
should be done and repeat: 

Step 1: Random generation of initial population  

In this step, a set of initial solutions are randomly generated from the input dataset. 
Each solution represents k cluster centers. 

Step 2: Evaluation 

Calculate the fitness values of all the candidate solutions according to Eq. (1). 
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Step 3: Big Crunch pahese  

Calculate the center of mass using Eq. (3). Best fit candidate can be chosen as the 
center of mass instead of using Eq. (3). 

Step 4: Big Bang phase  

Generate new solutions around the center of mass by adding or subtracting a normal 
random number to the center of mass (xc). The value of the random number decreases 
as the iterations elapse. 

Step 5: Check the termination criteria  

The algorithm will be stopped if the termination criterion is met, else it will go back 
to step 2. 

4 Experimental Results 

In this section, we show the applicability of the BB-BC algorithm on data clustering 
using four benchmark datasets. The datasets are all well-known Iris, Wine, Contra-
ceptive Method Choice and Wisconsin breast cancer datasets taken from Machine 
Learning Laboratory which are described as follows [13]: 

Iris (n=150, d=4, k=3): This dataset was collected by Anderson (1935). It contains 
three classes of 50 objects each, where each class refers to a type of iris flower. There 
are 150 random samples of iris flowers with four numeric attributes in this dataset. 
These attributes are sepal length and width in cm, petal length and width in cm. There 
is no missing value for attributes. 

Wine (n=178, d=13, k=3): This dataset contains the results of a chemical analysis of 
wines grown in the same region in Italy but derived from three different cultivars.  
This dataset contains 178 instances with 13 continuous numeric attributes. There is no 
missing attribute value. 

Contraceptive Method Choice also denoted as CMC (n = 1473, d = 10, k = 3): This 
dataset is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey. 
The samples are married women who either were not pregnant or did not know if they 
were at the time of interview. The problem is to predict the choice of current contra-
ceptive method (no use has 629 objects, long-term methods have 334 objects, and 
short-term methods have 510 objects) of a woman based on her demographic and 
socioeconomic characteristics. 

Wisconsin breast cancer (n = 683, d = 9, k = 2): This dataset contains 683 objects 
each of which described by nine features: clump thickness, cell size uniformity, cell 
shape uniformity, marginal adhesion, single epithelial cell size, bare nuclei, bland 
chromatin, normal nucleoli, and mitoses. There are two clusters in the dataset: malig-
nant (444 objects) and benign (239 objects). 
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We have compared the performance of the BB-BC algorithm with three well 
known clustering algorithms including k-means [14], genetic algorithm [15] and par-
ticle swarm optimization algorithm [16]. The quality of the solutions is given in terms 
of the best, average and worst values of the clustering metric (Eq. 1) after 10 indepen-
dent runs for each of the four datasets. This metric known as sum of intra-cluster dis-
tances. The standard deviation of solutions (Std) for each algorithm is given to check 
the viability and stability of algorithms. It is clear that the small value for the sum of 
intra-cluster distances and Std is desirable. Table 1 shows these results. 

For the iris dataset, the average of solutions found by BB-BC is 96.67718, while 
this value for the k-means, GA and PSO is 106.05, 125.19 and 97.23 respectively. It 
means that, BB-BC can find high quality solutions compared to other methods. More-
over, the standard deviation of the BB-BC algorithm is smaller than other algorithms. 
In other words, it is reliable than other approaches. Based on the results for the wine 
and CMC datasets, we can see the effectiveness of the BB-BC algorithm. For the 
cancer dataset, the best, average and worst solutions and standard deviation of the 
BB-BC algorithm are 2964.38764, 2964.38813, 2964.38894 and 0.00050 which are 
much better than those of other algorithms. 

Table 1.  Simulation results of intra cluster distances for clustering algorithms 

Data set Criteria K-means GA PSO BB-BC 

Iris Best 
Average 
Worst 
Std 

97.33 
106.05 
120.45 
14.63 

113.98 
125.19 
139.77 
14.56 

96.89  
97.23  
97.89  
0.347 

96.67718 
96.77319 
97.40443 
0.22260 

Wine Best 
Average 
Worst 
Std 

16555.68 
18061.00 
18563.12 
793.21 

16530.53 
16530.53 
16530.53  
0 

16345.96 
16417.47 
16562.31 
85.49 

16299.53193 
16304.29787 
16309.50918 
2.87718 

CMC Best 
Average 
Worst 
Std 

5842.20 
5893.60 
5934.43 
47.16 

5705.63 
5756.59 
5812.64 
50.36 

5700.98 
5820.96 
5923.24 
46.95 

5700.63051 
5744.03239 
5780.27270 
26.63582 

Cancer Best 
Average 
Worst 
Std 

2999.19 
3251.21 
3521.59 
251.14 

2999.32 
3249.46 
3427.43 
229.73 

2973.50 
3050.04 
3318.88 
110.80 

2964.38764 
2964.38813 
2964.38894 
0.00050 

 
In general, the results given in Table 1 show that the BB-BC optimization approach 

can be considered as a viable and an efficient algorithm to find optimal or near optim-
al solutions of the clustering problems. 

5 Conclusion 

The BB-BC is a novel heuristic algorithm that can be used for solving search and 
optimization problems. The applicability and potential of BB-BC in cluster analysis is 
shown via the simulation results. The simulation results confirm that the BB-BC  
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algorithm is a suitable and reliable technique for data clustering. It has a simple struc-
ture and provides high quality clusters in term of sum of intra-cluster distances. For 
future research, we believe that the BB-BC algorithm can be applied to other applica-
tions successfully. Moreover, its performance can be improved via combining with 
some other meta-heuristic algorithms properly. 
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Abstract. In order to improve the exploration ability of Quantum Evolutionary
Algorithm (QEA) and helping the algorithm to escape from local optima, this
paper proposes a novel operator which uses the history of search process during
the previous iterations to lead the q-individuals toward better parts of the search
space. In the proposed method, in each iteration the history of the solutions is
stored in a set called the history set. The history of solutions contains some in-
formation about the fitness landscape and the structure of better and worse so-
lutions. This paper proposes a new operator which exploits this information to
make a figure about the backbone structure of the fitness landscape and lead the
q-individuals to search better parts of the search space. The proposed algorithm
is tested on Knapsack Problem, Trap Problem, Max-3-Sat Problem and 13 Nu-
merical Benchmark functions. Experimental results show better performance for
the proposed algorithm than the original version of QEA.

Keywords: Optimization Algorithms, Quantum Evolutionary Algorithms,
Landscape Analysis.

1 Introduction

The concept of fitness landscape, introduced by Wright[1] demonstrates the dynamics
of biological evolutionary optimization. This concept has been useful for the analy-
sis and understanding of evolutionary algorithm’s behavior. Fitness landscape analysis
techniques are used to better understand the influence of variation operators when solv-
ing a combinatorial optimization problem[2]. The result of fitness landscape analysis
can be used in designing a memetic [3,4] and evolutionary algorithms[5].

Quantum Evolutionary Algorithms are new optimization algorithms proposed for class
of combinatorial optimization problems [6]. QEA uses probabilistic representation for
possible solutions and this characteristic helps the q-individuals to represent all the search
space simultaneously. Several works try to improve the performance of QEA. Combining
the concepts of Immune systems and QEA, [7] proposes an immune quantum evolution-
ary algorithm. In another work [8] proposes a novel particle swarm quantum evolutionary
algorithm. A new adaptive rotation gate is proposed in [9] which uses the probability am-
plitude ratio of the corresponding states of quantum bits. Inspired by the idea of hybrid
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optimization algorithms, [10] proposes two hybrid-QEA based on combining QEA with
PSO. In [11] a novel Multi-universe Parallel Immune QEA is proposed. In the algorithm
all the q-individuals are divided into some independent sub-colonies, called universes.
Since QEA is proposed for the class of combinatorial optimization problems, [12] pro-
poses a new version of QEA for numerical function optimization problems. A novel
quantum coding mechanism for QEA is proposed in [13] to solve the travelling sales-
man problem. In another work [14] points out some weaknesses of QEA and explains
how hitching phenomena can slow down the discovery of optimal solutions. In this al-
gorithm, the attractors moving the population through the search space are replaced at
every generation. A new approach based on Evolution Strategies is proposed in [15] to
evolve quantum unitary operators which represents the computational algorithm a quan-
tum computer would perform to solve an arbitrary problem. In order to preserve the
diversity in population and empower the search ability of QEA, [16] proposes a novel
diversity preservation operator for QEA. Reference [17] proposes a sinusoid sized pop-
ulation QEA that makes a tradeoff between exploration and exploitation. While QEA is
suitable for combinatorial problems and is relatively weak for real coded problems like
numerical function optimization problems, several works have focused on this foible.
Reference [18] proposes a probabilistic optimization algorithm, which similar to QEA
uses a probabilistic representation for possible solutions.

How an evolutionary algorithm can use the information about the fitness landscape
which it has visited during the search process? Many researchers have tried to study the
landscape of optimization problems. During the search process, evolutionary algorithms
search through the search space and visit many solutions and local optima. The visited
solutions and their fitness represent the backbone structure of the fitness landscape. Us-
ing this information, evolutionary algorithms can be informed to search better parts of the
search space for better solutions. This paper proposes a new operator for QEA which uses
the information gathered from the fitness landscape and uses it to lead the q-individuals
toward better parts of the search space. In the proposed method, the best, worst and me-
dian solutions during each iteration are stored in a set called history of solutions. After
the population converged, the history of solutions is used to reinitialize the population
with the values representing better parts of the search space with higher probability.

This paper is organized as follows. Section 2 introduces Quantum Evolutionary
Algorithm and its representation. In section 3 the proposed algorithm is proposed and
its parameter is investigated. Experimental results are performed in section 4 and finally
section 5 concludes the paper.

2 QEA

QEA is inspired from the principles of quantum computation, and its superposition of
states is based on qubits, the smallest unit of information stored in a two-state quantum
computer. A qubit could be either in state ”0” or ”1”, or in any superposition of the two
as described below:

|ψ〉 = α |0〉+ β |1〉 (1)

Where α and β are complex numbers, which denote the corresponding state appearance
probability, following below constraint:
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|α|2 + |β |2 = 1 (2)

This probabilistic representation implies that if there is a system of m qubits, the system
can represent 2m states simultaneously. At each observation, a qubits quantum state
collapses to a single state as determined by its corresponding probabilities.

Consider i− th individual in t − th generation defined as an m-qubit as below:[
αt

i1 αt
i2 . . . αt

i j . . . αt
im

β t
i1 β t

i2 . . . β t
i j . . . β t

im

]
(3)

Where
∣∣∣αt

i j

∣∣∣2
+

∣∣∣β t
i j

∣∣∣2
= 1 , j = 1,2, ...,m,m is the number of qubits, i.e., the string length

of the qubit individual, i = 1,2, ...,n,n is the number of possible solution in population
and t is generation number of the evolution.

2.1 QEA Structure

In the initialization step of QEA, [αt
i j β t

i j]
T of all q0

i are initialized with 1√
2
. This implies

that each qubit individual q0
i represents the linear superposition of all possible states

with equal probability. The next step makes a set of binary instants; xt
i by observing

Q(t) = {qt
1,q

t
2, ...,q

t
n} states, where X(t) = /xt

1,x
t
2, ...,x

t
n/ at generation t is a random

instant of qubit population. Each binary instant, xt
i of length m, is formed by selecting

each bit using the probability of qubit, either |αt
i j| or |β t

i j| of qt
i. Each instant xt

i is eval-
uated to give some measure of its fitness. The initial best solution b = maxn

i=1{ f (xt
i)}

is then selected and stored from among the binary instants of X(t). Then, in ’update’
Q(t), quantum gates U update this set of qubit individuals Q(t) as discussed below.
This process is repeated in a while loop until convergence is achieved. The appropriate
quantum gate is usually designed in accordance with problems under consideration.

2.2 Quantum Gates Assignment

The common mutation is a random disturbance of each individual, promoting explo-
ration while also slowing convergence. Here, the quantum bit representation can be
simply interpreted as a biased mutation operator. Therefore, the current best individual
can be used to steer the direction of this mutation operator, which will speed up the
convergence. The evolutionary process of quantum individual is completed through the
step of ”update Q(t)”. A crossover operator, quantum rotation gate, is described below.
Specifically, a qubit individual qt

i is updated by using the rotation gate U(θ ) in this al-
gorithm. The j− th qubit value of i− th quantum individual in generation t, [αt

i j β t
i j]

T

is updated as:

[
αt

i j
β t

i j

]
=

[
cos(Δθ ) − sin(Δθ )

sin(Δθ ) cos(Δθ )

][
αt−1

i j

β t−1
i j

]
(4)

Where Δθ is rotation angle and controls the speed of convergence and determined from
Table 1. Reference [19] shows that these values for Δθ have better performance.
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Table 1. Lookup Table of Δθ , the rotation gate. xi is the i− th bit of the observed binary solution
and bi is the i− th bit of the best found binary solution.

3 The Proposed Algorithm

In QEA by converging the algorithm the quantum bits converge to the true values of
[α β ]T = [0 1]T or [α β ]T = [1 0]T . In this condition the algorithm is trapped in a
local optimum and has little chance to escape from the local optimum. The proposed
method in this paper is a novel reinitialization operator for the population of QEA which
improves the diversity of the population and helps the algorithm to escape from the
local optima. In the proposed algorithm in each generation, the convergence of the
population is calculated and when the population converged, it is reinitialized based on
the information it has gathered about the fitness landscape during its previous search
steps. The convergence of the population is calculated as [23]:

C = 1
n×m ∑m

i=1 ∑n
j=1

∣∣∣1−2
∣∣αi j

∣∣2
∣∣∣

Where C is the convergence of the population, m is the size of population (the number
of the q-individuals in the population) and n is the number of q-bits in the q-individuals
(the dimension of the problem). Initializing the population when it converges, gives the
q-individuals a new chance to search the search space and find new solutions. Instead of
giving the values to the q-individuals to represent the whole search space with the same
probability, this paper proposes a new method which uses the history of search process
during the past generations to make better q-individuals, representing the better parts of
the search space with higher probability. There are many researches trying to understand
the fitness landscape behavior of optimization problems [1,2,3,4]. Some of them try
to exploit that in making new algorithms with better performance [5]. In this paper
we propose a new method which during its search process gathers some information
about the fitness landscape of the problem. Once the q-individuals are trapped in a
local optimum, using the gathered information the proposed method reinitializes the
q-individuals. Having some ideas about the fitness landscape, the proposed algorithm
reinitializes the q-individuals to represent the better parts of the search space with higher
probability. The pseudo code of the proposed algorithm is as follows:
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Proposed Algorithm
begin

t = 0
1. initialize Q0

2. make X0 by observing the states of Q0.
3. evaluate X0

4. Store X0 into B0. Store the best solutions among X0 into b.
5. while not termination condition do

begin
t = t + 1

6. make Xt by observing the states of Qt−1

7. evaluate Xt

8. Update Qt using Q-gate
9. store the best solutions among Bt−1 and Xt into Bt

10. update Hb, Hm and Hw.
11. if the population has converged, reinitialize q-individuals based on Hb, Hm and

Hw. Then eliminate the members of Hb, Hm and Hw.
12. if migration-condition then do the global or local migration.

end
end

QEA has a population of quantum individuals Qt = {qt
1,q

t
2, ...,q

t
n,} where t is gen-

eration step and n is the size of population. A comprehensive description of QEA can
be found in [6]. The QEA procedure is described as:

1. In the initialization step all qubits α0
i j and β 0

i j, i = 1,2, ...,n and j = 1,2, ...,m are

initialized with 1/
√

2. It means the probability of observing 0 and 1 for all qubits
is equal.

2. In this step the binary solutions X0 = {x0
1,x

0
2, ...,x

0
n} at generation t = 0 are created

by observing Q0. Observing xt
i j from qubit

[
αt

i j β t
i j

]
is performed as below:

xt
i j =

{
0 i f U(0,1) < |αt

i j|2
1 otherwise

(5)

Where U(., .), is a uniform random number generator.
3. All solutions in Xt are evaluated with fitness function.
4. Store X0 into B0. Select best solution among X0 and store it to b.
5. The while loop runs until termination condition is satisfied. Termination condition

can be considered as maximum generation condition or convergence condition.
6. Observe Xt from Qt−1.
7. Evaluate Xt by fitness function
8. Update Qt

9. Store the best solutions among Bt−1 and Xt to Bt . If the fittest solution among Bt is
fitter than b then store the best solution into b.
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10. The best, median and worst possible solutions among the binary solutions Xt are
added to Hb, Hm and Hw, where H is the history of X , containing the best, median
and the worst possible solutions found in previous searches, since the last time the
population has been reinitialized until current iteration t.

11. Here the convergence status of the population is checked. If the population has
converged, the population is reinitialized based on H. The new q-individuals are
reinitialized as follows:

Bi =
1

∑t−t′
j=1 e−

j
λ

t−t′

∑
j=1

e−
j
λ Hb

i j (6)

Mi =
1

∑t−t′
j=1 e−

j
λ

t−t′

∑
j=1

e−
j
λ Hm

i j (7)

Wi =
1

∑t−t′
j=1 e−

j
λ

t−t′

∑
j=1

e−
j

λ Hw
i j (8)

Where Hb, Hm and Hw are the history of best, median and worst possible solutions
respectively, Hb

i j is the i− th bit of j− th possible solution in Hb, t is current iteration,

t ′ is the last iteration which the population has been reinitialized (i.e. Hb has t − t ′
members). Here j = 1 represents the most recently added solution to the history set and
j = t − t ′ represents the first solution added to the history set after the reinitialization
step. Bi is the weighted average of i− th bit among all the possible solutions in Hb. As
it is seen in 6 the solutions in the more recent iterations have more weight and so more
influence on Bi, Mi and Wi. If Bi is near 1, it means that in most of better possible
solutions, this bit has the value of 1, and it is better to give a value to this q-bit which
represents 1 with higher probability. Analogously, if Wi is near 1, it means that in most
of worse possible solutions, this bit is 1, therefore it is better to give a value to this
q-bit which represents 0 with higher probability. Accordingly, this paper proposes the
following method for reinitialization step:

qt
i j =

π
4

+[2Bi +Mi−3Wi]× π
16

(9)

Where j = 1,2, ...,n , n is the number of q-individuals in the population, i = 1,2, ...,m,
m is the number of q-bits in the q-individuals, i. e. the dimension of the problem.

The proposed reinitialization operator gathers information from its previous searches
and reinitializes the q-individuals with the values representing better parts of search
space.

3.1 Parameter Tuning

As it is seen in step 11 of the proposed algorithm, the proposed algorithm has a param-
eter of λ . This section tries to find the best parameter for the proposed algorithm for
several benchmark functions. The size of population for all the experiments is set to



Improvement of the Performance of QEA 395

25, and the parameter is set to λ =(1,10,20,30,40,50,60,70,80,90,100). Figure 1 shows
the parameter setting for the proposed algorithm on Knapsack problem and Schwefel
problem. The results are averaged over 30 runs. This paper finds the best parameter for
the proposed operator for several benchmark functions and the results are summarized
in Table 2. The average of the best parameter over all the benchmark functions is λ =30.

(a) (b) (c)

λ = 1
λ = 5

λ = 10

λ = 20

λ = 50

Fig. 1. a) The weight of the solutions as a function of iterations. The vertical axis is the weight
and the horizontal axis is time difference from the solution in history set and current iteration.
The effect of the parameter λ on the performance of the proposed algorithm: b) on Generalized
Schwefel’s Function 2.26, c) Knapsack problem Penalty Type.

Table 2. Best parameter for the proposed Update operator. The results are averaged over 30 runs.

Problem λ Problem λ Problem λ Problem λ

Kpck Rep 1 15 Kpck Rep 2 20 Kpck Pen 1 20 Kpck Pen 2 45
Trap 10 Schwefel 10 Rastrigin 35 Ackley 40
Griawank 25 Penalized1 35 Penalized2 40 Schwefel 2.22 25
Michalewicz 45 Goldberg 35 Sphere 30 Rosenbrock 40
Schwefel 2.21 25 Dejong 50 Max-Sat α = 6 5

4 Experimental Results

The proposed algorithm is compared with the original version of QEA to show the im-
provement on QEA. The best parameters as found in previous sections are used in order
to provide fair comparison between the proposed algorithm and the original version of
QEA. The parameters of QEA is set to the best parameters found in [6]. The experimen-
tal results are performed on Knapsack problem Penalty type 1 and 2, Knapsack problem
Repair types 1 and 2, Trap problem, Max-3-Sat and 13 numerical function optimization
problems, for the dimension of 100 and 250. The population size of all algorithms for
all of the experiments is set to 25; termination condition is set for a maximum of 1000
iterations. The parameter of QEA is set to Table 1. The parameter of the proposed al-
gorithm is set to the values found in previous section. Due to statistical nature of the
optimization algorithms, all results are averaged over 30 runs.

Table 3 shows the experimental results on the proposed algorithm and the original
version of QEA. According to Table 3, the algorithm improves the performance of
QEA significantly, and in all the experimental results, the proposed algorithm reaches
better results.
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Table 3. Experimental results on Knapsack problem, Trap Problem, Max-3-Sat and 13 numerical
function optimization problems. The number of runs is 30. Mean and STD represent the mean of
best answers and standard deviation of best answers for 30 runs respectively. m is the dimension
of problem.

m=100 m=250
QEA Proposed Algorithm QEA Proposed Algorithm

Problem Mean STD Mean STD Mean STD Mean STD

Kpck Pen 1 4964.5 337.9 5057 368.3 11562 828 12602 1151
Kpck Pen 2 3616.1 154.9 3869 221.8 8668 321 9551 576
Kpck Rep 1 3785.2 173 3919 208 9091 404 9784 592
Kpck Rep 2 3966.8 46.13 3967 46.03 10414 242 10420 237
Trap 68.32 4.04 85.13 8.66 144 8.29 118.986 18.9
Max-Sat α = 2 0.989 0.010 0.999 0.012 0.976 0.013 0.983 0.015
Max-Sat α = 4 0.967 0.009 0.981 0.013 0.949 0.009 0.957 0.012
Max-Sat α = 6 0.955 0.008 0.965 0.012 0.941 0.009 0.948 0.011
Max-Sat α = 8 0.945 0.007 0.954 0.010 0.932 0.008 0.937 0.0009
Max-Satα = 10 0.938 0.007 0.953 0.010 0.927 0.007 0.935 0.0093
Schwefel -2.5 ×104 2523 -2.2 ×104 3490 -7.6 ×104 4490 -7.2 ×104 5891
Rastrigin -149.4 159.2 26.26 212.1 -1182 292 -878 398
Ackley -19.83 0.05 -19.98 0.003 -19.99 5×10−4 -20 1×10−5
Griewank -1006.6 271.7 -656.5 386.8 -3870 556 -3208 768
Penalized 1 -5.4 ×104 1.5×104 -3.4 ×104 2.2×104 -2.1 ×105 2.8×104 -1.7 ×105 4.0×104

Penalized 2 -1.6 ×105 9.0×104 -1.5 ×105 8.3×104 -6.2 ×105 2.2×105 -7.2 ×105 1.7×105

Michalewicz 174.28 30.87 208.85 40.75 286 54 357 74
Goldberg -15.26 3.2 -12.29 4.1 -54.20 6.0 -50.60 7.4
Sphere Model -3.7 ×108 1.9 ×108 -1.7 ×108 2.5 ×108 -1.8 ×109 4.6 ×108 -1.3 ×109 6.2 ×108

Schwefel 2.22 -251.79 38.15 -199.77 54.07 -828 67.5 -734 95.7
Schwefel 2.21 -86.53 1.55 -80.49 3.48 –95.59 0.39 -92.58 1.3
Dejong -1.6 ×106 9.2×105 -7.4 ×105 1.1×106 -1.9 ×107 5.8 ×106 -1.4 ×107 7.7 ×106

Rosenbrock -2.8 ×108 1.5×108 -1.4 ×108 2.0×108 -1.5 ×109 3.4 ×108 -1.0 ×109 4.9 ×108

5 Conclusion

Using the history of the search process this paper proposes a novel operator to improve
the performance of QEA. In the proposed method in each iteration the history of so-
lutions during the search process are stored. This history contains useful information
about the backbone structure of the landscape, and helps to find the better and worse
parts of the search space. In the proposed method, after the population converges, the
history of the solutions is used to reinitialize the solutions to represent better parts of
the search space with higher and worse parts of the search space with lower probabil-
ity. The proposed algorithm is tested on Knapsack, Trap, Max-3-Sat and 13 Numerical
benchmark functions and experimental results show better performance for the pro-
posed algorithm than the original version of QEA.

The proposed averaging method used in this research is not the only way of exploit-
ing the information in previous steps. Another way of using this information could be
the clustering algorithm proposed in [5] or other aggregation methods. In our future
works we will work on other methods of using this information.
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Appendix: Benchmark Optimization Problems

In this section, two combinatorial optimization problems, Trap problem and Knapsack
problem and 13 numerical function optimization problems are discussed to evaluate the
proposed algorithms.

Trap problem is defined as:
f (x) = ∑N−1

i=0 (x5i+1,x5i+2,x5i+3,x5i+4,x5i+5)
Where N is the number of traps and

Trap(x) =

{
4−ones(x) i f ones(x) ≤ 4

5 i f ones(x) = 5
Where the function ones returns the number of ones in the binary string x. Trap

problem has a local optimum in (0,0,0,0,0) and a global optimum in (1,1,1,1,1).
Knapsack problem is a well-known combinatorial optimization problem which is in

class of NP-hard problems. Knapsack problem can be described as selecting various
items xi (i = 1,2, ...,m) with profits pi and weights wi for a knapsack with capacity C.
Given a set of m items and a knapsack with capacity of C, select a subset of the items
to maximize the profit f (x):

f (x) = ∑m
i=1 pixi

subject to
∑m

i=1 wixi ≤C
Where C = 1

2 ∑m
i=1 wi, wi, pi = R(1,v), and R(1,v) is a uniform random number gen-

erator and v = 10.
In solving Knapsack problem with QEA here we describe two methods: QEA based

on penalty functions and QEA based on repair method. In QEA based on penalty func-
tions, a binary string of m length represents an individual x. The fitness function is
defined as:

f (x) = ∑m
i=1 pixi −Pen(x)

Where x = (x1,x2, ...,xm), xi is 0 or 1, pi is the profit of item i, wi is the weight of
item i, and C is the capacity of the knapsack. If xi = 1, the i− th item is selected for the
knapsack and Pen(x) is the penalty function which is defined as:

Pen1(x) = log2 (1 + ρ (∑m
i=1 wixi −C))

Pen2(x) = ρ (∑m
i=1 wixi −C)

Where ρ is maxm
i=1 pi/wi

In GA based on repair method each individual x is evaluated as:
f (x) = ∑m

i=1 pix′i
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Where x′ is the repaired vector of the original vector x. For repairing the vector x, we
select item i from x which xi = 1 and remove it from knapsack (reset xi = 0) until the
following constraint is satisfied:

∑m
i=1 wixi ≤C

Here we consider two types of repair function:
1- Random repair: select item i randomly.
2- Greedy repair: sort all items in the knapsack in the decreasing order of their profit

to weight ratio and then select item i with lowest ratio.
Global numeric optimization problems arise in many fields of science, engineering,

and business [24]. Here we use 13 benchmark maximization functions for testing our
proposed algorithm. The f1 − f8 are multimodal functions where the number of local
optima increases with the problem dimension. For example f1 has about 6n local optima
in [−500,500]n and f2 has about 10n local optima in the search space of [−5.12,5.12]n.

Generalized Schwefel’s Function 2.26:

f1(x) = ∑n
i=1

(
−xisin

√|xi|
)

,U = [−500,500]n

Generalized Rastrigin’s Function:

f2(x) = ∑n
i=1 x2

i −10cos(2πxi)+ 10,U = [−5.12,5.12]n

Ackley’s function:

f3(x) = −20exp

(
−0.2

√
1
n ∑n

i=1 x2
i

)
−exp

( 1
n ∑n

i=1 cos(2πxi)
)
+20+e,U = [−32,32]n

Generalized Griewank Function:

f4(x) = 1
4000 ∑n

i=1 x2
i −∏n

i=1 cos
(

xi√
i

)
+ 1,U = [−600,600]n

Generalized Penalized Function 1:

f5(x) = π
n

{
10sin2(πy1)+∑n−1

i=1 (yi −1)2 × [1+10sin2(πyi+1)]+(yn −1)2
}

+∑n
i=1 u(xi,10,100,1),

Where

u(xi,a,k, p) =

⎧⎪⎨
⎪⎩

k(xi −a)p xi > a

0 −a ≤ xi ≤ a

k(−xi −a)p xi < −a

and

yi = 1 + 1
4 (xi + 1),U = [−50,50]n

Generalized Penalized Function 2:

f6(x) = 1
10

{
sin2(3πx1)+∑n−1

i=1 (xi −1)2
[
1+ sin2(3πxi+1)

]
+(xn −1)2

[
1+ sin2(2πxn)

]}
+

∑n
i=1 u(xi,5,100,1),U = [−50,50]n

Michalewicz Function:

f7(x) = −∑n
i=1

(
sin(xi)×

(
sin

(
ix2

i
π

))2n
)

,U = [−π ,π ]

Goldberg & Richardson Function:

f8(x) = ∑n
i=1 gihi

gi = [sin(5πxi + 0.5)]2

hi = exp
(
−2.0log(2.0) (xi−0.1)2

0.64

)
,S = [−1,1]n
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Sphere Model:

f9(x) = ∑n
i=1 x2

i ,U [−100,100]n

Schwefel’s Function 2.22:

f10(x) = ∑n
i=1 |xi|+ ∏n

i=1 |xi| ,U = [−10,10]n

Schwefel’s Function 2.21:

f11(x) = maxi {|xi|,1 ≤ i ≤ n} ,U = [−100,100]n

Dejong Function 4:

f12(x) = ∑n
i=1 ix4

i + Gauss(0,1),U = [−10,10]n

Rosenbrock Function:

f13(x) = ∑n−1
i=1 100

(
xi+1 − x2

i

)2 +(1− xi)
2 ,U = [−2,2]n

Where U is the search space and n is the problem dimension. These functions have
several local minima and one global minimum. Since they are used for maximization
process, we use it with a negative sign change f (x) for fitness function.
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Abstract. Fractal Image Compression (FIC) problem is a combinatorial problem
which has recently become one of the most promising encoding technologies in
the generation of image compression. While Quantum Evolutionary Algorithm
(QEA) is a novel optimization algorithm proposed for class of combinatorial op-
timization problems, it is not widely used in Fractal Image Compression prob-
lem yet. Using statistical information of range and domain blocks, and a novel
magnetic update operator, this paper proposes a new algorithm in solving FIC.
The statistical information of domain and range blocks is used in the initializa-
tion step of QEA. In the proposed update operator the q-individuals are some
magnetic particles applying attractive force to each other. The force two parti-
cles apply to each other depends on their fitness and their distance. The proposed
algorithm is tested on several images and the experimental results show better
performance for the proposed algorithm than QEA and GA. In comparison with
the full search algorithm, the proposed algorithm reaches comparable results with
much less computational complexity.

Keywords: Optimization Algorithms, Quantum Evolutionary Algorithms, Frac-
tal Image Compression.

1 Introduction

Fractal Image Compression, proposed by Barnsley has recently become one of the most
promising encoding technologies in the generation of image compression [1]. The high
compression ratio and the quality of the retrieved images attract many of researchers,
but the high computational complexity of the algorithm is its main drawback. One way
of decreasing the time complexity is to move from full search method to some opti-
mization algorithms like Genetic Algorithms. From this point of view, several works
try to improve the performance of fractal image compression algorithms using Genetic
algorithm. In [2] a new method for finding the IFS code of fractal image is developed
and the influence of mutation and the crossover is discussed. The low speed of fractal
image compression blocks its way to practical applications. In [3] a genetic algorithm
approach is used to improve the speed of searching process in fractal image compres-
sion. A new method for genetic fractal image compression based on an elitist model is

P. Pichappan, H. Ahmadi, and E. Ariwa (Eds.): INCT 2011, CCIS 241, pp. 401–413, 2011.
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proposed in [4]. In the proposed approach the search space for finding the best self sim-
ilarity is greatly decreased. Reference [5] makes an improvement on the fractal image
coding algorithm by applying genetic algorithm. Many researches increase the speed of
fractal image compression but the quality of the image will decrease. In [6] the speed of
fractal image compression is improved without significant loss of image quality. Refer-
ence [7] proposes a genetic algorithm approach which increases the speed of the fractal
image compression without decreasing of the quality of the image. In the proposed
approach a standard Barnsley algorithm, the Y. Fisher based on classification and the
genetic compression algorithm with quad-tree partitioning are compared. In GA based
algorithm a population of transformations is evolved for each range block. In order to
prevent the premature convergence of GA in fractal image compression a new approach
is proposed in [8], which controls the parameters of GA adaptively. A spatial correlation
genetic algorithm is proposed in [9], which speeds up the fractal image compression al-
gorithm. In the proposed algorithm there are two stages, first the spatial correlations in
image for both the domain pool and the range pool is performed to exploit local optima.
In the second stage if the local optima were not satisfying, the whole image is searched
to find the best self similarity. A schema genetic algorithm for fractal image compres-
sion is proposed in [10] to find the best self similarity in fractal image compression.

Using statistical information of the image, this paper proposes a novel initialization
method for QEA. The proposed algorithm has two steps. At the first step the statisti-
cal information of the image is extracted. The information consists of the variance of
every domain and range block in the image. Then the best region for each range block
is found. In the second step, for each range block, QEA searches among domain pool
and finds the best domain block and transformation. Here the information gathered in
the first step is used to find the best initialization for quantum bits. This paper also
proposes a new update operator for QEA, inspiring magnetic field theory which offers
more interaction among q-individuals and binary solutions. In the proposed algorithm,
the binary solutions with higher fitness apply stronger force to the q-individuals. Per-
forming this new method, the q-individuals have more chance to find better solutions in
less time. The proposed algorithm is tested on several images and experimental results
show better performance for the proposed algorithm than GA and original version of
QEA.

The rest of the paper is organized as follows. Section 2 introduces QEA, in section
3 the new algorithm is proposed and in section 4 is experimented on several images
and finally section 5 concludes the paper.

2 Quantum Evolutionary Algorithm

QEA is inspired from the principles of quantum computation, and its superposition of
states is based on qubits, the smallest unit of information stored in a two-state quantum
computer. A qubit could be either in state ”0” or ”1”, or in any superposition of the two
as described below:

|ψ〉 = α |0〉+ β |1〉 (1)
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Where α and β are complex numbers, which denote the corresponding state appearance
probability, following below constraint:

|α|2 + |β |2 = 1 (2)

This probabilistic representation implies that if there is a system of m qubits, the system
can represent 2m states simultaneously. At each observation, a qubits quantum state
collapses to a single state as determined by its corresponding probabilities.

Consider i− th individual in t − th generation defined as an m-qubit as below:[
αt

i1 αt
i2 . . . αt

i j . . . αt
im

β t
i1 β t

i2 . . . β t
i j . . . β t

im

]
(3)

Where
∣∣∣αt

i j

∣∣∣2
+

∣∣∣β t
i j

∣∣∣2
= 1 , j = 1,2, ,m,m is the number of qubits, i.e., the string length

of the qubit individual, i = 1,2, ,n,n is the number of possible solution in population and
t is generation number of the evolution. If there is, for instance, a three-qubits (m = 3)
individual such as 4:

qt
i =

[ 1√
2

1√
3

1
2

1√
2

√
2√
3

√
3

2

]
(4)

Or alternatively, the possible states of the individual can be represented as:

qt
i =

1

2
√

6
|000〉+ 1

2
√

2
|001〉+ 1

2
√

3
|010〉+ 1

2
|011〉+

1

2
√

6
|100〉+ 1

2
√

2
|101〉+ 1

2
√

3
|110〉+ 1

2
|111〉 (5)

In QEA, only one qubit individual such as 4 is enough to represent eight states, whereas
in classical representation eight individuals are needed. Additionally, along with the
convergence of the quantum individuals, the diversity will gradually fade away and the
algorithm converges.

2.1 QEA Structure

In the initialization step of QEA, [αt
i j β t

i j]
T of all q0

i are initialized with 1√
2
. This implies

that each qubit individual q0
i represents the linear superposition of all possible states

with equal probability. The next step makes a set of binary instants; xt
i by observing

Q(t) = {qt
1,q

t
2, ...,q

t
n} states, where X(t) = {xt

1,x
t
2, ...,x

t
n} at generation t is a random

instant of qubit population. Each binary instant, xt
i of length m, is formed by selecting

each bit using the probability of qubit, either |αt
i j| or |β t

i j| of qt
i. Each instant xt

i is eval-
uated to give some measure of its fitness. The initial best solution b = maxn

i=1{ f (xt
i)}

is then selected and stored from among the binary instants of X(t). Then, in ’update’
Q(t), quantum gates U update this set of qubit individuals Q(t) as discussed below.
This process is repeated in a while loop until convergence is achieved. The appropriate
quantum gate is usually designed in accordance with problems under consideration.
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Table 1. Lookup Table of Δθ , the rotation gate. xi is the i− th bit of the observed binary solution
and bi is the i− th bit of the best found binary solution.

In QEA, the quantum bit representation can be simply interpreted as a biased muta-
tion operator. Therefore, the current best individual can be used to steer the direction
of this mutation operator, which will speed up the convergence. The evolutionary pro-
cess of quantum individual is completed through the step of ”update Q(t)”. A crossover
operator, quantum rotation gate, is described below. Specifically, a qubit individual qt

i
is updated by using the rotation gate U(θ ) in this algorithm. The j − th qubit value of
i− th quantum individual in generation t, [αt

i j β t
i j]

T is updated as:

[
αt

i j
β t

i j

]
=

[
cos(Δθ ) − sin(Δθ )

sin(Δθ ) cos(Δθ )

][
αt−1

i j

β t−1
i j

]
(6)

Where Δθ is rotation angle and controls the speed of convergence and determined from
Table 1. Reference [11] shows that these values for Δθ have better performance.

3 The Proposed Method

Fractal Image Compression algorithms search all the domain pool for each range block
and find the best domain block with best transform which matches the range block.
Conventional fractal image compression algorithms use a full search algorithm in do-
main pool which is a time consuming procedure. Evolutionary algorithms are suitable
for this problem because they can find an appropriate domain block with a transform
without performing a full search in domain pool. Since Quantum Evolutionary Algo-
rithms are proposed for combinatorial problems like knapsack problem [14] and fractal
image compression is in the class of NP-Hard problems, QEA is highly suitable for
FIC.

Initialization is an important part of Evolutionary Algorithms. By initializing possi-
ble solutions with appropriate values, we can lead the algorithm to search better parts of
the search space and help it to reach better solutions with less computation time. Since
QEA is a new method, a small number of works have focused on initialization step in
this algorithm and no research has worked on the initialization step in fractal image
compression. This paper proposes a novel initialization method for QEA in fractal im-
age compression which uses statistical information of the domain pool to find the best
region for each range block.
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Searching among all the domain pool for each range block is time consuming and
there is a need to some new methods to help the Evolutionary Algorithms finding better
solution with higher speed. There are several works in the fractal image compression
field that use the variance of domain blocks and range blocks to speed up the search
process. Here the statistical information of domain pool is used in the initialization
step.

The domain blocks are coded by their horizontal and vertical address in the image.
Therefore a solution is a binary string having 3 parts, px, py, pT , representing the hor-
izontal and vertical location of domain blocks in the image and the transformations
respectively. The length of the possible solution for a M×N image is:

m = �log2(M)�+ �log2(N)�+ 3 (7)

Where m is the size of the possible solutions. Here 8 ordinary transformation are con-
sidered: rotate 0◦,90◦,180◦,270◦, flip vertically, horizontally, flip relative to 45◦, and
relative to 135◦. The procedure of the proposed method is as follows:

Proposed Algorithm
1. Find the variance of all the domain and range blocks.
2. For each range block do

begin
3. Find the n nearest domain blocks to the range block. Code the n domain blocks.
4. Initialize the n q-individuals in Q0, based on the coded domain blocks.

t = 0
5. while not termination condition do

begin
t = t + 1

6. make Xt by observing the states of Qt−1

7. evaluate the particles in Xt and store their performance in magnetic fields Bt

8. normalize Bt according to 13
9. evaluate the mass Mt for all particles according to 14
10. for all q-individuals qt

i in Qt do
begin

11. Fi=0
12. find Ni

13. for all xt
u in Ni do

14. Fi j = Fi j +
(xt

u j−(β t
i j)

2)×Bt
u

D(xt
i ,x

t
u)

end
15. for all q-individuals qt

i in Qt do
begin

16. vt+1
i j = Fi j

η×Mi

17. qt+1
i j = qt

i j + vt+1
i j

end
end

end
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QEA has a population of quantum individuals Q(t) = {qt
1,q

t
2, ...,q

t
n}, where t is gen-

eration step and n is the size of population.
The description of the proposed algorithm is as follows:

1. In this step the variance of all the domain and range blocks is calculated.
2. This step performs a search on domain pool for each range block.
3. Here the variance of the blocks is used to find the similarity between range and

domain blocks. If the domain pool is D and Dk is the k− th domain block in domain
pool, then the most similar domain block to the range block Ri is:

S1 =
{

D j|D j ∈ D,∀k 	= j,Dk ∈ D ⇒ ∣∣v(Ri)− v(D j)
∣∣ ≤ |v(Ri)− v(Dk)|

}
(8)

The second most similar domain block to the range block Ri is:

S2 =
{

D j|D j ∈ D−S1,∀k 	= j,Dk ∈ D−S1 ⇒
∣∣v(Ri)− v(D j)

∣∣ ≤ |v(Ri)− v(Dk)|
}

(9)
And the n− th most similar domain block to the range block Ri is:

Sn =

{
D j|D j ∈ D−

n−1⋃
i=1

Si,∀k 	= j,Dk ∈ D−
n−1⋃
i=1

Si ⇒
∣∣v(Ri)−v(D j)

∣∣ ≤ |v(Ri)−v(Dk)|
}

(10)

Where n is the size of the population in QEA and Sn contains the n− th most
similar domain blocks to the range block Ri. After finding the n most similar domain
blocks, these domain blocks, S1,S2, ...,Sn are coded as binary solutions and stored
to Y1,Y2, ...,Yn to be used for the initialization step.

4. This step is the initialization step of QEA. In this step the n q-individuals in the
population are initialized based on the n most similar domain blocks found in the
previous step. In the proposed algorithm the address part of q-individuals Q(0), px,
py are found as follows:

q0
i j =

⎧
⎨
⎩

[√
1− i−1

2(n−1)

√
i−1

2(n−1)

]T
i f Yi j = 0

[√
i−1

2(n−1)

√
1− i−1

2(n−1)

]T
i f Yi j = 1

(11)

Where Yi j is the j − th bit of the code of i− th most similar domain block to the
range block, i = 1,2, ...,n, n is the size of the population in QEA, m is the size of
q-individuals, j = 1,2, ...,m−3. The bits in pt part of q0

i j are set to:

q0
i j =

[√
2

2

√
2

2

]T

For i = 1,2, ...,n, and j = m−2,m−1,m.
5. This step makes a set of binary instants Xt = {xt

i|i = 1,2, ...,n} at generation t by
observing Qt−1 = {qt−1

i |i = 1,2, ...,n} states, where Xt at generation t is a random
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instant of qubit population and n is the size of population. Each binary instant, xt
i

of length m, is formed by selecting each bit using the probability of qubit, either
|αt−1

i j |2 or |β t−1
i j |2 of qt−1

i . Observing the binary bit xt
i j from qubit [αt

i j β t
i j]

T per-
forms as:

xt
i j =

{
0 i f R(0,1) < |αt

i j|2
1 otherwise

(12)

Where R(., .) is a uniform random number generator.
6. Each binary instant xt

i is evaluated to give some measure of its objective. In this
step, the fitness of all binary solutions of X0 are evaluated and stored in Bt .

7. Next the normalization is performed on Bt . The normalization is performed as:

Bi =
Bi −Min

Max−Min
(13)

Where: Min = minimumn
i=1(B

t
i), Max = maximumn

i=1(B
t
i)

The magnetic field of each particle is normalized in the range of [0-1]. This is
because the fitness values of possible solutions are problem dependent. The range
of the fitness of the possible solutions can be in any range, since the amount of the
magnetic field controls the movement of the particles, we normalize the amount of
magnetic field.

8. In this step the mass of all particles is calculated and stored in Mt :

Mt
i = 1 + Bt

i (14)

9. In this step in the ”for” loop, the resultant force of all forces on each particle is
calculated.

10. At first the resultant force Fi to particle xt
i is initialized to zero.

11. In the proposed algorithm, each particle interacts only with its neighbors i.e. each
particle applies its force only to its neighbors. In this step the neighbors of xt

i are
determined randomly. Each possible solution has 4 neighbors.

12. In this step, the applied force to particle xt
i by its neighbor’s xt

u, ∀xt
u ∈ Ni is calcu-

lated.
13. The force which is applied by xt

u to xt
i relates to the distance between two particles

and the magnetic field of xt
u. It is calculated as:

Fi j =

(
xt

u j − (β t
i j)

2
)
×Bt

u

D(xt
i,x

t
u)

(15)

Here Fi shows the force applied to q-individual qt
i . The part ”xt

u j − (β t
i j)

2” shows

the direction which the q-individual moves and (β t
i j)

2 is the probability of qt
i rep-

resenting state ”1”. Where D(., .) is the distance between each pair of neighboring
particles and is calculated as:

D(xt
i,x

t
u) =

1
m

m

∑
j=1

∣∣xt
i j − xt

u j

∣∣ (16)
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Where xt
i and xt

u are i− th and u− th binary solutions of the population in iteration
t respectively and xt

i j is the j − th bit of i− th binary solution in iteration t. This
step is the main step in the proposed algorithm.

14, 15, 16. In these steps the location of q-individuals are updated. The proposed up-
date operator has two advantages. First according to 15 the observed bi-
nary solutions with higher fitness have bigger magnetic field B and ap-
ply stronger force to the q-individual, therefore the better binary solutions
exert stronger attraction force. Here unlike Q-Gate the movement of q-
individuals is not constant throughout the search process and varies for var-
ious q-individuals and even various dimensions. Second in the proposed
update operator even the inferior binary solutions have effect on the q-
individuals but with smaller amplitude. Accordingly the interaction among
possible solutions is much more than Q-Gate and the inferior binary solu-
tions participate in the search process.

3.1 Parameter Tuning

As it is seen in step 16 of the algorithm, the proposed algorithm has a parameter
of η . This section tries to find the best parameter for the proposed update operator.
Since fractal image compression is a time consuming algorithm and finding the best
parameter needs several experiments for several values of the parameter, this section
finds the best parameter for some benchmark functions which are much faster. The
size of population for all the experiments is set to 25, and the parameter is set to
η=(1,2,3,4,5,10,15,20,25,30,35,40,45,50). Figure 1 shows the parameter setting for
the proposed algorithm on Knapsack problem and Generalized Schwefel’s Function
2.26. The results are averaged over 30 runs. According to Figure 1, the best parameter
for Knapsack problem repair type 1, the best parameter is η=5, the best parameter for
Knapsack penalty type 2 is η=20 and the best parameter for Generalized Schwefel is
10. This paper finds the best parameter for the proposed update operator for several
benchmark functions and the results are summarized in Table 2. As it is clear in Table
2, for all the numerical function problems the best parameter for the proposed update
operator is 10.

Fig. 1. The effect of the parameter η on the performance of the proposed algorithm on General-
ized Schwefel’s Function 2.26, Knapsack problem Penalty Type 2 and Trap problem
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Table 2. Best parameter for the proposed Update operator. The results are averaged over 30 runs

Problem η Problem η Problem η Problem η

Kpck Rep 1 5 Kpck Rep 2 35 Kpck Pen 1 5 Kpck Pen 2 20
Trap 2 Schwefel 10 Rastrigin 10 Ackley 10
Griawank 10 Penalized1 10 Penalized2 10 Kennedy 10
Michalewicz 10 Goldberg 10 Sphere 10 Rosenbrock 10
Schwefel 2.21 10 Dejong 10 Schwefel 2.22 10

Table 3. Experimental results on Lena, Pepper, and Baboon. The results are an average over 10
runs.

Picture Method Pop Size MSE Computations PSNR

Lena Full Search - 59,474,944 28.85
QEA 30 6,144,000 28.49

25 5,120,000 28.28
20 4,096,000 28.95
15 3,072,000 27.43

Proposed Method 30 6,144,000 28.59
25 5,120,000 28.42
20 4,096,000 29.04
15 3,072,000 27.57

GA 30 6,144,000 28.11
25 5,120,000 28.04
20 4,096,000 27.55
15 3,072,000 27.27

Pepper Full Search - 59,474,944 29.85
QEA 30 6,144,000 29.55

25 5,120,000 29.09
20 4,096,000 28.87
15 3,072,000 28.12

Proposed Method 30 6,144,000 29.65
25 5,120,000 29.29
20 4,096,000 28.92
15 3,072,000 28.52

GA 30 6,144,000 29.14
25 5,120,000 28.92
20 4,096,000 28.64
15 3,072,000 28.11

Baboon Full Search - 59,474,944 20.04
QEA 30 6,144,000 19.28

25 5,120,000 19.18
20 4,096,000 18.95
15 3,072,000 18.62

Proposed Method 30 6,144,000 19.65
25 5,120,000 19.33
20 4,096,000 19.07
15 3,072,000 18.73

GA 30 6,144,000 19.17
25 5,120,000 19.02
20 4,096,000 18.65
15 3,072,000 18.41
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4 Experimental Results

This section experiments the proposed algorithm and compares the proposed algorithm
with the performance of GA and original version of QEA in fractal image compression.
The proposed algorithm is examined on images Lena, Pepper and Baboon with the size
of 256×256 and gray scale. The size of range blocks is considered as 8×8 and the size
of domain blocks is considered as 16×16. In order to compare the quality of results, the
PSNR test is performed:

PSNR = 10× log

(
2552

1
M×N ∑N

i=1 ∑M
j=1 ( f (i, j)−g(i, j))2

)
(17)

Where M×N is the size of image. The crossover rate in GA is 0.8 and the probability of
mutation is 0.003 for each allele. Table 3 shows the experimental results using proposed
algorithm and GA. The number of iterations for GA, QEA and the proposed algorithm
for all the experiments is 200. The parameter η is considered as η = 10. According to
Table 3 the proposed algorithm improves the performance of fractal image compression
for all the experimental results.

5 Conclusion

In order to improve the performance of QEA in solving Fractal Image Compression
problem, this paper proposes a novel magnetic update operator which works better than
conventional q-gate update operator. This paper also uses the statistical information
of range and domain blocks to lead the possible solutions toward better parts of the
search space to help them finding better solutions. Finally experiments on Lena, Pepper,
and Baboon pictures show an improvement on evolutionary algorithms solving fractal
image compression.
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Appendix: Benchmark Optimization Problems

In this section, two combinatorial optimization problems, Trap problem and Knapsack
problem and 13 numerical function optimization problems are discussed to evaluate the
proposed algorithms.

Trap problem is defined as:
f (x) = ∑N−1

i=0 (x5i+1,x5i+2,x5i+3,x5i+4,x5i+5)
Where N is the number of traps and

Trap(x) =

{
4−ones(x) i f ones(x) ≤ 4

5 i f ones(x) = 5
Where the function ones returns the number of ones in the binary string x. Trap problem
has a local optimum in (0,0,0,0,0) and a global optimum in (1,1,1,1,1).
Knapsack problem is a well-known combinatorial optimization problem which is in
class of NP-hard problems. Knapsack problem can be described as selecting various
items xi (i = 1,2, ...,m) with profits pi and weights wi for a knapsack with capacity C.
Given a set of m items and a knapsack with capacity of C, select a subset of the items
to maximize the profit f (x):
f (x) = ∑m

i=1 pixi

subject to
∑m

i=1 wixi ≤C
Where C = 1

2 ∑m
i=1 wi, wi, pi = R(1,v), and R(1,v) is a uniform random number gener-

ator and v = 10.
In solving Knapsack problem with QEA here we describe two methods: QEA based on
penalty functions and QEA based on repair method. In QEA based on penalty functions,
a binary string of m length represents an individual x. The fitness function is defined as:
f (x) = ∑m

i=1 pixi −Pen(x)
Where x = (x1,x2, ...,xm), xi is 0 or 1, pi is the profit of item i, wi is the weight of item
i, and C is the capacity of the knapsack. If xi = 1, the i− th item is selected for the
knapsack and Pen(x) is the penalty function which is defined as:
Pen1(x) = log2 (1 + ρ (∑m

i=1 wixi −C))
Pen2(x) = ρ (∑m

i=1 wixi −C)
Where ρ is maxm

i=1 pi/wi

In GA based on repair method each individual x is evaluated as:
f (x) = ∑m

i=1 pix′i
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Where x′ is the repaired vector of the original vector x. For repairing the vector x, we
select item i from x which xi = 1 and remove it from knapsack (reset xi = 0) until the
following constraint is satisfied:
∑m

i=1 wixi ≤C
Here we consider two types of repair function:
1- Random repair: select item i randomly.
2- Greedy repair: sort all items in the knapsack in the decreasing order of their profit to
weight ratio and then select item i with lowest ratio.
Global numeric optimization problems arise in many fields of science, engineering,
and business [13]. Here we use 13 benchmark maximization functions for testing our
proposed algorithm. The f1 − f8 are multimodal functions where the number of local
optima increases with the problem dimension. For example f1 has about 6n local optima
in [−500,500]n and f2 has about 10n local optima in the search space of [−5.12,5.12]n.

Generalized Schwefel’s Function 2.26:

f1(x) = ∑n
i=1

(
−xisin

√|xi|
)

,U = [−500,500]n

Generalized Rastrigin’s Function:

f2(x) = ∑n
i=1 x2

i −10cos(2πxi)+ 10,U = [−5.12,5.12]n

Ackley’s function:

f3(x) =−20exp

(
−0.2

√
1
n ∑n

i=1 x2
i

)
−exp

(
1
n ∑n

i=1 cos(2πxi)
)
+20+e,U = [−32,32]n

Generalized Griewank Function:

f4(x) = 1
4000 ∑n

i=1 x2
i −∏n

i=1 cos
(

xi√
i

)
+ 1,U = [−600,600]n

Generalized Penalized Function 1:

f5(x) = π
n

{
10sin2(πy1)+∑n−1

i=1 (yi −1)2 × [1+10sin2(πyi+1)]+(yn −1)2
}

+∑n
i=1 u(xi,10,100,1),

Where

u(xi,10,100,1) =

⎧⎪⎨
⎪⎩

k(xi −a)p xi > a

0 −a ≤ xi ≤ a

k(−xi −a)p xi < −a

and

yi = 1 + 1
4 (xi + 1),U = [−50,50]n

Generalized Penalized Function 2:

f6(x) = 1
10

{
sin2(3πx1)+∑n−1

i=1 (xi −1)2
[
1+ sin2(3πxi+1)

]
+(xn −1)2

[
1+ sin2(2πxn)

]}
+

∑n
i=1 u(xi,5,100,1),U = [−50,50]n

Michalewicz Function:

f7(x) = −∑n
i=1

(
sin(xi)×

(
sin

(
ix2

i
π

))2n
)

,U = [−π ,π ]

Goldberg & Richardson Function:

f8(x) = ∑n
i=1 gihi

gi = [sin(5πxi + 0.5)]2
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hi = exp
(
−2.0log(2.0) (xi−0.1)2

0.64

)
,S = [−1,1]n

Sphere Model:

f9(x) = ∑n
i=1 x2

i ,U [−100,100]n

Schwefel’s Function 2.22:

f10(x) = ∑n
i=1 |xi|+ ∏n

i=1 |xi| ,U = [−10,10]n

Schwefel’s Function 2.21:

f11(x) = maxi {|xi|,1 ≤ i ≤ n} ,U = [−100,100]n

Dejong Function 4:

f12(x) = ∑n
i=1 ix4

i + Gauss(0,1),U = [−10,10]n

Rosenbrock Function:

f13(x) = ∑n−1
i=1 100

(
xi+1 − x2

i

)2 +(1− xi)2 ,U = [−2,2]n

Kennedy multimodal function generator:

f14(x) = minn
j=1

(
∑n

i=1

[
1

1+exp(−xi)

]2
+ ( j−1)0.15

15

)
,U = [−4,4]n

Where U is the search space and n is the problem dimension. These functions have
several local minima and one global minimum. Since they are used for maximization
process, we use it with a negative sign change f (x) for fitness function.



P. Pichappan, H. Ahmadi, and E. Ariwa (Eds.): INCT 2011, CCIS 241, pp. 414–421, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Partial and Random Updating Weights in Error Back 
Propagation Algorithm 

Nasim Latifi and Ali Amiri 

Islamic Azad University, Zanjan Branch, Department of Computer Engineering, Zanjan, Iran 
Nsm.latifi@gmail.com, A_amiri@iust.ac.ir 

Abstract. One of the introduce discussions in the field of using MLPNN, as a 
tools for data classification is related to the error back propagation algorithm 
which use to train the network. It has challenges for large-scale and heterogene-
ous data such as, lack of memory and low–speed convergence, besides, compu-
tational load is high. In this paper proposed method with partial and random 
updating some of weights instead of all of them in each iteration, cause to de-
crease computational rate, improve lack of memory’s problem and somewhat 
increase convergence speed. Result of experiments on two standard dataset, 
demonstrate efficiency of algorithm. 

Keywords: MLP, EBP, Neural Networks. 

1 Introduction 

Today Multilayer Perceptron Neural Network (MLPNN) is one of the most important 
machine learning tools that is used in the various fields such as, solve complex  
classifying problems including non-linear separable samples, estimate function and 
perform many of calculation tasks that require to prediction. MLPNN is the feed for-
ward multilayer network with non-linear activation function that learning in this type 
of networks is supervised and use gradient-based algorithms and specially error back 
propagation (EBP) algorithm to train network.  

Error back propagation algorithm or generalized delta rule is a reduction gradient 
method to minimize all of computed output error squares by network [3]. Generally, 
the learning process in the EBP algorithm describes as a step-by-step and iterative 
weight correction, in the negative gradient of Mean Squared Errors (MSE) function 
[1]. The error calculates from the difference between the desired value and the output 
value from the last layer. This error is back propagated to the neurons of the previous 
layers [1]. Some parameters have high effect in performance of MLPNN including: 
initializations, the learning rates selection, topology of the network, the number of 
hidden layers, the number of neurons, the amount of training data, convergence speed, 
type of activation function, etc [1].  

When we use MLPNN in some of scope such as video data classification with so 
high data volumes and dimensions and heterogeneous training samples, there are two 
basic problems: 1) low convergence speed 2) high network size in large-scale data as 
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video and another problem is in lack of memory to maintain and update weights. 
Therefore, time/space order of algorithm may be so high and sometimes implementa-
tion of network is impossible [2]. The propagation algorithms were effectively im-
plemented in [9, 10, 11]. 

In this paper we try to decrease the number of computational operations, the 
amount of consumption memory and the number of weights that evaluate in each step 
by random selection and updating some of weights instead of all them.  Also in com-
pared to standard EBP algorithm, proposed algorithm has high convergence speed. 

Construction of this paper is following: in section 2 we will have review on struc-
ture of MLP NN and EBP algorithm. In section 3, the proposed method that uses par-
tial and random updating is evaluated. The result of experiments describe in the sec-
tion 4 and general conclusion in section 5. 

2 MLPNN and EBP Algorithm  

Fig. 1 shows a MLPNN with 3 layers (an input layer, a hidden layer and an output 
layer); each layer includes set of neurons which the entry of a neuron is being from 
external sources or other outputs neurons.  Neuron sets divide to several discrete sub-
set and all neurons in a subset is attributed to same layer. In this network each neuron 
in a layer connects to next layer neurons, through adjustable weighted links. MLPNN 
uses the EBP algorithm for training network, hence, learning algorithm adjust 
weights, by back propagating the computed error from output to previous layers, as, 
by iterating this operation decrease error gradually.  

 

Fig. 1. 3 layer MLPNN  

If {X , D }  be the training set of network (X  =  [x , x , . . . , x ]Tinput pattern 
and di desired output ), so in the EBP algorithm, for output layer neurons, error is 
computed as [1], [2]: e (n) = D (n) Y (n) (1) 
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Where Y  is output of neuron c in output layer. The weights initialize randomly and 
adjust during the learning step. The EBP algorithm uses the following equation for 
adjusting the weights between neurons of output layer (Yc, c=1, …, m) and neurons of 
hidden layer (Zb, b=1, …, k) in iteration nth: 

                                       (2)
 

Where μ is learning rate and δ is the back propagated error that computes as below: 
For output layer δ (n) = e (n)f (y (n)) (3) 

For hidden layer 

δ (n) = f (y (n)) δ (n)w (n) (4) 

Where m is the number of neurons in the output layer.  If MLP NN includes more 
than one hidden layer, therefore in the next step this equation should be compute for 
other hidden layer.  

Whereas in the EBP algorithm with momentum parameter, variation of weight is 
combining of present gradient and previous gradient, in fact, this method is a sample 
of a change in decrease gradient method. Sometimes by adding  momentum parameter 
to updating weight equation, convergence is been faster and it allow to network per-
form weights adjustment by large step when variation of weights be in same direct for 
some training pattern, at the same time, network able to use smaller learning rate until 
don’t show large reaction to probable errors in training patterns. So we have 

 W (n 1) = w (n) μY (n)δ (n) η[w (n) w (n 1)] (5) 

Or ΔW (n 1) = μY (n)δ (n) ηΔw (n) (6) 

Where η is momentum parameter and 0< η<1.  
In this paper our means of standard EBP are the EBP algorithm with momentum 

parameter. Learning process complete when; e (n) <= Emax (Emax: predefined error). 

3 Proposed Method 

In standard MLPNN When learning process performs, all of the weights in network 
update on each iteration of learning algorithm, so, convergence speed for large-scale 
data is low, besides, computational load rate, the amount of consumption memory and 
the number of weights that evaluate in each step is high. We know that one of the 

μ  
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most significant parameter in evaluation performance and improvement artificial 
neural networks is convergence speed that in this filed different research is done [1], 
[3], [6], [7], etc. But in this paper our main goal are that the computational load rate 
can decrease and the lack of memory’s problem improve. In proposed method we 
only select and update some of weights instead of all them in each iteration of  
algorithm. 

We assume that MLPNN has K layers and the number of nodes in ith layer is: 
 

Ni,  for  i =1, …, K (7) 

 
And M  the number of weights between ith and i+1th layers is: 

 M = N × N    for  i =1, ..., K-1 (8) 

We define a parameter as S. The amount of it is one of values of set R= {1,2,3,4,5},  
(S R), every time  an experiment performs.  

In each step of updating weights, the number of weights which randomly select and 
update in each layer is: p = 1 S × M  (9) 

 
So, in nth iteration of algorithm the number of selected weights is  

 P(n) = pK (n) (10) 

Fig. 2 shows a sample of proposed method performance. 
 

 

Fig. 2. A sample of  proposed method performance 
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The following semi code indicate the implementation of this process using MATLAB: 

For i=K-1:-1:1 

       M = num of nodes (k)*number of nodes (k+1); 
      P =ceil (1/S*M);     

  For f=1:P 

      m=randint (1, 1, [1, number of nodes (k)]); 

      n=randint (1, 1, [1, number of nodes (k+1)]); 

    ∆w(m,n,k)=µ* (n,k+1)*Y(m,k)+ *∆w(m,n,k); 
     W(m,n,k)=W(m,n,k)+∆w(m,n,k); 
  End 

End 

In this paper we assume μ =0.04 and  η=0.4. 

4 Experimental Results 

The experiments are performed over Vehicle and Iris datasets. the features and as-
sumptions related to datasets and structures of MLP NN used for everyone explain as 
below:  

− Vehicle dataset: this dataset including about 250 samples and 2 classes. Each 
sample has 18 properties. We have 4-layers MLPNN, the input layer has 18 
neurons and there are 2 hidden layers, first layer including 10 neurons and 
second layer 8 neurons. We assume dataset is noisy with SNR= 10 db. 

− Iris dataset: this dataset including about 150 samples and 1 class. Each  
sample has 4 properties. We have 4-layers MLPNN, the input layer has 4 
neurons and there are 2 hidden layers, both of them including 5 neurons. 

Table 1 shows that the different values of  S have evident influence in the  rate of 
performed computations, also the convergence speed have the same efficiency. 

Table 1. Rate of calculations and convergence speed of PRU-EBP algorithms over Vehicle 
dataset (10-8) 

Rate of 
Calculation 

Number 
of Iteration Algorithm 

980490001422 PRU-EBP with S=1  
629625001826 PRU-EBP with S=2  
791430003405 PRU-EBP with S=3  
389332502258 PRU-EBP with S=4  
526960003765 PRU-EBP with S=5  

The results in fig. 3 demonstrate that different values of  S have effect to conver-
gence speed of algorithm.  
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Fig. 3. Convergence comparison for PRU-EBP algorithms over Vehicle dataset (10-8),  
Emax=0.1  

The result of experiments on Iris dataset are in Table 2, as shown in all cases     
(S=2, 3, 4, 5) rate of calculations are decreased except in S=1. In S=2, 5 convergence 
speed is increased in addition to rate of calculations decreased. As for Table 2, it is 
better to select a PRU-EBP algorithm increase convergence speed as is possible and 
too decrease computational load. Of course we can prefer one to another among the 
two efficiency parameters, depending to algorithms application in various fields. For 
example in large-scale data classification as video data, it is suitable to select an algo-
rithm which have both high convergence speed and low memory usage rate. 

Table 2. rate of calculations and convergence speed of PRU-EBP algorithms, Standard-EBP 
and SPU-EBP algorithms over Iris dataset(5-5) 

Rate of 
Calculation 

Number of 
Iteration Algorithm 

3112500 415 Standard-EBP  
3937500 525 PRU-EBP with S=1  
963300 247 PRU-EBP with S=2  

2646000 980 PRU-EBP with S=3  
1873200 892 PRU-EBP with S=4  
415500 277 PRU-EBP with S=5  

1775082947SPU-EBP 
 

In Fig. 4 and Table 2, we compare convergence speed and computational load of 
three algorithms; standard-EBP, SPU-EBP algorithms and PRU-EBP algorithm. In [2], 
SPU-EBP algorithm using the sequential and partial updating of weights. The results 
present our proposed algorithm has appropriate performance in similar condition and 
the result is acceptable. 
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Fig. 4. Comparison of 3 algorithms (Standard-EBP, SPU-EBP and PRU-EBP for S=1, 2) and 
SNR=10db, Emax=0.18 

The gained result from Table 2 and also Fig.4 show that the convergence speed and 
computational load of PRU-EBP algorithm is faster than standard-EBP and SPU_EBP 
algorithms. And also the results of Table 1 and 2 describe that type of data and struc-
ture of neural network has direct effect on convergence speed and computational load 
of algorithms. in Table 1 we saw that had least rate of calculations for S=2,4 while in 
Table 2 we have least rate of calculations to S=2, 5. 

 

Fig. 5. Convergence comparison of two algorithms (Standard-EBP, PRU-EBP S=2), Iris (5-5) 

5 Conclusion  

In this paper we evaluated partial and random updating weights in error back  
propagation algorithm. The results of experiment have shown that proposed algorithm 
have acceptable performance in compared to other two algorithms. We can use the 

SPU-EBP
1014, 17473584

Standard-EBP
987, 68034000

PRU-EBP(S=2)
354, 12178500

PRU-EBP(S=1)
227, 15594000

0

20

40

60

80

0 200 400 600 800 1000 1200N
um

 o
f c

al
cu

la
ti

on 10
6

NO.of epochs

0 50 100 150 200 250 300 350 400 450
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2
Learning Curve

No. of Epochs -----> 

M
ea

n 
S

qu
ar

e 
E

rr
or

 -
--

--
>

 

       Standard-EBP
PRU-EBP S=2 



 Partial and Random Updating Weights in Error Back Propagation Algorithm       421 

proposed algorithm for working on large-scale data because the calculations rate and 
memory consumption have decreased. In the compared of standard-EBP although the 
convergence speed in some cases is improved but it is rather low and is not more 
significant. Our next target is significantly increasing the convergence speed of the 
proposed algorithm by using adaptive filtering. 
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Abstract. In this paper, we investigate the challenge of increasing the size of 
graphs for finding γ-quasi-cliques. We propose an algorithm based on MapRe-
duce programming model. In the proposed solution, we use some known tech-
niques to prune unnecessary and inefficient parts of search space and divides 
the massive input graph into smaller parts. Then the data for processing each 
part is sent to a single computer. The evaluation shows that we can substantially 
reduce the time for large graphs and besides there is no limit for graph size in 
our algorithm. 
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1 Introduction 

In recent years, the amount of existing data has been drastically increased in the 
world. The International Data Corporation [1] has anticipated that the amount of 
global information reaches more than 1.8 zettabytes by the end of 2011. Considering 
the fast growth of information amount, data processing methods have also been 
changed. 

One way of processing these amounts of data is to model them in massive graphs. 
The core of social networks like Facebook is a graph, which keeps people, relations 
and all their interests [2]. The Facebook graph has more than 750 million nodes that 
each is connected to 130 other nodes on average [2]. Internet pages and their connec-
tions also would create a graph that is used for page ranking. The amount of internet 
pages archive is over two petabytes and grows at rate of 20 terabytes every month [1]. 
Processing massive graphs is also applicable in bioinformatics in order to process the 
relationship between proteins and genes. GenBank [3] is a good example that its 
amounts of data is doubling every 9 to 12 months. 

In current applications, we model complicated networks as large graphs with more 
parameters. This huge data causes storage problems and extremely increases the 
processing time. On the other hand, there are graph algorithms with high time com-
plexity that have been left unsolved or solved just with few vertices. 
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One of the very important algorithms in social networks and Web is finding the 
very dense spots of a graph. A dense subgraph indicates more interactions between 
web pages, the higher popularity of a community or sensitive spots in a network. 
From theoretical point of view, these subgraphs are more powerful and because of 
having tight connections, disconnection of a link does not matter. In addition, broad-
casting of data takes place at high speed [4]. 

Finding dense subgraphs is an NP-complete problem [5]. The main algorithms oper-
ate based on complete enumeration of subgraphs and pruning search spaces. Because of 
high time complexity, these algorithms are just capable of processing small amounts of 
data. Other algorithms are heuristic. Heuristic algorithms do not extract all available 
result but according to the type of application, they try to get optimized results. 

In this paper, we investigate the challenge of increasing the size of graphs for  
finding γ-quasi-cliques. The amount of existing data is extremely large that it is not 
possible to store and analyze them in a single system. We propose a solution based on 
distributed graph processing. Distributed systems are appropriate choice for data-
intensive computing because of their low costs and high scalability. Nevertheless, 
because of close relation between nodes and edges, distributed graph processing is 
difficult. In recent years and after the development of technologies related to distri-
buted systems, new models of distributed data processing have been presented includ-
ing BSP and MapReduce. We use MapReduce programming model to propose our 
algorithm. In addition, common algorithms use some known techniques to prune un-
necessary and inefficient parts of search space. In the proposed solution, these rules 
are applied for dividing the input graph to make distributed processing possible. 

The rest of the paper is organized as follows. In section 2, we discuss some prelim-
inaries and define the problem. In section 3, we briefly review previous works. In 
section 4, we propose our algorithm. An evaluation study is reported in section 5 and 
Section 6 concludes the paper. 

2 Preliminaries  

In this section, we get through the basic notations and provide the necessary back-
ground for problem statement and MapReduce model 

2.1 The -Quasi-Clique Extraction Problem 

A graph is defined as G (V, E) in which V indicates the vertices of the graph and E 
denotes its edges. Considering the vertex set S⊆V, GS is called an induced subgraph 
of G and includes all edges {v, u} in E(S) with both vertices included in S. |S| refers 
to the number of vertices of the subgraph and degS(v) specifies the degree of vertex v 
within S. The other important criterion is the diameter of graph, indicates with di-
am(G). The diameter of a graph is the maximum distance between two vertices and is 
defined as diam(G) = max{dist(v, u) | v, u ∈ G}. In the rest of this paper, the term 
“graph” refers to a simple, undirected and acyclic graph. 
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Among different definitions of dense graphs, we chose the γ-quasi-cliques. Having 
the graph G (V, E) and the parameter 0≤γ≤ 1, sugraph GS⊆G is denoted as a γ-quasi-
clique if ∀v ∈ S: degS(v) ≥ γ.(|S|-1). In fact, the parameter γ indicates the density rate 
of the graph. As we see in the definition, γ-quasi-clique is a subgraph that its mini-
mum vertex degree would not be less than what has been defined. 

We are looking to find subgraphs with γ≥0.5 with a MapReduce based algorithm. 
We are more interested in mining tightly connected subgraphs, so γ is selected more 
than 0.5. Because of applying the algorithm on massive graphs, it is preferred to im-
plement it in a distributed form. Distributed systems are an appropriate option for 
data-intensive computing because of their low costs and high scalability. In addition, 
the assumption of γ≥0.5 helps us simply distribute the data among different comput-
ers. For future programming, we propose the algorithm based on MapReduce pro-
gramming model. In this model, the algorithm must be defined as Map and Reduce 
functions. Next, we describe MapReduce model. 

2.2 The MapReduce Programming Model 

MapReduce is a distributed programming model originally introduce by Dean and 
Ghemawat [6], which is highly scalable and well suited for commodity machines. The 
programming concept of MapReduce is simple and based on a set of Map and Reduce 
functions. Map function takes an input pair and produces a set of key/value pairs. 
After the computation, it groups data with similar keys and passes the values as an 
input to Reduce. The Reduce function merges data with the same key together and 
produces a smaller output. The MapReduce underlying automatically hides the details 
of parallelization, fault tolerance, data distribution and load balancing.  

Considering the point that open source tools related to BSP model are less than 
MapReduce and at the same time have not been much developed, we have chosen 
MapReduce model to simplify the implements. Cohen [7] argues that the hard part of 
graph programming with MapReduce is the need to change the programmer’s way of 
thinking. 

3 Related Works 

The dense subgraphs extraction algorithms are divided into several categories based 
on different density definition and methods used: Clique, Quasi-Clique, K-Core,  
K-Plex, and K-Club are some examples of these categorizations based on density 
measurement. Most related works are focused on mining cliques and quasi-cliques 
because these problems cannot be solved in polynomial time. 

Considering the method used, the algorithms are divided into two categories. Exact 
enumeration algorithms that extract all existing subgraphs are placed in the first 
group. Since these algorithms are time consuming, they have not been practiced on 
massive graphs. In this group, an enumerating tree is created as the search space and 
pruned by rules of graph theory. One of the most important research done is referred 
to Zeng et al. [8] that introduced an efficient algorithm called Cocain. The same  
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authors extended their work for out-of-core mining of quasi-cliques [9]. These two 
articles include many pruning techniques of search space that is practiced on γ-quasi-
cliques with γ≥0.5. Liu and Wong [10] in their proposed algorithm called Quick have 
used novel techniques to prune the search. Quick algorithm finds quasi-cliques with 
size at least min_size. Pei et al. [11] suggested another algorithm called Crochet to 
mine cross quasi-cliques among a set of several input graphs and return quasi-cliques 
that are in all graphs. Uno [12] uses reverse searching method for searching through 
the tree to reach at polynomial delay. Of course, according to Uno’s definition, the 
subgraph that has higher density among subgraphs with same number of vertices  
is dense. 

For real applications like social networking that have very large graphs, extracting 
all dense subgraphs is impractical. To this, there are heuristic algorithms that can 
discover dense graphs quickly and with relative accuracy. Certainly, these algorithms 
do not guarantee to identify all exiting subgraphs. The most important study that has 
been done for massive graphs is referred to Gibson et al. [13]. They used Shingling 
technique to propose a recursive algorithm for discovering large dense bipartite 
graphs. Abello et al. [14] have introduced an algorithm called GRASP that extracts γ-
quasi-cliques in massive graphs using greedy randomized adaptive search algorithm. 
In this method, possible answers are detected and then some vertices are added to 
initial set to expand the result. In addition, there is no need that all vertices are in-
cluded in the memory. Graph Clustering is one of traditional problems of graph 
theory in which each vertex is placed in a cluster. High similarity between graph clus-
tering and dense subgraph extraction has caused common clustering algorithms such 
as spectral clustering are considered as heuristic methods for discovering quasi-
cliques. You can find some examples of clustering-based algorithms in [15-17]. Also 
because quasi-cliques are very applicable in bioinformatics, many heuristic methods 
have been introduced in this era [16, 18, 19]. 

All of the algorithms discussed are executed sequentially on a single computer sys-
tem, but there are also parallel and distributed algorithms. Jonathan Cohen [7] pro-
vided some of graph-processing algorithms in the form of MapReduce model and 
mining quasi-cliques is also included. However, Cohen has given a different  
definition of quasi-cliques. According to his definition, a quasi-clique or Truss is a 
subgraph in which each vertex would be at least part of k triangle. His proposed algo-
rithm is based on counting the number of triangles connected to a vertex. Tsourakakis 
et al. [20] proposed an algorithm called DOULION for counting the number of trian-
gles. This algorithm has been implemented on Hadoop parallel platform. Gargi et al. 
[17] introduced a three-stage algorithm for finding cliques in a graph. The main stage 
implementation is done using MapReduce model. Zhang et al. [21] are clustering 
graphs using graph topology and topological similarity of vertices. Their method is 
based on BSP model. There is a parallel algorithm in [22] that is in massive graph 
processing domain. Nevertheless, the algorithm uses a set of computers with shared 
memory. The main idea is to use stack instead of tree for keeping search space. It 
helps several processes keep working simultaneously on data. 
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4 Proposed Method 

Due to graph data structure that is continuous, no distributed algorithm has yet been 
provided for mining γ-quasi-cliques. In this part, we introduce an algorithm based on 
MapReduce model. Our suggested algorithm divides the massive input graph into 
smaller parts, based on common pruning techniques. After breaking down the input 
graph, the required data for processing each part is sent to a single computer and is 
processed by one of the common methods.  

Assume that G (V, E) is a graph with at least one γ-quasi-clique called S. To ex-
tract S we can create an enumerating tree of vertices and prune it using rules related to 
gamma quasi-cliques. Finally, to find the best possible answer, the tree is traversed 
using the depth-first search algorithm. 

First, we have to extract some basic information from the input graph. These in-
clude the degree of each vertex and its adjacent neighbors. The information is ex-
tracted by one MapReduce job. The input is in the form of undirected edges that have 
been stored as "vertex 1/ vertex 2" tuples in the distributed file system. In the Map 
function for each input tuple, two tuples are written in output, which in each, one of 
the vertices is the key and the other is the value. Thus in the Reduce function for each 
input key, the value includes all adjacent neighbors of the vertex and the degree. This 
information would be written in the output. At this stage and before writing the out-
put, we can apply some pruning techniques. 

Pruning based on canonical form: If the string representing graph G is the smallest 
possible string, it is called canonical form G and is demonstrated with CF(G) = 
a1a2…an. In other words, the string representing graph G should be sorted alphabeti-
cally. Later we would use the canonical form as MapReduce key to avoid repetition in 
the search space. 

Pruning based on the minimum size of graph: in some applications, small graphs 
are not appropriate and it is necessary to have a graph with number of vertices more 
than min_size. According to the γ-quasi-clique definition, in such a circumstance, 
vertices with degree lower than γ.(|min_size|-1) can be omitted. Thus, we just write 
down the vertices with degree more than γ.(|min_size|-1) in the output. This will re-
duce the amount of intermediate data. The Pseudocode of the first job is given below: 

map(String key, String value): 
 // key: unused 
 // value: edge list <head, tail> 
 ParseVertices(value); 
 EmitIntermediate(head, tail);  
 EmitIntermediate(tail, head);  
 
reduce(String key, Iterator values): 
 // key: a vertex 
 // values: a list of adjacent vertices 
 int degree = 0; 
 for each v in values: 
  degree ++; 
 if (degree > min_size) 
  Emit( key, degree+"/"+CF(values) ); 
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Next, we split the graph into subgraphs and send each subgraph to a computer for 
mining γ-quasi-cliques. The main problems here are how to split the graph and how to 
collect all the data related to vertices and edges of each subgraph. We divide the 
graph according to the pruning rule based on the diameter of graph. 

Pruning based on the diameter of graph: Pei et al. [11] have proved that the diame-
ter of subgraph S has an upper bound based on the value of parameter γ. The diameter 
of the subgraph, which is indicated by diam (G), is defined in form of diam(G) = 
max{dist(v, u) | v, u ∈ G}. In other words, from every vertex in the graph we can 
reach other vertices using diam(G) edges. They use this rule to reduce the number of 
candidate vertices in the search space. You can see the upper bounds below:  

 

We are looking for γ-quasi-cliques with γ > 0.5 and considering the above results the 
diameter must be less than two. Accordingly, we split the graphs to subgraphs with 
maximum diameter two and then send each subgraph to a single computer for 
processing. In order to do this, for each vertex the adjacent neighbours and their 
neighbours are collected and sent to a computer.  

What we do is that first assume a vertex for instance, ‘a’, as input in the Map func-
tion along with its degree and the list of the adjacent neighbours. Then for vertex ‘b’ 
existing in the list, we make a new record with ‘b’ as key and vertex ‘a’ with all input 
data related to it as value. This way, all data related to ‘a’ is copied for all its adjacent 
neighbours. Putting 'b' as the key causes the data related to neighbours and neighbours 
of neighbours of 'b' would be gathered in one Reduce function. Adding source vertex 
at the beginning of value helps us to indicate which vertex the data is related to.  

Therefore, all data related to adjacent neighbours of a vertex and their neighbours 
can be collected in the Reduce function. In the previous example, all adjacent vertices 
of ‘b’ and their neighbours are retrieved in the Reduce function. Considering the point 
that each Reduce is executed on one computer, a semi-dense subgraph can be re-
trieved and analyzed separately.  To this end, the two MapReduce jobs are enough to 
find γ-quasi-cliques but we need to do some optimizations to reduce the data size and 
computing time. First we should omit the vertices with deg(v)≤γ.(|min_size|-1), based 
on  Pruning technique based on the minimum size of graph. Then we use a technique 
introduced in [10]. 

Pruning based on the upper bound of the number of vertices: lets deg-
min(g)=min{indegg(v) + exdegg(v): v ∈ g} and g be the final γ-quasi-clique. Then the 
upper bound of the number of vertices in g will be |g|≤|degmin(g)/γ|+1. Based on this 
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pruning technique, if the subgraph has more vertices than |degmin(g)/γ|+1 it would not 
be written in the output. Thus, the list of vertices that have the necessary features are 
written in the output as the key.  

You can see the proposed algorithm in the following: 

map(String key, String value): 
 // key: unused 
 // value: degree/adjacent vertices 
 adjacentVertices[] = ParseVertices(value.adjacentVertices); 
 for each v in adjacentVertices: 
  EmitIntermediate(v, key+"/"+value);  
 
reduce(String key, Iterator values): 
 // key: a vertex 
 // values: list of adjacent vertices and their neighbors 
 for each v in values 
  relatedData[] = ParseData(values); 
 quasiClique = UpperBoundPruning(relatedData[]);  
 //Do Upper Bound Pruning 
 if (quasiClique ≠ NULL) 
  Emit(quasiClique, NULL); 

In the third and final MapReduce job, shared keys, which are also shared subgraphs 
are detected and omitted. Like known word count example, this is done using Reduce 
function features. Intermediate data with same key are sent to one Reduce function. In 
the Reduce function, each subgraph is analyzed separately based on a common γ-
quasi-clique algorithm and the result would be written in disk as final output.  

5 Evaluation 

In order to evaluate our proposed algorithm, we will calculate its computational  
complexity based on Afrati and Ullman computational model [23]. In this model, 
algorithms are networks of interconnected processes that have data stored as files. 
MapReduce algorithms are a special case of these algorithms. We can evaluate these 
kinds of algorithms by the amount of data that must be moved among the processes. 
They assume a lower bound b and an upper bound s on the data movement cost. A 
process can have O(s) communication cost if s is the upper bound. 

We need to measure the communication cost and processing cost of the algorithm. 
Based on Afrati and Ullman model definition [23], the total communication cost (total 
processing cost, respectively) is the sum of the communication (processing, respec-
tively) costs of all processes. The maximum sum, over all paths, is defined as the 
elapsed communication (processing, respectively) cost.  

To begin, we will calculate each MapReduce job costs separately. In first job, we 
want to find vertices neighbours and degrees. Suppose that the number of vertices is 
|V|=n. The algorithm input is a list of edges and based on number of vertices, the 

number of edges would be
( 1) ( 1)

2 2. n n n nEγ − −< ≤ . Thus, each Map process takes 

input of maximum size n2, which is the total number of edges and minimum size b. So 
the total communication cost is O(n2) and the elapsed communication cost is O(b). In 
the processing step, the Map process just reads each edge and generates two edges. 
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Therefore, total and elapsed processing cost in this step is like the previous costs. 
Because of data duplication in Map phase, total communication cost of intermediate 
data becomes O(2n2). Each vertex is analyzed separately so due to maximum paralle-
lization we can achieve, elapsed cost changes to O(n). In Reduce function, all compu-
tation costs are the same as intermediate data communication costs. 

Second job begins with communication and processing costs as before, O(2n2) and 
O(n). Map function generates new intermediate data as the number of adjacent neigh-
bours for each vertex. Considering each vertex is in average connected to 130 other 
vertices, total communication cost and total Reduce processing cost increase to 
O((130n)2). Considering that for Reduce phase, we have n computers, elapsed cost is 
O(1302n).  

Since in the suggested algorithm each vertex is analyzed separately and is pro-
duced for the data, two main problems occur. First, the amount of middle data  pro-
duced is a lot. For example, in a social network, each vertex is in average connected 
to 130 other vertices [2]. In such a circumstance, the amount of middle data would be 
at least 130 times more than input data. We are forced to produce large amount of 
data in order to analyze large-scale graphs. In addition, in data intensive computing, it 
is not strange to have and generate more and more data. However, the point is that the 
size of the input graph is extremely reduced, using pruning techniques and the 
processing is done in parallel. Therefore, we can substantially reduce the time for 
large graphs. Besides there is no limit for graph size as MapReduce model is very 
scalable. 

Data redundancy is another problem too, i.e. it is possible for a subgraph with 100 
vertices to be analyzed 100 times. We have tried to reduce the amount of redundancy 
also. The algorithm detects semi-cliques in second job and writes them as keys. Then 
in final step, we have used MapReduce programming model feature to remove dupli-
cated keys. 

Finally, processing costs in depends on the γ-quasi-clique extraction algorithm 
used. We can divided the massive graph into smaller subgraphs in O(1302n), which 
each subgraph is capable of being γ-quasi-clique. The size of the input graph is ex-
tremely reduced but final analysis of subgraphs determines the time complexity. 

6 Conclusion and Future Works 

In this paper, we have presented a distributed algorithm for γ-quasi-clique extraction. 
In proposed algorithms, we divide the massive input graph into smaller parts, based 
on pruning techniques. After breaking down the input graph, the required data for 
processing each part is sent to a single computer and is processed by one of the com-
mon methods. The algorithm is based on MapReduce model and has the ability to 
scale well. We also evaluate our algorithm using Afrati and Ullman computation 
model and it was determined that due to graph size reduction, the processing time 
extremely reduces. 

As a future work, we are going to implement the algorithm using Hadoop  
framework. After the implementation we can see the experimental results. Much  
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development in the algorithm optimization can be done as future works. In addition, 
we can focus on other distributed programming models like BSP to compare the two 
algorithms too. 
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