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Preface

The Second International Conference on Computer Science and Information
Technology (CCSIT-2012) was held in Bangalore, India, during January 2–4,
2012. CCSIT attracted many local and international delegates, presenting a bal-
anced mixture of intellect from the East and from the West. The goal of this
conference series is to bring together researchers and practitioners from academia
and industry to focus on understanding computer science and information tech-
nology and to establish new collaborations in these areas. Authors are invited
to contribute to the conference by submitting articles that illustrate research
results, projects, survey work and industrial experiences describing significant
advances in all areas of computer science and information technology.

The CCSIT-2012 Committees rigorously invited submissions for many months
from researchers, scientists, engineers, students and practitioners related to the
relevant themes and tracks of the conference. This effort guaranteed submissions
from an unparalleled number of internationally recognized top-level researchers.
All the submissions underwent a strenuous peer-review process which comprised
expert reviewers. These reviewers were selected from a talented pool of Techni-
cal Committee members and external reviewers on the basis of their expertise.
The papers were then reviewed based on their contributions, technical content,
originality and clarity. The entire process, which includes the submission, review
and acceptance processes, was done electronically. All these efforts undertaken
by the Organizing and Technical Committees led to an exciting, rich and high-
quality technical conference program, which featured high-impact presentations
for all attendees to enjoy, appreciate and expand their expertise in the latest
developments in computer network and communications research. In closing,
CCSIT-2012 brought together researchers, scientists, engineers, students and
practitioners to exchange and share their experiences, new ideas and research
results in all aspects of the main workshop themes and tracks, and to discuss
the practical challenges encountered and the solutions adopted. We would like to
thank the General and Program Chairs, organization staff, the members of the
Technical Program Committees and external reviewers for their excellent and
tireless work. We sincerely wish that all attendees benefited scientifically from
the conference and wish them every success in their research.

It is the humble wish of the conference organizers that the professional
dialogue among the researchers, scientists, engineers, students and educators
continues beyond the event and that the friendships and collaborations forged
will linger and prosper for many years to come.

January 2012 Natarajan Meghanathan
Nabendu Chaki

Dhinaharan Nagamalai
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Abstract. The lifetime of a sensor network depends mainly on the sensor 
node’s battery power. Therefore it is necessary to use sensor node battery power 
very efficiently. Most of the existing powers saving protocols have been 
designed in such a way that the sensor nodes are put into sleep state when there 
is no transmission. These protocols fail to adjust dynamically a sensor node’s 
sleep duration based on its traffic load. This periodic and regular sleep and 
awake method of these protocols cause high latency and high energy 
consumption. A host must be allowed to sleep longer if it is not involved in data 
transmission frequently. Thus, to efficiently manage a host’s energy, we need 
not only have a power saving mechanism but also a scheme to guarantee data 
transmission. In this paper we propose an Adaptive Quorum Based MAC 
Protocol (AQMAC) that enables sensor nodes to sleep under light loads in non 
uniform node distribution thereby decreasing the latency and increasing the 
throughput. We also used q-Switch Routing coupled with the non uniform node 
distribution strategy that switches the data flow among its corresponding next-
hop forwarding nodes in order to balance energy dissipation among them and to 
reduce the transmission latency.  

Keywords: Power Saving Protocol, MAC, Non Uniform Node Distribution, 
Quorum, Energy Hole Problem. 

1 Introduction 

Wireless Sensor Network (WSNs) is widely used in a variety of applications like 
health care, object tracking, battlefield surveillance, environmental monitoring, 
industrial automation etc.  Sensor nodes are often operated by batteries and have 
limited processing and memory resources. Thus, it is important to design energy-
efficient protocols for WSNs 

In wireless sensor networks, Medium Access Control plays a key role in 
determining utilization of channels, delays in networks and energy consumption. 
Sensor nodes are able to sense, collect and transmit data to other sensor nodes within 
their transmission range. Most of the energy in sensor nodes is wasted in idle listening 
as nodes wait for other node to send data and also because nodes can transmit data 
only to nodes that are not in sleep mode. These constraints make the node to wake up 
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often to check if the other node is awake and also ready for transmission. Several 
MAC protocols have been proposed to reduce the time a sensor node spends in idle 
listening by maintaining a schedule that indicates when a sensor should be awake for 
data transmission. However these MAC protocols suffer from long latency and fail to 
adapt to node’s traffic load. The main aim of this paper is to efficiently put the nodes 
in sleep state and dynamically adjust the nodes sleep duration based on its traffic load 
and thus prolong the node’s lifetime and increase the throughput. 

The proposed protocol in this paper is a synchronous MAC protocol which is based 
on quorum based wake-up scheme in non uniform node distribution [5] of wireless 
sensor networks.  The wake-up frequency of a sensor node is determined according to 
each node’s traffic load. A node is allowed to sleep longer if less traffic is involved.  
Since latency is also an important issue, we have also used q-Switch Routing [5] 
technique with non uniform node distribution strategy. This identifies q or (q-1) relay 
candidates for the source node to send the data to the sink. The rest of this paper is 
organized as follows. Related works are presented in Section 2. Preliminaries are 
described in Section 3. Section 4 describes the details of the proposed protocol. 
Section 5 presents the simulation results. 

2 Related Work 

Many MAC Protocols like SMAC [9], TMAC [10] PMAC [7] and QMAC [4] were 
introduced to conserve energy. SMAC puts the sensor nodes to sleep periodically if 
the sensor nodes are not involved in data communication and hence avoids idle 
listening. By keeping the duty cycle low SMAC reduces sensor node’s power 
consumption. This fixed duty cycle in SMAC may result in long transmission delay. 
SMAC fails to adjust the duty cycle based on the traffic load of each sensor node. 

TMAC is an extension of SMAC and follows adaptive duty cycle. A sensor node 
will go to listen state and will not come to sleep state until there is no activity for a 
time TA.  By minimizing the amount of time spent in idle listening, TMAC saves 
considerable amount of energy which may cause early sleeping problem wherein 
potential receivers may go to sleep too early. This problem reduces the number of 
hops a data can travel in a time frame which will further cause long transmission 
latency. 

PMAC is another MAC protocol wherein sensor nodes exchange patterns to get 
information about the activity in its neighbourhood.  Based on these patterns, when 
there is no traffic in the network a sensor node can put itself into a long sleep for 
several time frames.  If there is any activity in the neighbourhood, a node will know 
this through the patterns and will wake up when required.The disadvantage here is 
two sensor nodes will not be able to meet if they do not correctly receive the other’s 
pattern. This results in idle listening and long transmission delay. 

The QMAC protocol achieves power saving by increasing the amount of sleep 
intervals. For an n × n grid, each host is awake for (2n-1)/n2 intervals. The quorum 
size that is fixed for all nodes in the same corona remains the same throughout its 
lifetime. Thus during extreme traffic conditions the network suffers due to latency in 
transmission. 
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3 Preliminaries 

We made the following assumptions in this paper. 

• All the nodes are static after deployment and have the same transmission range. 
• Each sensor node has a unique ID and sends the data to the sink node placed at the 

center. 
• All the nodes are deployed non uniformly i.e. the number of nodes around the sink 

is more, and more the distance from the sink, the number of nodes deployed is 
lesser. 

• The circular area is divided into R adjacent coronas i.e. the ith corona is denoted as 
Ci. The width of each corona is 1 unit length. 

• Sink node can communicate directly with the nodes in the corona nearer to the sink 
C1. 

3.1 Non Uniform Node Distribution 

Nodes that are closer to the sink not only transmit data sensed by them but also 
transmit the data that are sent by the nodes in outer coronas [3]. Therefore the nodes 
in the inner corona that are nearer to the sink deplete their energy much faster than the 
nodes in the outer corona that are farther from the sink which will lead to energy hole 
problem  [5].  An efficient way to overcome this problem is by adding more and more 
nodes to these heavy traffic areas i.e. in the inner most corona. The node density in 
the innermost corona C1 will be high. Since the width of each corona is 1 unit length, 
data can be transmitted from the source node in the outer most corona to the next 
inner corona via one hop and to the sink via i hop. The nodes in the outermost corona 
CR needs to forward only the data generated by them.  The numbers of inner corona’s 
nodes are increased in geometric progression with a common ratio of q [5]. 

4 Adaptive Quorum Based MAC Protocol (AQMAC) 

In non-uniform node distribution, the sensor nodes that are closer to the sink are 
heavily loaded.  A protocol  has to be designed  in such a way that they not only be 
capable of adjusting each sensor node’s listen/sleep frequency according to  their 
traffic loads but also guarantee sensor nodes to meet each other.  QMAC allows the 
nodes to meet each other using quorum [8].  It makes use of fixed quorum size and 
fails to adjust the quorum size based on the traffic load of each sensor node which 
will lead to latency in transmission. In order to reduce the energy consumption further 
we present our Adaptive Quorum Based MAC protocol (AQMAC) that achieve 
power conservation and guarantee that any two hosts will wake up concurrently 
during the same time intervals through the use of adaptive quorum size based on its 
traffic load [4] and [6]. 
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4.1 Quorum Concept 

The quorum concept ensures intersecting time intervals for any two nodes [8]. If the 
quorum size is large for both the nodes then fewer intersecting time frames are 
obtained whereas for smaller quorum size more intersecting time frames are achieved. 
To handle heavy traffic the quorum size is reduced and during light traffic quorum 
size can be increased. Because grid based quorums are used, any two nodes can wake 
up and meet each other at some time frame. In a grid-based quorum, one row and one 
column are picked in an n × n grid. For an n × n, each host is awake for (2n-1)/n2 

intervals.  Figure 1 show an example of quorum interval selections, where the first 
row and first column is selected by host A and  the second row and second column is 
selected by host B [2] and [4]. Host A will wake up at time intervals 0, 1, and 2 while 
host B will wake up at time intervals 1, 2, and 3. Host A and B will have the 
intersecting time intervals 1 and 2 during which the data will be transmitted. 

 

                                                   A 
 
 

 
                                                   B 
 

 0      1        2         3 

0 1 

2 3 

0 1 

2 3 

 

 

Fig. 1. Host A and Host B meet each other interval at 1 and 2 in a fixed quorum of size 2 

In the QMAC protocol, all hosts in a corona share the same grid size of n × n [4].  
When there is heavy traffic the quorum size is reduced so that the number of wake up 
time intervals will be increased and can send the data during the wake up time 
intervals. During light traffic quorum size can be increased so that the number of 
wake up time intervals can be reduced.  On the other hand, the amount of conserved 
energy can be reduced with a small grid size [2]. In order to achieve better 
performance, it is necessary to dynamically adjust the grid size for each individual 
host since they have different traffic loads and different performance requirements. 

Two hosts with different grid size will intersect with each other. For example, in 
Figure 2 host A has a 3 × 3 grid and its quorum intervals are 1, 4, 6, 7 and 8. Host B 
has a 4 × 4 grid and its quorum intervals are 2, 6, 8, 9, 10, 11 and 14. Host A wakes 
up more frequently than host B, but they have intersections during host B’s quorum 
group. Host A and Host B will have the intersecting time intervals 6,8 and 10 during 
which the data will be transmitted. This adaptive quorum will increase the intersecting 
time intervals. Based on the defined traffic load limits, the quorum size will be chosen 
dynamically by each sensor node.  

Quorum Group

Host A 

Host B 
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Fig. 2. Host A with grid size 3x3 and Host B with grid size 4x4 meet each other 

The idea behind AQMAC is to increase a sensor node’s grid size, in order to 
prolong its sleep duration when its traffic is light, and to decrease its grid size, making 
it wake up more frequently, when its traffic load is heavier [6]. In AQMAC, the grid 
size is selected according to its traffic load, TLi. Four grid sizes can be selected based 
on the three traffic limits, limit1, limit2, and limit3. We assume the network 
environment to be overloaded when each host’s traffic load was more than 10 kbps.  
Therefore we set grid size to 1 × 1 when its traffic load exceeds 10 kbps. Hence we 
assume limit1 = 10 kbps.  When the traffic load decreases, a sensor node’s wake up 
frequency should also be reduced, accordingly. The limit2 and limit3 are defined as 
being proportional to the wake up frequency, when compared to a 1 × 1 grid. In an n 
× n grid, we picked 2n-1 among n2 time intervals as the quorum intervals. That is, a 
sensor node with a grid size of n × n woke up at the fraction of (2n-1)/n2, compared to 
a node with a grid size of one.  When a host’s packet arrival rate is reduced to  
(2n-1)/n2, when compared to being overloaded, we should also increase its grid size to 
n × n, this implies 

 
limit2 = 10 *(2n-1)/n2 where n = 2 then limit2 = 7.5 Kbps 
limit3 = 10 *(2n-1)/n2 where n = 3 then limit3 = 5.5 Kbps 
limit4 = when TLi < 5.5 kbps 
 

0 1 2 

3 4 5 

6 7 8 

 
 
 
 
                                                       0 1 2 3 

4 5 6 7 

8 9 10 11 

12 13 14 15 
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     0    1      2    3    4    5     6     7    8      9   10   11  12  13  14  15      

 
 

 Host A 

Quorum Group

B 

 Host B 

A 
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Therefore the following four grid sizes are selected based on the conditions  
 

1×1 grid size is selected if (TLi ≥10Kbps) 
2×2 grid size is selected if (10 Kbps > TLi   ≥7.5 Kbps) 
3×3 grid size is selected if (7.5 Kbps > TLi  ≥5.5 Kbps) 
4×4 grid size is selected if (5.5 Kbps > TLi) 

4.2 Latency Reduction Using q-Switch Routing 

In order to reduce the latency further in AQMAC we used q-Switch routing [5] in 
AQMAC which will be termed as AQMAC-LR (Latency Reduction). The sensor 
nodes will be deployed from the outer most corona to the inner most corona in such a 
way that the number of nodes in the coronas increases with the geometric progression 
with a common ratio of q.  Each sensor node in corona CR can communicate directly 
with (q-1) different nodes in CR-1. Each sensor nodes in Ci+1 can communicate directly 
with q different nodes in Ci, where 1≤ i≤ R- 2. Therefore either (q-1) or q nodes will 
be deployed in the reachable area in the next inner corona for each node in Ci. The 
process can be repeated until deployment in C1 is finished. In network initialization 
phase the sensor nodes find their relay nodes and record their ID numbers. When the 
initialization phase gets finished there are NR q-ary trees formed.  Among all the relay 
nodes, the node with highest energy will be considered as relay node.  The node in 
outer corona treated as source node.  It chooses a relay node among its q or q-1 relay 
nodes, and forwards data of its own to the selected relay node or child node. The 
selected relay node sends its own data and those from the upstream node or so-called 
parent node. This process will be repeated until the data arrive at a node in corona C1 
from where the data will be delivered to the sink. 

5 Simulation Results 

We implemented the proposed protocol using NS2 simulator [1]. We also 
implemented PMAC, QMAC, and QMAC-LR (Latency Reduction) which uses  
 

Table 1. Simulation Parameters 

Parameter  Value 

Number of nodes 28 
Common ratio of geometric progression 3 
Number of nodes in outer most corona 1 
Total number of corona 4 
Transmission range of a sensor node  25m 
Width of each corona 25m 
Transmit energy of each node 60mW 
Receive energy of each node 45mW 
Idle energy of each node 45mW 
Sleep energy of each node 0W 
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q-Switch Routing on QMAC for comparison purposes. 2 nodes are deployed in C2 
and 6 nodes are deployed in C3 and 18 nodes are deployed in C4 based on the 
geometric progression whose value is 3. Each node has an initial energy of 50J.   
Packet size was set to 128 bytes and hosts were supplied with different constant bit 
rate traffic, between 1 and 24 packets per second to simulate light loads and heavy 
loads.  Below we have made observations from three different aspects. 

5.1 Impact of  Alive Nodes 

Figure 3 explains the fraction of live sensor nodes of different MAC protocols.  The 
outer corona has large amount of live sensor nodes in C4 since the node in outer 
corona have light traffic load whereas the number of live nodes  in corona C1, C2 and 
C3 are quite low since the nodes in inner coronas have heavy traffic. Since more 
number of nodes are deployed in the corona C1 near the sink the proposed protocol 
AQMAC and AQMAC-LR retains maximum remaining energy compared to that of 
PMAC, QMAC, and QMAC-LR.  

 

Fig. 3. Fraction of live sensor nodes of different MAC Protocols 

5.2 Impact of Successful Transmission Ratio 

The successful transmission ratio represents the ratio of the number of the number of 
data packets sent by the source node to the number of packets received by the sink 
node. Here the successful transmission ratio of protocols like PMAC and QMAC is 
low since more energy is depleted than AQMAC and AQMAC-LR protocols. 
QMAC’s lowest transmission ratio implies most of the nodes in C1 have exhausted 
their energy and thus packets are not allowed deliver the data to the sink successfully. 
Figure 4 explains the differences among PMAC, QMAC, QMAC-LR, AQMAC and 
AQMAC-LR. Compared to PMAC and QMAC we observe that the AQMAC-LR 
shows high successful transmission ratio. 
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Fig. 4. Successful Transmission Ratio of different MAC Protocols 

5.3 Impact of Latency 

Latency represents the delay between the moment a data packet is sent by the data 
source and the moment the sink receives the data packet.  Figure 5 explains that 
AQMAC has lower latency compared to PMAC. Initially PMAC has lower latency 
because nodes in PMAC remain awake at every time frame. QMAC-LR is the latency 
reduction that is done on QMAC using q-Switch Routing.  With multiple next-hop 
candidates capable of achieving the relay job, sensor nodes running AQMAC-LR 
have lot of chances to meet one of their next-hop group members and transmit their 
data whenever they want.  Thus they have a lower delay when compared with nodes 
running AQMAC. As time increases, all the protocols produce a longer delay because 
of the pending packets that has to be delivered.  

 

Fig. 5. Latency of different MAC Protocols 
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6 Conclusion 

Energy conservation is essential in wireless sensor networks. Deployment of more 
number of nodes near the sink reduces considerable amount of energy conservation.  
Based on their distance from the sink the sensor nodes have different loads.  Hence 
we applied the concept called quorum to make the sensor nodes to adjust their sleep 
and awake time dynamically based on their traffic loads.  In this paper we have 
proposed a new energy-conserving MAC protocol that applies the concept of adaptive 
quorum to enable the sensor nodes to adjust their sleep durations based on their traffic 
load in non uniform node distribution of sensor networks.  To reduce the transmission 
delay we have also used q-switch routing by enabling a group of next-hop nodes to 
accomplish the relaying job. Simulations proved that our AQMAC and AQMAC-LR 
is an improved MAC protocol in terms of energy efficiency and throughput for non 
uniform node distribution in sensor networks.  In these protocols it is very hard to 
determine fixed traffic limits to change the quorum sizes. In future, issues such as 
each node’s pending packets, transmission delay should also be taken into 
consideration for finding the quorum sizes. 
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Abstract. Intelligent vehicular ad hoc networks (InVANETs) provide an effec-
tive communication between vehicles with dynamic mobility. This paper en-
hances the traffic management system using mobile agents called as Intellect 
Mobile Agent (IMA). IMA is used to identify the traffic in the path from source 
to destination and provides an effective way to transport through less traffic 
scenario. IMA designed with an algorithm which calculates the amount of traf-
fic as a parameter and finds a least path to reach the destination. The vehicle 
sends the IMA with the destination node which traces the traffic path. IMA 
identifies the path with least traffic using probability calculation and directs the 
vehicle to reach the destination. 

Keywords: Traffic management, mobile agent in InVANETs, Intellect Mobile 
Agent. 

1 Introduction 

Traffic on roads is concentrated in signal area due to heavy flow of vehicles. The 
traffic can be reduced by directing the vehicles to the destination through least traffic 
area. InVANETs  technology provides an efficient way to implement Intellect Mobile 
Agent (IMA). IMA is an   mobile agent which helps vehicle to get traffic less short 
path. Roadside Equipment (RE) is placed in the signal which calculates the number of 
vehicles and communicates with IMA. RE senses the number of nodes in the signal 
area and intimate to the IMA. 

1.1 Notations Used 

IMA- Intellect Mobile Agent 
RE- Road side Equipment 
TF – Traffic Flag 
ILRE- Identify Linking RE Mobile Agent 

2 Category 

A group of area is grouped as category which holds the group of RE. Normally, cate-
gory represents a city with few RE. The RE holds the data about neighbor RE and 
shortest route to reach any RE in the category. 
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3 Road Side Equipment 

RE informs the road side warnings to the vehicles in the road. It should be imple-
mented in the signal area where vehicles gather for the pass. RE should be designed 
with a database that holds the shortest route for various area RE within the category. 
Category refers to a collection of RE in a place. When the IMA reaches the RE, it will 
get updated. RE should capable of holding the shortest path to various areas, checks 
for traffic in the scanning area, raising the flag TF when there is traffic and updates 
the IMA. 

In figure 1, the inner circle represents RE and the outer circle represents the area of 
calculating the traffic area. RE scans the number of vehicles in the region of traffic. 
Vehicles are represented as nodes in the network. 

 

 

Fig. 1. Category for IMA 
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3.1 Algorithm 

Begin 

Variable TF = false 

Variable Crictical_pt 

If Number of nodes>0 

Crictical_pt =  Area of coverage / (Average vehicle area* 
Number of nodes) 

Else 

Crictical_pt= Area of coverage 

If critical_pt < threshold_value 

TF=true 

End 

RE raises the TF by calculating the above algorithm. The critical_pt is a value that 
represents the concentration of traffic in the area. It depends on the area covered by 
the RE, the average space occupied by the vehicle depending upon the type and num-
ber of nodes (vehicles). 

 

 

Fig. 2. Graph between critical poin and no. of nodes 
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Figure 1 describes a category with various RE. If the unit value is considered for 
average vehicle area and 10 m3 as area of coverage, the graph between critical_pt and 
number of vehicles will be as follows. 

The figure 2 shows the relation between the critical_pt values that decides to raise 
the TF. 

RE calls the algorithm when an IMA strikes it and remains the state of TF for next 
collision. The database of RE should contain the shortest path to reach destination and 
the RE connected to it with distance. 

4 Intellect Mobile Agent 

IMA is a mobile agent that is generated in the starting point from the RE. IMA initial-
ly reads the shortest route to reach destination from the RE in Starting point [1]. IMA 
migrates to the next RE listed in the shortest path. When it reaches the next RE, it 
checks for the TF. If the flag is not raised, the process is continued[4]. Else the IMA 
clone itself and migrate to the neighbor RE. The process is continued and if IMA 
reaches the destination, it returns back to the starting RE. IMA holds the data about 
destination path with short distance and traffic free. RE instructs to the vehicle about 
the path and directs it to reach the destination. IMA is designed effectively using 
Agent Communication Language (ACL) which is a descriptive KQML-like language 
for agent communication[2].   

4.1 Algorithm 

Begin 

Var 

Drop=false 

Clone=false 

Clone_value=0 

Short_path= shortest path from start to destination 

Neighbor_re = next  RE in short_path 

Distance=0 

Previous_re= Current RE 

Sh_distance= distance to reach destination (short-
path) 

repeat 

Previous_re= Current RE 

Move to Neighbor_re 

Distance= distance of neighbor RE 



14 V. Arun and K.L. Shunmuganathan 

 

if RE == destination 

return to Starting RE 

if TF = true 

if cloned==true 

Drop the IMA 

break 

return to Previous_re 

Clone IMA 

Clone Value= number of neighbor RE -1 

Neighbor_re = one of neighbor not cloned for 

Else 

Neighbor_re= next RE in shortest path 

If Distance > 2* sh_distance 

Informs to user 

Until RE==destination 

End 

4.2 Illustration 

Consider a scenario in which a vehicle prepare to start from A to reach M. Vehicle 
communicate to the RE in the A. RE holds the shortest path to reach the destination 
M. Since the RE is not a dynamic node, the shortest path will not be alerted regularly. 
So, it holds the shortest path for various destinations in a category. 

Let the database of RE in A holds data as follows: 
 

Table 1. Neighbor node 

Neighbor Node 

B 

C 

D 
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Table 2. Database of RE to serve IMA 

Destination Shortest path Distance (m) 
B B 1500 
C C 150 
D D 1640 
E B-E 2200 
F C-G-F 1100 
G C-G 900 
H C-G-H 1200 
I D-I 2100 
J B-E-J 2700 
K C-G-K 1900 
L D-I-J 2780 
M C-G-K-M 3120 

 
The Re in the A starts sending the IMA with following initializations for the  

algorithm. 
Drop=false 
Clone=false 
Clone_value=0 
Short_path=  C-G-K-M 
Neighbor_re = C 
Distance=0 
Sh_distance= 3120 

 
Let the TF is raised in B,I,F,K which is indicated by a cross in the diagram. 

In figure 3 arrow represents the flow of IMA through RE. Stroked arrow shows 
that the IMA is dropped due to the raise of TF. 

A vehicle start at a point A and it communicate with the RE which creates the IMA 
with initializations to reach destination M . The IMA moves to the next RE as in the 
Neighbor_re value such as to C. IMA checks for the TF, since TF is not raised be-
cause of no traffic at C. So IMA updates the distance parameter and migrates to the 
next RE at G. Same process is done at G. It migrates to K which is TF raised RE. 
When IMA identifies that TF flag is raised, it returns to the previous_re value to G. 
Here IMA is cloned for number of neighbor RE -1 and migrates to all RE nodes. The 
original node is send to K to make a check for TF flag. If the TF flag is raised, then 
the IMA is return back. Since it is already cloned, it is dropped. The IMA which mi-
grates to the node H may update the distance parameter. Likewise the IMA reaches 
the destination node M with calculated path and distance. If the path is higher than 
twice of the shortest path, it informs the user about it. User wishes to drop IMA. 

Consider if the node F and J is not raised with TF flag. The IMA cloned at G also 
migrate through F-J and reach the destination M. But the updated distance may be 
higher than the IMA through H-L-M. Both IMA reaches the user and user decides the 
path. 
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Fig. 3. Category with TF raised RE 

The process of identifying the path is updated whenever the vehicle reaches the RE 
and the RE is initialized as starting RE. This is because of constant change in the traf-
fic flow[3]. 

4.3 Linker RE 

When a user need to travel to a long distance beyond a category, linking RE plays 
vital role to connect various categories. The RE which connects the two categories is 
known as linking RE. The database of Linking RE holds the category that connects 
and shortest path that connects other categories. When a user requests the shortest 
traffic path to reach the destination which is in another category, there is a need of one 
mechanism to identify the linking RE to reach the destination. A mobile agent is re-
quired for this task and is called as Identify Linking RE Mobile Agent (ILRE). ILRE 
calculates the linking RE which has the least short path to reach destination and re-
turns the sub destination in each category [5]. 
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The database of each RE contains the location RE and the category region that 
covers it. The user should choose the region manually when the destination is not in 
the category. 

 

Fig. 4. Flow of ILRE through categories 

The figure 4 describes the ILRE through the categories and arrow indicates the 
flow. 

4.4 Role of ILRE 

• Identifies the shortest path. 
• Detects the Linking RE between categories which links the required category. 
• Direct the IMA to reach the linked RE as the destination. 
• When it reaches the Linking RE, destination of the IMA changes to the next 

Linking RE or destination RE (if it reaches the same category). 

Algorithm 

Begin 

Var 

Dest= destination RE 

Clone_value= no. of linking RE in category 

Status = false 

Dest_Cat= The category that has destination RE 

Clone LRE to clone_value 

Get shortest path to Linking RE 
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Move to Linking RE 

Read status 

If status=true 

Inform user 

Else 

Drop 

Clone IMA 

Repeat 

IMA destination=Linking RE 

Move along IMA 

Store IMA path 

Alter IMA destination 

If category= dest_cat 

IMA destination=destination RE 

Else 

IMA destination= linking RE 

Until category =dest_cat 

Inform path to User  

End 

Illustration 

The ILRE clone itself to the number of linking RE in a category. Each ILRE reaches 
the Linking RE and checks for the way to reach the destination RE. If the Linking RE 
pays way to reach the category to reach destination, it access the shortest path to reach 
and reports to the user else the ILRE is dropped [6].  

The returned ILRE creates an IMA to reach the linking RE by assigning the desti-
nation of the IMA as linking RE. Using IMA algorithm, the shortest path to reach the 
Linking RE is achieved. ILRE now alters the destination of the IMA and stores the 
shortest path identified by the IMA.  The process continues until the destination is 
reached. When the Mobile Agents are in destination category, ILRE sets the destina-
tion RE as the destination of the IMA. The entire path stored is informed to the user 
and when each RE is reached, IMA updates the path since traffic is dynamically al-
tered. Figure 5 explains the detail migration path of Mobile Agents.        
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Fig. 5. Migration of ILRE + IMA 

5 Conclusion and Future Work 

• Flows of vehicles are reduced and direct them in such a way to reduce the 
traffic [7]. 

• The user may reach the destination in short time. 
• Extends the use by uniting the small cities as category. 
• Computational load. 

 
The category plays a vital role to unite various cities together and provide many ways 
for the mobile agent to travel around. Computational load is more to calculate mobile 
agent to define next category. Future work involves in minimizing the computational 
load and enhances the interaction with the user. To enhance the implementation that 
should have interaction with user  in a way to suggest the path with accident parame-
ters to determine the path to destination. 
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Abstract. This paper investigates the local observer design for nonlinear con-
trol systems with real parametric uncertainty around equilibria. In this paper, new
results are derived for a general class of nonlinear systems with real parametric
uncertainty. In this paper, it is first shown that equilibrium-state detectability is a
necessary condition for the existence of local asymptotic observers for any non-
linear system and using this result, it is shown that for the classical case, when
the state equilibrium does not change with the real parametric uncertainty, and
when the plant output is purely a function of the state, there is no local asymp-
totic observer for the plant. Next, it is shown that in sharp contrast to this case, for
the general case of problems where we allow the state equilibrium to change with
the real parametric uncertainty, there generically exist local exponential observers
even when the plant output is purely a function of the state. In this paper, a charac-
terization and construction procedure for local exponential observers for a general
class of nonlinear systems with real parametric uncertainty has also been derived
under some stability assumptions. It is also shown that for the general class of
nonlinear systems considered, the existence of local exponential observers in the
presence of inputs implies, and is implied by the existence of local exponential
observers in the absence of inputs.

Keywords: Nonlinear observers, exponential observers, real parametric uncer-
tainty, nonlinear control systems.

1 Introduction

The design of observers is an important problem in the control literature because state
estimators are needed for system monitoring and for the implementation of state feed-
back control laws designed for control systems.

For linear control systems, the observer design problem was introduced and fully
solved by Luenberger [1]. For nonlinear control systems, the observer design problem
was introduced by Thau [2]. During the past three decades, a large research effort has
been devoted to the construction of observers for nonlinear control systems ([2]-[16]).

This paper investigates the nonlinear observer design problem for a general class of
nonlinear systems with real parametric uncertainty. In this paper, we consider a general
class of nonlinear systems described by
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ẋ = f(x, λ) + g(x, λ)u
y = h(x, λ)

(1)

where x ∈ IRn is the state, λ ∈ IRl is the real parametric uncertainty, u ∈ IRm the input
and y ∈ IRp the output. We assume that the state x is defined in an open neighbour-
hood of an isolated state equilibrium x̄ in IRn and the input u belongs to a class U of
admissible input functions.

In Sections 2 and 3, we assume that U consists of all locally C1 functions u with
u(0) = 0.

In Section 4, we assume that U consists of all inputs of the form

u = r(ω) (2)

where ω is the state of a neutrally stable exosystem given by

ω̇ = s(ω) (3)

We also assume that the parametric uncertainty λ takes values in an open neighbourhood
G of the origin of IRl. We set Y = h(X, G). We also assume that

f(x̄, 0) = 0, g(x̄, 0) = 0 and h(x̄, 0) = 0

In this paper, it is first shown that equilibrium-state detectability is a necessary condi-
tion for the existence of local asymptotic observers for the nonlinear system (1). Using
this condition, we establish that for the classical case of problems when the state equi-
librium does not change with the real parametric uncertainty, there does not exist any
local asymptotic observer for the nonlinear plant. Next, we show that in sharp contrast
to this case, for the general case of problems where we allow the state equilibrium
to change with the real parametric uncertainty, there typically exist local exponential
observers even when the plant output is purely a function of the state.

In this paper, we also derive necessary and sufficient conditions for local exponential
observers and using this, we deduce a simple construction procedure for the design of
exponential observers for the nonlinear plants with exogenous inputs. In this context, we
also derive a new result which states that under some stability assumptions on the plant,
the existence of local exponential observers for the nonlinear plant (1) in the presence
of inputs implies and is implied by the existence of local exponential observers for the
plant (1) in the absence of inputs. Thus, this new result simplifies the nonlinear observer
design problem significantly.

2 Basic Definitions

In this paper, we study the nonlinear observer design problem for the nonlinear plant
(1). Since λ is a real parametric uncertainty, it may not be available for measurement.
Thus, we may consider λ as an additional state variable and estimate λ as well.

Thus, we consider the plant (1) in an extended form as

ẋ = f(x, λ) + g(x, λ)u
λ̇ = 0
y = h(x, λ)

(4)
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In this paper, we derive new results for local asymptotic observers and exponential ob-
servers for the nonlinear plant (4) with real parametric uncertainty around the equilibria
(x, λ) = (x̄, 0) ∈ IRn × IRl.

Definition 1. [16] Consider the nonlinear system (candidate observer) defined by

ż = φ(z, μ, y, u)
μ̇ = ψ(z, μ, y, u) (5)

where the state z of the candidate observer (5) is defined locally (say, in the neighbour-
hood X of x̄ of IRn) and the state μ of the candidate observer (5) is defined locally (say,
in the neighbourhood G of the origin of IRl). We assume that φ and ψ are locally C1

mappings such that

φ(x̄, 0, 0, 0) = 0 and ψ(x̄, 0, 0, 0) = 0

We say that the candidate observer (5) is a local asymptotic (resp. local exponential)
observer for the plant (4) if the following conditions are satisfied:

(O1) If (x(0), λ(0)) = (z(0), μ(0)), then (x(t), λ(t)) = (z(t), μ(t)) for all t ≥ 0 and
for all u ∈ U .

(O2) There exists a neighbourhoodV of the origin of IRn×IRl such that for all values of
(z(0), μ(0))−(x(0), λ(0)) in V , the measurement error (z(t)−x(t), μ(t)−λ(t))
decays to zero asymptotically (resp. exponentially) as t → ∞. ��

We define the estimation error by

e
Δ=

[
e1

e2

]
=

[
z
μ

]
−

[
x
λ

]
(6)

Then the error satisfies the differential equation

ė1 = φ(x + e1, λ + e2, y, u)− f(x, λ) − g(x, λ)u
ė2 = ψ(x + e1, λ + e2, y, u)

We consider the composite system

ẋ = f(x, λ) + g(x, λ)u
λ̇ = 0
ė1 = φ(x + e1, λ + e2, y, u)− f(x, λ) − g(x, λ)u
ė2 = ψ(x + e1, λ + e2, y, u)

(7)

Next, we state a simple lemma which provides a geometric characterization of the con-
dition (O1) in Definition 1.

Lemma 1. ([16]) The following statements are equivalent.

(a) The condition (O1) in Definition 1 holds for the composite system (4)-(5).
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(b) For all x ∈ X, λ ∈ G and for all u ∈ U , we have

φ(x, h(x, λ), u) = f(x, λ) + g(x, λ)u and φ(x, h(x, λ), u) = 0

(c) The submanifold defined via e = 0 is invariant under the flow of the composite
system (7). ��

Lemma 2. ([16]) Consider the plant (4) and the candidate observer (5). Then the con-
dition (O1) of Definition 1 holds if and only if φ and ψ have the following form:

φ(z, μ, y, u) = f(z, μ) + g(z, μ)u + α(z, μ, y, u)
ψ(z, μ, y, u) = β(z, μ, y, u)

where α and β are locally C1 mappings with

α(x̄, 0, 0, 0) = 0 and β(x̄, 0, 0, 0) = 0

and also such that

α(x, λ, h(x, λ), u) = 0 and β(x, λ, h(x, λ), u) = 0 ��

3 A Necessary Condition for Local Asymptotic Observers
for Nonlinear Systems

In this section, we shall show that if the plant (4) has a local exponential observer of
the form (5), then the plant (4) must be equilibrium detectable, i.e. if (x(t), λ(t)) is the
solution of the system (4) with small initial condition (x(0), λ(0)) = (x0, λ0) near the
equilibrium (x̄, 0) satisfying y(t) = h(x(t), λ(t) ≡ 0, then (x(t), λ(t)) must converge
to (x̄, 0) asymptotically as t → ∞.

Since λ(t) ≡ λ0, the equilibrium-state detectability requirement is equivalent to
requiring that the solution (x(t), λ(t)) yielding zero-output for the plant (4) must be
such that x(t) → x̄ asymptotically as t → ∞ and λ0 = 0.

Theorem 1. A necessary condition for the existence of a local exponential observer
for the plant (4) is that the plant (4) is equilibrium-state detectable, i.e. any solution
trajectory (x(t), λ(t)) of (4) with small initial condition (x0, λ0) near the equilibrium
(x̄, 0) satisfying

y(t) = h(x(t), λ(t)) ≡ 0

must be such that x(t) → x̄ asymptotically as t → ∞ and λ0 = 0.

Proof. This is a simple consequence of Lemma 2 for local asymptotic observers.

In classical bifurcation theory, a standard assumption is that there is a trivial solution
from which the bifurcation is to occur ([17], p149). Thus, in the classical bifurcation
case, the control plant (4) is often assumed to satisfy

f(x̄, λ) = 0 and g(x̄, λ) = 0 (8)

Next, as a consequence of Theorem 1, we establish the following result.
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Theorem 2. Suppose that the plant (4) satisfies the assumption (8) so that x = x̄ is
an equilibrium for all values of the parameter λ and also that the output function y is
purely a function of x, i.e. it has the form y = γ(x). Then there is no local asymptotic
observer for the plant (4).

Proof. We show that the plant (4) is not equilibrium-state detectable. Suppose that we
take x(0) = x̄ and λ(0) = λ0, where λ0 	= 0 is any small initial condition. Then we
have x(t) ≡ x̄ for all t and it follows that

y(t) = h(x(t), λ(t)) = γ(x(t)) = γ(x̄) = 0

However, λ(t) = λ0 	= 0. This shows that the plant (4) is not equilibrium-state de-
tectable. From the necessary condition given in Theorem 1, it is then immediate that
there is no local asymptotic observer for the plant (4). ��

4 Observer Design for Nonlinear Systems around Equilibria

In this section, we suppose that the class U consists of inputs u of the form

u = r(ω), (9)

where ω satisfies the autonomous system (exosystem)

ω̇ = s(ω) with s(0) = 0 (10)

The state ω of the exosystem (10) lies in an open neighbourhood W of the origin of
IRq . One can view the equations (9) and (10) as an input generator. We assume that
the exosystem dynamics (10) is neutrally stable at ω = 0. Basically, this requirement
means that the exosystem (10) is Lyapunov stable in both forward and backward time
at ω = 0.

In this section, we first derive a basic theorem that completely characterizes the ex-
istence of local exponential observers of the form (5) for nonlinear plants of the form
(4). We note that this result holds for both classical and general cases of systems with
real parametric uncertainty.

Using (9) and (10), the plant (4) can be expressed as

ẋ = f(x, λ) + g(x, λ)r(ω)
λ̇ = 0
ω̇ = s(ω)
y = h(x, λ)

(11)

Also, the composite system (7) can be written as

ẋ = f(x, λ) + g(x, λ)r(ω)
λ̇ = 0
ω̇ = s(ω)
ė1 = φ(x + e1, λ + e2, h(x, λ), r(ω)) − f(x, λ) − g(x, λ)r(ω)
ė2 = ψ(x + e1, λ + e2, h(x, λ), r(ω))

(12)
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Theorem 3. Suppose that the plant dynamics in (11) is Lyapunov stable at the equi-
librium (x, λ, ω) = (x̄, 0, 0). Then the candidate observer (5) is a local exponential
observer for the plant (11) if and only if

(a) The submanifold defined via e = 0 is invariant under the flow of the composite
system (12).

(b) The dynamics
ė1 = φ(e1, e2, 0, 0)
ė2 = ψ(e1, e2, 0, 0) (13)

is locally exponentially stable at e = 0.

Proof. The necessity follows immediately from the Definition 1 for local exponential
observers and Lemma 1. The sufficiency can be established using Lyapunov stability
theory as in [16]. ��
As an application of Theorem 3, we establish the following result which states that when
the plant dynamics in (11) is Lyapunov stable at (x, λ, ω) = (x̄, 0, 0), the existence of
a local exponential observer for the plant (11) in the presence of inputs implies and is
implied by the existence of a local exponential observer for the plant (11) in the absence
of inputs.

For the purpose of stating this result, we note that the unforced plant corresponding
to ω = 0 is given by

ẋ = f(x, λ)
λ̇ = 0
y = h(x, λ)

(14)

Theorem 4. Suppose that the plant dynamics in (11) is Lyapunov stable at (x, λ, ω) =
(x̄, 0, 0). If the system

ż = φ(z, μ, y, u)
μ̇ = ψ(z, μ, y, u)

is a local exponential observer for the full plant (11), then the system defined by

ż = φ(z, μ, y, 0)
μ̇ = ψ(z, μ, y, 0)

is a local exponential observer for the unforced plant (14). Conversely, if the system

ż = η(z, μ, y)
μ̇ = σ(z, μ, y)

is a local exponential observer for the unforced plant (14) near (x, λ) = (x̄, 0), then
the system defined by[

ż
μ̇

]
=

[
φ(z, μ, y, u)
ψ(z, μ, y, u)

]
=Δ=

[
η(z, μ, y)
σ(z, μ, y)

]
+

[
g(z, μ)u

0

]

is a local exponential observer for the full plant (11) near (x, λ, ω) = (x̄, 0, 0).
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Proof. The first part of this theorem is straightforward. The second part of the theorem
follows by verifying the conditions (a) and (b) given in Theorem 3. ��
Let (C�, A�) denote the linearization pair for the unforced plant (14), i.e.

C� = [ C Z ] and A� =
[

A P
0 0

]

where

C =
∂h

∂x
(x̄, 0), Z =

∂h

∂λ
(x̄, 0), A =

∂f

∂x
(x̄, 0), P =

∂f

∂λ
(x̄, 0),

In view of the reduction procedure outlined in Theorem 4, we first derive some impor-
tant results on the exponential observer design for the unforced plant (14). First, we
state the following necessary condition for the local exponential observers that can be
established in [16].

Theorem 5. If the unforced plant (14) has a local exponential observer near the equi-
librium (x, λ) = (x̄, 0), then the pair (C�, A�) is detectable. ��
Corollary 1. If the full plant (11) has a local exponential observer near the equilibrium
(x, λ, ω) = (x̄, 0, 0), then the pair (C�, A�) is detectable.

Proof. The assertion follows immediately from Theorems 4 and 5. ��
Using the necessary condition given in Theorem 5, we establish the following result,
which gives a simple necessary condition for the existence of local exponential ob-
servers for the unforced plant (14).

Theorem 6. If the unforced plant (14) has a local exponential observer near the equi-
librium (x, λ) = (x̄, 0), then the pair (C, A) is detectable and

rank

[
Z
P

]
= l = dim(λ)

Proof. Suppose that the unforced plant (14) has a local exponential observer near the
equilibrium (x, λ) = (x̄, 0). Then by Theorem 5, the pair (C�, A�) is detectable. Note
that by PBH rank test [19], a necessary and sufficient condition for (C�, A�) to be
detectable is that

rank

[
C�

ξI − A�

]
= n + l (15)

for all complex numbers ξ in the closed right-half plane (RHP), i.e. in the region, where
Re(ξ) ≥ 0.

We note that [
C�

ξI − A�

]
=

⎡
⎣ C Z

ξI − A −P
0 ξI

⎤
⎦
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Thus, it is immediate that (15) holds for all complex numbers ξ in the closed RHP only
if [

C
ξI − A

]
= n

for all complex numbers ξ in the closed RHP and

rank

[
Z
P

]
= l.

In view of the PBH rank test for detectable [19], the above necessary condition is the
same as requiring that (C, A) is detectable and

rank

[
Z
P

]
= l.

This completes the proof. ��
Corollary 2. If the full plant (11) has a local exponential observer near the equilibrium
(x, λ, ω) = (x̄, 0, 0), then the pair (C, A) is detectable and

rank

[
Z
P

]
= l = dim(λ)

Proof. This is a simple consequence of Theorems 4 and 6. ��
Next, we show that the necessary condition given in Theorem 5 is also sufficient for the
existence of a local exponential observer for the unforced plant (14) when the unforced
plant dynamics in (14) is Lyapunov stable.

Theorem 7. Suppose that the plant dynamics in (14) is Lyapunov stable at (x̄, 0) and
suppose also that the matrix A� − K�C� is Hurwitz for some matrix K�. Then the
system defined by [

ż
μ̇

]
=

[
f(z, μ)

0

]
+ K� [y − h(z, μ)] (16)

is a local exponential observer for the unforced plant (14) near (x, λ) = (x̄, 0).

Proof. It is easy to check that the candidate observer (16) satisfies the conditions (a)
and (b) of Theorem 3.

When (C�, A�) is detectable, by the reduction procedure outlined in Theorem 4, we
can use the local exponential observer (16) constructed for the unforced plant (14) to
construct a local exponential observer for the full plant (11).

Theorem 8. Suppose that the plant dynamics in (11) is Lyapunov stable at (x̄, 0, 0)
and suppose also that the matrix A� −K�C� is Hurwitz for some matrix K�. Then the
system defined by [

ż
μ̇

]
=

[
f(z, μ) + g(z, μ)u

0

]
+ K� [y − h(z, μ)] (17)

is a local exponential observer for the full plant (11) near the equilibrium (x̄, 0, 0).
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Proof. The assertion is a simple consequence of the reduction procedure outlined in
Theorems 4 and 7 . ��
Corollary 3. Suppose that the plant dynamics in (11) is Lyapunov stable at (x̄, 0, 0)
and that the output function y is purely a function of x, i.e. it has the form y = γ(x).
Assume that equilibrium x = x̄ of the plant dynamics of x in (11) changes with the real
parametric uncertainty λ. In this case, the system linearization pair (C�, A�) has the
form

C� = [ C 0 ] and A� =
[

A P
0 0

]
.

If the pair (C�, A�) is detectable, then the full plant (11) has a local exponential ob-
server given by Eq. (17), where K� is any matrix such that A� −K�C� is Hurwitz. ��
Remark 1. It is a well-known result in Control Systems that the system linearization
pair (C�, A�) is generically observable [20]. Thus, from Corollary 3, there generically
exist local exponential observers of the form (17) for the full plant (11) under the fol-
lowing conditions:

(a) The plant dynamics in (11) is Lyapunov stable at (x, λ, ω) = (x̄, 0, 0).
(b) The equilibrium x = x̄ of the plant dynamics in x changes with the real parametric

uncertainty.
(c) The output function y is purely a function of x, i.e. it has the form y = γ(x). ��

5 Conclusions

In this paper, we showed that equilibrium-state detectability is a necessary condition for
the existence of local asymptotic observers for any nonlinear system. Using this result,
we established that for the classical case, when the equilibrium does not change with
the parametric uncertainty and when the plant output is purely a function of the state,
there is no local asymptotic observer for the plant. We also showed that in sharp contrast
to this case, for the general case of problems where we allow the state equilibrium to
change with the parametric uncertainty, there typically exist local exponential observers
even when the plant output is purely a function of the state. Next, we derived a proce-
dure for local exponential observers for a general class of nonlinear systems with real
parametric uncertainty under some stability assumptions and showed that the existence
of local exponential observers in the presence of inputs implies, and is implied by the
existence of local exponential observers in the absence of inputs.
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Abstract. We propose a Node Stability Index (NSI)-based algorithm to 
determine stable connected dominating sets (CDS) for Mobile Ad hoc 
Networks (MANETs). The NSI of a node is defined as the sum of the predicted 
Link Expiration Times (LETs) of the links with its neighbor nodes. The NSI-
CDS algorithm prefers to include (to the CDS) covered nodes that have the 
largest NSI value, computed based on the sum of the LETs of the uncovered 
neighbors. The NSI-CDS has been observed to have significantly longer 
lifetime than the maximum density-based CDS (MaxD-CDS) and the ID-based 
CDS (ID-CDS). The tradeoff is a modest increase in the CDS Node Size which 
however contributes significantly to the robustness of the CDS as well as to a 
lower hop count per path, especially in high-density networks. 

Keywords: Stability, Connected Dominating Sets (CDS), Link Expiration 
Time, Mobile Ad hoc Networks, Maximum Density CDS, ID-CDS. 

1 Introduction 

A Mobile Ad hoc Network (MANET) is a resource-constrained dynamically changing 
network of arbitrarily moving wireless nodes that operate under limited battery 
charge, transmission range and bandwidth. By virtue of all these resource constraints, 
MANET routes are often multi-hop in nature and change with time depending on 
node mobility and availability. MANET routing protocols are preferred to be on-
demand in nature to optimize resource usage [1][2]. The MANET on-demand routing 
protocols typically employ a global broadcast request-reply cycle, called flooding, to 
discover the paths (for unicasting) as well as trees and meshes (for multicasting) [3]. 
With flooding, a source node initiates the broadcast of the Route Request (RREQ) 
packets and these packets are forwarded exactly once by every other node to their 
neighbor nodes. However, with flooding, the network incurs lot of control overhead in 
requiring each node to broadcast (even though it is done only once) the RREQ 
message to the neighborhood. The redundancy of retransmissions is such that every 
node in the network gets a copy of the broadcast message from each of its neighbors. 

Recent studies in the literature (e.g. [4][5][6]) have demonstrated that a connected 
dominating set (CDS) of the underlying network can be used as a backbone to 
broadcast a message from one node to all the other nodes in the network. A CDS of a 
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network graph is defined as the subset of the nodes in the network such that every 
node in the network is either in the CDS or is a neighbor of a node in the CDS. The 
message to be broadcast (such as a RREQ message) is forwarded only by the nodes 
that are part of the CDS and the non-CDS nodes (i.e., nodes that are not in the CDS) 
merely receive the message from one or more neighboring CDS nodes that cover their 
non-CDS neighbors. The efficiency of broadcasting using a CDS lies in minimizing 
the number of redundant retransmissions and this depends on the number of nodes 
that are part of the CDS (referred to as CDS Node Size). The CDS with the minimum 
number of nodes is referred to as a Minimum Connected Dominating Set (MCDS). 
Determining the MCDS for a network graph is an NP-complete problem [7]. Several 
heuristics have been proposed to closely approximate the optimal solution in 
polynomial time. The Maximum Density-based CDS (MaxD-CDS) algorithm [8] 
studied in this paper is one such heuristic to minimize the CDS Node Size and is 
based on the strategy of preferring to include nodes that have the maximum number 
of uncovered neighbors as part of the CDS.  

In this paper, we show that aiming for the minimum number of nodes for the CDS 
in MANETs may not be a good strategy from a stability point of view. For a CDS to 
exist at any time instant, two conditions must hold: (i) The nodes that are part of the 
CDS must stay connected – i.e. reachable from one another directly or through one or 
more intermediate CDS nodes and (ii) Each non-CDS node should have at least one 
CDS node as a neighbor node. In the case of a MCDS, like the MaxD-CDS studied in 
this paper, the CDS nodes are far away from each other as we have to cover the non-
CDS nodes spanning over the entire network with minimum number of CDS nodes. 
Thus, there are fewer links among these MCDS nodes and these links are also 
vulnerable to break at any time as the physical distance between the two constituent 
end MCDS nodes of a link is likely to be quite close to the transmission range of the 
nodes. With mobility, two CDS nodes that share such a vulnerable link between them 
could move away from the transmission range of each other at any time. Similarly, 
the probability of a non-CDS node not having any of its neighbor nodes to be a 
MCDS node is also high as there are only few nodes that are part of the MCDS. Thus, 
a MCDS has to be frequently reconfigured due to failure in maintaining the above two 
conditions for its existence. Hence, even though broadcasting through a MCDS may 
sound a promising idea to minimize the number of redundant retransmissions, the cost 
of frequently determining such a MCDS may overweigh the benefit obtained by 
actually getting to use the MCDS.  

It is essential to ensure that a CDS is stable enough to avoid the overhead of 
frequent reconfigurations. This forms the objective of our work in this paper. To 
determine a stable CDS, we explore the idea of using the predicted link expiration 
time (LET) [9] of the Flow-Oriented Routing Protocol (FORP) [10] that has been 
observed (in [11][12]) to yield routes that are even twice the lifetime of the routes 
determined by the minimum-hop Dynamic Source Routing (DSR) protocol [13]. We 
introduce a term called the Node Stability Index (NSI) that is defined as the sum of 
the LETs of the links connected to the node. From a CDS-point of view, the NSI of a 
node is defined as the sum of the LETs of the links with its uncovered neighbors (i.e., 
nodes that are not yet covered by a CDS node). We propose an algorithm based on this 
notion of NSI, hereafter referred to as the NSI-CDS, and it is based on the idea of 
preferring to include nodes that have the largest NSI as part of the CDS. The algorithm 
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starts with including the node with the largest NSI to the CDS and adding all of its 
neighbor nodes to the covered node list. The NSI-values of each node in the network 
is updated as the sum of the LETs of the links with its uncovered neighbor nodes. 
During subsequent iterations of the algorithm, we pick a covered node that has  
the largest NSI value (of course, only if the NSI value is greater than zero), add it to 
the CDS and include all of its uncovered neighbor nodes to the list of covered nodes. 
The above procedure is repeated until all the nodes are covered.  

The rest of the paper is organized as follows: Section 2 explains the design of the 
NSI-CDS algorithm. Section 3 presents the simulation environment, the simulation 
results featuring the NSI-CDS, MaxD-CDS and the ID-CDS and interprets them with 
respect to metrics such as CDS Lifetime, CDS Node Size, CDS Edge Size and Hop 
Count per Path. Section 4 concludes the paper. 

2 Node Stability Index Connected Dominating Set Algorithm 

The objective of the proposed Node Stability Index (NSI)-based CDS construction 
algorithm is to determine a long-living CDS without any substantial increase in the 
number of nodes constituting the CDS. We adopt the unit-disk graph model [17] 
according to which there exists a link between two nodes i and j if and only if the 
distance between the two nodes is less than or equal to the fixed transmission range. 
The network is homogeneous in nature and that all nodes operate with an identical 
and fixed transmission range, denoted as R in equation (1). The set of neighbors of a 
node i, Neighbors(i), consists of those nodes that are within in the transmission range 
of node j. The predicted link expiration time (LET) of a link i – j between two nodes i 
and j, currently at (Xi, Yi) and (Xj, Yj), and moving with velocities vi and vj in 
directions θi and θj (with respect to the positive X-axis) is computed using the formula 
proposed in [9]: 

22
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where a = vi*cosθi – vj*cosθj; b = Xi – Xj; c = vi*sinθi – vj*sinθj; d = Yi – Yj 
At any moment, every node maintains a LET-table comprising of the estimates of 

the LET values to each of its neighbor nodes based on the latest beacons received 
from the neighbor node. Nodes periodically exchange beacons in the neighborhood. 
The beacon message broadcast by a node includes the current location of the node, the 
velocity at which the node is moving and the direction of movement of the node 
(denoted as the angle subscribed with respect to the positive X-axis). A node obtains 
its location information through the Global Positioning Scheme (GPS) [14] or any 
other relevant location service schemes (e.g. [15]). The Node Stability Index (NSI) of 
a node i during the working of the NSI-CDS algorithm is defined as the sum of the 
LET of the links with the neighbor nodes j that are not yet covered by a CDS node. 
The NSI of a node i is represented formally as: ∑

−−∉
∈

=
ListNodesCoveredj

iNeighborsj

jiLETiNSI
)(

),()(          (2) 



34 N. Meghanathan 

The key data structures maintained and used in the NSI-CDS algorithm are as 
follows: (i) CDS-Nodes-List: This list includes all the nodes that are part of the CDS; 
(ii) Covered-Nodes-List: This list includes all the nodes that are either part of the CDS 
or is at least a neighbor node of a node in the CDS and (iii) Priority-Queue: This list 
includes all the nodes that are in the Covered-Nodes-List (but not in the CDS-Nodes-
List) and are considered the candidate nodes for the next node to be selected for 
inclusion in the CDS-Nodes-List. 

The NSI-CDS algorithm (pseudo code in Figure 1) works as follows: For every 
iteration, the algorithm selects one node from the Priority-Queue (the node is also in 
the Covered-Nodes-List) and adds it to the CDS-Nodes-List. The criterion to select a 
covered node from the Priority-Queue and include it in the CDS-Nodes-List is to give 
preference for the covered node with the maximum value of the Node Stability Index 
(NSI). As defined before, the NSI of a node is the sum of the Link Expiration Times 
(LETs) of the links with the uncovered neighbors of the node (i.e., the neighbor nodes 
that are not yet in the Covered-Nodes-List). Before the first iteration, since none of the 
nodes are in the Covered-Nodes-List, the NSI of a node is simply the sum of the LETs 
of the links with all of its neighbor nodes. The node with the maximum of such NSI 
value is the first node to be added to the Covered-Nodes-List, Priority-Queue and 
eventually to the CDS-Nodes-List. All the uncovered neighbors of the newly included 
node to the CDS-Nodes-List are now included in the Covered-Nodes-List as well as in 
the Priority-Queue. After every iteration, the NSI values of the nodes in the network 
and the Priority-Queue are recomputed based on the updated Covered-Nodes-List. 
Nodes whose NSI value is zero are removed from the Priority-Queue. The above 
procedure is repeated until there is at least one node that is not yet in the Covered-
Nodes-List; if the underlying network is connected, the Priority-Queue will remain 
non-empty until all nodes are added to the Covered-Nodes-List and the algorithm 
finally returns the CDS-Nodes-List. If the Priority-Queue gets empty and there is at 
least one node to be added to the Covered-Nodes-List, then it implies the underlying 
network is disconnected and the algorithm returns NULL.  

 
------------------------------------------------------------------------------------------------------- 
Input: Snapshot of the Network Graph G = (V, E), where V is the set of vertices and 
E is the set of edges 
Auxiliary Variables and Functions: 
CDS-Nodes-List, Covered-Nodes-List, Priority-Queue, startNode 
Dequeue(Priority-Queue) –  Extracts, from the queue, the node with the maximum 
NSI ( > 0) – in case of a tie, a node is randomly chosen and extracted from the queue. 
Neighbors(s) – List of neighbors of node s in graph G 

Output: CDS-Nodes-List // contains the nodes that are part of the NSI-based CDS 
          NULL // if the underlying network graph is disconnected 

Initialization: CDS-Nodes-List = Φ; Covered-Nodes-List = Φ; Priority-Queue = Φ; 

∀ i∈V, ∑
∈

=
)(

),()(
iNeighborsj

jiLETiNSI
 

------------------------------------------------------------------------------------------------------- 

Fig. 1. Pseudo Code for the NSI-CDS Algorithm 
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------------------------------------------------------------------------------------------------------- 

Begin Construction of NSI-CDS 
      startNode = the node u∈V with the largest NSI value 
    Priority-Queue = {startNode}; Covered-Nodes-List = {startNode} 
 
    while (|Covered-Nodes-List| < |V| and Priority-Queue ≠ Φ) do    
         node s = Dequeue(Priority-Queue)  
                                    where s∈Covered-Nodes-List and s∉CDS-Nodes-List          
              CDS-Nodes-List = CDS-Nodes-List U {s} 
              ∀v∈Neighbors(s), 
                          if v∉Covered-Nodes-List then 
                                 Covered-Nodes-List = Covered-Nodes-List U {v} 
                                 Priority-Queue = Priority-Queue U {v} 
                          end if   

 

                  ∀u∈V, NSI(u) = { ∑ ),( vuLET  | v ∈ Neighbors(u)  

                                                                             AND v ∉  Covered-Nodes-List}         

             ∀u∈Priority-Queue,  
                         if (NSI(u) = 0) then 
                              remove node u from Priority-Queue 
                         end if 
 

             if (|Covered-Nodes-List| < |V| and Priority-Queue = Φ) then 
                   return NULL  // the network is disconnected and there is no CDS 
             end if  
 
       end while 
        
return CDS-Nodes-List 
 
End Construction of NSI-CDS 

------------------------------------------------------------------------------------------------------- 

Fig. 1. (Continued) 

There can be at most O(|V|) iterations and O(|E|) edges have to be explored spread 
across all of these iterations. The dequeue operation during the beginning of each 
iteration takes O(|V|) time if the Priority-Queue has been implemented as an array and 
O(log|V|) time if implemented as a binary heap. After the inclusion of a node to the 
CDS-Nodes-List and its neighbor nodes to the Covered-Nodes-List, it takes O(|V|+|E|) 
time to re-compute the NSI values of all the nodes by exploring their incident edges 
and this is the most time-consuming step (compared to the dequeue operation) in each 
iteration. Thus, the overall-time complexity of the NSI-CDS algorithm can be 
represented as O(|V|*(|V| + |E|)). The MaxD-CDS and the ID-CDS algorithms also 
incur the same run-time complexity as the number of uncovered neighbors of a node 
has to be updated during each of the iterations. 



36 N. Meghanathan 

3 Simulations 

The performance of the NSI-CDS is compared with that of the Maximum Density-
based CDS (MaxD-CDS) and the ID-based CDS (ID-CDS). The MaxD-CDS 
algorithm prefers to include into the CDS, a covered node with the maximum number 
of uncovered neighbors. The ID-CDS algorithm prefers to include into the CDS, a 
covered node with the largest node ID. To be fair to all the nodes in the network, 
every time a new ID-CDS is constructed, we randomly distribute the IDs of the nodes 
in the network. All of the simulations (including the implementation of the three CDS 
algorithms) are conducted in a discrete-event simulator developed in Java.  

For a fixed network area (1000m x 1000m) and transmission range per node 
(250m), we conduct simulations with 50 nodes and 100 nodes representing networks 
of low density and high density respectively. The mobility model used in our 
simulations is the Random Waypoint model [16] with the velocity randomly chosen 
from the range [0, …, vmax] each time a node changes its direction. The value of vmax is 
varied by conducting simulations with 5 m/s, 25 m/s and 50 m/s representing 
scenarios of low, moderate and high mobility respectively.  

The simulation strategy for each of the CDS algorithms is as follows: We obtain a 
centralized view of the network topology by generating mobility trace files for a 
simulation time of 1000 seconds for each combination of network density (50 and 100 
nodes) and node mobility (vmax = 5, 25 and 50 m/s). We sample the network topology 
for every 0.25 seconds. If a CDS does not exist for a particular time instant, we run 
the CDS algorithm on the network topology snapshot at that time instant and tend to 
use that CDS during the subsequent time instants as long as the CDS exists (we check 
for existence of a CDS using the strategy described in the next paragraph). The above 
procedure is repeated for the entire simulation time of 1000 seconds.  

In the simulations for each CDS algorithm, we use a CDS as long as it exists. We 
consider a CDS to ‘exist’ for a particular time instant if it is connected (i.e. the CDS 
nodes are reachable from one another directly or through multi-hop paths) and 
covered all nodes in the network (i.e. every non-CDS node has at least one CDS node 
as a neighbor node). If a CDS is determined to be not connected or not covering all 
the nodes in the network at a particular time instant, we determine a new CDS by 
running the CDS construction algorithm on a network graph snapshot corresponding 
to that time instant. The connectivity amongst the CDS nodes at a particular time 
instant is determined by running the Breadth-First-Search (BFS) algorithm [7] on a 
CDS-induced network sub graph involving only the nodes that are part of the CDS 
and the set of edges that may exist between any two CDS nodes at that time instant. 

To measure the hop count per path, we run the BFS algorithm on a CDS-induced 
sub graph for 15 source-destination (s-d) pairs – the role of the source or destination 
could be assigned to any node in the network. The CDS-induced sub graph for a 
particular time instant comprises of all the nodes in the network and edges that may 
exist between any two CDS nodes and between a CDS node and a non-CDS node. 
Two non-CDS nodes have to communicate through one or more CDS nodes as 
intermediate nodes, even if the two non-CDS nodes are direct neighbors. However, 
two CDS nodes can communicate directly if they are neighbors of each other. 

Each data point in Figures 2 through 5 is an average computed over 10 mobility 
trace files generated for every combination of network density and node mobility 
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values considered in the simulations. The following are the performance metrics 
measured in our simulations: (i) CDS Lifetime: We keep track of the duration of 
existence of each of the CDS used for the entire simulation time and compute the 
average value of the CDS lifetime, considering all the mobility profiles for the 
particular simulation condition. (ii) CDS Node Size: This is a time-averaged value of 
the number of nodes that are part of the CDS used for every time instant (i.e., the 
duration of the usage of the CDS is taken into consideration) over the entire 
simulation. (iii) CDS Edge Size: This is a time-averaged value of the number of edges 
that exist between any two CDS nodes for every time instant over the entire 
simulation. (iv) Hop Count per s-d Path: This is a time-averaged value for the number 
of edges (hops) in the paths determined for every s-d pair on CDS-induced sub 
graphs, considered over the entire simulation time and all the s-d pairs. 

3.1 CDS Node Size and CDS Edge Size 

The NSI-CDS includes more nodes (refer Figure 2) compared to the MaxD-CDS. The 
MaxD-CDS algorithm has only one objective – to cover all the nodes in the network 
with the minimum number of CDS nodes and hence nodes having a larger number of 
uncovered neighbors are preferred for inclusion to the CDS. However, such a greedy 
strategy is bound to have a negative effect on the CDS lifetime because it would be 
difficult to cover all the nodes in the network with fewer CDS nodes and also expect 
the CDS nodes to be connected among themselves with fewer edges that exist 
between these nodes. On the other hand, the NSI-CDS algorithm primarily aims to 
determine a stable CDS that will exist for a longer time and minimizing the CDS 
Node Size is only a secondary objective embedded with the primary objective of 
maximizing the CDS Lifetime. Thus, the number of nodes forming part of the NSI-
CDS is bound to be larger than the number of nodes that are part of the MaxD-CDS. 
We observe that the NSI-CDS Node Size is about 45% and 75% more than the 
MaxD-CDS Node Size for low density and high density networks respectively. The 
Node Size for the ID-CDS is about the same as that of the NSI-CDS; with the NSI-
CDS incurring slightly larger number of nodes (at most 3% in low-density networks 
and 10% in high-density networks) than the ID-CDS. 
 

   

          vmax = 5 m/s                          vmax = 25 m/s                        vmax = 50 m/s 

Fig. 2. Average CDS Node Size 

The larger the CDS Node Size - the larger will be the CDS Edge Size and more 
stable and robust will be the CDS to link failures. Since the MaxD-CDS has the 
lowest CDS Node Size, it also has the lowest CDS Edge Size and vice-versa for the 
NSI-CDS. In its pursuit to form a CDS with the least number of nodes, the MaxD-
CDS algorithm chooses CDS nodes that are far away from each other such that each 
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CDS node individually covers as many uncovered neighbor nodes as possible. As a 
result, the CDS nodes are more likely to be away from each other; thus, the number of 
edges that are part of the CDS spanning the entire network is very low. The ID-CDS 
and NSI-CDS algorithms are relatively insensitive to the # of edges added to the CDS. 

 

   

          vmax = 5 m/s                          vmax = 25 m/s                        vmax = 50 m/s 

Fig. 3. Average CDS Edge Size 

3.2 CDS Lifetime 

The lifetime of a NSI-CDS is significantly longer compared to that of a MaxD-CDS 
and an ID-CDS. For a given scenario of node mobility and network density, the sum 
of the lifetimes of an ID-CDS and MaxD-CDS is still less than the lifetime incurred 
by NSI-CDS. The stability of the NSI-CDS can also be attributed to the relatively 
larger CDS Edge Size that accompanies the modest increase in the CDS Node Size. 
Thus, even though we can say that there is a tradeoff between the CDS Lifetime vs. 
the CDS Node Size and Edge Size, this tradeoff is more favorable towards the NSI-
CDS and it significantly gains in the Lifetime metric with a very modest increase in 
the Node Size. On the other hand, in pursuit of minimizing the number of nodes that 
are part of the CDS, the MaxD-CDS is quite unstable, especially as the node mobility 
and/or the network density increases. NSI-CDS is more scalable with respect to the 
increase in network density and node mobility. The modest increase in the Node Size 
(at most by 30%) at larger network density helps NSI-CDS to incur a significant gain 
in the Lifetime. On the other hand, in the case of MaxD-CDS, with very few 
additional nodes (at most 7% more nodes) to cover about 100% more nodes in the 
network, as we double the node density, the MaxD-CDS turns out to be quite unstable 
and has very low lifetime. Even the ID-CDS based approach performs significantly 
better than the MaxD-CDS approach in high-density networks. The lifetime per ID-
CDS is about twice the lifetime per MaxD-CDS for most of the simulation conditions.  

 

   

          vmax = 5 m/s                          vmax = 25 m/s                        vmax = 50 m/s 

Fig. 4. Average CDS Lifetime 
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3.3 Hop Count per Path 

The three CDS algorithms almost incur the same hop count per path for low-density 
networks. However, with increase in the network density to 100 nodes, the NSI-CDS 
incurs a relatively slightly lower hop count (about 7-10% lower) compared to the 
MaxD-CDS and ID-CDS. This could be attributed to the presence of a larger number 
of nodes and edges as part of the NSI-CDS-induced sub graph that enables the 
discovery of paths that have fewer hops between the source (s) and destination (d) 
nodes. With fewer node and edges, the MaxD-CDS incurs more hops per s-d path. 
The ID-CDS incurs even slightly more hops per s-d path. The MaxD-CDS nodes 
could be relatively more heavily used compared to the other two CDS algorithms, 
because only very few nodes are part of the MaxD-CDS and all communication has to 
go through these CDS nodes. This could lead to premature failure of critical nodes, 
mainly nodes lying in the center of the network, leading to reduction in network 
connectivity, especially in low-density networks. With the NSI-CDS, as multiple 
nodes are part of the CDS, the packet forwarding load can be distributed across 
several nodes and this could enhance the fairness of node usage as well as incur 
relatively lower end-to-end delay per data packet. 
 

   

          vmax = 5 m/s                          vmax = 25 m/s                        vmax = 50 m/s 

Fig. 5. Average Hop Count per Source-Destination Path using the CDS Nodes 

4 Conclusions 

We have proposed a Node Stability Index (NSI)-based algorithm to determine stable 
connected dominating sets for mobile ad hoc networks and it is based on the notion of 
the predicted link expiration times (LETs). The NSI-CDS algorithm has the same run-
time complexity as the other standard algorithms based on maximum density (MaxD-
CDS) or node ID (ID-CDS). The MaxD-CDS and ID-CDS have been observed to be 
very unstable in the presence of node mobility. We do observe a tradeoff between the 
CDS Lifetime vs. the CDS Node Size. However, the tradeoff is more favorable 
towards the NSI-CDS. The NSI-CDS is 2.5 to 3.5 times more stable than the MaxD-
CDS and 1.5 to 2.0 times stable than the ID-based CDS; this gain in the CDS Lifetime 
is achieved by including at most 25-45% and 3-10% more CDS nodes than MaxD-
CDS and ID-CDS respectively. The relatively moderate larger number of constituent 
nodes and edges make the NSI-CDS more robust to node mobility and link failures as 
well as contribute to a lower hop count per path, especially in high-density networks. 
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Abstract. One of the most significant challenges for Wireless Sensor Networks 
(WSN) is long-lived sensor nodes and minimization in overall power 
consumption, As the nodes spend substantial energy in sending and receiving 
data, a robust and power-aware routing protocol can maximize the network 
lifetime. In this paper, a cluster based dynamic and energy efficient routing 
scheme with optimal transmission range (DEOR) for wireless sensor networks 
is proposed in order to maximize the network lifetime. In this protocol, nodes 
are classified in different ranks depending on the nature of their power 
consumption in terms of both direct communication to the Base Station and 
optimal transmission range. Each node maintains a routing table to choose the 
next hop node to relay the data and after successful transmission it updates that 
routing table. Computer simulation of this dynamic routing protocol has been 
done and a better outcome has been observed compared to one of the multihop 
routing strategies.  

Keywords: Wireless Sensor Network, Energy Hole Problem, Optimal 
Transmission Range, Routing Table. 

1 Introduction 

Wireless Sensor Network (WSN) is a rising and enabling technology for low-cost and 
unattended monitoring of a wide range of application areas like environment, 
industry, health and space. The recent advances in micro-electro-mechanical systems 
and integrated digital electronics have promoted wireless communication, sensing and 
processing combined together in a tiny device, called a sensor node or mote.  These 
sensor nodes are low-powered, economically cheap, and multifunctional, that can 
monitor and respond to changes in target parameters of the environment in which they 
were deployed.  

A typical WSN consists of a number of sensor nodes that communicate with each 
other via wireless channels to perform a common task, and sensed data are gathered in 
a previously assigned sink node or gateway called the Base Station (BS). Usually, the 
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BS is a more powerful device than the deployed sensor nodes and plays a vital role 
administering the whole network, such as decision making, routing table updating etc.  
In WSN, collected data from a remote sensor node can either be sent to BS directly or 
by using other intermediary nodes. From a group of node, some times a node is 
selected as Clusterhead (CH) to gather local data from others and then pass it to other 
node or BS.  

WSN has some unique features such as limited power and bandwidth, stringent 
memory capacity and small scale processing ability etc.  These features have caused 
many challenges to WSN that demanded energy efficiency in all levels of network 
implementation, ensuring quality of service. Effective and proper use of the energy 
resources of sensor nodes and maximizing the network lifetime are important 
design parameters for the network topology and routing protocol [1]. Therefore, in 
this paper we address the topic of energy efficient data routing protocol in a 
homogeneous WSN consisting of a large number of static sensor nodes deployed 
randomly in a 2D field and a static sink or Base Station used to collect data from 
sensor nodes.  

Most sensor nodes are equipped with limited energy reserves. For instance, 
Mica2 of Crossbow sensor board uses a 1.5 Amp-Hour (Ah) 3 Volt battery [2]. On 
the other hand, sensors are unattended and in most cases it is not feasible to change 
the power supply. In terms of power consumption, the most power consuming task 
is data transmission. Approximately 80% of power consumed in each sensor node is 
used for data transmission [3]. Because of the nature of node distribution, the traffic 
load is not evenly distributed over the network [4]. The CHs that are closer to the 
BS relay more traffic than the other nodes and have a tendency to die first, creating 
a gap around the BS. As a consequence, the rest of the nodes in the network become 
unavailable to the BS and the whole network become useless. These CHs are called 
‘hot spot’ and the problem has been identified as the hot spot problem or self-
induced black hole effect.  

We address the problems mentioned above, and propose a cluster based dynamic 
and energy efficient routing scheme with optimal transmission range (DEOR) that 
ensures quality of service and balanced energy consumption among different areas 
of the network. In our proposed scheme, we try to confine each node’s transmission 
range to achieve optimal power consumption, and based on that, we divide the 
network into several energy bands and classify accordingly. The CHs of one energy 
band will dynamically select the next CH of an adjacent band depending on the cost 
function calculated based on certain parameters. We performed computer 
simulations of the proposed scheme and present the result of the simulations to 
prove the effectiveness and compare it with a greedy algorithm based routing 
protocol. The numerical results show that our proposed scheme offers attractive 
energy efficiency. 
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2 Related Works 

Energy efficient routing in sensor networks is a challenging problem because of its 
resource constraints and the nature of operation. Many proposals have been made so 
far addressing these problems. 

LEACH [5] is a well known hierarchical cluster-based routing protocol where 
cluster formation is dynamic and clusterheads are chosen based on probabilistic value. 
The key features of LEACH are: (i) dynamic formation of clusters and CH based on 
localized coordination and control, (ii) data aggregation to reduce size of data, (iii) 
one hop communication to the sink or Base Station. Single hop routing adopted by 
LEACH is not practical in many applications where the sensor field is large. 
Moreover, since the nodes situated far away from the BS consume comparatively 
more energy, the network size shrinks as time passes.   

PEGASIS[6]  forms a chain of nodes to transmit data to BS. It uses a greedy 
algorithm to select the member node of the chain and each node sends and receives 
from neighbour nodes and only one node is selected from that chain to transmit data 
to BS. In each round, a randomly chosen sensor node acts as CH and transmits data to 
BS. When a sensor fails or dies because of low battery power, the chain is 
reconstructed using the same greedy algorithm. This protocol tried to overcome the 
shortcomings of LEACH but it can not minimize the number of hops which 
eventually incurs extra energy. 

The concept of LEACH has been extended in HEED [7] by using residual energy 
and node density in a cluster. In the paper [8], the authors propose a cluster based 
protocol, Even Energy Dissipation Protocol (EEDP), for data gathering from CH. It 
tries to balance the energy consumption of all the CHs of the entire network instead of 
CH rotation inside the cluster. In this protocol, multiple chains composed of CH are 
formed and sensor data are passed to the base station using those chains. The 
algorithms OFFIS and 2L-OFFIS [9], have considered some parameters such as 
distance, remaining battery power, link usage to select the next hop node in multihop 
routing. Using a Fuzzy Inference System, the next hop node is selected among some 
candidate nodes and this selection procedure constitutes the optimized route from 
source to sink. This protocol also suffers from the hot spot problem.  

The paper is organized as follows. Section 3 provides the energy model of a sensor 
node and the overall power consumption trends of the sensor networks describing the 
energy hole problem. In section 4, the solution to the energy hole problem and the 
description of our proposed protocol is presented. Section 5 presents the results of the 
simulation program of our proposed protocol. The protocol has been compared with 
PEGASIS and better outcome has been gained. In Section 6, the conclusions of this 
paper are drawn.  

3 Problem Formulation 

We notice that overall energy consumption in various locations in a WSN is different 
irrespective of the deployment strategy. If the network follows the direct 
communication method, nodes far away from BS drain out more energy than the 
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nearer ones. This section presents the mathematical explanation of the contradictory 
phenomena of WSN where we first present the energy model and then the 
mathematical model. 

3.1 Energy Model 

The energy consumed by a sensor node is used in three ways- transmitting, receiving 
and processing. We use the same energy model mentioned in LEACH [5]. If the data 
rate is b bits/second, to transmit a data packet of b bits over a distance d , the 
corresponding power consumption for transmission and receiving are as follows; 

bPbdbP RxTx 121 , βββ α =+=  

Here, =1β 50 nJ/bit is the amount of energy dissipated by the radio to run the 

transmitter or receiver circuitry and =2β 100 pJ/bit/m2 is the transmit amplifier 

power. α  is the path exponent that indicates the rate at which the path loss increases 
with distance. Typically we consider α takes the values 2, 3 or 4 in wireless 
communications which actually depends on the environment. Therefore, it is 
understandable that while transmitting, the radio circuitry consumes more power than 
receiving data. 

To transmit a message from one node to another node within transmission range 
R is the total of energy spent to send and to receive. Then we can express the total 

energy, ,2nnE  to send b bit data as 

( )αββ dbE nn 212 2 +=  

Our energy model only considers the power for transmitting and receiving, excluding 
power for processing and sensing tasks which are negligible and depend on 
computational hardware architecture and processing complexity.  

3.2 The Energy Hole Problem 

The imbalanced traffic distribution in WSN creates a bottleneck problem which is 
referred to as the Energy Hole Problem [10], which degrades the performance and the 
lifetime of the WSN. In[4] and [10] the authors explained the nature of the energy 
hole problem with the help of simulation and mathematical analysis. According to 
[10], the per node traffic load near the BS is 
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and the per node energy consumption rate (ECR) is  
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Here the authors assumed that the sensor field is divided into M concentric bands 

and 1γ is the energy dissipated by the radio when receiving data.  
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Following the same model in [10], if we divide the sensing field into 
M concentric bands, we can calculate the probable difference in the number of 
sensor nodes in each band. The area differences between the bands are  

,....7,5,3 222 rrr πππ  

if we assume the radius of the bands are increased by r . If the node density is δ and 
if it is uniform throughout the network we can say that the number of nodes in each 
band increases as the radius of the network increases. Therefore, the total initial 

energy in each band, ].1[, MxBx ∈ ,has a significant impact on the lifetime of the 

network and we can say that 

)()(..)()()( 1321 MinitMinitinitinitinit BEBEBEBEBE <<<<< −  

On the other hand, nodes in the inner bands are relaying more data than the other 
nodes in the outer bands. So these two phenomena of WSN are responsible to create 
energy hole or hot spot problem. 

4 Description of DEOR Protocol 

In this section, we first define some assumptions, and then we describe the band 
formation across the network, cost function calculation and dynamic route selection, 
as well as the role of Base Station (BS). 

4.1 Assumptions 

In this work, we assume a sensor network where n static but identical sensor nodes 
are deployed randomly and uniformly in the 2D circular sensing field. Once deployed, 
this network must work unattended and all its resources are non-renewable. All nodes 
have the same initial energy and same resources to carry on their sensing, computing 
and communication activities with the same maximum transmission range. We 
assume that the transceiver is equipped with omni directional antennas and data can 
be sent to every node around it within transmission range. The BS is static and could 
either be placed at the centre or just outside the sensing field. The nodes in the 
network are location aware and able to communicate with at least one neighbour 
node. We implement our routing protocol in a multi-hop WSN that is data from any 
part of the network can be sent to BS via multi-hop. Furthermore, each node is 
assigned a unique ID and a database of these IDs is kept in BS. The nodes are able to 
compute their residual energy, buffer size, and channel quality (based on Signal to 
Noise Ratio) with neighbour nodes. Additionally, we assume that there is an ideal 
MAC layer protocol implemented in the node protocol stack so that there is no 
collision and retransmission. Therefore, our technique basically works on network 
layer of the protocol stack. 
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4.2 Power Optimal Transmission Range 

A wireless link is a broadcast mechanism, and increasing the power to transmit a data 
packet results in interference with other nodes in the network and draining the battery 
of the node. Therefore, it is necessary to use the optimum energy to transmit data 
packets to the next neighbour node so that it does not consume maximum power. A 
node can reach to another node using its maximum capability with the expense of 
shorter life-time while shorter transmission rang demands more hops. However, 
power consumption also increases with the number of hops as well. The strength of 
transmitting power used by a node determines the bit rate of a wireless link [1]. The 
bit error rate can be reduced if the transmitting power is increased up to a predefined 
level to restrain the noise interference. So we need tradeoffs choosing suitable 
transmission range for data communication. Many researches has been done so far to 
distinguish the optimal transmission range to prolong the node lifetime and it can be 
summarized that selecting an appropriate transmission range which is energy efficient 
is heavily dependant on the application and the environment of the network. 

At this stage we refer to two research works [11] and [12] which tried to figure out 
the maximum and minimum limits of node transmission range and also the 
generalized optimal transmission range for a particular route. In [11] the authors 
formulated a routing scheme with optimal power management in terms of 
transmission range. In this work, end-to-end frame error rate from source node to 
destination node is defined which acts as the base to formulate a power-cost equation 
at any error rate.  

In [12], the authors tried to specify the boundaries of optimal transmission range 
based on the data rate generated by the sender nodes. According to the authors, the 
boundary of the transmission range R can be defined as  
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where MAXR , sR , elecE , ampε , α ,and L  stand for the physically maximum 

transmission range of a sensor node, sensing range of a node, energy to run the 
transmitter or receiver circuitry, transmit amplifier power, the ratio of average 
Voronoi cell size to the area size of the neighbour nodes and length of a square 
shaped sensing field respectively.  

For calculating the optimal transmission range that makes the minimum power 
consumption in topology management, the total data rate ( λ ) of the network must be 

bound. If P  is the total power dissipated by all nodes during the lifetime, the 
conditions that make the optimal transmission range in the boundary as previous 
equations are given by 
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Therefore, it is possible to preset an optimal transmission range for routing scheme 

which is adjustable based on the environment and the sensor network application. In 

our routing protocol, we propose to use optimal transmission range, denoted 

as cstmnR _ , for the link i that dissipates minimum power to exceed SNR threshold of 

ψ . A high level of power used for transmission can acquire better link quality and 

high SNR but that drains the battery of the node very quickly. Hence the nodes must 

use an optimal transmission for hop to hop data transmission.  

4.3 Band Classification among Nodes 

We propose to divide the sensing field into different circular regions or bands, iB . 

These bands are formed based on the node-to-Base Station distance which makes the 
basis of power consumption. As we are assuming the sensing field as a circle of 

radius BSr and BS is situated at the centre, theoretically we can partition the whole 

sensing field with radius, BSr , into M different but adjacent bands. But in a real life 

scenario, this partition might not work ideally because of attenuating factors present 
in the environment. Therefore, we propose this band classification among nodes to be 
launched by the BS. The BS has the information about the sensing place of interest 
and hence the sensor field radius. Thus, it theoretically divides the field into some 
adjacent bands and assigns the width of each band.  

In section 3.2, we found that the area differences among the bands (and hence 
among the circles) is increased continuously if the radius of each concentric circle is 
increased by r . If we wish to keep the area of each band equal, we must have to 
reorganise and control the width of each band. Let us assume, we have M circles 

],1[, MiCi ∈  with radius ],1[, Mjrj ∈  and area ],1[, MiA
iC ∈ . We also 

assume that the sensor field is divided into M adjacent bands ],1[, MxBx ∈  with 

width ]5,1[, ∈ywy  and area ],1[, MxA
xB ∈ . Since we 

want
MBBB AAA === ...

21
, we need to choose different widths of different bands 

based on .1r  Now we get 

112211
,......,2
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and it is possible to derive the width of each band based on .1r  Thus we finally obtain  

,........)25(,)32(,)23(,)12(, 1514131211 rwrwrwrwrw −=−=−=−==  
and so on. 

The whole sensor field can be depicted as figure1. 
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Fig. 1. A sensor field that is divided into bands of variable width 

Before the band formation takes place, the BS has prior information about the 
sensing field size and nodes’ capabilities such as radio range, processing ability, 
initial battery power and energy dissipation due to data transmission in ideal 
conditions. Consequently the BS decides the number of bands and their widths for a 
specific WSN application in that particular geographic location with the resources 
available. At the time of deployment, the threshold value of SNR, ψ , is defined with 

all the nodes individually so that nodes can communicate with their neighbour nodes 
with undistorted data.  

4.4 Routing Table 

Each CH maintains a routing table containing data about neighbour nodes of  
adjacent band closer to the BS. The routing table contains node_id,  

cluster_head, neighbour_distance( jid , ), BS_distance( BSjd , ), hop_support( h ),and 

residual_energy( je ) as the fields which represent node id, clusterhead indicator, distance 

with neighbour node, distance with BS, number of nodes from previous band are being 
hosted, residual energy of a CH of the next downstream band respectively. 

In each round of data transmission, the sender, i, uses the cost function mentioned 
below to determine the best neighbour CH, j, to send the data: 

jjBSjjiji eWhWdWdWC .... 43,2,1, +++=  

Here, W is the weight which is adaptive and dependent on network application. 
These weights can be changed dynamically by the BS if situation demands. Before 
relaying the data, the sender CH always executes its cost function and the record of a 
node that provides the lowest cost from that database is chosen as best candidate. 
Hence, the next hop of the route is determined. After every z rounds, all CH nodes 
that form a route chain to BS include their residual energy, load condition (to upgrade 
hop_support) with the data packets so that BS gets information about all the CHs and 
it can update all the clusterhead nodes by broadcasting the message. The routing 
algorithm for z rounds is given below; 
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Algorithm. Routing Decision Making 
 
 

Require: The updated data in the routing table about the CH of next downstream 

band and the weight value for 4321 ,,, WWWW  

i: The sender node 
j: The candidate neighbour node   
z: The number of operational round defined by BS 
k: The number of record in the table 

jid , : The distance between node i and j. 

BSjd , : The distance between BS and node j. 

jh : The number of hosted CH in the previous round 

je : The residual energy of the candidate neighbour CH 

jiC , : The cost for a route 

next_hop: NULL 
max_cost: 0  
for (1 to z) 
         if(next_hop== NULL) 

             for(1 to k) calculate jjBSjjiji eWhWdWdWC .... 43,2,1, +++= ; 

                 if( jiC , ≥ max_cost)  max_cost= jiC , ; end if 

             end for 
         end if 
          next_hop=i;  send(data to node i) 
end for 
next_hop= NULL;  read(received UPDATE message); update(routing table) 

For instance, in figure 2, CH1 and CH2 are making decision about the next hops. 
CH1 can send data to three CHs of the next band which are CH3, CH4, and CH5. But 
the cost function prefers CH4 as the next hop and it is sending data to CH4. Similarly, 
CH3 is the best next hop node for CH2 to relay the data. 

 
Fig. 2. Routing decision making in the network 
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5 Simulation Results 

The proposed scheme has been tested in a simulator written in C++ and programmed 
for this proposed scheme. We compared the proposed scheme with another routing 
scheme called PEGASIS [6] where each CH relays the data to the nearest neighbour. 
In simulation result reveals that if the number of hop to BS is decreased, significant 
energy efficiency can be gained.  

5.1 Node Placement and Initialization 

In the simulation, 100 nodes are considered in an area of 75100 ×  square units. We 
use Cartesian coordinates to locate the sensors. These sensor nodes represent the CHs 
of the actual network field. The BS is located at origin (0, 0). Initially, in our 
simulation, we assume a simple model according to [5] where the radio dissipates 

=elecE  50nJ/bit to run the transmitter or receiver circuitry and =ampε 100pJ/bit/m2.  

5.2 Power Consumption Comparison 

Total energy consumed to send a data packet of size 32bit has been calculated in this 
simulation for both the PEGASIS and DEOR. We run the simulation for all 100 nodes 
individually to send data to BS. The result for one-round data transmission from every 
node is shown in figure 3.  
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Fig. 3. Comparison of per node energy consumption in case of communication with  the Base 
Station 

From the figure 3 it can be inferred that the average energy gain is 30% and in 
some cases more than 50% gain is achieved. 
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5.3 Route Selection 

In PEGASIS, the next neighbour node is chosen using Greedy Algorithm. In that 
case, the closest neighbour node of the sender node is chosen every time for that 
particular chain. But in our proposed routing, the next neighbour node is chosen with 
the help of a routing table that chooses the best candidate for the next hop based on 
cost function. The proposed routing scheme reduces the number of hop needed to 
reach to BS. Selected routes from nodes 1, 75, 89 and 100 for PEGASIS and DEOR 
are given in figures 4 and 5 respectively.  

From figure 4 and 5 it is quite clear that our proposed protocol takes less hops and 
uses the shortest route to send data to base station. Moreover, our protocol chooses 
different CH nodes for different routes near the BS that eliminates the hot spot problem.  
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Fig. 4. Example routes selected by PEGASIS 
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Fig. 5. Example routes selected by DEOR 

6 Conclusion 

In this paper, we proposed a dynamic routing protocol with optimal transmission 
range for wireless sensor networks that minimizes the number of hops and hence 
consumes less energy compared to a multihop routing protocol of its kind. This 
strategy achieves an even distribution of energy consumption based on its dynamic 
decision for selecting next relay node. Moreover, this technique is aware of the 
location of the next relay node and also able to prioritize the network demand 
depending on the application.  

This protocol proposes a concentric model of bands, where the centre is base 
station, in order to classify the energy consumption of different nodes in different 
areas of the sensor field. Our simulation result shows that network life time is 
maximized if we adopt DEOR protocol. Our next target is to propose a rotation 
scheme with nodes in different bands to get a more healthy balance among the nodes.  
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Abstract. This paper investigates the problem of designing active feedback con-
trollers for achieving generalized projective synchronization (GPS) of identical
hyperchaotic Lü systems (Chen et al. 2006) and non-identical hyperchaotic Cai
system (Wang and Cai, 2009) and hyperchaotic Lü system. The synchronization
results (GPS) derived in this paper have been established using Lyapunov stability
theory. Since the Lyapunov exponents are not required for these calculations, the
active feedback control method is very effective and convenient for achieving the
general projective synchronization (GPS) of hyperchaotic Lü and hyperchaotic
Cai systems. Numerical simulations are shown to demonstrate the effectiveness
of the synchronization results derived in this paper.

Keywords: Active control, hyperchaos, generalized projective synchronization,
hyperchaotic Lü system, hyperchaotic Cai system.

1 Introduction

Chaotic systems are nonlinear dynamical systems, which are highly sensitive to initial
conditions. The sensitive nature of chaotic systems is commonly called as the butterfly
effect [1].

Hyperchaotic system is usually defined as a chaotic system with more than one pos-
itive Lyapunov exponent. Since hyperchaotic system has the characteristics of high ca-
pacity, high security and high efficiency, it has the potential of broad applications in
nonlinear circuits, secure communications, lasers, neural networks, biological systems,
and so on. Thus, the studies on hyperchaotic systems, viz. control, synchronization and
circuit implementation are very challenging works in the chaos literature.

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of
synchronization is to use the output of the master system to control the slave system so
that the output of the slave system tracks the output of the master system asymptotically.

The seminal work by Pecora and Carroll ([3], 1990) is followed by a variety of
impressive approaches for chaos synchronization such as the sampled-data feedback

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 53–62, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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synchronization method [4], OGY method [5], time-delay feedback method [6], back-
stepping method [7], active control method ([8]-[9]), adaptive control method [10], slid-
ing control method [11], etc.

In generalized projective synchronization [12], the chaotic systems can synchronize
up to a constant scaling matrix. Complete synchronization [13], anti-synchronization
[14], hybrid synchronization [15], projective synchronization [16] and generalized syn-
chronization [17] are special cases of generalized projective synchronization. The gen-
eralized projective synchronization (GPS) has applications in secure communications.

This paper deals with the problem of designing active feedback controllers for the
generalized projective synchronization (GPS) of identical hyperchaotic Lü systems
(Chen et al. [18], 2006) and non-identical hyperchaotic Cai system (Wang and Cai,
[19], 2009) and hyperchaotic Lü system (2006).

This paper is organized as follows. In Section 2, we provide a description of the
hyperchaotic systems studied in this paper. In Section 3, we derive results for the GPS
between identical hyperchaotic Lü systems (2006). In Section 4, we derive results for
the GPS between non-identical hyperchaotic Cai system (2009) and hyperchaotic Lü
system (2006). In Section 5, we summarize the main results obtained in this paper.

2 Systems Description

The hyperchaotic Lü system ([18], 2006) is described by the dynamics

ẋ1 = a(x2 − x1) + x4

ẋ2 = −x1x3 + cx2

ẋ3 = x1x2 − bx3

ẋ4 = x1x3 + dx4

(1)

where x1, x2, x3, x4 are the state variables and a, b, c, d are constant, positive parame-
ters of the system.

The system (1) is hyperchaotic when the system parameter values are chosen as
a = 36, b = 3, c = 20 and d = 1.3.

Figure 1 depicts the state orbits of the hyperchaotic Lü system (1).
The hyperchaotic Cai system ([19], 2009) is described by the dynamics

ẋ1 = p(x2 − x1)
ẋ2 = qx1 + rx2 − x1x3 + x4

ẋ3 = x2
2 − sx3

ẋ4 = −εx1

(2)

where x1, x2, x3, x4 are the state variables and p, q, r, s, ε are constant, positive param-
eters of the system.

The system (2) is hyperchaotic when the system parameter values are chosen as
p = 27.5, q = 3, r = 19.3, s = 2.9 and ε = 3.3.

Figure 2 depicts the state orbits of the hyperchaotic Cai system (2).
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Fig. 1. State Orbits of the hyperchaotic Lü System
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3 Generalized Projective Synchronization of Identical
Hyperchaotic Lü Systems

3.1 Main Results

In this section, we discuss the design of active controller for achieving generalized
projective synchronization (GPS) of identical hyperchaotic Lü systems ([18], 2006).

Thus, the master system is described by the hyperchaotic Lü dynamics

ẋ1 = a(x2 − x1) + x4

ẋ2 = −x1x3 + cx2

ẋ3 = x1x2 − bx3

ẋ4 = x1x3 + dx4

(3)

where x1, x2, x3, x4 are the state variables and a, b, c, d are constant, positive parame-
ters of the system.

Also, the slave system is described by the controlled hyperchaotic Lü dynamics

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = −y1y3 + cy2 + u2

ẏ3 = y1y2 − by3 + u3

ẏ4 = y1y3 + dy4 + u4

(4)

where y1, y2, y3, y4 are the state variables and u1, u2, u3, u4 are the active controls.
For the GPS of (3) and (4), the synchronization errors are defined as

ei = yi − αixi, (i = 1, 2, 3, 4) (5)

where the scales α1, α2, α3, α4 are real numbers.
A simple calculation yields the error dynamics

ė1 = a(y2 − y1) + y4 − α1[a(x2 − x1) + x4] + u1

ė2 = −y1y3 + cy2 − α2[−x1x3 + cx2] + u2

ė3 = y1y2 − by3 − α3[x1x2 − bx3] + u3

ė4 = y1y3 + dy4 − α4[x1x3 + dx4] + u4

(6)

We consider the active nonlinear controller defined by

u1 = −a(y2 − y1) − y4 + α1[a(x2 − x1) + x4] − k1e1

u2 = y1y3 − cy2 + α2[−x1x3 + cx2] − k2e2

u3 = −y1y2 + by3 + α3[x1x2 − bx3] − k3e3

u4 = −y1y3 − dy4 + α4[x1x3 + dx4] − k4e4

(7)

where the gains k1, k2, k3, k4 are positive constants.
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Substitution of (7) into (6) yields the closed-loop error dynamics

ė1 = −k1e1

ė2 = −k2e2

ė3 = −k3e3

ė4 = −k4e4

(8)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3 + e2

4

)
(9)

which is positive definite on IR4.
Differentiating (9) along the trajectories of the system (8), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 (10)

which is a negative definite function on IR4, since k1, k2, k3, k4 are positive constants.
Thus, by Lyapunov stability theory [20], the error dynamics (8) is globally exponen-

tially stable. Hence, we obtain the following result.

Theorem 1. The active feedback controller (7) achieves global chaos generalized pro-
jective synchronization (GPS) between the identical hyperchaotic Lü systems (3)
and (4).

3.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method is used to solve
the two systems of differential equations (3) and (4) with the active controller (7).

The parameters of the identical hyperchaotic Lü systems are chosen as

a = 36, b = 3, c = 20, d = 1.3

The initial values for the master system (3) are taken as

x1(0) = 24, x2(0) = 8, x3(0) = 10, x4(0) = 12

The initial values for the slave system (4) are taken as

y1(0) = 15, y2(0) = 12, y3(0) = 4, y4(0) = 20

The GPS scales αi are taken as

α1 = 4.58, α2 = 3.49, α3 = −7.21, α4 = −5.34

We take the state feedback gains as k1 = 4, k2 = 4, k3 = 4 and k4 = 4.
Figure 3 shows the time response of the error states e1, e2, e3, e4 of the error dynam-

ical system (6) when the active nonlinear controller (7) is deployed. From this figure,
it is clear that all the error states decay to zero exponentially in 1.5 sec and thus, gen-
eralized projective synchronization is achieved between the identical hyperchaotic Lü
systems (3) and (4).
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Fig. 3. Time Responses of the Error States of (6)

4 Generalized Projective Synchronization of Non-identical
Hyperchaotic Lü and Hyperchaotic Cai Systems

4.1 Main Results

In this section, we derive results for the generalized projective synchronization (GPS)
of non-identical hyperchaotic systems, viz. hyperchaotic Cai system ([19], 2009) and
hyperchaotic Lü system ([18], 2006).

Thus, the master system is described by the hyperchaotic Cai dynamics

ẋ1 = p(x2 − x1)
ẋ2 = qx1 + rx2 − x1x3 + x4

ẋ3 = x2
2 − sx3

ẋ4 = −εx1

(11)

where x1, x2, x3, x4 are the state variables and p, q, r, s, ε are constant, positive param-
eters of the system.

Also, the slave system is described by the controlled hyperchaotic Lü dynamics

ẏ1 = a(y2 − y1) + y4 + u1

ẏ2 = −y1y3 + cy2 + u2

ẏ3 = y1y2 − by3 + u3

ẏ4 = y1y3 + dy4 + u4

(12)

where y1, y2, y3, y4 are the state variables, a, b, c, d are constant, positive parameters of
the system and u1, u2, u3, u4 are the active controls.
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For the GPS of (11) and (12), the synchronization errors are defined as

ei = yi − αixi, (i = 1, 2, 3, 4) (13)

where the scales α1, α2, α3, α4 are real numbers.
A simple calculation yields the error dynamics

ė1 = a(y2 − y1) + y4 − α1 [p(x2 − x1)] + u1

ė2 = −y1y3 + cy2 − α2 [qx1 + rx2 − x1x3 + x4] + u2

ė3 = y1y2 − by3 − α3

[
x2

2 − sx3

]
+ u3

ė4 = −fy2 − α4 [−εx1] + u4

(14)

We consider the active nonlinear controller defined by

u1 = −a(y2 − y1) − y4 + α1 [p(x2 − x1)] − k1e1

u2 = y1y3 − cy2 + α2 [qx1 + rx2 − x1x3 + x4] − k2e2

u3 = −y1y2 + by3 + α3

[
x2

2 − sx3

] − k3e3

u4 = fy2 + α4 [−εx1] − k4e4

(15)

where the gains k1, k2, k3, k4 are positive constants.
Substitution of (15) into (14) yields the closed-loop error dynamics

ė1 = −k1e1

ė2 = −k2e2

ė3 = −k3e3

ė4 = −k4e4

(16)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3 + e2

4

)
(17)

which is positive definite on IR4.
Differentiating (17) along the trajectories of the system (16), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − k3e

2
3 − k4e

2
4 (18)

which is a negative definite function on IR4, since k1, k2, k3, k4 are positive constants.
Thus, by Lyapunov stability theory [20], the error dynamics (16) is globally expo-

nentially stable. Hence, we obtain the following result.

Theorem 2. The active feedback controller (15) achieves global chaos generalized
projective synchronization (GPS) between the non-identical hyperchaotic Cai system
(11) and the hyperchaotic Lü system (12).
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4.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method is used to solve
the two systems of differential equations (11) and (12) with the active controller (15).

The parameters of the hyperchaotic Cai system (11) are taken as

p = 27.5, q = 3, r = 19.3, s = 2.9, ε = 3.3

The parameters of the hyperchaotic Lü system (12) are taken as

a = 36, b = 3, c = 20, d = 1.3

The initial values for the master system (11) are taken as

x1(0) = 11, x2(0) = 24, x3(0) = 18, x4(0) = 15
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Fig. 4. Time Responses of the Error States of (14)
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The initial values for the slave system (12) are taken as

y1(0) = 20, y2(0) = 16, y3(0) = 5, y4(0) = 7

The GPS scales αi are taken as

α1 = −2.15, α2 = −6.83, α3 = 5.49, α4 = 3.48

We take the state feedback gains as k1 = 4, k2 = 4, k3 = 4 and k4 = 4.
Figure 4 shows the time response of the error states e1, e2, e3, e4 of the error dynam-

ical system (14) when the active nonlinear controller (15) is deployed.
From this figure, it is clear that all the error states decay to zero exponentially in

1.7 sec and thus, generalized projective synchronization is achieved between the non-
identical hyperchaotic Cai system (11) and hyperchaotic Lü system (12).

5 Conclusions

In this paper, we derived active control laws for achieving generalized projective syn-
chronization (GPS) of the following hyperchaotic systems:

(A) Identical hyperchaotic Lü systems (2006)
(B) Non-identical hyperchaotic Cai system (2009) and hyperchaotic Lü system.

The synchronization results (GPS) derived in this paper for the hyperchaotic Lü and hy-
perchaotic Cai systems [(A) and (B)] have been proved using Lyapunov stability theory.
Since Lyapunov exponents are not required for these calculations, the proposed active
control method is very effective and suitable for achieving GPS of the hyperchaotic
systems addressed in this paper. Numerical simulations are shown to demonstrate the
effectiveness of the synchronization results (GPS) derived in this paper.
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Lorenz systems by active control. Internat. J. Advances in Science and Technology 2(4),
1–10 (2011)

16. Mainieri, R., Rehacek, J.: Projective synchronization in three-dimensioned chaotic systems.
Phys. Rev. Lett. 82, 3042–3045 (1999)

17. Wang, Y.W., Guan, Z.H.: Generalized synchronization of continuous chaotic systems. Chaos,
Solit. Fract. 27, 97–101 (2006)
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Abstract. One of the important issues in ad hoc wireless network is to construct 
virtual backbone for efficient broadcasting. A Multi Point Relay (MPR) is a set 
of 1-hop neighbours to cover all 2-hop neighbours of a node. It is a promising 
approach for broadcasting in ad hoc networks.  A Connected Dominating Set 
(CDS) based virtual backbone has been used where only the nodes in the set 
relay messages.  A node in the CDS consumes more energy and the energy 
depletes quickly than other nodes. Although previous CDS construction 
algorithms achieve good results in terms of the size of the CDS, a minimum 
size CDS does not necessarily guarantee the optimal network performance from 
an energy efficient point of view. In this paper, we propose a distributed 
algorithm for energy efficient stable MPR based CDS construction to extend the 
lifetime of ad hoc wireless networks by considering energy and velocity of 
nodes. The simulation results show that our algorithm can save a significant 
amount of energy and increases the lifetime up to 25% than previous works.   

Keywords: Connected Dominating Set, Multi Point Relay, Ad Hoc Networks, 
Energy Efficient. 

1 Introduction 

Wireless ad hoc networks are self configuring network and they can be deployed for 
many applications such as automated battlefield, search and rescue and disaster relief.  
Mobile ad hoc network (MANET) consists of wireless nodes that communicate with 
each other without any infrastructure.  A communication session is achieved either 
through a single hop radio transmission if he communication parties are within the 
transmission range, or through relaying by intermediate nodes otherwise. Two 
important features of an ad hoc network are its dynamic topology and resource 
limitation.  Every node in mobile ad hoc networks can move in any direction at any 
time and any speed. A temporary infrastructure or a virtual backbone can be formed 
to provide communication. This virtual backbone may be broken due to the node 
movement. The resource constraints include battery capacity, bandwidth, and CPU 
speed, etc. These two features make routing decision very challenging.  

A network can be modeled as a Unit Disk Graphs (UDG) where two nodes are 
connected if they are within each other’s transmission range. To support various 
network functions some wireless nodes are selected to form a virtual backbone. It is 
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proved that multipoint relaying (MPR) is an efficient stated for on-the-fly 
broadcasting in Mobile Ad Hoc Networks. The relaying nodes which are selected by 
the source node are responsible for flooding a receiving packet. A connected 
dominating set (CDS) consists of all the relay nodes.  There are many algorithms 
based on MPR to reduce the size of the CDS [1, 2, 11, 12, 13, 14], where nodes are 
chosen based on its ID or degree. The CDS selection has to consider other 
information such as energy, bandwidth and mobility in order to provide suitable links 
for some specific applications.  In this paper, we propose an approach to generate 
quality connected dominating set based on MPR by considering the energy and link 
velocity factors. None of the existing works considered the energy of nodes and their 
mobility together for the CDS construction. 

1.1 Problem Definitions 

The connected dominating set or virtual backbone is proposed to facilitate routing, 
broadcasting and establishing a dynamic infrastructure. Minimizing the CDS 
produces a simpler abstracted topology of the MANET and allows for using shorter 
routes between any pair of hosts.  A wireless network is usually modeled as a unit 
disk graph G = (V, E) where V is the set of nodes and E is the set of links in the 
network. Each node has uniform transmission range R. Each node in V is associated 
with coordination in 2-D Euclidean space.  A wireless link (u,v) ∈ E if and only if the 
Euclidean distance between nodes u and v is smaller than transmission range R.   
 
Connected Dominating Set 
Let the closed neighbors of a node x is N[x]. A subset S ⊆ V is called a dominating set 
(DS) of G if S U N[v] = V where N[v]= Su ∈ S N[u]. The subset S is called Connected 
Dominating Set if the graph G’, induced by S is connected i.e, G’[S] is connected. 
 

Multipoint Relay 
For a given a graph G=(V,E) and a node v ∈ V, let N(v) and N2(v) represent the set of 
1-hop and 2-hop neighbors of v, respectively. MPR asks for a minimum sized subset S 
of N(v) such that every node in N2(v) is within the coverage of at least one node in S.  

The rest of the paper is organized as follows: Section 2 describes the works related 
to CDS construction; Section 3 describes the energy efficient stable connected 
dominating set construction algorithm. We describe our simulation environment and 
the performance metrics in Section 4. Section 5 concludes the paper. 

2 Related Works 

There are many work on MPR based CDS construction for efficient broadcasting in 
Manet. Adjih et al [12] proposed a source independent MPR called the MPR-CDS. 
The algorithm starts by having every node v calculate its source dependent MPR. 
After that every node v decides whether it belongs to the MPR-CDS or not according 
to the following simple rules: 



 Energy Efficient Stable Connected Dominating Set Construction      65 

 

• Rule 1: Node u ∈ MPR-CDS iff v has the smallest ID in tis 1-hop 
neighborhood. 

• Rule 2: Node v ∈MPR-CDS iff v ∈ w's MPR where w's ID is the smallest in 
v's 1-hop neighborhood. 

In [1] Wu, has noticed that in many occasions nodes added by rule-1 of MPR-CDS 
algorithms are useless. Moreover the algorithm used to calculate the source dependent 
MPR does not benefit from Rule-2 of the MPR-CDS algorithm. In [1] Wu modified 
Rule 1 as follows: 

• EMPR: node v ∈ MPR-CDS iff v has the smallest ID in its 1-hop 
neighborhood and v has at least two unconnected neighbors. 

Moreover, Wu modified the MPR calculation algorithm in [12] by having every node 
v start by adding all its free neighbors to its MPR set.  A node u is a free neighbor of 
node v iff u ∈N(v) and v is not the smallest ID neighbor of u. 

Chen et al [11] observed that the node degree is more related to the size of a CDS 
than the node ID and three improvements are proposed.  They replaced the EMPR 
rule with two rules based on degree called DEMPR.  

• Rule 1: node v ∈MPR-CDS if v has the largest node degree among all its 
one-hop neighbors and v has two unconnected neighbors. 

• Rule 2: node v ∈ MPR-CDS if v has been selected as an MPR and its selector 
has the largest node degree among its one-hop neighbors. 

 

Badis et al [13 ], proposed heuristic referred to as the QoS based MPR-1(QMPR-1) 
follows the same steps as the original MPR heuristic but it modifies the tie breaking 
procedure. Instead of a maximum node degree, a node with high bandwidth is chosen 
when multiple choices exist.   

There are few works on energy efficient CDS construction. In [6] Kim extended 
the Mac-layer timer based connected dominating set protocol by considering energy 
level at each node to construct energy aware CDS.  In [7] Ruiyun Yu proposed an 
energy efficient dominating tree construction (EEDTC) algorithm with two phases, 
marking phases followed by connection phase. In the marking phase, a Maximal 
Independent Set (MIS) is constructed and connectors are added to make it as CDS. In 
[14], Wu proposed a method to calculate power aware connected dominating set. 
They used degree and residual energy level of nodes to reduce the CDS size to 
prolong the lifespan of the nodes in the CDS. 

Only few works are done in stable connected dominating set construction. In [15], 
Change proposed Dynamic Power-aware and Stability-aware Multipoint relays which 
avoid selecting the border nodes as the forwarding nodes. They used power adaptive 
broadcasting by reducing the transmission range of mobile nodes to save energy. In 
[4], Meganathan proposed an algorithm to determine stable connected dominating set 
based on node velocities. His algorithm prefers slow moving nodes with lower 
velocity rather than the usual approach of preferring nodes with a larger number of 
uncovered neighbours. They compared their method with another work which is 
based on node degree.  
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Although previous CDS construction algorithms achieve good results in terms of 
the size of the CDS, a minimum size CDS does not necessarily guarantee the optimal 
network performance from an energy efficient point of view. This motivated us to 
construct an energy efficient stable connected dominating set prolong the network 
lifetime.  

3 Energy Efficient Stable Connected Dominating Set 
Construction Algorithm (EES-CDS) 

3.1 Notations and Assumptions 

We assume that every node in the network has same transmission range R. Two nodes 
are connected if the Euclidean distance between the nodes is less than R. We used the 
notations for our algorithm as in Table 1.  

Table 1. Notations 

 
  

N(u) Open neighbour set of node  u 

N[u] Closed neighbour set of node u N[u] = N(u) ∪ {u} 
N2(u) 2-hop neighbour set of node  u 
Ergx remaining residual energy at node x 
Velx Velocity of node x 

MPR(u) MPR set of node u 
Degu No of uncovered 2-hop neighbours of u 

3.2 EES-CDS Algorithm 

Our algorithm for energy efficient stable connected dominating set construction 
(EES-CDS) consists of two phases: Neighbour Discovery Phase and CDS Formation 
Phase. During the Neighbour Discovery Phase, there is an initial exchange of 
messages via which a node u, made aware of its N2 (u). In the CDS Formation Phase, 
a node u locally selects a set MPR(u) of its N(u) as its multipoint relays by using 
simple greedy algorithm and pruning rules are applied to reduced the connected 
dominating set size. In [1], Wu proposed a simple decentralized algorithm for the 
formation of connected dominating set in ad hoc networks. This algorithm is based on 
marking process. In [14], Dai proposed two rules for power aware CDS construction 
using node degree and residual energy level of nodes.  

In this work, we have modified the rules proposed by [14] with energy level and 
velocity to prolong the stability and to reduce the size of a connected dominating set 
generated from the marking process.  Let the graph induced by CDS be G’. 

Rule 1: Consider two marked vertices v and u in G’.  The marker of v is changed to 
gray if one of the following conditions holds: 
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i) N[v] ⊆ N[u] in G and Ergv < Ergu 
ii) N[v] ⊆ N[u] in G and Velv > Velu when Ergv = Ergu 
iii) N[v] ⊆ N[u] in G and  Degv < Degu when Ergv=Ergu and Velv = Velu  

 

The above rule indicate that when  the closed neighbour set of v is covered by that of 
u, vertex v can be removed from G’ if the energy level of v is smaller than u. Velocity 
is used to break a tie when energy levels of u and v are same. Degree is used to break 
the tie if both energy levels and velocity of u and v are same. Node ID can be used to 
break the tie, in case all the values are same. 

 
Rule 2: Assume that u and w are two marked neighbours of marked vertex v in G’. 
The marker of v can be changed to Gray if one of the following conditions holds: 

1. N(v) ⊆ N(u)  N(w), but N(u) ⊄  N(v)   N(w) and N(w) ⊄  N(u)   N(v) in G 

2. N(v) ⊆ N(u)   N(w) and N(u) ⊆  N(v)   N(w), but N(w) ⊄  N(u)  N(v) in G 
and one of the following conditions holds: 

a. Ergv < Ergu or 
b. Ergv = Ergu and Velv > Velu or 
c. Ergv = Ergu and Velv = Velu and Degv < Degu  

3. N(v) ⊆ N(u)  N(w) and N(u) ⊆ N(v)  N(w), but N(w) ⊆ N(u)   N(v) in G 
and one of the following conditions holds: 

a. Ergv < Ergu and Ergv < Ergw or 
b. Ergv = Ergu < Ergw and Velv > Velu or Degv <Degu when Velv = Velu 
c. Ergv = Ergu = Ergw  then 

i. Velv > Velu  and Velv > Velw or 
ii. Velv = Velu  > Velw and Degv < degu or 

iii. Velv = Velu  = Velw  and Degv = min{Degv, Degu, Degv}  
 

The above rule indicates that when v is covered by u and w; the conditions are 

1)  if neither u or w is covered by the other two among u, v and w then v is 
unmarked. 

2) if neighbour set of v is covered by u, w and neighbour set of u is covered by v, w 
but neighbours of w are not covered by u, v then v is unmarked if the energy 
level of v is smaller than u. Velocity is used to break the tie if energy levels are 
same. Degree is used to break the tie if both energy and velocity values are 
same. 

3) If neighbour set of v, u and w are covered by the other two among u, v and w 
then node v is unmarked with conditions: energy level of v is less than v and w; 
the energy level of v is same as u but smaller than w, velocity value is used for 
unmarking. If velocity values are same then degree of v is used to break the tie. 

 
The procedure for the energy efficient CDS construction algorithm is given in Table 2. 
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Table 2. Algorithm for Energy Efficient Stable CDS Construction 

Algorithm: EES-CDS 
Input:  An undirected graph G(V, E) 
Output: EES-CDS  

• Neighbour Discovery phase 
Nodes periodically exchange hello messages for neighbour discovery.  
Every node sends and receives hello messages but does not forward them.  
A hello message generated by a node u contains its ID, Energy (Ergu), 
Velocity (Velu) and list of neighbours N(u). This one hop neighbourhood 
exchange enables every node u to obtain its two hop neighbourhood 
information.  

• CDS Formation Phase 
1. MPR Selection 

i. Initially all nodes are in White colour 
ii. Every node v assigns its N(v) to MPR(v) if it has two 

unconnected neighbours. 
iii. Marks all the nodes in MPR(v) to Black Colour 
iv. Marks all the neighbours of MPR(v) to Gray Colour 

2. Apply Proposed Rule 1 and Rule 2 to construct minimum size CDS. 

 
It is clear that node u only has to wait for the information about its two hop 

neighbours.  The set of all MPR is a connected dominating set of the entire network. 
The node terminates the construction phase by communicating its final decision to all 
its neighbours Figure. 

4 Simulation Results and Analysis 

4.1 Simulation Environment 

In this section, the simulation results are reported and analyzed. We implemented our 
algorithm EES-CDS in ns-2.34. To evaluate the performance of our algorithm, we 
also implemented the approach proposed by Wu in [1] and Meganathan in [4]. To 
generate a network, n nodes are randomly placed in a 1000m x 1000m region. Each 
node has uniform transmission range 250m and is associated with an initial energy 
values from 1J to 15J. In our simulations, the number of nodes n has been assigned 
the values 50, 100, 150, 200, 250. This allows us to test our algorithm from sparse to 
dense networks. Any two nodes distance less than the transmission range are 
considered neighbours. Each node moves randomly in this area with a speed in the 
range [0..Vmax] and a pause time of 10s. The values of Vmax are 5, 10 and 25m/s.  Each 
simulation is conducted for 600s and it is repeated 10 times.  The parameters used in 
our simulation are listed in Table 3. 
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Table 3. Simulation Parameters 

Network Area 1000m 
Number of Nodes 50..250 
Transmission Range 250m 
Mobility Speed  5m/s, 10m/s, 25m/s 
Initial Energy 1J..15J. 

Energy for transmission 1.4W 

Energy for Receiving 1.0W 

Idle energy 0.013W 

Pause time 10s 

Simulation Time 600s 

Propagation Model Two-ray Ground 

MAC IEEE 802.11 

Antenna Omni Antenna 

Mobility Model Random Way Point 

 
We implemented this algorithm by using three messages: The first message is for 

exchanging the list of neighbours, the second is used by a node u to communicate to a 
neighbour v for which u is the MPR selector and the final one is used by a node to 
make every neighbour aware of its final decision. 

4.2 Result Analysis 

We measured the performance of our work in terms of 

• Average CDS Size  
It describes the no of nodes included in the CDS to act as broadcast relay 
nodes. Figure 1 (a-c) shows the average no of nodes included in the CDS 
with different mobility values 5m/s, 15m./s and 25m/s. The results show that 
CDS generated by our algorithm is larger than Wu[1] and less than 
Meganathan [4]. In [1], Wu used node degree for selection and Meganathan 
in [4] selected nodes with only lower velocity. The average size of the CDS 
increases with network density.  

• CDS Stability 
The simulation stops when the energy level of at least one node becomes 0. 
Figure 2 (d-f) shows the comparison of our work with Wu [1] and 
Meganathan [4] in terms of lifetime. Our work outperforms well than the 
other two works because nodes in the CDS generated by our algorithm has 
high energy level and minimum velocity. The CDS stability is high when the 
node velocity is low. In [4], priority is given to slow moving nodes but they 
don’t consider the energy level of the nodes.   
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Fig (f) 

Fig. 1. (a-c) Average CDS Size with  
Velocity Vmax= 5, 15, 25m/s 

Fig. 2. (d-f) Stability of CDS with Velocity 
Vmax= 5, 15, 25m/s 
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5 Conclusion and Future Work 

In this paper, an algorithm for power efficient stable connected dominiating set 
construction is proposed. We have proposed two rules to reduce size of the connected 
dominating and to prolong the life span of the nodes. Our algorithm is based on  
resuidual energy level, velocity and degree to construct the connected dominating set 
so that the life of the backbone can be stable.  The results from the siumation show 
that our work outperforms in terms of stablity and it increases the lifetime by 25% to 
30%. We plan to perform energy efficient broadcasting through the generated CDS as 
our future work. 
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Abstract. This paper investigates the hybrid chaos synchronization of identical
Arneodo systems (1981), identical Rössler systems (1976) and non-identical Ar-
neodo and Rössler systems. In hybrid synchronization of chaotic systems, one
part of the systems is synchronized and the other part is anti-synchronized so
that complete synchronization (CS) and anti-synchronization (AS) co-exist in the
systems. The co-existence of CS and AS is very useful in secure communication
and chaotic encryption schemes. Active nonlinear control is the method used for
the hybrid synchronization of the chaotic systems addressed in this paper. Since
the Lyapunov exponents are not required for these calculations, the active control
method is effective and convenient to achieve hybrid synchronization of the two
chaotic systems. Numerical simulations are shown to verify the results.

Keywords: Hybrid synchronization, chaos, Arneodo system, Rössler system, ac-
tive nonlinear control.

1 Introduction

Chaos is very interesting nonlinear phenomenon, exhibiting sensitive dependence on
initial conditions. Synchronization of chaos is an important research problem, which
has been attracting considerable interest in the chaos literature. Chaos synchronization
has been widely explored in a variety of fields including physical systems [1], chemical
systems [2], ecological systems [3], secure communications ([4]-[5]), etc.

Since Pecora and Carroll published a seminal paper ([6], 1990) for synchronizing
two identical chaotic systems with different conditions, many chaos synchronization
methods have been developed extensively over the past few decades ([6]-[20]). Some
important methods for the chaos synchronization are the PC method [6], sampled-data
feedback synchronization method [7], OGY method [8], time-delay feedback method
[9], backstepping method [10], adaptive design method [11], sliding control method
[12], etc.

So far, many types of synchronization phenomenon have been presented such as
complete synchronization [6], phase synchronization ([3],[13]), generalized synchro-
nization ([5], [14]), anti-synchronization ([15], [16]), projective synchronization [17],
generalized projective synchronization ([18], [19]) etc.

Complete synchronization (CS) is characterized by the equality of state variables
evolving in time, while anti-synchronization (AS) is characterized by the disappearance

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 73–82, 2012.
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of the sum of relevant state variables evolving in time. Projective synchronization (PS)
is characterized by the fact the master and slave systems could be synchronized up to a
scaling factor, whereas in generalized projective synchronization (GPS), the responses
of the synchronized dynamical states synchronize up to a constant scaling matrix α. It
is easy to see that the complete synchronization and anti-synchronization are the special
cases of the generalized projective synchronization where the scaling matrix α = I and
α = −I , respectively.

In hybrid synchronization of chaotic systems [19], one part of the systems is synchro-
nized and the other part is anti-synchronized so that complete synchronization (CS) and
anti-synchronization (AS) co-exist in the systems. The co-existence of CS and AS is
very useful in secure communication and chaotic encryption schemes.

This paper is organized as follows. In Section 2, we discuss the hybrid synchro-
nization between identical Arneodo systems ([21], 1981). In Section 3, we discuss the
hybrid synchronization between identical Rössler systems ([22], 1976).In Section 4,
we discuss the hybrid synchronization between non-identical Arneodo and Rössler sys-
tems. In Section 5, we conclude with the main results obtained in this paper.

2 Hybrid Synchronization of Identical Arneodo Systems

In this section, we consider the hybrid synchronization of identical Arneodo systems
([21], 1981).

Thus, we consider the master system as the Arneodo dynamics described by

ẋ1 = x2

ẋ2 = x3

ẋ3 = mx1 − sx2 − x3 − x2
1

(1)

where xi(i = 1, 2, 3) are the state variables and s, m are positive constants.
The Arneodo system (1) is chaotic when s = 3.8 and m = 7.5.
The state orbits of the chaotic Arneodo system are shown in Figure 1.
We consider the controlled Arneodo system as the slave system, which is described

by the dynamics
ẏ1 = y2 + u1

ẏ2 = y3 + u2

ẏ3 = my1 − sy2 − y3 − y2
1 + u3

(2)

where yi(i = 1, 2, 3) are the state variables and ui(i = 1, 2, 3) are the active controls.
For the hybrid synchronization of the identical Arneodo systems (1) and (2), the

errors are defined as

e1 = y1 − x1, e2 = y2 + x2 and e3 = y3 − x3 (3)

A simple calculation yields the error dynamics as

ė1 = e2 − 2x2 + u1

ė2 = e3 + 2x3 + u2

ė3 = me1 − se2 − e3 + 2sx2 − y2
1 + x2

1 + u3

(4)
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Fig. 1. State Orbits of the Arneodo System (1)

We consider the active nonlinear controller defined by

u1 = −e2 + 2x2 − k1e1

u2 = −e3 − 2x3 − k2e2

u3 = −me1 + se2 − 2sx2 + y2
1 − x2

1

(5)

where k1 and k2 are positive constants.
Substitution of (5) into (4) yields the linear error dynamics

ė1 = −k1e1, ė2 = −k2e2, ė3 = −e3 (6)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(7)

Differentiating (7) along the trajectories of the system (6), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − e2

3 (8)

which is a negative definite function on IR3, since k1, k2 are positive constants.
Thus, by Lyapunov stability theory [23], the error dynamics (6) is globally exponen-

tially stable. Hence, we obtain the following result.

Theorem 1. The identical Arneodo systems (1) and (2) are globally and exponentially
hybrid synchronized with the active nonlinear controller (5).

Numerical Simulations
For the numerical simulations, the fourth order Runge-Kutta method with time-step
h = 10−6 is used to solve the two systems of differential equations (1) and (2) with the
active controller (5).

The parameters of the identical Arneodo systems (1) and (2) are selected as s = 3.8
and m = 7.5 so that the systems (1) and (2) exhibit chaotic behaviour. Also, we take
k1 = 2, k2 = 2.
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The initial values for the master system (1) are taken as

x1(0) = 6, x2(0) = 8, x3(0) = 2

and the initial values for the slave system (2) are taken as

y1(0) = 9, y2(0) = 4, y3(0) = 3

Figure 2 shows the hybrid synchronization of the Arneodo systems (1) and (2).
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Fig. 2. Hybrid Synchronization of Identical Arneodo Systems

3 Hybrid Synchronization of Identical Rössler Systems

In this section, we discuss the hybrid synchronization of identical Rössler systems.
Thus, we consider the Rössler system [22] as the master system, which is described by
the dynamics

ẋ1 = −x2 − x3

ẋ2 = x1 + ax2

ẋ3 = b + (x1 − c)x3

(9)

where xi(i = 1, 2, 3) are the state variables and a, b, c are positive constants.
When a = 0.2, b = 0.2 and c = 5.7, the Rössler system (9) is chaotic. The state

orbits of the Rössler system are shown in Figure 3.
Next, we consider the controlled Rössler dynamics as the slave system, which is

described by
ẏ1 = −y2 − y3 + u1

ẏ2 = y1 + ay2 + u2

ẏ3 = b + (y1 − c)y3 + u3

(10)

where yi(i = 1, 2, 3) are the state variables and ui(i = 1, 2, 3) are the active controls.
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Fig. 3. State Orbits of the Rössler System (9)

For the hybrid synchronization of the identical Rössler systems (9) and (10), the
errors are defined as

e1 = y1 − x1, e2 = y2 + x2 and e3 = y3 − x3 (11)

A simple calculation yields the error dynamics as

ė1 = −e2 − e3 + 2x2 + u1

ė2 = e1 + ae2 + 2x1 + u2

ė3 = −ce3 + y1y3 − x1x3 + u3

(12)

We consider the active nonlinear controller defined by

u1 = e2 + e3 − 2x2 − k1e1

u2 = −e1 − ae2 − 2x1 − k2e2

u3 = −y1y3 + x1x3

(13)

where k1 and k2 are positive constants.
Substitution of (13) into (12) yields the linear error dynamics

ė1 = −k1e1, ė2 = −k2e2, ė3 = −ce3 (14)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(15)
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Differentiating (15) along the trajectories of the system (14), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − ce2

3 (16)

which is a negative definite function on IR3, since k1, k2, c are positive constants.
Thus, by Lyapunov stability theory [23], the error dynamics (14) is globally expo-

nentially stable. Hence, we obtain the following result.

Theorem 2. The identical Rössler systems (9) and (10) are globally and exponentially
hybrid synchronized with the active nonlinear controller (13).

Numerical Simulations
For the numerical simulations, the fourth order Runge-Kutta method with time-step
h = 10−6 is used to solve the two systems of differential equations (9) and (10) with
the active controller (13).

The parameters of the identical Rössler systems (9) and (10) are selected as a =
0.2, b = 0.2 and c = 5.7 so that the systems (9) and (10) exhibit chaotic behaviour.
Also, we take k1 = 2, k2 = 2.

The initial values for the master system (9) are taken as

x1(0) = 6, x2(0) = 17, x3(0) = 12

and the initial values for the slave system (10) are taken as

y1(0) = 1, y2(0) = 10, y3(0) = 2

Figure 4 shows the hybrid synchronization of the Rössler systems (9) and (10).
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4 Hybrid Synchronization of Arneodo and Rössler Systems

In this section, we discuss the hybrid synchronization of non-identical chaotic systems,
viz. Arneodo and Rössler chaotic systems. Thus, we consider the Arneodo system [21]
as the master system, which is described by the dynamics

ẋ1 = x2

ẋ2 = x3

ẋ3 = mx1 − sx2 − x3 − x2
1

(17)

where x1, x2, x3 are the state variables and s, m are positive constants.
Next, we consider the controlled Rössler dynamics [22] as the slave system, which

is described by
ẏ1 = −y2 − y3 + u1

ẏ2 = y1 + ay2 + u2

ẏ3 = b + (y1 − c)y3 + u3

(18)

where y1, y2, y3 are the state variables, a, b, c are positive constants and u1, u2, u3 are
the active controls.

For the hybrid synchronization of the non-identical systems (17) and (18), the errors
are defined as

e1 = y1 − x1, e2 = y2 + x2 and e3 = y3 − x3 (19)

A simple calculation yields the error dynamics as

ė1 = −e2 − y3 + u1

ė2 = e1 + x1 + x3 + ay2 + u2

ė3 = b − ce3 − mx1 + sx2 + (1 − c)x3 + x2
1 + y1y3 + u3

(20)

We consider the active nonlinear controller defined by

u1 = e2 + y3 − k1e1

u2 = −e1 − x1 − x3 − ay2 − k2e2

u3 = −b + mx1 − sx2 − (1 − c)x3 − x2
1 − y1y3

(21)

where k1 and k2 are positive constants.
Substitution of (21) into (20) yields the linear error dynamics

ė1 = −k1e1, ė2 = −k2e2, ė3 = −ce3 (22)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(23)

Differentiating (23) along the trajectories of the system (22), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − ce2

3 (24)

which is a negative definite function on IR3, since k1, k2, c are positive constants.
Thus, by Lyapunov stability theory [23], the error dynamics (14) is globally expo-

nentially stable. Hence, we obtain the following result.
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Theorem 3. The non-identical Arneodo system (17) and Rössler system (18) are glob-
ally and exponentially hybrid synchronized with the active nonlinear controller (21).

Numerical Simulations
For the numerical simulations, the fourth order Runge-Kutta method with time-step
h = 10−6 is used to solve the two systems of differential equations (17) and (18) with
the active controller (21).

The parameters of the Arneodo and Rössler systems are selected so that they are
chaotic, viz.

s = 3.8, m = 7.5, a = 0.2, b = 0.2, c = 5.7

The initial values for the master system (17) are taken as

x1(0) = 2, x2(0) = 8, x3(0) = 5

and the initial values for the slave system (18) are taken as

y1(0) = 16, y2(0) = 3, y3(0) = 12

Figure 5 shows the hybrid synchronization of the non-identical Arneodo system (17)
and Rössler system(18).
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5 Conclusions

In this paper, we have used active nonlinear control method so as to achieve hybrid
chaos synchronization of the following chaotic systems:

(A) Identical Arneodo chaotic systems (1981)
(B) Identical Rössler chaotic systems (1976)
(C) Non-identical Arneodo and Rössler chaotic systems

Numerical simulations are also shown to verify the proposed active nonlinear con-
trollers to achieve hybrid synchronization of the chaotic systems addressed in this paper.
Since Lyapunov exponents are not required for the calculations, the proposed nonlin-
ear control method is effective and convenient to achieve hybrid synchronization of the
identical and non-identical Arneodo and Rössler chaotic systems. Numerical simula-
tions are given to illustrate the synchronization results.
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Abstract. The increase in the consumer demand and the exponential growth for 
wireless systems, which enables consumer to communicate in any place by 
means of information, has in turn led to the emergence of many portable 
wireless communication products. The present research works primarily targets 
to integrate as much as signal processing applications in a single portable 
device. Since integration through software applications compromises system 
speed, integration through hardware will be the better compliment.   Software 
Defined Radio (SDR) Technology yields to achieve this small form factor 
system while keeping power consumption under the limit.  SDR enables soft 
changeable system functionality, such as receiver demodulation technique. The 
flexibility of changing the receiver functionality in runtime is usually attained 
by FPGA. However, using a complete FPGA for reconfiguration of a particular 
functionality is not an efficient method in terms of power consumption and 
switching time. We proposed a SDR architecture using a recent advancement in 
FPGAs, called Partial Reconfiguration (PR). PR helps to change certain portion 
of FPGA, while the rest keeps functioning. It also reduces the total hardware 
usage and hence the power. The different demodulation technique and other 
signal processing application from an external memory unit can be loaded into 
FPGA PR modules while the other parts of FPGA doing a constant data 
processing. 

Keywords: Partial Reconfiguration in FPGA, Modulation Techniques, Wireless 
communication. 

1 Introduction 

SDR is a collection of Hardware and software in which all the radio functions can be 
implemented using software coding or firmware on a processing system. These 
software can be alterable according to the applications in communication system.  The 
processing systems include Field Programmable Gate Arrays (FPGA), Digital Signal 
Processors (DSP), General Purpose Processors (GPP), Programmable System on Chip 
(SoC) or other Application Specific Programmable Processors. The use of SDR 
technologies allows new wireless features like Third Generation (3G) and Fourth 
Generation (4G) capabilities to be added to existing Generation for mobile 
applications and radio systems without requiring new hardware.  
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By using SDR Technique a family of Radio products used in communication to be 
developed in common platform architecture and lot of research work is going on in 
this area allowing new products will come quickly into market. Since the software to 
be reused across radio products, the development cost reduces dramatically. This type 
of wireless communication enables the user to communicate with whomever they 
need to communicate and in whatever manner according to their wish. For example 
video call is available in Third generation. Likewise any type of applications can be 
include using SDR in a single chip. The main advantage SDR engineers is to provide 
a single radio transceiver capable of playing the roles of cordless telephone, cell 
phone(GSM and CDMA), wireless fax, wireless e-mail system, pager, wireless 
videoconferencing unit, wireless Web browser, Global Positioning System unit, and 
other functions still in the realm of science fiction, operable from any location on the 
surface of the earth, and perhaps in space as well. 

The General block diagram of SDR is shown in Figure 1. The radio frequency 
signal comes from antenna is down converted to baseband frequency range with the 
help of transceivers. The analog to digital converter will give the digital data to the 
processing module. The processing module will be a combination of FPGA and DSP 
in most cases. FPGA will be reconfigured by DSP according to the incoming signals 
modulation scheme or depends on the user’s interest. Finally the original message 
signal will be given to a respected sink device. 

The SDR is software radio in which all the physical layers are software defined. It 
effectively uses the area in FPGA.  

 

Fig. 1. Basic Diagram of SDR 
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2 General Implementation 

The generalized implementation (block diagram) method of SDR system architecture 
is shown in figure 2. All software part is done in FPGA. This can be alter according to 
the applications. 

The FPGA shown here is used for the soft reconfiguration and the DSP or any 
GPPs will do controlling of the FPGA and other data flow tasks. The combination of 
devices like DSP,FPGA, GPP is used in SDR, due to the advantage and disadvantage 
of each device. 

DSP –   good for software processing, branches but lack in parallelism.  
FPGA– gives parallel architecture, high data rates but issues with software routine 
executions. 
GPP– good for managing and controlling memories and peripherals but not optimized 
for algorithms development. 

In most cases DSP is used because the combination of controlling ability and signal 
processing power.  The different demodulation techniques configuration will be 
loaded into a memory unit initially. The choice will be given to user to select the 
required demodulation technique. Once the DSP receives the command to change the 
receiver demodulation, it reconfigures the FPGA by loading corresponding bit stream  
 

 

Fig. 2. General Implementation 
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from memory. Typical FPGA reconfiguration time will be in the order of 100s of 
milliseconds and this is huge delay when come into real time. Further this delay will 
increase if DSP running some other default communication task in parallel. 

3 Proposed System Architecture 

Due to the Rapid development in FPGAs, now we have all the following resources in 
single FPGA. 

 

Fig. 3. Proposed system Architecture 



 Realization of SDR in Partial Reconfigurable FPGA 87 

Huge amount of Logic blocks: For more parallel logic designs. 

DSP Slices: For signal processing algorithm implementation. 

PowerPC: Embedded processor can be used as GPP. All these units can operate in 
parallel. 

As shown in the block diagram, we have proposed a SDR architecture with only 
FPGA due to the availability of massive parallelism and Partial Reconfigurable ability. 
Since the newer FPGA provides PR modules, it is possible to change of the certain part 
of FPGA alone and hence we can avoid complete FPGA for reconfiguration. The 
embedded PowerPC and DSP slices can do a work of a GPP or DSP. Hence it is also 
not required to use dedicated ASIC for the controlling and signal processing purpose. 
The proposed architecture embeds everything into a single FPGA which in turn reduces 
the total resource utilization and hence the power and speed.  

Our design mainly concentrates on runtime reconfiguration of demodulation 
techniques in Partial Reconfiguration blocks of an FPGA and keeping the rest of the 
baseband process unchanged. The modulation/demodulation techniques will be ASK, 
FSK, BPSK QPSK SOFDMA and CDMA.    

4 Partial Reconfiguration 

Xilinx introduced this method of reconfiguration to the market recently. As “Field 
Programmable Gate Array” name suggests, it gives user the flexibility to reconfigure 
the hardware on field instead of going through the complete ASIC design process for 
small modification or updation in the design. The new Partial Reconfiguration 
capability of recent FPGAs further enhances the flexibility by allowing partial 
configuration on an operating FPGA using partial bit files.   

After a full bit file configures the FPGA, partial bit files can be downloaded to 
modify reconfigurable regions in the FPGA without compromising the integrity of the 
applications running on those parts of the device that are not being reconfigured. 

As shown in Figure 4, the function implemented in Reconfigurable Block A is 
modified by downloading one of several partial bit files, A1.bit, A2.bit, A3.bit or  
 

 

Fig. 4. Partial Reconfiguration in FPGA 
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A4.bit. The logic in the FPGA design is divided into two different categories, 
reconfigurable logic and static logic. The reconfigurable block A represents 
reconfigurable logic and the rest are static logic. The static logic remains functioning 
and is completely unaffected by the loading of a partial bit file. The reconfigurable 
logic is replaced by the contents of the partial bit file. There will be a Configuration 
controller which is part of the static module. This takes care of loading and unloading 
of dynamic modules. The command to this controller will be given from PowerPC 
with the reconfiguration data. 

5 Conclusion 

Realization of SDR in Partial Reconfigurable FPGA using different types of Modulation 
Techniques Developing using Xilinx FPGA. Due to the Realization is done by using the 
help of Partial Reconfiguration. The Speed and performance can be improved. The area 
also can be decreased. The New Xilinx, Vertex Series FPGA provides the provision of 
Partial Reconfiguration. The power Consumption can be reduced by applying power 
reduction Techniques in the blocks. In future, more types of modulation techniques can be 
done in same chip using Partial Reconfiguration with high performance. 

This Receiver can be used in Mobile stations, Radio Stations etc. The use of Partial 
reconfiguration any function can alter at any time without affecting the current 
operation. The demodulation Techniques in the receiver side is stored in partial 
Reconfigurable blocks. The physical layers of SDR implemented in the FPGA.   

6 Result 

The Simulation is done by using Modelsim 6.4a. The Synthesis is done by using 
Xilinx ISE Software. The Simulation results are shown in the figure 5 and figure 6.  

 

Fig. 5. Input Sampling in SDR 
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Fig. 6. Simulation Result 
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Abstract. Dermatosis disease is also known as Sweaty Sock Syndrome (SSS). 
Most of the children and young teenagers are affected by SSS. It damages the 
skin of the children and the young teenagers with red soles on the feet. A new 
methodology is used to find the stages of Sweaty Sock Syndrome using 
Multilayer perceptron (MLP) and EM clustering technique. The symptoms and 
stages of SSS are classified by using predictive modeling. In Multilayer 
perceptron technique, data objects are classified based on the stages of SSS and 
find out their efficiency and accuracy. EM Clustering is an unsupervised 
technique, which is characterized the objects based on the weights. Supervised 
learning identifies the various symptoms of SSS disease. It categorizes the data 
such as initial, non severe and severe by using learning by example. Learning 
by observation method categorizes the data into different clusters, which is 
grouped as initial, non severe and severe. It helps to know the various stages of 
dermatosis by using predictive and descriptive modeling. This prediction helps 
to recommend the patients those who are affected by SSS and provide 
suggestion to the patients. 

Keywords: Multilayer Perceptron (MLP), EM Clustering, Sweaty Sock 
Syndrome (SSS), Dermatosis. 

1 Introduction 

The skin is an indicator of a person’s health and beauty. The outer pollutants and 
inner toxins affects the human skin such as scars, stretch marks, hyper pigmentation, 
under-eye dark circles, redness, dryness, scaly skin, itchy rash, wrinkles, cracked skin 
etc, so that the skin needs a special care and provides a comprehensive solutions to 
remain staying youthful, vibrant and clear. This study finds the knowledge by using 
supervised and unsupervised learning algorithms. To find the efficiency of artificial 
neural network technique by using the Root mean square error and Mean absolute 
error. The SSS is a painful dermatitis, which affects the children aged from 5 to 16. It 
makes the socky skin becomes scaly and cracked. The supervised learning process 
identifies the patients’ objects using Multilayer perceptron, which categorizes as 
Initial, Severe and Non-Severe [8.9]. The predictive modeling is used to differentiate 
the case which falls into three categories such as Initial, Severe and Non- Severe 
stages. Multilayer perception has been employed to predict the knowledge about the 
disease. Symptoms stage is a class variable used for classification. In descriptive 
modeling the cluster instances are categorized based on the symptoms of the SSS 
.Each cluster reveals the identity of the symptoms of SSS [10, 11]. 
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2 Motivation 

2.1 Sweaty Sock Syndrome 

Sweaty Sock Syndrome causes the plantar skin to appear glazed, fissured and infect 
the children’s hand with similar signs. This disease affects the boys, their age lies 
between four and eight. The infection of the feet becomes prominent in the toes and 
sole resulting in shiny and glazed look. It affects the skin becomes flaky and fissures 
are developed. [3]. Sweaty Sock Syndrome symptoms seen in 'atopic' children, such 
as atopic eczema, asthma, or hay fever. It creates the irritation, which is immense 
when the movement of the foot up and down is sweaty. The foot becomes wet due to 
the usage of synthetic shoes [4].The following symptoms are found such as scars, 
stretch Marks, under eyed circle, acne, wrinkles, dryness, redness, cracking, and 
scaling of weight-bearing surface of foot.  

2.2 Expectation Maximization (EM) Clustering 

This algorithm used to estimate the parameters by employing iterative approach. It 
classifies the objects into different clusters based on the mean. It assigns each objects 
into different clusters according to a weight, which represents the probability of 
membership [1]. 

2.3 Multi-layer Perceptron 

The Multilayer Perceptron is one of the techniques for classification task. It is a 
network of simple neurons called perceptrons. It implies a single output from various 
valued inputs forming a combination to input weights and then releasing it through 
non linear activities [13]. 

3 SSS Approach 

In Phase I, the patient dataset has been collected from dermatologists.  The patient 
dataset contains the symptoms such as redbloodshotEyes, wrinkles, scars, itchrash, 
crackedheel, dryness and hayfever. The information has been analyzed and used for 
the experiment. In this dataset, demographic information is gathered from the 
patients. The result dataset contains the demographic and patient symptoms 
information is used for analysis. 

In Phase II and III, Predictive and Descriptive mining methods are used to find the 
impact of disease in the urban area. The methods are EM clustering and Multi Layer 
Perceptron respectively. Each cluster reveals the stages of the SSS disease and 
designates the cluster as 1) Initial 2) Non -Sever 3) Severe. The Multi Layer 
Preceptron is assigned to SSS stages of the patients. The six sigmoid nodes are used 
as inputs, the weights are assigned  to  each  node,  and  six  output  layers  are  
classified  based  on  SSS  stages. According to the stages based classification, the ten 
sigmoid nodes are used as input and three output layers are classified based on the 
stages of SSS. In Phase IV, the association between symptoms and SSS stage are 
analyzed using interesting measures.  
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Fig. 1. Sweaty Sock Syndrome Approach 

4 Results and Discussions 

The dataset containing 300 patients’ objects are used to find the association between SSS 
symptoms and their stages of the patient. The physician’s interpretation of clinical data  
 

Table 1. Cluster assignments and Sweaty Sock Syndrome Symptoms 

Cluster  Symptoms 

C 0 C 1 C2 Stages  

80 0 32 Initial

11 0 59 Non- Severe

0 0 118 Severe

 

Fig. 2. Clustering of Sweaty Sock Syndrome disease 
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Fig. 3. Classifications of Sweaty Sock Syndrome stages with age 

Table 2. Confusion Matrix for Sweaty Sock Syndrome Stages 

Experiment  Actual category
Predicted Category

Initial Non severe Severe

Training Data 
Initial 11 0 0

Non Severe 0 7 0

Severe 0 0 12

 

Validation Data 
Initial 99 0 0

Non Severe 0 63 0

Severe 0 0 108

 
and clinical images are used in the medical dataset. The knowledge is occurred from  
mining technique, which is used to find the interesting patterns from the dataset. 

Table 1 show that various clusters and corresponding stages are categorized. It 
reveals that the various stages of the SSS.  The patient affected by SSS as initial stage 
is clustered in C0. C1 cluster contains those who are affected by the SSS as Non-
Severe. C2 cluster contains those who are affected by the SSS as Severe. It divulges 
that there is a misclassification occurs in descriptive modeling. 

Table 2 show that the classification of data objects existed in the patient’s dataset. 
In training model, eleven patient objects are categorized as Initial stage, seven objects 
are categorized as Non-Severe and twelve objects are categorized as Severe. In 
validation  model, 99 patient objects are categorized as Initial  stage, 63 objects   
 

Table 3. Error rate in SSS dataset 

Types of Error Training set 
(%) 

Testing set 
(%) 

Cross-validation 
(%)  

Test Split 
(%)  

Mean Absolute Error 0.009 0.0055 0.0047 0.0025 

Root Mean Squared Error 0.0115 0.0076 0.0062 0.0033 

Relative Absolute Error 2.0462 1.2555  1.0848 0.5852 

Root Relative Squared 
Error 

2.4468 1.6123  1.3263  0.7002 
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are categorized as Non-Severe and 108 objects are categorized as Severe. This 
divulges that there is no misclassification occurs in this modeling. Fig 2 and Fig 3 
reveals the classification of  Sweaty Sock  Syndrome stages.     

Table 3 shows that the error rate of the dataset in predictive modeling. It reveals 
that the various types of errors are measured, which is Mean Absolute Error, Root 
Mean  Square Error, Relative Absolute Error and  Root Relative Square Error. The 
Root Mean Squared Error rate value is low relatively the Root Relative Squared 
Error value is low. It indicates that the classification model is good. So that it is good 
enough to classify the SSS stages. 

The lift and gain chart is used for calculating the efficiency rate for SSS dataset 
using MLP. Lift and gain values are used to find the target value based on the order of 
purity. (Stages of SSS=Initial, severe and nonsevere). The training and validation test 
yields same percentage of objects. It reveals that shows the accuracy of the model. 

The lift shows the value of 2.7 and meets the percent of population as 38 percent. 
A gain chart reveals that there is an improvement in the model. The figure 4a, 4b and 
4c shows the average gain is nearly 2.0001. Only there is a slight variation can occur 
between training and test data. 

 

(a) 
 

(b) 

(c) 
 

(d) 

 
(e) 

 
(F) 

Fig. 4. Lift and Gain chart for SSS 
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The accuracy measure reveals that the dataset doesn’t contain any erroneous data.  
The sensitivity is the proportion of the patients who are affected by the SSS analysis, 
which shows that the classification is accurate. The specificity is the proportion of the 
patients who are not affected by the SSS. Sensitivity and Specificity would be both 1. 
The sensitivity value shows that the most of them are affected by Initial stage, Non-
Severe stage.  Some of them are affected in Non-Severe stage in SSS. The prediction 
can also be viewed as a mapping or function Y = f (X) where X is the input and the 
output Y is a Nominal value [12]. The mapping or function model shows the 
association between X and Y. The lift and cosine measure are used to find the 
correlation. The correlated value of  X  and  Y  are  1.789,  which is positively 
correlated, meaning that the X and Y are associated with each other. The cosine value 
of X and Y are 0.612, meaning that there is a positive correlation between X and Y. 
Table 4 provides a recommendation for the patients based on symptoms of SSS. 

Table 4. Recommendation for SSS 

SSS stages Recommendation 

Initial Stage Reduce friction, Lubricate the dry skin 

Non -Sever Stage Reduce friction, Lubricate the dry skin, Skin cleansers 

Sever Stage 
Skin cleansers, Have a rest day, Topical steroids, 

Moisturizer ingredients       

5 Conclusion 

In this Paper, two popular mining methods are used to predict the patient information. 
EM clustering technique categorizes the patients’ information into three clusters such 
as cluster 0, 1 and Cluster 2.The Non-Severe stage falls into both clusters 0 and 2. In 
this categorization, there is a misclassification in the data and reveals that the patient 
Non–Severe symptoms are related with initial and severe stages. In Multilayer 
perceptron technique, the three stages are identified as Initial, Severe and Non-Severe 
stages. It divulges that the there is a perfect classification. Children and teenagers with 
SSS and atopic dermatitis are excluded. Standard treatment is advised for the children 
and teenagers. It comprises general advice on foot protection and liberal application 
of emollients for all the children, and topical corticosteroids for acute flare-ups of 
erythematous and pruritic feet for short duration to some children. The correlation 
analysis unveils that the symptoms and stages have strong association. The 
association between each entity is identified by using classification. 

References 

[1] Wu, X., Kumar, V., Ross Quinlan, J., Ghosh, J., Yang, Q., Motoda, H., McLachlan, G.J., 
Ng, A., Liu, B., Yu, P.S., Zhou, Z.-H., Steinbach, M., Hand, D.J., Steinberg, D.: Top 10 
algorithms in data mining. Springer- Verlag London Limited (2008); Knowl. Inf. Syst. 
14, 1–37 



96 L. Arockiam et al. 

 

[2] Park, K.C., Kim, S.H.: Juvenile Plantar Dermatosis: An expression of Atopic Dermatitis. 
The Scoul Journal of Medicine 3(2), 113–117 (1989) 

[3] Brar, K.J., Shenoi, S.D., Balachandran, C., Mehta, V.R.: Clinical Profile of forefeet 
eczema: A study of 42 cases. Department of skin and STD, Indian J. Dermatol. Venereol. 
Leprol. 71, 179–181 (2005) 

[4] Van Diggelen, M.W., Van Dijk, E., Hausman, R.: The enigma of juvenile plantar 
dermatosis. Am. J. b Dermatopathol. 8, 336–340 (1986) 

[5] Bonnotte, B., Favre, N., Moutet, M., Fromentin, A., Solary, E., Martin, M., Martin, F.: 
Role of tumor cell apoptosis in tumor antigen migration to the draining lymph nodes. 
Journal of Immunoly 164(4), February 15 (2000) 

[6] Gibbs, N.F.: Juvenile plantar dermatitis. Can sweat cause foot, rash and peeling. 
Postgrad. Med. 115, 73–75 (2004) 

[7] Hintz-Madsen, M., Hansen, L.K., Larsen, J., Drzewiecki, K.: A Probabilistic Neural 
Network Framework for Detection of Malignant Melanoma. Artificial Neural Networks 
in Cancer Diagnosis, Prognosis and Patient Management, 141–183 (2001) 

[8] Ayers, E., Nugent, R., Dean, N.: A Comparison of Student Skill Knowledge Estimates 
Educational Data Mining. In: 2nd International Conference on Educational Data Mining, 
Cordoba, Spain, July 1-3, pp. 1–10 (2009) 

[9] Choi, S.C., Rodin, E.Y.: Statistical Methods of Discrimination and Classification. In: 
Advances in Theory and Applications. Pergoman Press (1986) 

[10] Duda, R.O., Hart, P.E., Stork, D.G.: Pattern Classification, 2nd edn. John Wiley & Sons 
Inc. (2000) 

[11] Stasis, A.: Decision Support System for Heart Sound Diagnosis, using digital signal 
processing algorithms and data mining techniques. PhD Thesis Athens, National 
Technical University of Athens (2003) 

[12] Agrawal, R., Imielinski, T., Swami, A.: Mining association rules between sets of items in 
large databases. In: Proceedings of the ACM SIGMOD Conference, Washington, DC 
(1993) 

[13] Jervis, B., Yu, S., Saatchi, M., Allen, E.: The Sensitivity of Multilayer Perceptrons for 
Differentiating Between CNV Waveforms of Schizophrenic, Parkinson’s Disease and 
Huntington’s Disease Subjects. In: Ifeachor, E., Rosen, K. (eds.) International 
Conference on Neural Networks and Expert Systems in Medicine and Healthcare, pp. 
275–282 (1994) 

[14] Pal, S.K., Mitra, S.: Multilayer Perceptron, Fuzzy sets and Classification. In: IEEE 
International Conference on Neural Networks, vol. 1(5) (1992) 

[15] Gardner, M.W., Dorling, S.R.: Artificial neural networks (the multilayer perceptron)-A 
review of applications in the atmospheric sciences. Atmospheric Environ. 32, 2627–2636 
(1998) 



 

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 97–102, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Enhanced AODV Routing Protocol  
for Wireless Sensor Network Based on ZigBee 

Dilip Kumar Ahirwar, Prashant Verma, and Jitendra Daksh 

Department of Electronics and Telecommunication, SVNiT, Sagar, India 
{dilipahirwar03,prashantverma80,jitendra.daksh}@gmail.com 

Abstract. ZigBee is a very important technology for Wireless Sensor Networks 
which is targeted at radio-frequency (RF) applications that require a low data 
rate, long battery life, and secure networking. The Ad hoc On Demand Distance 
Vector (AODV) routing algorithm is a routing protocol designed for ad hoc 
mobile networks. It is an on demand algorithm, meaning that it builds routes 
between nodes only as desired by source nodes. It maintains these routes as 
long as they are needed by the sources. In this paper we will discuss about the 
performance of enhanced AODV in wireless sensor networks based on ZigBee. 

Keywords: ZigBee, Sensor Networks, AODV, IEEE 802.15.4, Simulation 
Analysis. 

1 Introduction 

Recently, a variety of wireless solutions with different parameters in terms of 
coverage, data rate, network topology, mobility etc. the concepts of wireless sensor 
networks[1] has been increasing day by day in terms of short range wireless 
technologies. ZigBee [2] is one of such technology that is being populated. 
Especially ZigBee using IEEE 802.15.4[3] is very important wireless sensor network 
technology [4] since it needs supporting of frequent movement. 

The scope of this paper is to analyze a set of performance parameters on AODV [5] 
routing protocol modified named as enhanced AODV because of their simplicity and 
performances when implemented in ZigBee. The paper concentrates on the 
performance analysis of AODV for better understanding of protocol efficiency and 
flexibility. the paper is organized in two sections as follows.Section I describes about 
the overview of technology and protocols [6], which explains the protocol 
mechanisms used in the analysis. Section II explains the related work of comparing 
two protocols. Section III gives the simulation scenario and show results by ns-2[7]. 

Section I 

2 ZigBee Technology 

ZigBee is one of wireless network technologies which are widely used from the low 
power environment. So it was organized very simple structure and offered low price. 
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Physical and MAC(Medium Access Control) layer of ZigBee was used to IEEE 
802.15.4 standard. MAC layer was access to wireless channel through CSMAICA 
mechanism. Application and Network layer  had been constituted ZigBee alliance. 
Application layer is made up APS (Application Support Sublayer), ZDO(ZigBee 
Device Object) and application framework[7]. Network layer does exchange the 
information between terminal nodes. 
 

 

Fig. 1. ZigBee Alliance Structure 

 

Fig. 2. ZigBee network topologies 
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Section II 

3 Route Discovery of EAODV 

AODV (Adhoc on demand distance vector routing) is a kind of route protocol[8], 
which is based on distance vector algorithm[9]. It only request route when necessary, 
and do not need nodes maintaining routes that are not in use currently, which means 
available route only related with notes that are communicating but not AODV. 

As an improvement from AODV [3], EAODV Route protocol algorithm inherits 
many characteristics from its origin, however, they still differs in some aspects. 
EAODV, similarly, is a kind of on-demand distance vector route protocol and is 
mainly characterized by the followings: firstly, every node in the network only send 
route grouping when needing communication but not exchange route information 
periodically to achieve routes of all other host computers. Secondly, routing tables of 
nodes only need maintaining the routes between itself and other nodes instead of 
mastering topology structures of network.  

 

Fig. 3. AODV Route Discovery 

 

Fig. 4. Route Discovery Cycle 
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There are just two kinds of message control frames in EAODV route protocol, 
routing request RREQ and Routing response. Similar to AODV, when source node 
needing to send data does not have an available route to the destination node, a process 
of route establishment is started. Firstly, a RREQ bag is broadcasted to the network and 
transmitted to the destination node by intermediate nodes. Secondly, as return, 
destination node that received the request should unicast a RREP bag to the source 
node. After the RREP bag is, conversely against the requesting path, transmitted to and 
received by the source node, a route between the two nodes is established. In the process 
of transmission of routing requesting bag to the destination, nodes in the network that 
can receive the request also establish a return path from destination to source. When 
destination node receives the routing request and return a routing response, nodes in the 
return odes in the return path establish the forward route. 

The whole process of EAODV route establishment is shown as fig.4. Figure (a) 
shows the process of the establishment of reverse route. Node s wants to 
communicate with node d, but there is no route between them. Therefore, node s 
broadcasts a routing request bag to ask all nodes receiving its bag to transmit the 
request to node d until it reaches the destination node. In this process, a reverse route 
is established. Figure (b) shows the process of the establishment of forward route. 
Receiving the routing request bag from node s, node d should return a routing 
response bag to node s. Return bag is transmitted along the established reverse route 
to node s. Lastly, the forward route is established. 

Section III 

4 The Simulation of Route Protocol EAODV 

This paper employed simulation tool NS2 to make a function comparison in network 
throughput between AODV and it’s evolve done EAODV. For the quantitative 
comparison between the two protocols, a uniform simulation surrounding is necessary 
[10], which means only halt time can be changed in the simulation. Simulation 
surrounding is a system of 7 mobile nodes, in which topology range is 500m*500m 
and node’s moving speed is 2m/s. 

 

Fig. 5. Simulation Scenario 



Enhanced AODV Routing Protocol for Wireless Sensor Network Based on ZigBee        101 

 

Table 1. Simulation Parameters 

 

Parameter Value 

Channel Type Channel/wireless channel 
Radio propagation model Propagation/two ray Ground 
Network interface Type Phy/WirelessPhy 
Mac Type Mac 802_15_4 
Interface queue type Queue/DropTail/Pri Queue 

Link layer type LL 
Antenna model Antenna/OmniAntenna 

Max packet in ifq 150 
Number of mobile nodes 7 
Routing protocol AODV 

 

 

Fig. 6. Graph showing throughput vs. time 

5 Conclusion 

In this paper, we propose the enhanced AODV routing protocol for optimized path in 
wireless sensor network based on ZigBee and analyze performance by the simulation 
program. Enhanced AODV routing protocol is designed for frequency movement. 
There are many advantages in wireless sensor network, because many sensors are 
located anywhere and frequency movement be happen. From this simulation results, 
improved AODV almost shows good performance than original AODV. Especially, it 
is showed good performance in appointed scenario perfect. However it is not perfect 
in random scenario. So we will research this situation at future work. If it solve this 
problem,this is perfect routing protocol for wireless sensor network.  

This paper makes an improvement on AODV routearithmetic and the simulation. 
Since its arithmetic of on-demand searching method, EAODV can rest the sensor 
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nodes in the most time, which prolong the lives of nodes. Characters, such as simple, 
easy to adding new nodes and little protocol load, dominate that EAODV is very 
suitable in some unusual application of wireless sensor network. 
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Abstract. In this paper, new results based on the sliding mode control are de-
rived for the global chaos synchronization of identical Coullet chaotic systems
(1981). The stability results for the sliding mode control based synchronization
schemes derived in this paper are established using Lyapunov stability theory.
Since the Lyapunov exponents are not required for these calculations, the sliding
mode control method is very effective and convenient to achieve global chaos
synchronization of the identical Coullet chaotic systems. Numerical simulations
are shown to illustrate the effectiveness of the sliding mode control results derived
in this paper for the identical Coullet chaotic systems.

Keywords: Sliding mode control, global chaos synchronization, chaos, Coullet
system.

1 Introduction

Chaotic systems are dynamical systems that are highly sensitive to initial conditions.
This sensitivity is popularly known as the butterfly effect [1]. Since the pioneering work
by Pecora and Carroll ([2], 1990), chaos synchronization problem has been studied ex-
tensively in the literature. Chaos theory has been applied to a variety of fields including
physical systems [3], chemical systems [4], ecological systems [5], secure communica-
tions ([6]-[8]) etc.

In the last two decades, various control schemes have been developed and success-
fully applied for the chaos synchronization such as PC method [2], OGY method [9],
active control ([10]-[12]), adaptive control ([13]-[15]), time-delay feedback method
[16], backstepping design method ([17]-[18]), sampled-data feedback synchronization
method ([19]-[20]) etc.

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the goal of
the global chaos synchronization is to use the output of the master system to control
the slave system so that the states of the slave system track the states of the master
system asymptotically. In other words, global chaos synchronization is achieved when
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the difference of the states of master and slave systems converge to zero asymptotically
with time.

In this paper, we derive new results based on the sliding mode control ([21]-[23])
for the global chaos synchronization of identical Coullet systems ([24], 1981). The
stability results for the sliding mode control based synchronization schemes derived
in this paper are established using Lyapunov stability theory [25]. In robust control
systems, sliding mode control is often adopted due to its inherent advantages of easy
realization, fast response and good transient performance as well as its insensitivity to
parameter uncertainties and external disturbances.

This paper has been organized as follows. In Section 2, we describe the problem
statement and our methodology using sliding mode control. In Section 3, we discuss
the global chaos synchronization of identical Coullet systems ([24], 1981). In Section
4, we summarize the main results obtained in this paper.

2 Problem Statement and Our Methodology Using Sliding Mode
Control

In this section, we detail the problem statement for global chaos synchronization of
identical chaos systems and our methodology using sliding mode control (SMC) and
Lyapunov stability theory.

Consider the chaotic system described by

ẋ = Ax + f(x) (1)

where x ∈ IRn is the state of the system, A is the n×n matrix of the system parameters
and f : IRn → IRn is the nonlinear part of the system. We consider the system (1) as
the master or drive system.

As the slave or response system, we consider the following chaotic system described
by the dynamics

ẏ = Ay + f(y) + u (2)

where y ∈ IRn is the state of the system and u ∈ IRm is the controller of the slave
system.

If we define the synchronization error e as

e = y − x, (3)

then the error dynamics is obtained as

ė = Ae + η(x, y) + u, where η(x, y) = f(y) − f(x) (4)

The objective of the global chaos synchronization problem is to find a controller u such
that

lim
t→∞ ‖e(t)‖ = 0 for all initial conditions e(0) ∈ IRn (5)
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To solve this problem, we first define the control u as

u(t) = −η(x, y) + Bv(t) (6)

where B is a constant gain vector selected such that (A, B) is controllable.
Substituting (6) into (4), the error dynamics simplifies to

ė = Ae + Bv (7)

which is a linear time-invariant control system with single input v.
Thus, the original global chaos synchronization problem can be replaced by an equiv-

alent problem of stabilizing the zero solution e = 0 of the linear system (7) be a suitable
choice of the sliding mode control.

In the sliding mode control, we define the variable

s(e) = Ce = c1e1 + c2e2 + · · · + cnen (8)

where C = [ c1 c2 · · · cn ] is a constant vector to be determined.
In the sliding mode control, we constrain the motion of the system (7) to the sliding

manifold defined by

S = {x ∈ IRn | s(e) = 0} = {x ∈ IRn | c1e1 + c2e2 + · · · + cnen = 0}

which is required to be invariant under the flow of the error dynamics (7).
When in sliding manifold S, the system (7) satisfies the following conditions:

s(e) = 0 (9)

which is the defining equation for the manifold S and

ṡ(e) = 0 (10)

which is the necessary condition for the state trajectory e(t) of the system (7) to stay on
the sliding manifold S.

Using (7) and (8), the equation (10) can be rewritten as

ṡ(e) = C [Ae + Bv] = 0 (11)

Solving (11), we obtain the equivalent control law given by

veq(t) = −(CB)−1CAe(t) (12)

where C is chosen such that CB 	= 0.
Substituting (12) into the error dynamics (7), we get the closed-loop dynamics as

ė = [I − B(CB)−1C]Ae (13)

where C is chosen such that the system matrix [I − B(CB)−1C]A is Hurwitz.
Then the controlled system (13) is globally asymptotically stable.
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To design the sliding mode controller for the linear time-invariant system (7), we use
the constant plus proportional rate reaching law

ṡ = −qsgn(s) − ks (14)

where sgn(·) denotes the sign function and the gains q > 0, k > 0 are determined such
that the sliding condition is satisfied and sliding motion will occur.

From equations (11) and (14), we obtain the control v(t) as

v(t) = −(CB)−1[C(kI + A)e + qsgn(s)] (15)

Theorem 1. The master system (1) and the slave system (2) are globally and asymptot-
ically synchronized for all initial conditions x(0), y(0) ∈ IRn by the feedback control
law

u(t) = −η(x, y) + Bv(t) (16)

where v(t) is defined by (15) and B is a column vector such that (A, B) is controllable.
Also, the sliding mode gains k, q are positive.

Proof. First, we note that substituting (16) and (15) into the error dynamics (7), we
obtain the closed-loop dynamics as

ė = Ae − B(CB)−1[C(kI + A)e + qsgn(s)] (17)

To prove that the error dynamics (17) is globally asymptotically stable, we consider the
candidate Lyapunov function defined by the equation

V (e) =
1
2

s2(e) (18)

which is a positive definite function on IRn.
Differentiating V along the trajectories of (17) or the equivalent dynamics (14), we

obtain
V̇ (e) = s(e)ṡ(e) = −ks2 − qsgn(s) (19)

which is a negative definite function on IRn.
Thus, by Lyapunov stability theory [25], it is immediate that the error dynamics (17)

is globally asymptotically stable for all initial conditions e(0) ∈ IRn.
This completes the proof.

3 Global Chaos Synchronization of Identical Coullet Systems

3.1 Main Results

In this section, we apply the sliding mode control results obtained in Section 2 for the
global chaos synchronization of identical Coullet systems ([24], 1981).

Thus, the master system is described by the Coullet dynamics

ẋ1 = x2

ẋ2 = x3

ẋ3 = ax1 − bx2 − cx3 − x3
1

(20)

where x1, x2, x3 are the states of the system and a > 0, b > 0, c > 0 are parameters of
the system.
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The slave system is also described by the Coullet dynamics

ẏ1 = y2 + u1

ẏ2 = y3 + u2

ẏ3 = ay1 − by2 − cy3 − y3
1 + u3

(21)

where y1, y2, y3 are the states of the system and u1, u2, u3 are the controllers to be
designed.

The Coullet systems (20) and (21) are chaotic when a = 5.5, b = 3.5 and c = 1.0.
The chaotic portrait of the Coullet system is illustrated in Figure 1.
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Fig. 1. Chaotic Portrait of the Coullet System

The chaos synchronization error e is defined by

ei = yi − xi, (i = 1, 2, 3) (22)

The error dynamics is easily obtained as

ė1 = e2 + u1

ė2 = e3 + u2

ė3 = ae1 − be2 − ce3 − y3
1 + x3

1 + u3

(23)

We can write the error dynamics (23) in the matrix notation as

ė = Ae + η(x, y) + u (24)

where the associated matrices are

A =

⎡
⎣ 0 1 0

0 0 1
a −b −c

⎤
⎦ , η(x, y) =

⎡
⎣ 0

0
−y3

1 + x3
1

⎤
⎦ and u =

⎡
⎣u1

u2

u3

⎤
⎦ (25)
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The sliding mode controller design is carried out as detailed in Section 2.
First, we set u as

u = −η(x, y) + Bv (26)

where B is chosen such that (A, B) is controllable. We take B as

B =

⎡
⎣0

1
1

⎤
⎦ (27)

In the chaotic case, the parameter values are a = 5.5, b = 3.5 and c = 1.0.
The sliding mode variable is selected as

s = Ce = [ 10 4 1 ] e (28)

which makes the sliding mode state equation asymptotically stable.
We choose the sliding mode gains as k = 1 and q = 0.1. We note that a large value

of k can cause chattering and an appropriate value of q is chosen to speed up the time
taken to reach the sliding manifold as well as to reduce the system chattering.

From equation (15), we can obtain v(t) as

v(t) = −3.1e1 − 2.1e2 − 0.8e3 − 0.02sgn(s) (29)

Thus, the required sliding mode controller is obtained as

u(t) = −η(x, y) + Bv(t) (30)

where η(x, y), B and v(t) are defined in equations (25), (27) and (29).
By Theorem 1, we obtain the following result.

Theorem 2. The identical Coullet systems (20) and (21) are globally and asymptoti-
cally synchronized for all initial conditions with the sliding mode controller u defined
by (30).

3.2 Numerical Results

For the numerical simulations, the fourth-order Runge-Kutta method with time-step
h = 10−6 is used to solve the Coullet systems (20) and (21) with the sliding mode
controller u given by (30) using MATLAB.

For the Coullet systems, the parameter values are taken as those which result in the
chaotic behaviour of the systems, viz.

a = 5.5, b = 3.5 and c = 1.0

The sliding mode gains are chosen as

k = 1 and q = 0.1
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The initial values of the master system (20) are taken as

x1(0) = 3, x2(0) = 2, x3(0) = 1

and the initial values of the slave system (21) are taken as

y1(0) = 1, y2(0) = 5, y3(0) = 4

Figure 2 depicts the synchronization of the identical Coullet systems (20) and (21).
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Fig. 2. Synchronization of the Identical Coullet Systems

4 Conclusions

In this paper, we have used sliding mode control (SMC) to achieve global chaos syn-
chronization for the identical Coullet chaotic systems (1981). Our synchronization re-
sults for the identical Coullet chaotic systems have been established using Lyapunov
stability theory. Since the Lyapunov exponents are not required for these calculations,
the sliding mode control method is very effective and convenient to achieve global chaos
synchronization for identical Coullet chaotic systems. Numerical simulations are also
shown to illustrate the effectiveness of the synchronization results derived in this paper
using sliding mode control.
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Abstract. This paper deploys active feedback control method for achieving gen-
eralized projective synchronization (GPS) of double-scroll chaotic systems, viz.
identical Li systems (2009), and non-identical Lü-Chen system (2002) and Li
system. The synchronization results (GPS) derived in this paper using active
feedback control method have been established using Lyapunov stability theory.
Since the Lyapunov exponents are not required for these calculations, the active
feedback control method is very effective and suitable for achieving the general
projective synchronization (GPS) of double-scroll chaotic systems. Numerical
simulations are presented to demonstrate the effectiveness of the synchronization
results derived in this paper.

Keywords: Chaos, active control, generalized projective synchronization, Li
system, Lü-Chen system.

1 Introduction

Chaotic systems are nonlinear dynamical systems, which are highly sensitive to initial
conditions. Chaos is an interesting nonlinear phenomenon and has been rigorously stud-
ied in the last two decades. In operation, a chaotic system exhibits an irregular behavior
and produces broadband, noise-like signals, thus it is found to be very useful in secure
communications [1].

In most of the chaos synchronization approaches, the master-slave or drive-response
formalism is used. If a particular chaotic system is called the master or drive system
and another chaotic system is called the slave or response system, then the idea of
synchronization is to use the output of the master system to control the slave system so
that the output of the slave system tracks the output of the master system asymptotically.

Since the seminal work by Pecora and Carroll ([2], 1990), a variety of impressive
approaches for chaos synchronization have been used for chaos synchronization such
as the PC method [2], sampled-data feedback synchronization method [3], OGY method
[4], time-delay feedback method [5], backstepping method [6], active control method
[7], adaptive control method [8], sliding control method [9], etc.

In generalized projective synchronization [10], the chaotic systems can synchronize
up to a constant scaling matrix. Complete synchronization [11], anti-synchronization

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 111–118, 2012.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012
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[12], hybrid synchronization [13], projective synchronization [14] and generalized
synchronization [15] are special cases of generalized projective synchronization. The
generalized projective synchronization (GPS) has important applications in secure
communications.

This paper addresses the generalized projective synchronization (GPS) of double-
scroll chaotic systems, viz. Li system ([16], 2009) and Lü-Chen system ([17], 2002).

This paper is organized as follows. In Section 2, we derive results for the GPS be-
tween identical Li systems (2009). In Section 3, we derive results for the GPS between
non-identical Lü-Chen system (2002) and Li system (2009). Section 4 summarizes the
main results derived in this paper.

2 Generalized Projective Synchronization of Identical
Double-Scroll Systems

2.1 Main Results

In this section, we derive results for the generalized projective synchronization (GPS)
of identical Li systems ([16], 2009).

Thus, the master system is described by the Li dynamics

ẋ1 = a(x2 − x1)
ẋ2 = x1x3 − x2

ẋ3 = b − x1x2 − cx3

(1)

where x1, x2, x3 are the state variables and a, b, c are constant, positive parameters of
the system.

The Li system (1) is chaotic when a = 5, b = 16 and c = 1. Figure 1 depicts the
state orbits of the double-scroll attractor given by Li dynamics (1).
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Fig. 1. State Orbits of the Li System
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Also, the slave system is described by the controlled Li dynamics

ẏ1 = a(y2 − y1) + u1

ẏ2 = y1y3 − y2 + u2

ẏ3 = b − y1y2 − cy3 + u3

(2)

where y1, y2, y3 are the state variables and u1, u2, u3 are the active controls.
For the GPS of (1) and (2), the synchronization errors are defined as

e1 = y1 − α1x1

e2 = y2 − α2x2

e3 = y3 − α3x3

(3)

where the scales α1, α2, α3 are real numbers.
A simple calculation yields the error dynamics

ė1 = a(y2 − y1) − α1a(x2 − x1) + u1

ė2 = y1y3 − y2 − α2(x1x3 − x2) + u2

ė3 = b − y1y2 − cy3 − α3(b − x1x2 − cx3) + u3

(4)

We consider the active nonlinear controller defined by

u1 = −a(y2 − y1) + α1a(x2 − x1) − k1e1

u2 = −y1y3 + y2 + α2(x1x3 − x2) − k2e2

u3 = −b + y1y2 + cy3 + α3(b − x1x2 − cx3) − k3e3

(5)

where the gains k1, k2, k3 are positive constants.
Substitution of (5) into (4) yields the closed-loop error dynamics

ė1 = −k1e1

ė2 = −k2e2

ė3 = −k3e3

(6)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(7)

which is positive definite on IR3.
Differentiating (7) along the trajectories of the system (6), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − k3e

2
3 (8)

which is a negative definite function on IR3, since k1, k2, k3 are positive constants.
Thus, by Lyapunov stability theory [18], the error dynamics (6) is globally exponen-

tially stable. Hence, we obtain the following result.

Theorem 1. The active feedback controller (5) achieves global chaos generalized pro-
jective synchronization (GPS) between the identical Li systems (1) and (2).
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2.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method is used to solve
the two systems of differential equations (1) and (2) with the active controller (5).

The parameters of the identical Li systems are selected as a = 5, b = 16, c = 1 so
that the systems (1) and (2) exhibit chaotic behaviour.

The initial values for the master system (1) are taken as

x1(0) = 4, x2(0) = 12, x3(0) = 6

The initial values for the slave system (2) are taken as

y1(0) = 20, y2(0) = 5, y3(0) = 14

The GPS scales αi are taken as α1 = −2.3, α2 = 0.5, α3 = 1.8.
We take the state feedback gains as k1 = 4, k2 = 4 and k3 = 4.
Figure 2 shows the time response of the error states e1, e2, e3 of the error dynamical

system (4) when the active nonlinear controller (5) is deployed. From this figure, it is
clear that all the error states decay to zero exponentially in 2 sec and thus, generalized
projective synchronization is achieved between the identical Li systems (1) and (2).
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3 Generalized Projective Synchronization of Non-identical
Double-Scroll Systems

3.1 Main Results

In this section, we derive results for the generalized projective synchronization (GPS)
of non-identical double-scroll systems, viz. Lü-Chen system ([17], 2002) and Li system
([16], 2009).

Thus, the master system is described by the Lü-Chen dynamics

ẋ1 = p(x2 − x1)
ẋ2 = −x1x3 + rx2

ẋ3 = x1x2 − qx3

(9)

where x1, x2, x3 are the state variables and p, q, r are constant, positive parameters of
the system.

The Lü-Chen system (9) is chaotic when p = 36, q = 3 and r = 15.
Figure 3 depicts the state orbits of the double-scroll attractor given by Lü-Chen dy-

namics (9).
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Also, the slave system is described by the controlled Li dynamics

ẏ1 = a(y2 − y1) + u1

ẏ2 = y1y3 − y2 + u2

ẏ3 = b − y1y2 − cy3 + u3

(10)

where y1, y2, y3 are the state variables and u1, u2, u3 are the active controls.
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For the GPS of (9) and (10), the synchronization errors are defined as

e1 = y1 − α1x1

e2 = y2 − α2x2

e3 = y3 − α3x3

(11)

where the scales α1, α2, α3 are real numbers.
A simple calculation yields the error dynamics

ė1 = a(y2 − y1) − α1p(x2 − x1) + u1

ė2 = y1y3 − y2 − α2(−x1x3 + rx2) + u2

ė3 = b − y1y2 − cy3 − α3(x1x2 − qx3) + u3

(12)

We consider the active nonlinear controller defined by

u1 = −a(y2 − y1) + α1p(x2 − x1) − k1e1

u2 = −y1y3 + y2 + α2(−x1x3 + rx2) − k2e2

u3 = −b + y1y2 + cy3 + α3(x1x2 − qx3) − k3e3

(13)

where the gains k1, k2, k3 are positive constants.
Substitution of (13) into (12) yields the closed-loop error dynamics

ė1 = −k1e1

ė2 = −k2e2

ė3 = −k3e3

(14)

We consider the quadratic Lyapunov function defined by

V (e) =
1
2

eT e =
1
2

(
e2
1 + e2

2 + e2
3

)
(15)

which is positive definite on IR3.
Differentiating (15) along the trajectories of the system (14), we get

V̇ (e) = −k1e
2
1 − k2e

2
2 − k3e

2
3 (16)

which is a negative definite function on IR3, since k1, k2, k3 are positive constants.
Thus, by Lyapunov stability theory [18], the error dynamics (14) is globally expo-

nentially stable. Hence, we obtain the following result.

Theorem 2. The active feedback controller (13) achieves global chaos generalized
projective synchronization (GPS) between the non-identical Lü-Chen system (9) and
Li system (10).



GPS of Double-Scroll Chaotic Systems by Active Control 117

3.2 Numerical Results

For the numerical simulations, the fourth order Runge-Kutta method is used to solve
the two systems of differential equations (9) and (10) with the active controller (13).

The parameters of the Lü-Chen system (9) and Li system (10) are taken as in the
chaotic case.

The initial values for the master system (9) are taken as

x1(0) = 14, x2(0) = 7, x3(0) = 4

The initial values for the slave system (10) are taken as

y1(0) = 3, y2(0) = 15, y3(0) = 22

The GPS scales αi are taken as α1 = 3.8, α2 = −0.3, α3 = −2.7.
We take the state feedback gains as k1 = 4, k2 = 4 and k3 = 4.
Figure 4 shows the time response of the error states e1, e2, e3 of the error dynamical

system (12) when the active nonlinear controller (13) is deployed. From this figure, it is
clear that all the error states decay to zero exponentially in 2 sec and thus, generalized
projective synchronization is achieved between the non-identical Lü-Chen system (9)
and Li system (10).
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4 Conclusions

In this paper, active feedback control method has been deployed to achieve generalized
projective synchronization (GPS) of double-scroll chaotic attractors, viz. identical Li
systems (2009), and non-identical double-scroll attractors, viz. Lü-Chen system (2002)
and Li system (2009). The synchronization results derived in this paper have been
proved using Lyapunov stability theory. Since Lyapunov exponents are not required for
these calculations, the proposed active control method is very effective and suitable for
achieving GPS of the double-scroll chaotic attractors addressed in this paper. Numer-
ical simulations are presented to demonstrate the effectiveness of the synchronization
results derived in this paper.
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Abstract. Ad-hoc networks are the collection of autonomous nodes where all 
the nodes are configured dynamically without any centralized management 
system. Mobile Adhoc Networks (MANETs) are self-configuring network of 
mobile routers connected via a wireless link. However,the feature of 
decentralization and dynamic configuration of nodes makes MANETs 
vulnerable to various security attacks,that are otherwise not so common in a 
wired network. For mitigation of these attacks,several secured routing protocols 
are being proposed till now. This paper provides the view of overall security 
breaches present in the Ad-hoc Networks till now and will discuss in brief about 
the several proposed secure routing protocols.  

Keywords: Security breaches, Secured routing protocols, blackhole attacks, 
constraints. 

1 Introduction 

Mobile Ad-hoc Networks are the networks comprising of autonomous nodes that 
utilize multi-hop radio-relaying and work without the support of any infrastructure. 
There is no centralized mechanism for routing of packets in MANETs. The 
communication between the nodes is solely on the basis of mutual trust. 

In MANETs,the nodes that are available in radio-frequency of each other 
communicates directly and for communication with other available 
nodes,intermediate nodes are being used. To provide security to MANETs,a protocol 
is required which encapsulate a set of all necessary security mechanisms in it. 

In order to work in a secure and reliable ad-hoc network environment,some 
security criterias are necessarily be addressed[1][3]: 

 

Security Attacks in MANETs 
Categorisation of attacks in MANETs is as follows[5]: 

 Active Attacks: An active attack attempts to destroy or modify the data 
being exchanged in the network,hence disrupting the normal functioning of 
attacks. Further these attacks are divided into: 
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• External attacks: These are carried out by the outsider nodes i.e. 
the nodes not belonging to the concerned network. 

• Internal attacks: These attacks occur because of compromised 
nodes present inside the network. 

 Passive Attacks: These attacks do not interfere with the running operations 
of the network. It just performs the eavesdropping of the data exchanging via 
the concerned network. 
 

Attacks

Passive Attacks ActiveAttacks

Interception                                                         Modification        Fabrication     DOS 

Release of     Traffic 
Message        Analysis
Contents  

Fig. 1. Classification of Attacks 

Broad categorization of some of the preliminary attacks on the basis of their active 
and passive nature.[7]: 

Table 1. Categorisation of Attacks 

Attack Name Passive Attacks Active Attacks 
Impersonation    
Eavesdropping    
Masquerading    
Denial of Service    
Traffic Analysis    
Replay    
Message Modification    

 
Several major attacks that are being studied till now in order to provide security to 

MANETs are as follows[2][3][7]: 

• Routing Attacks: These attacks are aimed on the routing protocols and are 
being performed in a manner to disrupt the operation of the network. 

These attacks are further categorized into following: 
 

 Routing Table Overflow 
 Routing Table Poisoning 
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 Packet Replication 
 Route Cache Poisoning 
 Rushing Attack 

 

• Wormhole Attacks: In wormhole attacks,the malicious nodes pretends to 
provide the shortest path between the two distant nodes. If the source node 
opts for this route,then,it gives rise to a loop and the packets sent via this 
route are either dropped or keep on revolving but don’t reach to their 
legitimate destination. 

Modes of wormhole attacks[9]: 
 

 Wormhole Attack using Encapsulation 
 Wormhole Attack using Out-Of-Band Channel 
 Wormhole with High Power Transmission 
 Wormhole using Packet Relay 
 Wormhole using Protocol Deviations 

 

• Blackhole Attacks: In these attacks,the malicious node keep on sending 
positive replies for the route requests it is getting,inspite of the fact that 
whether the related routes are available or not.Ultimately,drops all the 
packets that are routed to its destination via this node. 

Like-Jellyfish Attack 
Blackhole attacks are further categorized into[10]: 
 

 Internal Blackhole 
 External Blackhole 

 

• Grayhole Attacks: This attack on MANETs also provides the smallest route 
to the nodes that are searching for a route to send the packets.But 
here,malicious nodes drops the packets with some probability.There is no 
certainty of the fact whether the packet will be surely dropped or will be 
surely forwarded. 

• Denial of Service Attacks: In this attack,the main aim of the attacker is to 
flood the network,so that maximum resources of the network are being 
consumed at their par like network bandwidth and energy resources etc. 

Several DOS attacks are as follows: 
 

 Sleep Deprivation Torture 
 Jamming Attack 
 SYN Flooding 
 Link Spoofing Attack 

 

• False Information Attacks: Malicious nodes commutes the wrong 
information about the legitimate nodes,hence isolating them while 
themselves remain connected in the network. This type of attacks includes 
stacking attack. 
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• Incomplete Information: Malicious nodes misleads the communication 
process in the network by providing incomplete information. 

• Modification: Packets may be modified or malicious packets may be 
inserted in the network by the illegitimate node. 

• Fabrication/Masquerading: A malicious node having bad reputation in the 
network,register itself as a new node/new user in the network. 

• Sybil Attack: In this attack,a malicious node impersonate itself as more non-
existent nodes,to give a feel of being several malicious nodes conspiring 
together. 

• Blackmailing: This attack makes use of false information attack for 
propagating wrong reputation of a node hence,blackmailing the node 
alongwith creating DOS attack. 

• Replay Attacks: It includes replay of previously captured routing traffic by 
the malicious node.It is done to create errorneous routing information and 
misleading the network. 

• Selective Misbehaving Attacks: Node act as malicious for certain traffic 
and otherwise remains the good node. Hence,behaving in a selective manner. 

• On-off Attacks: To conceal its identity and preventing itself from being 
detected, a malicious node keeps on changing its behaviour between good 
and bad. 

• Conflicting Behaviour Attacks: Here,the main aim of malicious nodes is to 
break the trust-relationship among the legitimate nodes of the network which 
is the basis of communication in MANETs. 

• State Pollution Attacks: Malicious nodes provide incorrect responses 
regarding the requested parameters,leading to broadcast of duplication 
address detection messages repeatedly.This obstructs the entry of new node 
in the network. 

• Session Hijacking Attacks: In this attack,malicious nodes makes use of 
spoofing attack,hijacks the session by spoofing the ip address of victim’s 
system. 

• Location Disclosure Attacks: Here,malicious node collects the route map 
and other information regarding the nodes by  analyzing and monitoring the 
traffic. This helps in planting more attacks onto the network. 

• Device Tampering Attacks: The main cause of this attack is the absence of 
central administration which makes it easy for mobile nodes to change their 
identities. 

• Neighbour Attacks: In this,attacker/malicious mode forwards the packet 
without recording the id in the packet,hence providing the misleading 
route,which will ultimately result in disrupted route. 

• Byzantine Attacks: Here,the malicious nodes work in collusion and carries 
out the attack that create more disrupting or degrading attacks.They do so by 
creating routing loops,selective dropping of packets etc.[8] 

 
Secure Routing Protocols for MANETs 
Mainly,MANETs works on TCP/IP structure for providing the better communication. 
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Because of the mobility factor of nodes  involved in MANETs,they provide 
efficient functionality but it is the main reason of attacks performed on these 
networks,some of which we have been discussed so far. Broad categorization of 
routing protocols is as follows: 

 

 Routing Information Update Mechanism 
 Use of Temporal information for routing 
 Routing Topology 
 Utilization of specific resources 

 
Designing issues for a secure routing protocol for MANETs 
 

• Mobility: Routing protocols for ad-hoc networks must be an efficient 
mobility management protocol that can effectively manage with the path-
break disruption occur due to the dynamic topology of the MANETs. 

• Bandwidth Constriants: In wireless ad-hoc networks,there is an availability 
of limited radio band. Therefore,for better services,a routing protocol which 
can use the bandwidth optimally minimizing all the overheads is well-suited 
for MANETs. 

• Error-Prone Shares Broadcast Radio Channel: It is must for a wireless 
ad-hoc network routing protocol to interact with MAC layer so that it always 
have an availability of alternative routes to avoid collisions to cater the 
requirement of dynamic topology of ad-hoc networks.[11] 

• Hidden and  Exposed Terminal Problems: There may be the terminals in 
the network that are not in the transmission range of the sender but are there 
in the transmission range of the receiver,which may give rise to collision of 
packets while communication.This is referred to as the problem of hidden 
terminals. 

To overcome this,an efficient protocol is required like Medium Access 
Collision Avoidance for Wireless [12], Floor Acquisition Multiple Access 
[13], Dual Busy Tone Multiple Access [14]. 

There may also be a condition in wireless network(MANETs) where a 
node is blocked due to transmission of a nearby transmitting node that are 
transmiting to another node. This problem is referred to as exposed terminal 
problem. 

• Resource Constraints: The most important and limited resources that 
become a constraint for nodes in MANETs are battery life and processing 
power. Therefore, a routing protocol is required which can manage these 
resources optimally. 

2 Conclusion 

In this paper,all types of attacks to which MANETs are vulnerable are being 
presented. A brief overview of issues required to be considered for designing a secure 
routing protocols is also presented towards the end of this paper. However,MANETs 
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are still in a premature state and provides a wide scope of research. To utilize the 
dynamicity and robustness of these networks successfully and reliably,it is required to 
understand its security needs. This will enable to mitigate the security breaches and 
making it a more suitable communication medium. The flexibility and scalability of 
MANETs will make them an ideal platform for communication in near future. 
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Abstract. This is a report about cooperation projects with the
Common IT-department of the Hessian judicial authority (Gemeinsame
IT-Stelle der hessischen Justiz, called GIT in the following) and other
Hessian public institutions. In the context of modeling and software de-
velopment using state-of-the-art schema management technologies, the
area of protection and security in digital networks undergoes changes
towards more responsibility in dealing with technology, organization and
human users. From the perspective of language theory, the available com-
mercial systems such as NetWeaver (SAP), WebSphere (IBM) or Share-
Point Server (MS) can be seen as schema-management systems. From
the point of view of programming and transaction technology it will
be interpreted as servicebase-management systems. Concerning the cur-
rent protection and security of GIT’s application systems two solutions
will be presented here, parts of which have already been implemented.
Thus, this paper focuses on the standardization of data elements and the
standardization of functional elements, which ensure the domain-specific
semantic integrity of data and functions in enterprises and administra-
tions. At the end, we will discuss the change we are witnessing among IT
experts as well as IT users globally due to language-based technologies
such as Semantic Web, Wikis, Google, Facebook, etc., here shown using
the example of the Hessian judicial authority. This change is reflected
also in education, especially with respect to providing language-based
modeling know-how for everybody.

Keywords: Network Security, Schemata Management, Language-Based
technology.

1 Introduction

Language-based computer sciences [Ort05] today are intertwined with nearly
every field in economy, science, politics and society. This close technological
linkage, “ubiquitous computing”, more and more frequently raises the question
of how much responsibility computing must assume for crises and undesirable
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developments, as for example in the recent financial crisis. With the description
of the current joint project “Protection and security for the digital networks,
stationary and mobile IT devices of the Hessian judicial authorities” we aim at
clarifying the following:

1. What are today’s requirements from the perspective of protection and secu-
rity in digital networks as well as for end devices used for the development
of application systems (with regard to modeling and software development),
e.g. [Bur10], and which of these requirements can actually be fulfilled?

2. Which (language-based) schema management systems are available (e.g.
[HR01] and [GR02]), and what is their common theoretical basis (e.g. [WOI])
– particularly in the context of a semantic integrity, i.e. concerning the con-
tent, of data and functions?

3. Which consequences derive from 1. and 2. for the education of (young) peo-
ple by IT experts and IT users [Hei10] and additionally for anyone who is
confronted with the “ubiquitous” language-based technologies?

We believe that it is possible to reach agreement among the experts in science and
practice today that the IT-development of the last 30 years has partly undergone
the following transitions:

Science: From hardware-oriented programming to user-oriented and content-
oriented modeling.

IT industry: From computer-based (algorithmic) technologies to language-
based technologies (which integrate the human intelligence).

User-enterprises: Shift of focus from data to the human being and finally to
the processes.

From the perspective of development and operation of “adaptable application
systems” based on language-technology the situation grows more acute: In the
era of the Internet, protection and security is also a question of using (normal)
languages in a disciplined way. A fact which is still not estimated sufficiently
but has great potential for the solution in this context is the following principle:
“First modeling with linguistic competence (IT), then the execution based on
terms (users)”. In the following this will be the basis of our reasoning.

2 Protection and Security in Digital Networks – State of
the Art

In today’s permanent debate about protection and security in digital (and social)
networks the following subjects are – sometimes unfortunately in an incompetent
and anti-progressive way – being fueled by the global press:

– Cloud Security instead of cybercrime using malware;
– on the Internet, a criminal service society has been established, whose crim-

inal energy could fundamentally endanger states and societies;



Privacy and Security in Digital Networks 127

– alternatively, some strategy papers (e.g. [Bur10]) rightly and constructively
stress that nowadays it is vital to protect the “content” (e.g. externalized
knowledge, application software) and no longer to concentrate exclusively
on securing access to the systems or their “formal consistency” [Ort05] in
enterprises and administrations.

After more than 30 years of research in the field (e.g. since [WO80]), it is a known
fact in professional circles that computer science today is more a language-based
than computer-based engineering science. Hence, here we look at the perpetual
subject “protection and security in IT” – 30 years ago it was decreed to EDV
(private economy) and ADV (public sector) – primarily against the background
of programming and modeling languages as well as “normal languages” (e.g.
users’ expert languages) which are used in the development and operation of
entire application systems (as opposed to only the software parts). One of the last
interviews with Edsger W. Dijkstra (1930-2002), excerpts of which have now been
published in Comm. of the ACM, No 8, Vol 53, August 2010, forms an excellent
integrated background from the point of view of programming languages and
their development as well as software engineering.

Due to the development of various languages, our modern options shift to the
content-side of IT-solutions. Naturally, the protection measures of securing the
“outer form” or the “containers” for these contents as was central 30 years ago
continue to be available.

In Germany, the Federal Data Protection Act and its amendment §6.1, the
so-called “ten commandments”, regulates the wide range of judicial measures
available. It became effective on the first of January 1979. With respect to ba-
sic software and software engineering, already prior to the commencement of
the Act, since the beginning of the 1970s, a multitude of security concepts and
techniques were developed, e.g. identification/authentification, cryptography, ac-
cess matrix, “system enforced integrity”, i.e. data integrity ensured by database
management systems. Measured against the “ten commandments”, Wedekind
described them systematically, and from a methodological and ethical point of
view, in Germany also pioneeringly. See [Wed78] and [Wed80].

Looking at this subject again today from the perspectives of adaptive appli-
cation systems and (data) modeling (e.g. [Ort05]) and schema-based software-
development [Pei10], we can base a simple model of states and functions of
the information transformation in application systems which also includes the
language-based approach, i.e. the users’ language usage (see figure 1). Hereby,
we use the term “term” [Kue10] mainly as a synonym of the term “type” [Pei10].
Schemas, which can be modeled, represent the universal aspect of things [WOI]
and form the intension of “terms” or “types”, respectively.

Compared with solutions in the physical world, the central terms of this sub-
ject can be defined as follows:

– Reliability is a function-related term. If a car starts without problems every
morning, we call this reliable.

– Securing is the act of providing security. Thus, security can be considered to
be state-related (see fig. 1): A car may be safe due to its crumple zone.
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state function

statesstates

S it i t t l t d ( l )Security is state-related (e.g. a cars crumple zone)

Reliability is function-related (e.g. a reliable start of a car)

Protection is an establishment to support security as an action

(e.g. a cars engine immobilizer)

Fig. 1. (Data) states and functions in IT-based information processing

– Protection (or privacy for personal data and rights) is an “establishment”
for preventing the unauthorized and inappropriate usage of something: A
car is protected by its engine immobilizer.

For the protection of content in application systems there are two solutions (es-
tablishments): on the one side, data (IT) and externalized knowledge (human
beings) and on the other side processing functions (of the IT) and responsi-
ble actions (man). Before presenting these in detail, section 3 resumes in short
the neutral schema management system architecture, which any application de-
velopment is based on. As it is this theory which enables managing the above
approaches in the first place, namely neutral to changes of content or implemen-
tation, as well as appropriate to human beings and IT.

3 Servicebase Management Systems and Neutral Schema
Management Technology

In line with IBM’s slogan “Let us make the planet a little smarter”, this section
demonstrates how all application fields in IT, as they were practiced, for example,
at GIT, can be merged using a neutral schema management technology (basic
systems). The foundations of language theory have been regularly published
since the 1980s, last in [WOI] as a “constructive schema-tenet” of language-
based computer sciences [Ort05].

The joining of application fields through a common, generic basic technology
leads us to the implementation of a neutral architecture of schema management
systems even prior to the development of the actual application systems (i.e. the
object-language schemas). They serve as language-based basic technologies (i.e.
basing on a generic theory of “schema and instances”, or basic system models) as
they may underlie any development of application systems for (digital) networks
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as well as IT end-devices, across the operating systems. Figure 2 shows such
an architecture of basic systems including in brackets their corresponding pri-
mary modeling languages, or their models respectively. In accordance with the
inventor of the relational model, Ted Codd, we used the same modeling language
for object data (data model) and also for the meta data level (meta model) for
database management systems and for the administration of meta data in repos-
itories (meta database management system) [Dat07]. Since their reconstruction
these languages are also called rational model-languages in general (fig 2) or
in particular rational data models against the background of Lorenzen’s ortho-
languages and tenet of elementary syntax [Wed81], [Ort82].

Database-Management

System

(Data Model)

Servicebase-Management 

System

(Object Model)

Workflow-Management 

System

(Process Model)

Interface-Management

System

(Interaction Model)

Metadatabase

Management 

System/Repo-

sitory System

(Meta-Model)

Condition-

and Rulebase

Management 

System

(Constraints-

Model)

Fig. 2. Language-based basic technologies and rational modeling languages

Servicebase-management systems are based on the object model of program-
ming languages such as Java or Enterprise Java Beans (e.g. [BMH06]) for the
development of programs or “service-means”. We need to consider that with
the development of service-oriented architectures (SOA) the term “services” is
often used instead of “service means” (software) when algorithms (software) are
addressed, which are to be implemented by the IT (really IT-service-means).
Here, Paul G. Huppertz has contributed very useful and precise definition work
in recent years [Hup06]. His work and results should be integrated in the sys-
tem development of the various sciences (e.g. computer sciences and business
sciences) with regard to a future global “service science” [MKS10].

For workflow management systems (fig. 2) we take the process model as a ba-
sis, as to some extent developed in [Fis10]. For the Interface Management System
an interaction model, if applicable based on a markup theory (e.g. [Car72]) and
the dialogic logic [Inh03] may be sufficient. And for the “Condition and Rule
Base-Management System” (fig. 2) we can use a restraints model such as the
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SBVR (Semantics of Business Vocabulary and Business Rules) presented by the
OMG (Object Management Group). For joining the levels and the components
of language-based basic technology (fig. 2) by programming, several technologies
may serve. Here, a comprehensive technology from the field of SOA is the so-
called “enterprise service bus” (e.g. [EHH+08]). While for example for connecting
the service-means-base management system and the database management sys-
tem, recently JBoss Community’s “Hibernate” (e.g. [BK07]) which uses “object
relational mapping” (ORM) has become popular. The architecture shown in
figure 2 is characterized by the fact that its components are largely neutral to-
wards each other, but also beyond the application system to be developed. This
means in particular that changes made to the objects and applications which
are maintained in a schema management system are easy to control and have
only a limited effect on the changes in another schema management system. This
is about the implementation of “neutrality statements” such as “data neutral-
ity”, “process neutrality”, “controlling neutrality”, “rule neutrality”, “methods
neutrality” or “user neutrality”. The architecture is called “Darmstädter Mod-
ell” because it has been developed from Darmstadt [HL05] and because of its
step-by-step organization and its long-lived orientation for the research in basic
systems (since the 1970ies).

4 Solution 1: Data Element Standardization

From the perspective of the language-based basic technologies this is a field of
application for repository systems, as described for example in [Ort05].

From the perspective of the contents to be managed, basing on this, the
data integrity described in this section (e.g. [SW85], [RK88], [ORS90]) and the
compliance of application functions – through man as well as IT – described in
the next section (e.g. [KH93], [Pei10]) are the subject of solution development.

When standardizing data elements, we need to follow the concept [ORS90]
that a sufficient (but limited) number of standardized data elements of an en-
terprise or administration can be assembled in an assessable and controlled way
together with every data storage (files, databases) and uses of data (data descrip-
tions in programs and at user interfaces). The content of these data elements
must also be standardized (as related to each particular expert field). In prin-
ciple, by defining standards for data elements we manage the precepts for the
possible propositions about the objects of an organization in the context of all re-
constructed (modeled), constructive (basic) constraints, the so-called semantic,
structural, pragmatic and technical integrity rules [SW85].

Hereby, data elements are defined as follows [ORS90]:

– A data element is the smallest unit for structuring data or information re-
lated to users and/or IT.

– A data element must be defined neutrally with regard to its use and generally
as to content, i.e. it is not designed for single, current application situations
and from an overall perspective of an enterprise, on schema level (universal
form and content).
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Fig. 3. Repository meta schemas for data element standardization and the management
of data element standards

– Its “semantics” (meaning, use, subject-specific content) shape the data ele-
ment, not only its name nor exclusively its form or syntax nor the structure
(grammar) of the (subject-specific) linguistic expression.

Therefore the standardization of data elements is an application, implementa-
tion, operational and organizational establishment of “system enforced integrity”
(e.g. [GR02]) – with the help of a 3-schema organization for the integrity rules
(e.g. [RK88]) – on the data resources side in an enterprise or another organi-
zational unit. Figure 3 shows the meta schema (documentation structure) of a
repository system [Ort97] which is able to manage data element standards as well
as the documentation of their use in the partial systems or partial results of the
development. In addition to the repository system, the solution must comprise
a further establishment, namely a centralized organization of all integrity rules
of an enterprise and, if applicable, in accordance with the 3-schema approach.
This is necessary to truly fulfill the requirement of “system enforced integrity”.

The decisive advantages of “system enforced integrity” in the case of data
element standardization with a centralized management of the integrity rules in
an enterprise can be summarized as follows:



132 E. Ortner

– The interfaces between the developed solutions or components are unified
(based on content) and the integration and reusability of data elements is
improved.

– The user interfaces are subject-specifically standardized with regard to their
semantics and put on a common, subject-specific terminology so that users
will be able to intelligently handle IT-solutions.

– Redundancies and the multiple use of data collections in an organization can
be controlled, which enables effective and efficient data integrity
management.

The third component, no less important for reaching the goal of “system enforced
integrity”, is the realization of the permanent tasks involved in data element
standardization and data element management in enterprises or administrations.
In [ORS90] and [Ort97] several organizational rules and job descriptions to this
avail are discussed.

5 Solution 2: Standardization of Functional Elements

The introduction to [Ort82] still conceded that in this work a constructive and
language-critical foundation of the development of application systems based
on Frege’s language logic could only succeed with regard to the data resources
of an enterprise. Due to research results such as [Pie02] and [Fis08], however,
in the meantime this has proved successful theoretically also for performing
the (subject-specific) functions in an organization (enterprise, administration,
department, etc.) – at any rate from the perspective of computer sciences or
the programming languages and language-based modeling. What was practically
possible with data element standardization in enterprises (firstly at DATEV) in
the 1980s under IBM’s database developers’ slogan “system enforced integrity”
seems to become possible today under the slogan “system enforced compliance”
[BHT09], also with regard to the standardization of functional elements, con-
cerning the IT-functions and user functions of an organization in the context of
protection and security requirements, it can even be found on the World Wide
Web [SHBL06].

Here, the standardization of functional elements intervenes far more in the
planning of actions (e.g. work) and in the event management (e.g. business
processes) in an organization than data element standardization. Data element
standardization quasi standardizes what can be said in an organization. The
standardization of functional elements, however, additionally regulates and con-
trols what happens in an organization.

We want to stress once more, that functional element standards represent nor-
malized and standardized possibilities of operations (and actions) with objects
on schema level (event schemas). Their instances must be understood as singu-
lar operations or actions which are bound to particular places and times, i.e.
singular, volatile events. Figure 4 shows the “content” (schema and instances)
of a service-base management system, modeled as a prototype for a repository
application for the standardization of functional elements in a service company,
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e.g. a hairdresser, because a practical implementation at the Hessian judicial
authority is not yet available. A separate but integrated repository [Ort05] was
added. It includes an inventory of all the business rules (regulation) of an enter-
prise or administration (Condition and Rulebase Management System, figure 2)
as well as the management of this inventory using language-based basic technolo-
gies [FLOZ10] during the development and operation of the application systems
as a further establishment that is organized in accordance with the 3-schemas
approach.

EXECUTEwork (Work#,    DESCRPTION,       DIAGRAMM,       WTIME, …)
001        CUTTINGhair    „interaction schema“  20min

002        GETTINGwater  „action schema“        05min

003        DISPOSEtrash   „action schema“        03min

... … … …

MAKINGconversation(CONV#, DESCRIPTION,   DIAGRAMM,        WTIME, …)
ooa     WeatherEvents        „dialogue schema“ 05min

oob     VacationEvents        „dialogue schema“ 15min

ooc     MAKINGappointment „dialogue schema“ 03min

… … … …

Work#: Number of work element WTIME: target time for work
CONV#: Number of conversation WTIME: target time for convers.

Fig. 4. Standardization of functional elements and management using database man-
agement systems

The dynamic management of the service delivery, e.g. by preparing the work
(specific organizational unit) in an enterprise or administration, could happen as
follows due to the relational model on the second linguistic level [Ort05] similar
to SQL:

SELECT interaction schema is: CUT hair
AND dialog schema is:
DISCUSSING will Italy be world champion
FROM Service enterprise (or processing-place) is:
Hair salon Dietrich, Constance
WHERE Service provider (hair dresser) is: Fina Origlio
AND Service user (customer) is: Erich Ortner
FOR Date is: Saturday, April 24, 2010, 8:00 am

To entirely establish the task “standardization of functional elements” in an
enterprise or an authority, the operational and organizational structure of this
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function must be included. It would be useful to establish it together with the
function ”standardization of data elements” as a department or staff position.

Both solutions, the standardization of data elements as described in the pre-
vious section, and the standardization of functional elements described in this
section, are therefore “establishments” (consisting of man, organization and tech-
nology) for protecting the “content” [Bur10] and not solely the “form” (structure,
architecture) of unauthorized access to or by the application system that uses
IT. As not to be suspected of censorship of the content, we suggest both solu-
tions for systems for a fair, competitive an humane way to lead our professional
dependent life and not as a regulation for creative people or the jointly secured
“free” life of the citizens of a country. Today, digital networks are ubiquitous all
over the world. We ought to keep in mind the difference between the practice of
“need-driven” engineering sciences and their systems and the effect of the “free
sciences”, (e.g. art or those sciences who deal with the free world citizens who
are equipped with universal rights and their way of life) and their respective
orientation knowledge [Mit01].

6 Outlook

If language-based technologies are to be used efficiently, the future IT users must
be assisted at the best from their early youth on [WO04] in their normal language
competence. Only IT experts must additionally be trained to deal with program-
ming languages (algorithmics) with regard to developing new applications in an
“engineer-like” way (systematically and creatively). Teaching language compe-
tence is the responsibility of our general schools with regard to a “world-class
education” [Inh08]. IT experts, however, are usually trained at universities and
the organization of their studies should be “T-shaped” [Hei10]. Choosing the
teaching subjects (e.g. [KL84]) for language education very carefully would be
wise in order to prevent producing once again “typographers” (programmers)
instead of linguistically competent “authors” (modelers) and enlightened “read-
ers” (users) who are able to develop and use language-based applications in
digital and social networks responsibly.

Application development using language-based technologies in digital net-
works or for end devices today – in times of ubiquitous computing – is to educate
users, and actually all of us, from early on to use language in a disciplined, re-
sponsible and reflected way. Languages (verbally) include ethics. Here, we ought
to work together, so that we can cope, peacefully and with measured prosperity
for all, with the huge challenges we are facing, as predicted already about 40
years ago in a report by the Club of Rome (published in 1972), also counting on
man’s practical reason.

Being “constructive language-critical modelers”, often, using constructive logic
and rational grammar [Lor87], we can control the language worlds more precisely
than the physical world. If we can control the physical world with language arti-
facts [ZLO10], then we should be able to cope more easily with our real problems
on the basis of a constructive logic, ethic and philosophy of science [Lor87] than
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on a merely algorithmic and analytic (formal) basis [HB34], [HB39], [BK08].
Or, to say it in Paul Lorenzen’s words with the intention of saving the world:
“In a constructive re-orientation, all sciences serve a peaceful life and modest
prosperity.”
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Abstract. In today's environment, as the need for more bandwidth for intensive 
networking applications such as data browsing, video conferencing, etc 
increase, so also does the need for high bandwidth-transport network facilities. 
Optical WDM networks show great promise in handling such high data volume 
problems, and it is expected that they will form the backbone of the next 
generation of high volume light wave  networks. Multihop networks show the 
most promise in that they offer the greatest flexibility of design. This paper 
describes an approach to modify the routing algorithm for finding out the 
alternate routes on the occurrence of single node fault  in WDM optical network 
where GEMNET  is used as a physical  topology and also try to find out the link 
which carries the maximum number of light paths in the network for randomly 
generated source-destination pair. 

Keywords: Gemnet, optical network, WDM. 

1 Introduction 

Now a days  more bandwidth required for networking applications  such as data–
browsing , video conferencing etc. are widely used. Optical fiber is  used as a 
communication medium for  this type of applications. The  technology which is 
mainly used in optical fiber communication is wavelength division 
multiplexing(WDM).Optical WDM networks show great promise in handling such 
high data volume problems, and it is expected that they will form the backbone of the 
next generation of high volume light wave  networks. But in WDM  network there is a 
limitation on the total number of nodes in  a column  in the network. The limitation is 
that there is only pk nodes in any column in the network, where p is the degree of each 
node in the network and k is the number of column in the network. 

But later in GEMNET this limitation is eradicated. GEMNET  is a logical topology 
which is a generalization of the shuffle-exchange connection..In  WDM  optical 
network several nodes are communicating via optical fiber . Here several wavelengths 
of lights are transmitted through a single fiber simultaneously. This provide a great 
benefit for high volume of data transmission. Another advantage of using GEMNET 
as a topology is that scalability, that means the addition of new nodes in the network 
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is quiet easy. The flexibility is that there is no restriction of the total number of nodes 
in the network providing the condition that the total number of nodes are evenly 
divisible by the total number of columns in the network.  

Here we have attempted to modify the routing algorithm for finding out the 
alternate routes on the occurrence of single node fault  in WDM  optical network 
where GEMNET  is used as a physical  topology and also try to find out the link 
which carries the maximum number of light paths in the network for randomly 
generated source- destination pair. 

Here the first problem is to find out alternate routes in case of single node fault, to 
reach the destination from source avoiding the faulty node  for randomly generated 
source- destination pair  in WDM optical network. 

Another problem is to find out the link which carries maximum number of light 
paths for randomly generated source destination pair. 

2 GEMNET 

An attractive approach to interconnect  computing equipment(nodes) in a high speed, 
packet –switched network is to employ a regular interconnection graph. It is desirable 
that the graph have 1) small nodal degree( for low network cost), 2) simple routing (to 
allow fast packet processing), 3) small diameter( for short messege delays), and 4) 
growth capability, viz. the graph should be scalable (so that nodes can be added to it 
at all times) with a modularity of unity ( i.e. it should always  be possible to add one 
node to or delete one node from an existing (regular) graph while maintaining 
regularity). We examine such a new network structure, called Generalized shuffle-
exchange Multihop  Network(GEMNET). 

GEMNET[1] can  serve  as a physical, multihop topology for constructing the next 
generation of lightwave networks using wavelength-division  multiplexing(WDM) 
.Given a low loss optical bandwidth of approximately 30 terabits per second and a 
peak electronic processing speed of a few gigabits per  second, innovative parallelism 
and concurrency  mechanisms are needed to exploit this huge opto-electronic 
bandwidth mismatch .WDM has emerged as the  most promising choice since, unlike 
other alternatives, it only  requires end-user equipment to operate at the bit rate of a 
WDM  channel(peak electronic speed). 

Generally a  GEMNET  has three parameter. They are K,M & P where K 
represents the number of column  ,M represents  the number of rows  and K*M nodes 
are arranged in a cylindrical structure and the degree of each node is represented  by 
P. The  structure is  the generalization of shuffle-exchanged connectivity pattern using 
directed links.. The generalization allows any number of nodes in a column as 
opposed to the constraint of PK nodes in a column. 

2.1 Interconnection Pattern of GEMNET 

Let N be the number of nodes in the network. If N is evenly divisible by an integer y, 
there exist a GEMNET with K=y  columns.  

In the corresponding ( K,M,P ) GEMNET,   the N=K*M  nodes are arranged in  
K columns(K>=1)  and M rows (M>=1)  with each node having degree P.  Node a  
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(a= 0,1,2,…….., N-1)  is located at the intersection of column  c ( c=0,1,2,……, K-1)  
and row r ( r= 0,1,2,…….., M-1 ), or simply location (c ,r), where c=(a mod K)   and r 
=| a/ K | . The P links  emanating out  of a  node  (c, r) is connected  to node  (c1,r1)  , 
where c1= (c+1) mod K  and r1  =((r * P ) +i)  mod M  . and  i = 0,1,2,……, P-1). 

The largest distance between the two nodes is the diameter of the network. 
GEMNET’s  diameter is obtained as follows. Starting at any node, note that  each  
and every node in a particular column can be reached for the first time on the | log PM|  
th hop. This means that there were one or more nodes not covered in the previously 
visited column. Due to cylindrical nature of GEMNET[1] , the nodes in this column  
will be finally covered  in an additional K-1   hops. Thus , D = | logPM | + K-1. 

 

 
Fig. 1. The interconnection pattern and routing in GEMNET 

2.2 The Routing In GEMNET 

Let  (cs, rs ) and (cd , rd ) be the source node and the destination node, respectively. 
We define the “ column distance “ delta as the minimum  no of hops required to 

reach a node in column  cd from a node  in column cs.  
cd  represent destination column.  
cs   represent source column.  
when cd> cs ,then , delta = cd – cs because ( cd- cs) forward hops from any  

node in column cs will cover a node  in column cd. When cd < cs, delta is given by, 
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delta = (cd+ k) - cs because, after “sliding “cd forward by K (i.e. cd+ K), due to 
wraparound, the situation becomes the same as  when  cd >= cs. Thus delta can be 
generalized as:  

delta =[( K + cd ) – cs ] mod K. 
The hop distance from source node (cs, rs)  to destination node (cd , rd) is given by 

the smallest integer h of the form  (delta+ jk) , j=0,1,2,…  satisfying the following 
expression , 

R  = [M +  rd – ( rs . p
h ) mod M ] mod  M  < Ph 

where R is called the route code , specifies a shortest route from the source node to 
the destination node when it is expressed as a sequence of h base P digits. 

Often, the ph nodes covered on the h th hop  could be greater than the number of 
nodes in that column. This means that multiple shortest paths may exist to some nodes 
in that column. Having calculated R, if ( R+ x* M) < Ph for x = 1,2,3,…………., then 
( R+x*M)  is also a routing code with path-length h for any x that satisfies  this 
enequality. Thus , if the shortest path from node a to node b is h hops, the number of 
shortest paths is given by Y=[(Ph- R )/ M ]. 

Hence , for a given N , the number of alternate shortest paths increases as M  
decreases. The larger the number of shortest paths, the more opportunity there is to 
route a packet along a less congested path and the greater is the network’s ability to 
route a packet along a minimum length path when a link or node failure occurs. 

3 Results 

Here we developed an algorithm  for  finding out alternate shortest paths avoiding the 
faulty node on the occurrence of single node fault in the WDM optical network.In the 
next section we have provided a step-by-step approach for the algorithm to avoid the 
faulty node. 

3.1 Survivable  Routing of  GEMNET  in Presence of  Single Node Fault 

Survivable routing means the method of finding the alternative shortest paths in 
WDM optical network if there is an occurrence of single node fault. It can be shown 
that in case of  the occurrence of one node fault  in the network  alternative paths can 
route the messege to the destination  for randomly generated source-destination pair 
avoiding the faulty node. 

The steps are as follows… 

1. At first it should be checked wheather the source node is equal or not with the  
faulty node.The same method should be applied for destination node. If source or 
destination node is faulty the connection is discarded. 

2.  Next the number of multiple shortest paths for same hop count for first source- 
destination pair has to be found out. 

3.  Next the first path among the multiple shortest paths of same hop count has to be 
taken and stored in an array of structure called currentpath. Likewise  all other 
paths of same hop count are stored in the currenpath array of structure for first 
source- destination pair. 

4. Then it is assumed that there is no faulty node  in that currentpath array of 
structure. 
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Discussions 
In WDM optical network several wave-lengths are transmitted simultaneously 
through the same optical fiber. So we have to pay special attention during data 
transmission so that the data packet can reach  at the destination safely. If any node is 
become faulty the data can’t travel through that path where that faulty node resides. 
To reach at the destination it should follow another route avoiding the faulty node. 
We have also shown the link which carries the  maximum number of light paths 
during data transmission for randomly generated source-destination pair. It is 
important to know that which link has the maximum traffic, so if the data is 
transmitted through that link the network become over-crowded .There are several 
physical topologies in WDM optical network for data transmission but here we deals 
with the physical topology , GEMNET. The survivable routing algorithm is done on 
GEMNET, & we can say that this  survivable routing algorithm gives a new aspect 
for data communication in WDM  optical network. 

 
Future Work 
As the algorithm  has been modified deliberately to find the single node fault 
occurance,it  cannot find the alternate paths when more than one node become faulty. 
Algorithm  to find the alternate  routes  on occurrence of multiple  node fault is under 
processing. 
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Abstract. Systems using Orthogonal Frequency Division Multiplexing 
(OFDM) suffer with carrier frequency offset (CFO), in phase and quadrature 
phase imbalance (I/Q) due to which there will be large performance 
degradation. The CFO, I/Q imbalance are caused due to mismatch of carrier 
frequency at the transmitter and local oscillator frequency at the receiver. This 
paper presents a novel approach for joint estimation of I/Q imbalance, CFO and 
Channel Estimation for Multiple-Input Multiple-Output (MIMO) OFDM 
systems. A new energy parameter called φ is introduced, and from this 
parameter φ we can jointly estimate CFO, I/Q imbalance irrespective of channel 
estimation. The proposed method uses an optimal training block with one or 
two training sequences. For estimation of two repeated sequences, a two-step 
approach is proposed. From the simulation results we show that the Mean-
Square Error (MSE) of this method is close to Cramer-Rao Bound (CRB). 

Keywords: CFO, Channel response, I/Q imbalance, MIMO, OFDM. 

1 Introduction 

OFDM is the promising multiplexing scheme for future wireless communication for 
its good performance in terms of maintaining orthogonality between the cells, 
protection against inter-symbol interference, and effective utilization of band width. 
With the addition of MIMO causes high data rate and low complexity. These 
characteristics of OFDM are achieved when the receiver has exact channel 
information and the system parameters of transmitter and receiver are perfectly 
matched. But in real scenario these ideal condition does not prevail. Some of these 
non-idealities are I/Q imbalance and CFO. The I/Q imbalance is due to amplitude and 
phase mismatch of I phase and Q phase, where as the CFO is caused due to mismatch 
of carrier frequency at the transmitter and receiver. It is known from [1] that I/Q 
imbalance and CFO will cause severe Inter Carrier Interference (ICI) in OFDM which 
degrades the system performance. Several approaches are presented to compensate for 
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the I/Q imbalance and CFO[1]-[5]. The impact of I/Q imbalance and CFO on OFDM 
are estimated in [2]. A time domain method was proposed in [3], for the joint 
estimation of I/Q imbalance and channel response using one OFDM. In [4] maximum 
likelihood method was proposed for CFO estimation. Joint estimation and 
compensation of I/Q imbalance and CFO in frequency domain is proposed in [5]. 

To improve the data rates the MIMO system was combined with OFDM [6]. Several 
approaches are proposed to deal with the channel estimation of MIMO OFDM systems. 
One of these approaches is to send a optimal training sequence from different antennas 
which must be orthogonal [7].The I/Q imbalance for MIMO OFDM systems have been 
investigated in [8], which cause error flooring. A compensation of I/Q imbalance was 
proposed in [9] with more number of OFDM blocks. The authors derived Cramer – Rao 
Bound (CRB) for estimation of CFO and channel response for MIMO systems. 
Recently, researchers proposed a joint estimation of I/Q imbalance and channel 
response with only one OFDM training block [11]. 

In this paper we propose a novel method for joint estimation of I/Q imbalance, CFO 
and channel response in MIMO OFDM systems by introducing a new energy parameter 
φ. By minimising the φ we are able to estimate I/Q imbalance and CFO without 
knowing the channel response. From the estimated I/Q imbalance and CFO we can 
calculate the channel response easily. This method needs only one OFDM block for 
training. If the training data consists of two repeated sequences the above approach is to 
be performed on two training sequences and the average is calculated for estimation. 

In Section 2 the MIMO OFDM system model is described. The channel estimation of 
MIMO is discussed in Section 3. The new method for estimation is studied in Section 4. 
In Section 5 the estimation for repetitive sequences are discussed. Simulations and 
results are discussed in Section 6 and we conclude the paper in Section 7. 

2 System Model 

The MIMO-OFDM transmission model used in this paper is shown in Fig. 1. A Nt-
transmit / Nr-receive antenna configuration is considered. From the Fig.1 the input 
vector si is of Mx1 containing input symbols. To maintain the orthogonality between 
these symbols the input vector si are fed to IDFT of M-point. Then we obtain the Mx1 
vector xi . After insertion of a cyclic prefix (CP) of length L-1, the signal is 
transmitted through the ith transmit antenna. Let the channel impulse response of ith 
transmit antenna to the kth receive antenna be hk,j(n).The length of all the channels are 
 

 

Fig. 1. A MIMO OFDM system 
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assumed to  L , so there is no inter block interference .Then the received signal at the 
kth receiving antenna after removal of CP is given as 
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Where Hk,i is an MxM circulant matrix with first column 
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And  qk is the channel noise vector of length Mx1.The output of the DFT block 

received vector is passed through a Frequency domain Equaliser (FEQ) to recover the 

transmit signals si. 
If the system suffers with carrier frequency offset (CFO) Δfk. then the normalised 

frequency offset is given as 
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Where M,T are given as  the size of the DFT matrix and  sample spacing. The vector 
due to CFO is 

 kkk rEy =
     

(4) 

where rk is desired vector and Ek is the MxM diagonal matrix given by 
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Suppose if there is I/Q mismatch at the receiver, then received vector due to it is 
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(6) 
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Where μk and vk are I/Q parameters due to amplitude mismatch εk,, phase mismatch 
Φk and they are given as 
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Substituting the value of yk in (6) 

 
**
kkkkkkk rEvrEZ += μ (8) 

From (8) It is clear that the received vector consists of not only the desired base band 
vector rk but also its complex conjugate rk

*, and the Ek is due to CFO which also 
destroy the sub carrier orthogonality. 

zk is a received vector in the presence of I/Q imbalance and CFO. To recover rk 
from zk we define a parameter 

 
.

k

k
k

v

μ
α = (9) 

If αk is estimated correctly at the receiver then 
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If the normalised CFO θk is known at the receiver then the recovered vector from the 
received vector is given by  
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3 MIMO Channel Estimation 

An MIMO channel is one where the antenna arrays are available at transmitter and 
receiver as shown in Fig.1. Channel estimation of these channels using training 
sequences are described in [7] If a MIMO channel with Nt transmit and Nr receiving 
antennas are selected then the received vector r is given as 
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Where hj is the Mx1 vector defined in (12).  xj is the first column of MxM   circulant 
matrix . Let us define a MxL sub matrix Aj, which consist of the first L columns of xj 

and cj  is defined as 0 1 … … … . 1  (13) 

And    … … … … .  (14) 

The r may be re written as 

 r=Ac+q (15) 

In the above equation the channel vector c is identifiable if and only if M x LNt matrix 
A has full column rank. Thus a necessary condition for channel identifiability is 
M LNt.  Then the least square estimator ĉ is given by 

ĉ = (A+A)-1
 A

+ r (16) 

Then the error vector is defined as e= ĉ - c=(A+ A)-1A+ q. The design of a optimal 
sequence that minimize the mean square error (MSE)  is given in [7].The 
optimal training sequence from different antennas must satisfy 

 (17) 

That means the training sequence from different transmitter antenna must be 
orthogonal .When the training sequence are orthogonal the least square estimate of 
channel response becomes 

 ĉ = A+ r (18) 

In this paper the above estimation is formulated in a different way, for joint estimation 
of I/Q imbalance, CFO and channel response that is 

 (19) 

We assume that M is a multiple of Nt and also this can be further extended to the case 
where M is not a multiple of Nt by simple Modification. Furthermore we assume 
that  . To obtain the channel identifiability condition M≥Nt  we add the  
(ρ-L)zeros to the length L vectors of ci to obtain ρx1 vector given by          for i=0,1,……….Nt-1 (20) 

From all the vectors of di for 0 ≤ i≤ Nt we form the Mx1 vector … … … … .
 
 (21) 
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Let  be any M x ( ρ-L) matrix such that the following  MxM matrix B is invertible 

      … … … . .
 
 (22) 

From (21)&(22) the vector can be rewritten as 

 r=Bd+q                                                  (23) 

The estimate MIMO channel response is given by 

… … … … .
 
 (24) 

                                                                               (25) 

The estimated channel response ĉj is given by the first L entries of j. When the 
training sequences are orthogonal then the columns of Ak  are orthogonal .Thus the 
channel estimate is given by   =B-1r . It means the orthogonal sequences are the 
optimal sequences. B can be chosen to be unitary and circulant. 

4 Proposed Joint Estimation Method 

In this section we propose a new method to estimate the channel response in the 
presence of I/Q imbalance and CFO. The estimation done in two sections in section 
4.1 we estimate channel response in the presence of I/Q imbalance and assume that no 
CFO is present. In section 4.2 we estimate channel response in the presence of CFO 
and I/Q imbalance. In both section we estimate the optimal solution αk and θk from the 
received vector zk at the kth receiving antenna. The estimation is performed for both 
simple sequence and repeated sequences. 

4.1 Joint Estimation of Channel Response and I/Q Imbalance 

In this section we assume that the carrier frequency at the transmitter and receiver are 
orthogonal means no CFO θ = 0 and E = I in (11).Then the μr is related to the 
received vector and it is given as 

μr z z1 | |  (26) 

If α is known in (26) then the channel estimation can obtained as                                           μ μ … … … … .                         

                     

                                   | |                                    

(27) 
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In the above expression when α is estimated perfectly at the receiver then the L entries 
of the ĥj  gives channel estimation, and  rest of the entries ρ-L of  are due to channel 
noise .To obtain adequate SNR the energy of the other entries must be small. Then 
defining a new energy parameter φ as                                      ∑ ∑                               (28) 

Where denotes the ith entry of   . If α is not estimated perfectly φ will 

increase. By minimizing the φ we can estimate α without knowing channel response 
.Let us define a new matrix S of  where 0  0 00 … .0                         

    
 (29) 

If  ρ>L then S is non zero matrix. Multiplying  with S the φ can be given as 

                       
    

 (30) 

                 z z1 | | (31) 

“α” is estimated in such a way to minimize the energy parameter φ.  When the α is 
small, then φ is given as | z z |                        

    
 (32) 

By this the optimal value of α which may minimize the φ is given by 

α B B| B |                        
    

 (33) 

4.2 Joint Estimation of Channel Response, CFO and I/Q Imbalance 

If the CFO  and I/Q imbalance both are present in the system then the received vector 
r in (11) is given as 

| |                        
    

 (34) 

Where E is due to CFO. Then the estimation of channel response can be obtained by 

| |                        
    

 (35) 
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Similarly in the previous section if  α and θ are estimated perfectly then ρ-L entries  
are due to minimizing the φ is 
 ,                        

    
 (36) 

Substitute (35) in (36) 

, | |                        
    

 (37) 

If  F=  then it may be 

, | |                        
    

 (38) 

Here we can estimate α and θ by minimizing φ. We need to  calculate first optimal α 
for a given θ and  based on that optimized θ assuming   α is small then , | |  (39) 

For given θ the optimal value of α is estimated as   

α | || |                        
    

 (40) 

αopt(θ) is a function of CFO(θ) ,because F depends on E substituting αopt(θ) in (39) φ 
can be written as | | | |

                       
    

 (41) 

Then 

θ                        
    

 (42) 

After obtaining αopt and θopt ,the channel response estimation can be obtained by 
substituting these values in (39). In many practical applications the training data 
consists of repeated sequences so another approach is a two step approach for joint 
optimization. 

5 Proposed Method for Repeated Sequence 

If two repeated sequences are available in the in the training data [12] that means the 
block is of length (M+L-1)x1 vector. Out of which the training sequence xi is of M/2 
x1 vector and cyclic prefix of length L-1. If the above specified sequence suffers with 
I/Q imbalance, CFO then the channel estimation procedure is as follows. 
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There are two received vectors za, zb and they are given as     

                       
    

 
(43) 

 

Where a&b are OFDM blocks and  y is an M/2 x 1 vector. For joint estimation of  
I/Q imbalance , CFO and channel Estimation we propose two cases 
Case1: Estimate CFO for given α. 

For a given value of α we can estimate CFO 

| |                      
    

 (44) 

              z z1 | | (45) 

If  is given the CFO can be estimated angle z z z z                        
    

 (46) 

Case2: Estimate h(n),α for given θ 
From(35) 

| | and | |  (47) 

Now for two repeated sequences the B and E are assumed to be of dimensions M/2 x 
M/2, and rest of the properties are same. Then the energy parameter φ is given as 

 (48) 

Similarly optimum value of α to minimize φ is α | |    and α | |  (49) 

By taking average α 12 α α  (50) 

Substituting the value of α in then the estimated Channel response is given as 12  (51) 
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6 Simulations 

In this paper the joint estimation of CFO, I/Q imbalance and channel response is 
proposed and these are performed on computer simulations. The simulations are 
conducted on MIMO OFDM systems with various parameters. 

These simulations are performed on 64 random channels and the channel taps are 
assumed to be complex Gaussian random variables with variance equal to unity. The 
channel length is of L=65,CP length of L-1=64 and training data are QPSK symbols 
and channel taps are correlated,  with 2 cases of parameters. 

Case i: Nt=2, Nr=2with an amplitude mismatch ε=1, phase mismatch Φ=100 and CFO  
θ =1. 

Case ii: Nt=4, Nr=2with an amplitude mismatch of ε=1, phase mismatch Φ=100 and 
CFO θ =3 

  

Fig. 2. MSE Vs SNR for I/Q in Case i 

These two cases of simulations are conducted for both proposed models and 
compared with the method of IQ_CFO_FD [5]. Fig.2&3 shows the MSE of I/Q 
parameter estimation for case I &II. From these simulations it is clear that the 
proposed method provide good performance. In the result for IQ_CFO_FD the MSE 
[5] become flat, but for the proposed method the error flooring is reduced for high 
SNR values. Similarly Fig.4 &5. shows the MSE of CFO estimation for Case I &II 
and these simulations are very close to Cramer-Rao bound (CRB) [10]. The proposed 
method provides good estimation of CFO, whereas the method [5]cannot estimate the 
values of CFO greater than 1.In case II the CFO is considered to be 3. Fig.6&7 shows 
the MSE of channel estimation and the performance of this also close to CRB. If these 
are compared with IQ-CFO-FD for Case I parameters the MSE is good for less values 
of SNR but as the SNR increases the error flooring remains same, where as in case of 
proposed methods the error flooring reduces for high SNR values. 
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Fig. 3. MSE Vs SNR for I/Q in Case ii  

  

Fig. 4. MSE Vs SNR for CFO in Case i  

  

Fig. 5. MSE Vs SNR for CFO in Case ii  

5 10 15 20 25
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

SNR in DB

m
ea

n 
sq

ua
re

d 
er

ro
r(

I/
Q

)

PLOT OF SNR V/S MSE FOR AN OFDM 

 

 

Proposed

TwoStep

IQ-CFO-FD [7]

5 10 15 20 25
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

SNR in DB

m
ea

n 
sq

ua
re

d 
er

ro
r(

C
F

O
)

PLOT OF SNR V/S MSE FOR AN OFDM 

 

 

Proposed

TwoStep

IQ-CFO-FD [7]

5 10 15 20 25
10

-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

SNR in DB

m
ea

n 
sq

ua
re

d 
er

ro
r(

C
F

O
)

PLOT OF SNR V/S MSE FOR AN OFDM 

 

 

Proposed

TwoStep

IQ-CFO-FD [7]



  A Novel Approach for MIMO OFDM Systems 157 

  

Fig. 6. MSE Vs SNR for Channel response in Case i  

  

Fig. 7. MSE Vs SNR for Channel response in Case ii  

7 Conclusion 

In this paper, we propose a new parameter φ for joint estimation of CFO, I/Q 
imbalance and channel response for MIMO based OFDM systems. The proposed 
methods in section IV and V measure mean square error accurately compared with  
earlier approaches. Moreover, in this method the MSE’s can be estimated for higher 
values of CFO. When the single OFDM block is available then the method proposed 
in section IV is suggested, if repetitive sequences are available then the method 
proposed in section V is suggested. In both the methods the simulation results shows 
that the MSE’s are close to CRB. 
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Abstract. Wireless Sensor Networks are often deployed in unattended and 
hostile environments. These networks are susceptible to harsh physical 
conditions and attacks from adversaries. Sensor nodes have limited power, 
memory and computational ability and thus are vulnerable to capture. A few 
malicious adversaries can easily compromise sensor devices and inject false 
data to disrupt the integrity of the network. In this paper, we address this 
problem by proposing a three tiered architecture established upon a trust based 
framework which distinguishes illegal nodes from legal ones and filters out 
deceitful and forged data. Simulation results demonstrate that our trust based 
framework is an efficient approach to identify the trustworthiness of data. 

Keywords: Wireless sensor network, Trust, Routing, Key management. 

1 Introduction 

Sensor nodes or motes are small devices with limited computing, communication and 
sensing capabilities. These nodes are typically deployed randomly over a specific 
area. They form an unattended wireless network, collect data, partially aggregate 
them and then sends this data to a base station for further processing. The deployment 
of sensor networks may contain tens to thousands of resource constrained nodes 
functioning collaboratively to perform a function [1]. Sensor nodes have applications 
in various areas such as – emergency response networks, energy management, 
logistics, medical, wildlife and climate monitoring, inventory support and battlefield 
management. 

With the advent of new technology, sensor networks play a vital role in the age of 
pervasive computing, as personal mobile devices interact with sensor networks. 
However, security concerns constitute a potential stumbling block to the impending 
wide deployment of sensor networks. As sensor networks have mission-critical tasks, 
it is clear that security needs to be taken into account at design time. In an unattended 
and hostile environment, wireless sensor networks (WSNs) are vulnerable to various 
attacks such as physical node capture, eavesdropping and other sophisticated attacks 
[6]. As the main aim of WSNs is to gather sensory data an imminent threat from 
compromised nodes is the injection of false data. A major purpose of an attacker is to 
make the entire or partial network impractical or to gain control over individual 
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nodes. If an attacker gains control of a node it may send incorrect data, try to disrupt 
the transmission of aggregate data or not send any data at all.  

In this paper we have proposed a systematic approach to identify the compromised 
nodes in a WSN and to circumvent these corrupted elements in order to ensure that 
the integrity of the network is not lost. This is done by calculating the trustworthiness 
or reputation of each element of the network which serves as a measure to gauge the 
credibility of that element. This trust value changes according to the data sent by each 
element. A three-tiered hierarchal architecture has been proposed and no assumptions 
have been made regarding which of the components can be compromised. The 
simulation results show that the proposed approach provides a constructive method 
for identifying corrupt nodes.  

The rest of the paper has been organized as follows – Section 2 provides the related 
works. Section 3 describes the proposed network architecture with the trust based 
framework being explained in Section 4. Section 5 gives the experimental results and 
Section 6 concludes the article. 

2 Related Work 

There exists a large number of methods for securing aggregated information in 
literature. The basic approaches for security are to use Message Authentication Codes 
(MACs) and probabilistic key distribution schemes [7-8]. [10] and [11] proposes 
schemes to detect the compromised nodes by monitoring reported data. However in 
the schemes proposed in these papers the trust values of an entire network are stored 
by all the sensors of the network. These values are periodically circulated among 
themselves. This unnecessarily increases the network traffic and increases the 
workload on the sensors. There are centralized trust based systems for Internet such as 
[13]. These systems keep reputation values at a centralized trusted authority and 
therefore they are not feasible in wireless sensor network domain. Decentralized trust 
development systems are studied in mobile and ad-hoc networks [14]. These trust 
development systems are game theory based and try to counter selfish routing 
misbehavior of nodes by enforcing nodes to cooperate with each other. A trust based 
framework has been proposed in [12] which evaluates the trustworthiness of sensor 
nodes by extracting statistical characteristics from gathered information. However in 
this paper the sensor nodes have to take part in validation of aggregate nodes as well 
as send their sensed results. These nodes are typically low power nodes and the 
assignment of so much responsibility to these nodes is not feasible.  

3 Network Architecture 

Figure 1 depicts the network architecture in which we have implemented our scheme. 
Despite the popularity of flat wireless sensor networks, recent studies have revealed 
several limitations in these kinds of networks [2]. Flat networks have also been shown 
to have capacity limitations, and one approach to address this drawback is to employ a 
hierarchical architecture. In [3], it has been observed, when using the same amount of 
sensor nodes in a given coverage area for flat and hierarchical topologies, that the 
system throughput capacity increases, while system delay decreases. The main reason 
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for these improvements is the reduced number of hops since most sensor data are 
destined for the Internet, which is reachable in a few hops in the hierarchical 
approach. Thus, we have implemented our scheme based on a hierarchical structure. 

 

Fig. 1. Three tiered clustered architecture 

In this paper we have used a three-tier clustered architecture. The sensor network is 
composed of densely deployed sensors which are organized into clusters. These 
clusters can be formed using an algorithm such as LEACH [4]. This architecture 
consists of three types of wireless devices: low power sensor nodes, aggregate nodes 
and cluster heads. The sensor nodes are responsible for sensing events and reporting 
these events to an aggregate node. As the name suggests, the aggregate node receives 
data from a certain number of sensors and aggregates this data into a single packet 
which is then forwarded to the cluster head. The cluster head receives data from all of 
the aggregate nodes within its cluster and forwards all of this data to the base station. 

In Figure 1 the hierarchy of the WSN is shown. The entire network is partitioned 
into clusters. The node at the centre is the base station. The nodes situated one hop 
away from the base station are the cluster heads. Each of these nodes acts as a 
gateway to the base station for all the nodes in the cluster. The nodes present at the 
next hop are the aggregate nodes which relay the data sent by the sensor nodes to the 
cluster head. The nodes present at the last hop are the sensor nodes. These nodes 
report their sensed data periodically or by demand. 

The three categories of nodes differ mainly in power, computation ability and 
communication. The sensor nodes are low power nodes with low computational 
power. The aggregate nodes are high power nodes. However as they are only 
responsible for forwarding data to their cluster heads, which are not located very far 
away, they do not require high computational ability. Cluster heads are nodes having 
the highest power capacity and also high computational power. The sensor nodes only 
communicate with the aggregate nodes. It is not required for them to be aware of the 
other sensor nodes or of the cluster head. The aggregate nodes communicate with 
both sensors and its cluster head. However, it is not aware of the base station. The 
cluster head can communicate with the aggregate nodes within its cluster and with the 
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base station. Each cluster head is associated with a forwarding node. This node is only 
responsible for relaying data from the cluster head to the base station. 

Certain assumption have been made about the network –  
 

• The Base Station is fixed and may be located far away from the sensor network. 
The distances between the sensors are much smaller as compared to the distance 
between the sensor nodes and the Base Station. 

• The sensor nodes are static and energy constrained with a uniform initial energy 
allocation.  

• Initially none of the nodes are corrupt. 
• Each sensor node is assumed to be either in transmitting mode, receiving mode 

or in sleep mode. It has been assumed that energy spent by the node in sleep 
state is negligibly small as compared to the amount spent while being in 
transmitting or receiving mode.  

4 Trust Based Framework 

In this section we discuss the framework and the functions of each step of the 
framework. A large number of sensor nodes are deployed densely in an area to form a 
wireless sensor network. These nodes are then partitioned into clusters using 
algorithms such as [4]. A cluster head is selected for each cluster. There may be more 
than one cluster head within a single cluster but only one such node will be active at 
any point. The cluster head will randomly select the aggregate nodes that are to be 
powered on. Each sensor node must be able to send data to at least one active 
aggregate node at all times. There will be more aggregate nodes present within the 
cluster but these will remain passive until activated by the cluster head.  

4.1 Key Establishment 

In critical applications, using incorrect or maliciously corrupted data can have 
disastrous consequences. Security services are essential to ensure the authenticity, 
confidentiality, freshness, and integrity of the critical information collected and 
processed by such networks. The authentication of the data source as well as the data 
is critical since adversaries might attempt to capture sensors and tamper with sensor 
data. A popular method for ensuring that the data sent by a node cannot be corrupted 
is encryption. Encryption is the process of transforming data to using a secret key or 
cipher. This makes the data it unreadable to anyone except those possessing special 
knowledge i.e. the key. The result of this process is encrypted data. At the other end 
the message is decrypted using the shared key to obtain the original message. 

For two nodes to set up a secret and authenticated link, they need to establish a 
shared secret key. The key establishment problem studies how to set up secret keys 
between a pair of nodes in the network. A class of random key pre-distribution 
techniques that address the problem of key establishment has been discussed in [7-9]. 
Each sensor node shares a secret key with the base station. Whenever a sensor node 
sends data to an aggregate node it uses this key to encrypt the message it sends. This 
prevents eavesdropping and ensures that the aggregate node or the cluster head cannot 
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tamper with the data and send incorrect readings. The sensor node forms a message 
with its id and its sensed reading. It then encrypts this message and sends it to an 
aggregate node which in turn forwards this message to the cluster head.  Neither of 
these two nodes has the secret key and so they cannot decrypt this message. Thus they 
cannot intentionally change the data sent by the sensor node. If either the aggregate 
node or the cluster head try to alter the data, it can be easily recognised by the base 
station, as the changed data will produce gibberish or meaningless data on being 
decrypted.  
 

4.1.1 Routing 
The sensor nodes send data to the aggregate nodes at specific intervals of time. The 
sensors of a cluster encrypt their sensed data and send the encrypted message to one 
of the aggregate nodes in its cluster along with its id. An aggregate node accumulates 
all the data it receives from all of the sensors reporting to it and forwards it to the 
cluster head. The cluster head receives this message from all the aggregate nodes 
within its cluster and then forwards it to the base station. This operation within a 
cluster has been illustrated in Figure 2. An attacker may compromise a node at any 
level. Each attack must be detected and dealt with before the integrity of the data of 
the entire cluster is lost. 

 

Fig. 2. Routing within a cluster 

Sensor Node – If an aggregate node does not receive any data from a sensor node it 
sends all 1s in the corresponding field for that sensor in its message to signify an 
error. The base station maintains a trust index for all nodes in the sensor network. The 
trust value for a particular node gives the reputation of that node to the base station. 
The base station gives weightage to the data it has received from that node according 
to this value and changes its trust according to the data it receives. If the base station 
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detects incorrect data sent by a node the trust value for that node is decreased. In the 
same way receiving correct data from a node increases its trust value. The decrease in 
the trust value of a node on receiving incorrect data is more than the increase in case 
of receiving correct data. Thus the reputation of a node decreases rapidly when it 
sends incorrect data but increases slowly for correct data. The method for calculating 
the change in trust values has been explained in the next section. 

Aggregate node – If an aggregate node is compromised it could change the values of 
one or more of the fields of the message it sends. However as the aggregate node does 
not know any of the secret keys shared by the base station and the sensor nodes it 
cannot meaningfully change the values sent by the individual sensors. It can at most 
change some random bits of the message which it has received. This would transform 
the message into gibberish making it meaningless. On decrypting this message the 
base station could detect the change as the message will not make any sense. Thus the 
base station will be able to determine that the aggregate node has been compromised. 
The base station also keeps a trust value for all the aggregate nodes in the WSN. On 
receiving an incorrect message from any aggregate node it will decrease the trust 
value of that node. Once the trust value of a particular aggregate node is lowered 
beyond a threshold value then that aggregate node is deemed to be corrupt. When this 
occurs, the base station informs the cluster head. The cluster head switches off the 
compromised aggregate node and switches on one of the remaining passive aggregate 
nodes present within that cluster. For this purpose there are multiple aggregate nodes 
in the cluster of which some are kept passive. The base station updates the trust value 
of the new aggregate node and the cluster head broadcasts the id of the new node to 
all the sensors which were reporting to the previous one. 

Cluster head – Each aggregate node also evaluates the honesty of its cluster head. The 
aggregate nodes can overhear the message sent from the cluster head to the base 
station. It in turn compares the fields of this message which it has sent, with the data 
which it had itself sent to the cluster head. If the corresponding fields do not match 
then the aggregate node deems the message sent by the cluster head to be dishonest. 
Each aggregate node stores a trust value for the cluster head. When this value is 
lowered below a threshold value then that aggregate node makes a vote to change the 
cluster head. When the majority of the aggregate nodes within a cluster vote for a 
change, the cluster head is deemed to be compromised. The aggregate nodes have the 
ability to switch off a cluster head and switch on one of the passive cluster heads 
present in the cluster. There are multiple cluster heads present in each cluster for this 
purpose. However, only one cluster head will be active at any particular time. The 
new cluster head informs the base station of the change and each aggregate node 
updates its trust value for the cluster head. 

4.1.2 Trust Evaluation 
The trust value denotes the confidence or reputation of one node with respect to 
another. In the proposed scheme the base station keeps track of the trust values or 
reputation of all the sensor nodes and aggregate nodes in the network while the 
aggregate nodes of a cluster keep track of trust values of its cluster head. The trust 
values change according to certain factors –  
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a. Battery – The battery factor represents the remaining lifetime of a node. We have 
chosen the discrete radio model [5] for estimating the power consumption of each 
node during the transmission and reception of data. This model is used for calculating 
power consumption and determining which links between sensor motes are available 
for transmission.  

We have assumed that when a node is compromised, its battery usage is greater 
than an incorrupt node. This is because a compromised node will be executing extra 
lines of code and tries to interfere with the data sent by other nodes. Thus if the 
remaining battery of any node is much lower than the average remaining battery of 
the other sensors then that node has been compromised. Thus the battery factor of any 
sensor node in the WSN is given by: 

bf = 
 ∑ /          (1) 

where, bf is battery factor of the sensor node, b is the remaining battery of that node 
and n is the number of nodes. The value of bf can range from 1 to -1. A negative value 
for this node indicates that the node has been using excessive power and hence is 
corrupt. 

b. Sensing Communication – A node has a limited sensing range. Any event is said 
to be detectable if at least one node lies within its observable range. Now, the sensing 
models of sensor nodes can be broadly classified into two subcategories, the Boolean 
sensing model and the Probabilistic sensing model. The Boolean sensing model 
assumes the detection of an event if it occurs within the sensing radius of the node 
with equal probability (equal to one). However, it is not the case with the probabilistic 
sensing models, where the probability of detection of an event is a decreasing 
function of distance of the event from the sensor node. 

Each sensor must send a data packet after a certain time interval. A node is deemed 
to be corrupt if it fails to send a packet within this interval. Thus the failure of a node, 
to send data, results in the decrease in its trust value. The sensing communication 
factor of any node in the sensor network is given by: c                                                         2) 

where, Sc is the sensing communication factor for a sensor. Strue and Sfalse are values 
which give the number of times an event has been successfully sensed or not by that 
node. If the sensor node does not send data within the time period Sfalse is incremented 
by 1 and if it does send information Strue is decremented by 1. 

c. Variation – This factor is used to determine the correctness of the data sent. A 
sensor node may report numerical values or boolean values. The validity of this data 
is determined by comparing this data with the data sent by four of its nearest 
neighbours within its cluster. The co-ordinates of each node in the WSN are stored by 
the base station. Thus on receiving the data of a sensor node, the base station can 
compare it with the data of its four nearest neighbours to determine the correctness of 
the data. The optimum result of any sensor node based upon the values sent by its four 
nearest neighbours is given by: 
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optimum result of sensor s ∑ TV distance resultTV distance                        3  

where, TVi is the trust value of sensor node i, distancei is the distance between sensor 
i and sensor s and resulti is the result sent by sensor i. 

If this optimum result differs by the result sent by sensor s then varfalse is 
incremented by 1 or else vartrue is incremented by 1. The variation factor for sensor s 
is given by: c                                                      (4) 

Based on all these factors the trust value of a node is changed. The formula for this is 
given by: new old 0.9  0.1   f k1 c k2 c k3k1 k2 k3         5  

 
Thus using this formula we get the new trust value for a sensor node depending on its 
old trust value and the three factor factors. The values of the constants k1, k2 and k3 
have been taken to be 0.2, 0.3 and 0.4 respectively. The battery of all the sensor nodes 
decreases with time and thus this factor has the least weightage. If a sensor sends 
incorrect data the value of the aggregate result could change drastically. As this 
sensor is trying to manipulate the end result it needs to be identified at the earliest 
possible moment. Thus the constant associated with variation of data, k3 is assigned 
the highest value. The sensing constant is assigned a value in between as a failure to 
report an event will not change the end result considerably. However if a node 
consistently fails to send data it could be faulty. In that case any data which it does 
send may not be accurate.  

5 Results 

In this section a set of simulations are presented to evaluate the performance of our 
framework against attacks. We have considered a network of twenty sensor nodes in 
our simulations. Of these twenty nodes four nodes are compromised. A compromised 
node may send correct or incorrect data. At times it may also send no data. Figure 3 
shows the variation of the remaining battery of an uncompromised node and a 
compromised node with time. Initially the battery of both nodes are at 100 and as the 
number of iterations increase the battery consumption of the compromised node is 
observed to be much more than that of the uncompromised one. 

Figure 4 shows the variation of the trust values of all the nodes in the network with 
time. Initially the trust values of all the nodes are 50. With the increase in time, the 
trust values of the nodes change according to the data it sends. As can be seen from 
Figure 4 the trust values for nodes numbered 8, 12, 16 and 19 decrease.  

The plots for most of the uncompromised nodes overlap each other as they always 
send correct data and their trust values increase in the same way. As it can be seen 
from the graph in Figure 4 the trust values of all of the compromised nodes decrease  
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Fig. 3. Trust value of nodes vs. number of iterations 

 

Fig. 4. Trust value of nodes vs. number of iterations 

with time. However at some iteration the values also increase. This is because these 
nodes at times send correct data to delay their detection as much as possible.The trust 
values of some uncompromised nodes can also decrease at certain iterations. This is 
due to transmission errors or failure of a sensor to sense an event due to some fault. 
These changes are more noticeable as the decrease in the trust value of a node is much 
more than an increase in the trust value. This is to ensure that a compromised node 
can be detected as soon as possible. Thus in our framework with the reputation of 
compromised nodes decreasing, such corrupted nodes can be effectively identified 
and blocked to ensure that the true aggregation results are consistent.  
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6 Conclusions 

In wireless sensor networks, compromised sensors can disrupt the integrity of data by 
intentionally sending incorrect data reports, by injecting fake data during data 
aggregation, and also by impeding the transmission of aggregated data. Since 
cryptographic solutions are not sufficient to prevent these attacks, general reputation 
based trust systems are proposed in the literature. This paper has presented a novel 
reliable data aggregation and transmission framework to provide a context-aware trust 
based security system for wireless sensor networks. A combination of context 
awareness and trust reasoning allows our system to calculate a trust value of a node 
based on the previous interactions with that node. As can be observed from the 
obtained simulation results, the framework proposed in this paper will provide a 
sound and complete security solution. It can be implemented to combat the inherent 
security weaknesses of a wireless sensor network. 
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Abstract. MANET (Mobile Ad-hoc Network) is a structureless & dynamics 
network, which consist of mobile nodes without any physical link between 
them. MANET provides some basic functions like routing, communication, 
network management and packet forwarding etc over self organized network. 
Because MANET has not a fixed topology, in which mobile nodes comes and 
leaves the network within a random period of time. It effects energy, bandwidth 
and memory computations of network. Providing trust in MANET is such a 
crucial task because it doesn’t having centralized infrastructure. In this paper, 
we survey the different trust model schemes of MANET with their unique 
features, merits and demerits. 

Keywords: MANET, Cluster based, Maturity based, PKI, ABED, CORE. 

1 Introduction 

Security is an important issue in wired network (like LAN, WAN, Ethernet etc) as 
well as in wireless network (wireless sensor network, cognitive radio network, 
MANET etc).Trust models are necessary to provide security in networks. In 
MANET trust can be defined as a level of belief according to the behavior of nodes 
(or entities, agents etc) [1].The probability value of trust varying from 0 to1, where 
0 represent DISTRUST and 1 represents TRUST [2]. According to Golybeck [3] 
trust has three basic properties: Transitivity, Asymmetry and Personalization (or 
personal opinion). 

The different existing trust based schemes in Ad-hoc network were discussed in 
this paper as shown in fig. 1. Section 2 Including Protocol based trust schemes 
(ABED, GRE, OTHER). Section 3 presents seven different System level based trust 
models, Section 4 will give the review of Cluster based trust model, section 5 covers 
Maturity based trust model. PKI based trust model comes in section 6 and conclusion 
in section 7. 
                                                           
* Corresponding author. 
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Fig. 1. Trust Based Schemes in MANET 

2 Protocol Based Trust Schemes 

2.1 ABED 

ABED is Ant Based Evidence Distribution scheme, which was purposed by Jiang & 
Baras [4]. This scheme uses the concept of swarm intelligence paradigm. In this 
scheme, mobile nodes (in MANET) communicate indirectly with other mobile nodes 
through “agents” which called “ants” in ABED. Agents found the optimal path for 
evaluating trust evidence, through the information called “Pheromones” that is 
collected by “ants”. Features of ABED: Easily adaptive to mobility, effectively work 
in structure less network. It can solve the problem of Dynamic optimization and 
combinatorial optimization. Work on Stigmergy principle. 

2.2 GRE 

Generalized Reputation Evidence (GRE) protocol based scheme is discovered by 
Buckerche & Ren [5]. The main feature of GRE is, it provide security to trusted 
community of MANET from malicious nodes because GRE scheme will not entered 
any suspicious node in trusted network. Merit of this scheme, neither attack is 
addressed on GRE model.  

2.3 Other Scheme  

Trust evidence evaluation scheme is discovered by Theodorakopoulos and Baras   [4]. 
Features: Solving path problem in directed graph. Theory of Semirings is used for 
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provide trust between nodes (where node as entities and link between two nodes as 
trust relationship) without using direct communication between them. This model is 
robust in nature in presence of Intruders. Binary variables (0 or 1) used as trust value. 
Trust is transistive according to this model. 

3 System Level Based Trust Models 

System level trust model is the combination of Individual level trust model and 
punishment or reward system. In this model, system will give punishment to those 
nodes which found as malicious or selfish in network and also give reward to those 
nodes which behave in a trustworthy way most of the time. The system level trust 
model includes “Trust evidence dissemination mechanism” [6]. 

3.1 Watchdog 

In 2000, the Watchdog trust model was discovered by [7]. Watchdog mechanism find 
out the selfish node in MANET by observing each and every function (listening next 
node’s transmission, exploiting promiscuous mode of operation etc) performed by 
mobile node. The mobile node considered as malicious node in the two cases and 
source is notified, case 1: if the packet is not forwarded by node within a certain 
period of time in network. Case 2: each node have a buffer for keeping recently sent 
packets, if overheard packet is not same as one stored in buffer.  

3.2 Pathrater 

Pathrater behaves as the Watchdog with including the feature of providing the” best 
route link (which is likely to be reliable) [7] for reliable data”. For searching the best 
route for data, node calculates the path metric according to observe the rating for 
every neighboring node which is known in MANET. This scheme provides the 
shortest path selection when reliable information is not available. If negative value 
exists in path metric, it indicates one or more malicious node in the path. 

3.3 CONFIDENT  

CONFIDENT is a system level based trust model, which purposed in 2002 by [8]. 
Nodes are extracted in this model which does not behave normally in network. 
Implementation of Cooperation of Nodes Fairness in Dynamic Network 
(CONFIDENT) required four components: 1 Monitor:-The node found abnormal 
behavior by monitoring the transmission of next node or by behavior of route 
protocol. 2 Reputation System: - If any node found suspicious node in MANET, an 
ALARM message sent to the trust manager component. 3 Trust Manager: - It 
evaluates the trust of malicious node. The malicious node refers to as trustworthy 
node, if trust manager is not capable to prove malicious behavior (exceeding threshold 
to rule out coincidences etc). 4 Path Manager: - Each node having a list that contains 
the all malicious node and this list is interchanged at random period of time between 
other nodes. 
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3.4 CORE  

Collaborative Reputation (CORE) trust scheme was founded in 2002 by [9]. CORE 
scheme differentiate the selfish node and malicious node. The nodes which not 
cooperate with other nodes in the MANET, for saving battery for its own 
communication is called “selfish node” while these nodes does not damage other 
node. The malicious node in MANET behaves abnormally and can damage other 
nodes by doing any suspicious activity. CORE purposed three different type of 
reputation: 1. Subjective Reputation: - Reputation value evaluated by giving priority 
to past observation of mobile node, rather than current one. If malicious node is found 
out then node’s subjective reputation value is changed by using WD (watchdog) 
mechanism. 2. Indirect Reputation: - This value is calculated by providing reputation 
by one node to other node. Reputation value can be updated through reply message 
that contains the list of nodes which behaved normally in context of every function. If 
any node having negative reputation value all requested by that node will be rejected 
and this node works only as service provider not as requester. For long period of time 
if this node will provide correct services to all other nodes in MANET, node can 
achieved their reputation value again. When reputation value is above then the 
threshold reputation value, that node will again works as service provider as well as 
service requester. 3. Functional Reputation: - This reputation is the combination of 
indirect and subjective reputation value. The weight combine formula is used for 
calculation of functional reputation value. 

3.5 OCEAN 

Observation Based Cooperation Enforcement in Ad-hoc Network (OCEAN) trust 
scheme was discovered in 2003 by [10]. This scheme is not allowed to exchange the 
second hand knowledge about nodes to other nodes in MANET. OCEAN model has 
five components, 1. Neighbor Watch: - It will watch the behavior of neighboring 
node. 2 Route Ranker: - It maintains the route rank list for each of the neighboring 
node. 3 Rank based routing: - This component extracts those routes which contains 
malicious node. 4 Malicious Traffic Rejection: - All suspicious traffic is removed 
from node which consider as misleading by this component. 5 Second-chance 
Mechanism: - Malicious node is removed from the faulty list after a fixed duration of 
observation inactivity and constant value assigned to the node. 

3.6 SORI 

In 2004, Secure and Objective Reputation-based Incentive (SORI) scheme was 
discovered by [11]. SORI scheme takes concept of reputation rating which based on 
packet forwarding ratio of a node. It consists of three components, 1. Neighbors 
Monitoring, This component used to collect information of neighboring node about 
the behavior of packet forwarding. 2. Reputation Propagation: - It providing 
information sharing of other nodes with its neighbor. 3. Punishment: - It includes the 
process of removing the packet from the network. This scheme can’t differentiate 
between the selfish and malicious node. 
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3.7 LARS 

 Locally Aware Reputation System (LARS) level trust model was purposed by [12] in 
2006. It provides reputation value to its entire one hop neighboring node. This value 
can be changed on direct observation of neighbor node. The Warning message will be 
generated by the evaluator node (EN) to its neighbor, if EN founds any node’s 
reputation value below to the threshold trustworthy value. 

4 Cluster Based Trust Model  

The cluster based trust model for MANET was introduced in 2008 by [13]. In this 
model, ad-hoc network divided into clusters. Important terms used in this model, 1. 
Direct trust value: - any two nodes in cluster calculate trust value between them 
according to recent transaction records. For ex.n2 and n3 takes α1 value as direct trust 
value in cluster c1. 2. Inter cluster trust value: - Cluster head collected the 
recommendation information from other nodes to compute the inter cluster trust 
value.3. Gateway: - It maintains interaction between MANET’s node with adjacent 
cluster. 4. Routing:-Two type of cluster routing is used in this model. One is Intra-
cluster routing, the routing with in a cluster. Another is Inter-cluster routing, the 
routing between two different clusters.  Zone routing protocol is used in cluster based 
model, which is combination of “Proactive” (intra-cluster routing) and "Reactive” 
(inter-cluster routing).  

(A) Direct trust Representation & Its Computation [13, 14, 15] 
From Node NJ to Ni direct trust represented as TRij

D calculation of direct trust: 

         
/ 2

TR ij m
D

t a

t a

+=
+

    tm, t ≥ 0, a > 0                                 (1) 

In case, when there is no previous interaction between mode NJ and Ni. 

t is the time transactions, tm is time success and a is a positive real number. a is 
inversely proportional to evidence in this model. 

 

(B) Intercluster Recommendation Trust Value’s Representation & Its  
      Calculation 
It is denoted as j

rTR  and calculated as: 
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        Where TRhi

D>H,  i≠j.                        (2) 

TRhi
D is aggregation weight (direct trust value of node Ni, computed by CH), TRij

D is 
direct trust recommendations information and n is the number of nodes in current 
cluster.  
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Fig. 2. Cluster Based Trust Model in MANET 
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(C) Total trust representation & computation 
It is represented as    ┌ (Ni, Nj) and computed as:  

┌ (Ni, Nj) = α TRij
D + βTRi

r
                                                    (3)  

Where α, β ≥0 and α + β = 1. TRij
D is the direct trust between nodes Ni and Nj, α is the 

impact weight of direct trust and β is the impact weight of recommendation trust. 
 
(D) Cross cluster trust 
The cross cluster trust between nodes N3 & N7 can be calculated as: 

┌ (N3, N7) =┌ (N3, N6).┌ (N6, N7)                                        (4) 

N3 node is in cluster c1 and N7 is in c2, through node N6 (gateway) both nodes are 
connected. ┌(N3, N6) is the global trust of node N6 by node N3.This trust value is 
calculated in c1 because node N3 and N6 locates in c1.┌(N6, N7) is global trust, 
which calculates in cluster c2 because node N6 and N7 comes in cluster c2. Merits of 
cluster based trust model: No need of personal or past experience of any node in 
MANET for evaluation of trust value on nodes.  Effective work in a small scale Ad-
hoc network.  Cluster head (CH) and gateways used in this model. There is no need of 
centralized infrastructure. Demerits: The performances will be degraded when cluster 
based model used in larger size MANET.     
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5 Maturity Based Trust Model 

It was disclosed in 2010 by [16], figure [4] shows Maturity based trust model. Its 
features are as follows: This trust model introduces the concept of relationship 
maturity in Ad-hoc network. Trust increases between people as times goes by, same 
concept is used in maturity based model for MANET. Every node takes direct 
recommendation value to its neighborhood node only. This value will be decreased if 
new neighbor comes in network. This model purposed the REP (recommendation 
exchange protocol) for interchanging recommendation value for their neighbors. 

(A) Calculation of recommendation value in Ad-Hoc 

8

3 10 2

6     4 6

5 N5

N5

N3 

N5

N2

N4 

 

Fig. 3. Evaluation of recommendation value 

In fig. [3], Decimal digits show how long the nodes know each other. Dotted 
arrows are used for connecting the neighboring nodes. Normal arrow indicates 
recommendation. Here N5 is neighboring node of N2, N1 & N3. Nodes N1 and N3 
send recommendation value of N5 to N2. N2 consider the recommendation value (5) 
of N3 more important than N1 because node N3 knows node N5 as longer period of 
time also N3 having more older experience to interact with N5 as compared to N1. 

(B) Maturity Based Trust Model Operation Modes 
This model defines three types of operation modes. These are as follows: (i) Simple 
Mode, in which node using trust table and REP protocol optional. Nodes operated in 
less power capacity. (ii) In Intermediate Mode, nodes are operated in medium 
capacity and takes recommendations of other nodes. (iii)Advanced Mode, nodes are 
operated in higher power capacity & developed the system with all features. REP 
protocol is used for providing interface between network (TCP/IP) and trust, learning 
plan of System. 

(C) Evaluation of Trust in Maturity Based Model 
The evaluation of trust from node a to b is denoted as Ta (b). It takes the concept of T 
a (b) evaluation from [1]. Ta (b) = (1-α) Qa (b) + α Ra (b); α ranges from 0 to 1, 
parameter in this model, that permits node to take most relevant factor. Qa(b) lies 
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from 0 to 1 and presents direct value of node a to b. Ra(b) lies between 0 to 1 and 
represents aggregate recommendation value of all other neighbors. 

Qa (b) = β Ea (b)+ (1-β) Ta (b); β lies between 0 to 1 and presents different weights 
for the factor of eq. & select best relevant at instance. Ea (b) evaluates trust value by 
classifier components and Ta (b) is the last trust value stored in trust table. 

 
                                                                                                                              (5) 

 

Where Xi (b) according to [18]. 
Xi (b) = N (Ti (b), σi (b)); Ra (b) defined as recommendation value from all nodes, 

iϵKa about node b, X(i) is the accuracy, M(i)is the relationship maturity and value in a 
trust table of node i to b. 
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(D) Working of REP in MANET 
This protocol permits the nodes to interchange recommendations value between 
neighboring nodes. REP uses 3 messages, (i) Trust request (TREQ) (ii) Trust reply 
(TREP) (iii) Trust advertisement (TA)  

Step 1 when new nodes (TN) come in network it sends TREQ message with 
IP address to each node 

            (         ) 

Step 2 now neighboring node will only sends TREP with its recommendation 
value to  

          TN (target node) (          ) 

4

6

N3

N4 

TN 

N2

N1 

 

Fig. 5. Working of REP Protocol 

Advantages: In this model no need of authentication mechanism. There is low 
vulnerability to false recommendation attack. It requires less resource consumption. 
This model is robust to slander colluding attack and tolerates up to 35% of liars.  Any 
change in behavior of node can be easily identified by this model. 

6 PKI Based Trust Model Scheme 

The PKI approach in MANET can be implemented using either distributed 
certification or self organized public key management. In distributed certification 
scheme, by using a threshold digital signature, which provides facility of renewing & 
issuing, certificates [19-21]. Demerits: Needed additional storage requirement of 
public key.  DOS attack not surely eliminated by this approach. 

The self organized approach using centralized CA (certification authority) as self 
organized scenario [22]. Each node trusts on its neighboring node and stores 
information. The certificates receive trough chain of certificates which issued by 
nodes. According to [23], it uses this approach because of these reasons. All mobile 
nodes have equal roles. It requires less maintenance overhead. Simple bootstrap 
mechanism used in this scheme. 
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In This Approach, Each Node in MANET Performs These Tasks 

Certificate Management: (i) Key generation, development of key pair (public key, 
private key) by node themselves (ii) Certificate issuance, public key with nodes 
identity binds in certificates, which issued by nodes it. (iii) Updated Certificate 
Repository, it is developed by node.  (iv) Certificate exchange, non updated repository 
constructed by interchanging the certificates with other nodes. 

Public Key verification: Searching and comparing the certificates in the chain. In 
algorithm, MPR technology used which was proposed by [23]. In MPR, the 
redundancy of messages can be decreased at local level. It search minimum number 
of nodes those required for reaching whole network, when applied recursively. For 
finding smallest number of certificates chain that is necessary to reach the node, 
algorithm: MPR Gout heuristic is used. This algorithm [23] defines re- transmission 
set for each vertex in certificate graph. Merits: Increment of certificate rate by using 
MPR technology. It reduced the length of certificate chain.  Efficient verification 
procedure and authentication needs less communication between nodes. 

7 Conclusion 

 In this paper, we surveyed existing trust schemes for mobile ad-hoc network to 
achieve the security and trustworthiness. It is concluded that, Protocol based trust 
scheme evaluate the trust through indirect communication but System level trust 
scheme is more feasible as compared to Protocol based. System level trust model uses 
concept of punishment or reward for nodes and it calculates trust value on the basis of 
direct communication. Cluster based and Maturity based model using standard eq. (1), 
(2) & (3) to find out trust value of node. Maturity based model is best as compared to 
Cluster based. In PKI based schemes, self organized scheme is more efficient than 
Distributed scheme of PKI. Some schemes like individual level trust model CRFSN, 
PTM etc, threshold cryptography, and cluster & non cluster based certification 
schemes in MANET are not covered in this paper. In future work, we plan to continue 
towards with unified trust model scheme.  
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Abstract. Service discovery requests’ messages have a vital role in sharing and 
locating resources in many of service discovery protocols. Sending more 
messages than a link can handle may cause congestion and loss of messages 
which dramatically influences the performance of these protocols. Re-send the 
lost messages result in latency and inefficiency in performing the tasks which 
user(s) require from the connected nodes.  This issue become a serious problem 
in two cases: first, when the number of clients which performs a service 
discovery request is increasing, as this result in increasing in the number of 
sent discovery messages; second, when the network resources such as 
bandwidth capacity are consumed by other applications. These two cases lead 
to network congestion and loss of messages. This paper propose an algorithm to 
improve the services discovery protocols performance by separating each 
consecutive burst of messages with a specific period of time which calculated 
regarding the available network resources. In addition, this paper explains the 
impact of increasing the number of clients and the consumed network resources 
on the proposed algorithm. 

Keywords: Dropped messages, Service discovery protocols & Network 
Utilization.  

1 Introduction 

The home network has become recognized as the forefront of the networking 
revolution, where consumer technology and Internet infrastructure intersect to change 
the way we lead our lives. A fast growing increase in the uses of home networks has 
been noticed, for example recent research from Pike Research predicts a strong 
growth in the intelligent lighting control market. Global revenue is expected to 
increase from $1.3 billion to $2.6 billion by 2016 in intelligent lights [1].  

In fact, home network would consist of everything a homeowner could imagine, 
ranging from large domestic appliances such as the fridges, microwaves, audio-visual 
equipment to the lightweight temperature and smoke sensors. In addition to mobile 
devices, smart cards, bar codes in grocery packages and little chips in clothing and 
accessories. The main goal of interconnecting the home devices together is to share 
the network services and resources, and to invoke them remotely. Many protocols 
have been proposed to achieve this purpose which is locate and invoke the services 
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and resources in network known as services discovery protocols [2]. Most of the 
service discovery protocols rely on the exchange of messages to locate remote 
services and to provide access to them. Sending too many messages into the network 
from multiple nodes at the same time, could cause congestion which will lead to 
router queue overflow and the loss of messages. Accordingly, more messages must be 
sent to discover the services in the network and this causes more latency in discovery 
process and greedy consumption of the network resources.  

This paper discusses how to avoid dropped messages during service discovery 
process in small networks which fall in (local Area Network) LAN category such as a 
networked office building, or home. In addition, it proposes an algorithm to overcome 
this significant issue, in order to make the discovery process perform smoothly and 
seamlessly. Further it explains the impact of increasing the number of clients and rate 
of consumed network resources on the proposed algorithm results. 

This paper is structured as follows. Section 2 introduces the related work which 
includes service discovery protocols and available mechanisms and algorithms that 
have been proposed to avoid or minimize the number of dropped messages. Section 3 
introduces the proposed algorithm. The simulation results are detailed in section 4. 
Finally, the conclusion and future work are given in section 5. 

2 Related Work 

We should introduce service discovery protocols and the relevant work mechanism in 
order to understand the subsequent sections. Service discovery protocols acts vital 
role in sharing and locating resources in network and many of these protocols depend 
on messaging to achieve their process. From this point of view, it is a significant to 
introduce service discovery protocols to understand the proposed algorithm properly.     

2.1 Service Discovery Protocol (UPnP) 

Service discovery protocols enable devices to discover all services in a network and 
some of them allow devices that provide services to announce their services. Each 
service discovery protocol must have two components: a client which is the 
component that has a set of requirements that form the services it needs, and a device 
which is the component that offers its service(s) and is requested by client. 
Accordingly, any node in a network may be a client, a device, or a client and device at 
same time. Service discovery protocols can be classified into two types: Registry-
based such as Jini [4][5] and Peer-to-Peer like UPnP [3]. Registry-based can be 
classified into centralized registry like Jini and distributed registry like Service 
Location Protocol (SLP) [4][6]. The Registry-based and Peer-to-Peer approaches both 
have advantages and drawbacks. For example: Registry-based is well organized and 
managed, but the registry node could cause a bottle neck problem for the entire 
network since if this node is damaged for any reason the clients are not able to access 
the required services. While in the Peer-to-Peer type all services send messages 
regularly even if there isn't a target client and this causes an unnecessary consumption 
for the networks' resources. Some protocols consider the announcement as an 
essential principle in service discovery issue such as UPnP whereas others protocols 
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do not use the announcement approach such as Bluetooth [4] [7]. A selection 
technique should be used to select the most appropriate service when the discovery 
phase results in two or more identical services. There are two selection modes: 
manual and automatic modes. In manual mode, service selection is the responsibility 
of the user entirely. This mode has drawbacks: users may not know enough about the 
services to distinguish among them and too much user involvement causes 
inconvenience. This mode is applied in all the investigated service discovery 
protocols. In automatic mode, the service discovery protocol selects the service this 
simplifies client programs. On the other hand automatic selection may not be select 
the choice that user wants. 

Each service discovery protocol has a specific features and philosophy which are 
different from other protocols. Here we will explain UPnP in more details as it is used 
in our simulated model. 

UPnP is proposed for use in home and small office environments and targets 
device and service discovery. It has the capability of automatically assigning IP 
addresses to networked devices. The components considered in UPnP are control 
points (clients) which are optional and devices (offers service(s)). Service discovery 
in UPnP is depends on the Simple Service Discovery Protocol (SSDP) [5]. SSDP was 
proposed to discover devices and services in a network easily, quickly, dynamically, 
and without any a priori knowledge. It uses HTTP over unicast and multicast UDP 
packets to define two functions: search the services of a network and announce the 
availability of services in a network. UPnP cannot scale well since it uses multicasting 
extensively (multicasting is used both for service advertisements and service requests) 
[6]. When a control point is connected to network, it starts requesting the required 
service(s) by sending multicast message over UDP transport protocol. The service(s) 
that match the required criteria responds by sending unicast message to requested 
control point. Consequently, the control point gets information about the requested 
service. On the other hand, when the device is connected to network, it starts 
announcing its service(s) regularly by sending multicast message (over UDP).  Figure 
1 shows multicast M-SEARCH format of UPnP protocol. 

 

 
 

Fig. 1. Multicast M-SEARCH format of UPnP protocol 

MX field value contains maximum wait time in seconds. Device responses should 
be delayed a random duration between 0 and this many seconds in order to balance 
load for the control point (client) when it processes responses. The devices may 
assume an MX field value less than that specified in the MX header field. In another 
words, if the MX header field specifies a field value greater than 1, the device should 

M-SEARCH * HTTP/1.1 
HOST: 239.255.255.250:1900 
MAN: "ssdp:discover" 
MX: seconds to delay response (MUST be greater than or equal to 1 and 
SHOULD be less than 5 inclusive) 
ST: search target 
USER-AGENT: OS/version UPnP/1.1 product/version 
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assume that it contained the value 1 or less. Devices must not stop responding to other 
requests while waiting the random delay before sending a response. 

2.2 Techniques and Methods 

There are a number of techniques have been proposed to avoid dropping packets such 
as the approach which suggested by Parry and Gangatharan. The principle of their 
idea is the packet size of each source should be adjusted according to the network 
bandwidth to optimize the network utilization and also to avoid packet overflow at the 
client buffer. Their approach is based on a controller which is used to trace the data 
transmission rate at the router. When the total transmission rate is higher than the 
network bandwidth, the transmission controller adjusts the packet size of the source 
nodes so that the transmission rate is equal to the network bandwidth. [8]. 

Jacobson suggested an end-to-end congestion avoidance mechanism as used in 
Transmission Control Protocol (TCP). These mechanisms have worked well on low 
bandwidth delay product networks, while with newer high-bandwidth delay networks 
they have shown to be inefficient and prone to be unstable [9]. 

Jin proposed an alternative to the end-to-end congestion avoidance mechanism, 
named Network Lion and used in Transmission Control Protocol (TCP) too.  Network 
Lion is developed as a part of a new network transmission protocol. His method uses 
a packet drop avoidance (PDA) mechanism which is based on the maximum burst 
size (MBS) theory. In addition, he uses a real-time available bandwidth algorithm. 
Network Lion does redesign the transmission control, as well as separating the pacing 
control in layer 3 and retransmission control in layer 4. [10]. 

Kevin Mills and Christopher Dabrowski [11] proposed four Algorithms for adaptive-
jitter control depending on network size, in order to minimize the dropping of messages 
from the message queues in the UPnP protocol. In fact, UPnP permits clients to include 
a jitter bound in multicast (M-Search) queries in order to limit implosion. Qualifying 
devices use the jitter bound to randomize timing of their responses. Kevin Mills and 
Christopher Dabrowski’s algorithms depend on the principle of this bound. All four of 
these algorithms are based on making each root device independently estimate the time 
it will take for all root devices to respond to each M-Search query. Each root device 
then uses its estimate to determine a time to send its own responses (if any). Each 
response message includes a value recommending how long the control-point M-Search 
task should listen for responses, so M-Search task does not need to guess an appropriate 
required maximum time for listening.  

All root devices must send and listen to Notify messages (which include a caching 
time or max-age). When all root devices receives these messages, they should build a 
map (NM) of devices and services in the network. Consequently, a root device could 
use its NM to estimate how many response messages will be sent by all root devices. 
They assume that the messages will be sent consecutively at rate R and root devices 
will send messages sequentially in the ascending order of their unique identities.  

3 The Proposed Algorithm  

The aims of the proposed algorithm are: determines the required sending queue space 
and the required time for the routers to forwards all the messages of burst mode 
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before receiving the next burst of messages. The proposed algorithm explains the 
relation between the required queue sizes and the interval separating two consecutive 
bursts of messages, to avoid dropping messages. The following rules must be applied 
to compute the sending queue size in each router or the space which required being 
available in the sending queue of each router at the sending time and calculate the best 
interval for each router. The algorithm was tested when the routers were connected in 
a decentralised configuration. 

3.1 Queue Size Algorithm 

The Algorithm which is used to calculate the size of the sending queue for each router 
is illustrated in Figure 2. The values m and n represent the number of clients and 
services that connected to Ri respectively, where i=1, 2 … No. of routers. 

 

Fig. 2. Flowchart of Queue Size Algorithm 

3.2 Best Interval Algorithm 

The best interval algorithm is explained in figure 3. In the suggested network 
topology any chosen router will divide the network into two parts, left and right. 
Equation (1) which is mentioned in figure 3, guarantees that a specific router would 
forward all the receiving messages to their destination (client) before receiving the 
next burst of messages. It can be developed and take into consideration the available 
sending queue size for the specified router, as it represents the sharing space between  
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Fig. 3. Flowchart of Best interval Algorithm 
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all the clients (receivers) connected to that router so an overlap between two or more 
consecutive burst of messages can be achieved in order to minimize the required 
interval. Note z is the number of candidate routers. 

Where,
 

         

In Formula (1) the  value is the biggest among  ,  1,2, … .    represents the time the message utilizes the link. 

: represents the number of message times during which a specific 
router doesn’t receive any service messages from nearest router(s). Here the average 
message size and average bandwidth is used. When there is a service connected 
directly to the nearest router, it would need at least two message times to reach the 
evaluated router. 

The flowchart in fiure4 shows how to calculate the Overlapped space (OS): 

 

Fig. 4. Flowchart of OS Calculation Steps 

Where ∑  is number of all services that connected to the RLarge 
and ∑  is number of all clients that connected to the and Ri. 

Equation (1) could use OS value and could be written as: 

The best interval (BI) = ∑B  + ∑  -  ∑OS . . .   (1) 

The question now, must each router in a network be evaluated in order to identify the best 
interval for entire network? And which interval would be used for the network? The 
answer is: Not all routers in a network must be evaluated instead some of them would be 
candidate to be evaluated and the longest interval will be used at the end, because, 
logically using the longest interval will avoid dropping messages at all other routers.  
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There are some conditions that help to identify which router will have the most 
impact in determining the best interval.  

3.3 Choosing Candidate Router Rules 

1- Identify the longest path between a service and a client. Then the router which 
connected to this client must be selected. 

2- Identifying the router that connected to the largest number of clients and receives 
the largest number of services from one side of the network.  

3- Identifying the router that connected to one or more clients and located nearest 
the end of the network. 

4- If the chosen router is connected to one client then the nearest router connected to 
client too must be chosen, in order to compare between two consecutive burst of 
messages reach these routers consecutively.  

 

In case that the two (or more) consecutive burst of messages were sent to the same 
client and this client is the lonely client connected to router, this means logically there 
are two (or more) receivers connected to that router and this should be taken into 
consideration in calculating the (OS) value.  

One client may satisfy more than one of the previous conditions, in other words the 
client that has longest path with a service could be the same client that connected to a 
router which receives largest number of services and this wouldn’t cause any problem.  

All the candidate routers must be evaluated and the longest interval is the best 
interval for the network which would guarantee no losing messages.  

4 Simulation Results 
The applied simulated model clarifies the influence of increasing the proportion of 
consumed network resources and the number of clients on the performing of UPnP. It 
has been compared between the algorithm and normal cases over UPnP. The network 
design includes 4 routers (R0, R1, R2, and R3) connected in decentralized manner 
where each router is connected to 3 services (S0, S1..., and S9) except R2 which 
connected to six clients (C0, C1... C5). Network parameters have been shown in table 1.  

Table 1. Network Parameters 

Parameter name Value   
Bandwidth among routers (Main links) 512Kb   
Bandwidth between routers and other nodes 
(Sub links) 

256Kb   

Delay in main and sub 0ms   
Queue Type Drop Tail   
Routing Protocol DSDV   
Message Length of discovery (Multicast) 64 bytes   
Message Length of discovery reply (Unicast) 128 bytes   
Message Length of backward traffic 100, 200, 300  bytes   
Simulation Time 100.0 seconds   



Improve Service Discovery Performance over Different Networks Utilization and Sizes    189 

 

The applied scenario is: 

1. (C0, C1... C5) send multicast messages to discover all the services in the 
network, then, 

2. All services send reply messages to the requested clients. In algorithm each 
service separates any consecutive replying messages with a specific period of 
time. While, in normal case service replies to the discovery requested 
dependently. 

3. There is a UDP background traffic (S0 with S8) and (S1 with S7), where S0, S1 
are connected to R0 and S7& S8 are connected to R3. The rate of the backward 
traffic is 0.01 and the messages size is different. 

4. In all tests the algorithm used the same interval regardless the backward traffic. 

Figures (5, 6, 7, 8, 9 and 10) explain the impact of increasing the consumption of 
network resources such as bandwidth on the performing of suggested algorithm and 
normal case over UPnP. This has been achieved by increasing the size of backward 
traffic messages. 
 

 

Fig. 5. Main link Utilization when backward
traffic is 30% 

Fig. 6. Main link Utilization when backward 
traffic is 62% 

 

Fig. 7. Main link Utilization when backward traffic is 92% 
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Fig. 8. Sub link Utilization when backward
traffic is 30% 

Fig. 9. Sub link Utilization when backward 
traffic is 62% 

 

Fig. 10. Sub link Utilization when backward traffic is 92% 

The network utilization peaks in figures (5, 7…, and 10) can be explained by their 
causes. The cause of first peak(s) which start at 10th second of simulation time is the 
clients’ discovery requests’ messages and the second peak(s) which start at 10.5th 
second of simulation time is the services replying messages. The waiting interval in 
algorithm gives more time for the routers to submit the available messages to their 
destination and this is clear in the previous figures (in second peak(s)).  

As the backward traffic increasing, the available bandwidth decreasing result in 
more time required to deliver the messages. When the messages incoming rate is 
more than the available of link capacity the messages will be dropped caused 
reduction in network utilization after it has been reached the maximum usage. This is 
attributed to the routing management mechanism too, which it could produce bursty 
losses during congestions and high delays (by dividing the sending rate into half) 
[12]. Consequently, the network utilization is reduced when it is reach the maximum 
usage. 
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Fig. 11. discovery rates for each client when 
backward traffic is 30% 

Fig. 12. Dropping rate in two when 
backward traffic is 30% 

Figure 11 and 12 represent the discovery rate and the dropping rate in algorithm 
and normal case. 

In algorithm case the discovery rate was ranging between 78% and 100%, while in 
normal case it was between 56% and 78%. There were not dropped messages in both 
algorithm and normal case in clients discovery phase, but there were dropped 
messages in services’ replying messages phase. The dropping rate in normal case was 
more than four times as dropping rate in algorithm. The algorithm guarantees 
reasonably high discovery rate for all the involved clients and less dropped messages.  
The implementations show that if the number of clients is increased to be 8 clients the 
discovery rate would be in the same range in algorithm, but it would reduce in normal 
case to be between (45% and 78%). On the other hand the number of dropped 
messages will increase in both cases, but it is relatively increasing in algorithm case. 

5 Conclusion 

The aims of the proposed algorithm is to used the maximum of the available network 
resources and achieve optimal results by avoid dropping messages and speedily in 
performing the discovery process in services discovery protocols. The results show 
the delay in sending services response messages produce smoothing and speedily in 
discovery procedure. In addition they clarify improving in discovery rate and in 
dropping rate when the algorithm is employed. Further, the increasing in the number 
of clients does not affects the performance of the suggested algorithm, but it is 
influenced by the proportion of consumed network resources and this reveal the need 
for providing additional/different parameters in the suggested algorithm to cope with 
the changing in the available network resources.  
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Abstract. Several cluster analysis techniques have been developed till the 
present to group objects having similar property or similar characteristics and 
K-means clustering is one of the most popular statistical clustering techniques 
proposed by Macqueen [12] in 1967. But this algorithm is unable to handle the 
categorical data and unable to handle uncertainty as well. But after proposing 
the rough set theory by Pawlak [15], we have an alternative way of representing 
sets whose exact boundary cannot be described due to incomplete information. 
As rough set has been widely used for knowledge representation, hence it can 
also be applied in classification and very helpful in clustering too. In real life 
data mining applications we do not have the crisp boundaries for clusters. So, in 
2007 and 2009 Parmar et al [14] and Tripathy et al [16] proposed two 
algorithms MMR and MMeR using rough set theory but these two algorithms 
have the stability problem due to multiple runs and higher time complexity. In 
this paper we are proposing a new approach of k-means algorithm using rough 
set which can handle heterogeneous data and uncertainty as well. 

Keywords: Classification, Cluster, Crisp boundaries, Heterogeneous data, 
Uncertainty. 

1 Introduction 

Cluster analysis is an important task in data mining. It is widely used in a lot of 
applications, including pattern recognition, data analysis, image processing, etc. By 
clustering, one can discover overall pattern distributions and interesting correlations 
among data attributes. Basically cluster analysis is applied on large heterogeneous 
data sets to make it into a smaller homogeneous data subsets that can be easily 
managed, separately modeled and analyzed [8]. For example, Wu et al. [18] 
developed a clustering algorithm specifically designed to handle the complexities of 
gene data that can estimate the correct number of clusters and find them. Jiang et al. 
[9] analyzed a variety of cluster techniques for complex gene expression data. Wong 
et al. [17] presented an approach used to segment tissues in a nuclear medical imaging 
method known as positron emission tomography (PET). Mathieu and Gibson [13] 
used cluster analysis as a part of a decision support tool for large-scale research and 
development planning to identify programs to participate in and to determine resource 
allocation. Finally, Haimov et al. [5] used cluster analysis to segment radar signals in 
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scanning land and marine objects. But all these algorithms are very specific. There are 
some general clustering algorithms like K-means [12], K-modes, fuzzy centroids etc. 
These algorithms suffer from problems like; they don’t work when we have large data 
sets, missing value attributes and have irregular data shapes. Also, these algorithms 
can handle only numerical attributes. However, there are other algorithms like those 
proposed by Huang et al. [8], Gibson et al. [3], Guha et al. [4], Ganti et al. [2] and 
Dempster et al. [1]. These algorithms are not designed to handle uncertainty in data, 
which is a common issue in many real life applications. Using the concept of rough 
sets two algorithms were developed in 2007 and 2009 by Parmar et al. [14] and 
Tripathy et al. [16] respectively, which can handle both uncertainty and 
heterogeneous data. The time complexity of these two methods is high due to lots of 
calculations. So, in this paper we are proposing a new algorithm using general K-
means methods and rough set theory in order to get the adaptive K-means algorithms 
using rough set which can handle hybrid data and uncertainty as well as its 
complexity is relatively low.  

1.1 Basic Methods for Handling Categorical Data 

Dempster et al. [1] presented a partition based clustering method, called the 
Expectation-Maximization (EM) algorithm. EM first randomly assigns different 
probabilities to each class or category, for each cluster. Then it successively adjusts 
the probabilities for maximizing the likelihood data those are given in the each 
cluster. After a large number of iterations, EM terminates at a locally optimal 
solution. Han et al. [6] proposed a clustering algorithm to cluster related items in a 
market database based on an association rule hyper graph. Also, we have some other 
categorical algorithms including K-modes [8] which extend the K-means algorithm. 
One advantage of K-modes algorithm is it is useful in interpreting the results [8]. 
However, these algorithms suffer from the problem of not being able to deal with 
uncertainty. 

1.2 Handling Uncertainty 

One of the first algorithms to deal with uncertainty is fuzzy K-means [11]. In this 
algorithm, each pattern or object is allowed to have membership functions to all 
clusters rather than having a distinct membership to exactly one cluster. 
Krishnapuram and Keller [10] propose a probabilistic approach to clustering in which 
the membership of a feature vector in a class has nothing to do with its membership in 
other classes and modified clustering methods are used to generate membership 
distributions. Krishnapuram et al. [11] have presented several fuzzy and probabilistic 
algorithms to detect linear and quadratic shell clusters. It may be noted that the initial 
work in handling uncertainty was based on numerical data. As they are unable to 
handle uncertainty in categorical data we cannot apply those algorithms in our real 
life applications as most of them depend on categorical data. Rough set theory has 
been used to develop clustering algorithms which handle uncertainty as well as deal 
with both categorical and numerical data [14, 16]. We shall discuss these approaches 
in the next section.  
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In real life situations, we find data with uncertainty, which may be numerical or 
categorical and so we need algorithms in order to deal such situations. Our effort in 
this paper adds one more algorithm in this direction, which is relatively faster than 
most of the other existing algorithms in this direction. 

2 Rough Sets on Information Systems 

Two of the most fruitful methods in dealing with uncertainty in data are the notion of 
Fuzzy Sets, introduced by Zadeh [19] and the notion of Rough Sets, introduced by 
Pawlak [15], which complement each other instead of being rivals. We formally 
introduce the notion of basic rough sets on information systems below. 

Let U be a universe and X is a subset of U. Let A be the set of all the attributes of 
objects in U and B is a non-empty set of A. (U, A) is called an information system.  
 

Definition 1 (Indiscernibility relation)  
Given two tuples x, y ∈ U we say that x and y are indiscernible by the set of attributes 
B in A if and only if a(x) = a(y) for every a ∈ B. This relation is an equivalence 
relation on U and decomposes into disjoint equivalence classes and is denoted by 
Ind(B). For any x ∈ U, the equivalence class of x with respect to the set of attributes in 
B is denoted by [x]Ind(B). 
 

Definition 2 (Approximation)  
For any subset B of A and a set of objects X in U, the lower approximation of X with 
respect to B and the upper approximation of X with respect to B are defined as 

 ( ){ /[ ] }Ind BX x x X= ⊆B 
 (1) 

 ( ){ /[ ] }B Ind BX x x X= ≠ ∅ 
       (2) 

Definition 3 (Roughness) 

The accuracy of estimation, is denoted by RB(X) and is defined by 

 
( )( ) 1B B BR X X X= −

 

(3) 

If RB(X) = 0, X is crisp with respect to B, in other words, X is precise with respect to 
B. If RB(X) < 1, X is rough with respect to B, That is, B is vague with respect to X. 
 
Definition 4 (Relative roughness) 
Given ai∈ A, X is a subset of objects having one specifics value α of attribute ai, 

( )
ja iX a a= and ( )

ja iX a a= refer to the lower and upper approximation of X with 

respect to {aj}, then ( )
jaR X  is defined as the roughness of X with respect to {aj}, i.e., 
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( / ) 1 ( ) ( )

j j ja i a i a iR X a X a X a⎛ ⎞= = − = =⎜ ⎟
⎝ ⎠

α α α   where ai, aj ∈A and ai ≠ aj.      (4) 

Definition 5 (Mean relative roughness)  
Let A have n attributes and ai ∈ A. X be the subset of objects having a specific value α 
of the attribute ai. Then we define the mean roughness for the equivalence class ai= α, 
denoted by MeR (ai= α) as 

1( ) ( / ) /( 1)
j

n
ji a i
j i

MeR a R X a n=
≠

⎛ ⎞= = = −⎜ ⎟
⎝ ⎠
∑α α  (5) 

Definition 6 (Relative distance)  
Given two objects P and Q of categorical data with n attributes, the relative distance 
of P and Q is denoted by RD(P, Q) and is defined as follows: 

2

1

1
( , ) ( , )

n

i i
i

RD P Q RD p q
n =

= ∑  
(6) 

Here, pi and qi are values of  P and Q respectively, under the ith attribute ai. We have,  
If cluster Cj has single object or in 0th

 iteration, then 

( , ) 0,

( , ) 1,
i i i i

i i i i

RD p q if p q

RD p q if p q

= = ⎫
⎬= ≠ ⎭

 
(7) 

Else

( , )i i i j iRD p q avg centroid of p inC number of occurences incorresponding objects inq= −  (8) 

When P and Q are numerical valued attributes, we have,  
If the cluster Cj has single object or in 0th

 iteration, then 

( , ) 0,

( , ) ,

i i i i

i i i j i i i

RD p q if p q

RD p q values of p in C values of q if p q

= = ⎫⎪
⎬= − ≠ ⎪⎭

 
(9) 

Else 

( , )RD p qi i is given by (8). 

3 Generalized K-Means Method 

K-means clustering is one of the most popular statistical techniques [7, 12]. Here we 
take, X = {x1, x2….xn}.We now present the generalized K-means method. 

 

GKM : A generalized algorithm of K-means clustering 

GKM 1 : Give initial cluster centers v1, . . . , vk. Let the cluster represented by vi be Gi  

 or G (vi). 

GKM 2 : Reallocate each object x to the nearest center vi.  
1
min ( , )j

j k
i d x v

≤ ≤
=  
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GKM 3 : After all objects are reallocated, update the cluster center. 

min ( , )
k i

i k
v

x G

v d x v
∈

= ∑  (10) 

GKM 4 : Check for the convergent criterion. If not convergent, go to GKM 2.  
End of GKM 
 
The convergence criterion of K-means is when all the centroids of each cluster 
stabilize.  

Incorporation of rough sets into K-means clustering requires the addition of the 
concept of lower and upper bounds. Calculation of the centroids of clusters from 
conventional K-Means needs to be modified to include the effects of lower as well as 
upper bounds. The modified centroid calculations for rough sets are presented in 
section 3.1. 

3.1 Adaptation of K-Means to Rough Set Theory 

As rough set needs the calculation of equivalence classes and lower and upper 
approximations, we need to calculate the upper and lower approximation of each 
cluster to update its centroid. The new centroid is as follows: 

If Avg RX (of ith
 attribute of cluster Cj) = ∅ , then 

( )
1

( 1)
#( )

1
. ( / ) /

( )
1

#( )

j

n

a i
for each distinct object j

j i

i k

For each distinct object

n
distinct objects

R X a

v C

RX
distinct objects

=
≠

−
⎧ ⎫
⎪ ⎪=⎨ ⎬
⎪ ⎪⎩ ⎭=

⎛ ⎞
⎜ ⎟
⎝ ⎠

∑ ∑

∑

α

 
(11) 

Else 

( )
1

1
. ( / ) /( 1)

#( )
( )

1 1
#( ) #( )

j

n

a i
for each distinct object j

j i

i k

For each distinct object For each distinct object

R X a n
distinct objects

v C

RX RX
distinct objects distinct objects

=
≠

⎧ ⎫
⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭=

⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪ ⎪−⎜ ⎟ ⎜ ⎟⎨ ⎬ ⎨ ⎬
⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭ ⎩

∑ ∑

∑ ∑

α

⎪

⎪⎭
(12) 

The new centroid vi of ith
 attribute of cluster CK is determined by the above equation. 

If the average of lower approximation is equal to null then the average mean 
roughness is divided by average upper approximation otherwise it is divided by 
absolute average difference of the lower and upper approximation. The mean 
roughness of attribute ai is determined by the predefined value of α with respect to all 
other attributes in the cluster. Whether the object belongs to the lower approximation 
of the cluster or upper approximation of the cluster can be checked by the formula 

If 
1 1 1 1

( ) ( , ) ( ) ( , )
1 1 1 1

n l n l
R X RDV X R X RDV Xj i j in l n lj i j i

⎧ ⎫ ⎧ ⎫⎧ ⎫ ⎧ ⎫⎛ ⎞ ⎛ ⎞⎪⎪ ⎪ ⎪ ⎪⎪ ⎪ ⎪− < −∑ ∑ ∑ ∑⎨⎨ ⎬ ⎬ ⎨⎨ ⎬ ⎬⎜ ⎟ ⎜ ⎟
= = = =⎪ ⎪ ⎪ ⎪⎝ ⎠ ⎝ ⎠⎪ ⎪ ⎪ ⎪⎩ ⎭ ⎩ ⎭⎩ ⎭ ⎩ ⎭

 (13) 
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Then, the object X belongs to the lower approximation of the corresponding cluster. 
Here, l = #(distinct objects). 
 
Else The object belongs to the upper approximation of the cluster. In case of a tie the 
object belongs to both the approximations.  

4 Proposed Algorithm 

In this section we propose our algorithm which is known as “Adaptive K-Means 
Clustering to Handle Heterogeneous Data” and is as follows: 

Procedure RBKM (U,k)  
1. Begin  
2.  Set current number of cluster CNC = k;  
3.  Set ParentNode =U;  
4.  Assign randomly selected objects to each cluster C

k
;  

5.  Label 1:  
   Reallocate each object x to the nearest cluster C

k
; 

                2

1

1

=

= ∑min ( , )
n

i
i

K RD v x
n

 

   //Updation of cluster centroids;  
6.   Update cluster();  
   //Check for the convergent criterion;  
7.   If all the newly updated centroid value ≠ previous    
   centroids value  

8.   Goto Label 1  
9. End  
 
Update cluster ()  
1. Begin 
2. For each ai∈ A (i = 1 to n, where n is the number of  
 attributes in A and j≠i)  

            Calculate ( )
ja iRough a ; 

( )1 1=
≠

⎛ ⎞= = = −⎜ ⎟
⎝ ⎠
∑( ) / /( )

j

n
ji a i
j i

MeR a R X a nα α

 3. Next  
 //Mean (MeR (ai = α)) for each α;  
4. Find the lower approximation of each ai;  
5. Make the average of lower approximation of each ai  

 for different α value;  
6. Find the upper approximation of each ai;  
7. Make the average of upper approximation of each ai  

 for different α value;  
8. If average of lower approximation = null, then 
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( )
1

1
1

1

. ( / ) /( )

( )

j

n

a i
for each distinct object j

j i

i k

For each distinct object

R X a n
total distinct objects

v C

RX
total distinct object

α
=
≠

⎧ ⎫
⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭=

⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

∑ ∑

∑
 

9. Else 

( )
1

1
1

1 1

. ( / )/( )

( )

j

n

a i
foreachdistinctobject j

ji

i k

Foreachdistinctobject Foreachdistinctobject

R X a n
totaldistinctobjects

vC

RX RX
totaldistinctobjects totaldistinctobjects

α
=
≠

⎧ ⎫
⎪ ⎪= −⎨ ⎬
⎪ ⎪⎩ ⎭=

⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪−⎜ ⎟ ⎜⎨ ⎬⎜ ⎟ ⎜⎪ ⎪⎝ ⎠ ⎝⎩ ⎭

∑ ∑

∑ ∑
⎧ ⎫⎪ ⎪

⎟⎨ ⎬⎟⎪ ⎪⎠⎩ ⎭

 

10. End 

5 Empirical Analysis 

The study data was obtained is a random dataset and has only 15 objects in it. This 
dataset has eight attributes including the object identifier as “Row”. From the rest of 
seven attributes six are categorical and the other one is numerical. We choose the total 
number of cluster as four and initially we will pick the object number 3, 7, 10 and 13 
as the initial centroids and will assign all the rest of the objects by the measure of 
relative distance 

2

1

1
( , )

n

i
i

Min RD v x
n =

⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

∑  

So, after 0th
 iteration the cluster structure will look like as follows: 

Table 1. Cluster I 

Row A1 A2 A3 A4 A5 A6 SIZE 
3 Small Yellow Soft Fuzzy Plush Positive 2 
4 Medium Blue Moderate Fuzzy Plastic Negative 3 
6 Big Green Hard Smooth Wood Positive 17 
8 Small Yellow Soft Indefinite Plastic Positive 7 
9 Big Green Hard Smooth Wood Neutral 10 

Table 2. Cluster II 

Row A1 A2 A3 A4 A5 A6 SIZE 
7 Small Yellow Hard Indefinite Metal Positive 14 
1 Big Blue Hard Indefinite Plastic Negative 4 
5 Small Yellow Soft Indefinite Plastic Neutral 21 

11 Small Yellow Soft smooth Wood Neutral 18 
14 Small Green Hard Metal Wood Neutral 7 
15 Large Yellow hard Metal Plush Negative 8 
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Table 3. Cluster III 

Row A1 A2 A3 A4 A5 A6 SIZE 
10 Medium Green Moderate Smooth Plastic Neutral 19 
2 Medium Red Moderate Smooth Wood Neutral 5 

 

Table 4. Cluster IV 

ROW A1 A2 A3 A4 A5 A6 SIZE 
13 Small Red Moderate Indefinite Wood Neutral 5 
12 Medium Red Moderate Indefinite Plastic Positive 22 

 
After this step we need to update the center of each cluster using the above 

proposed algorithm. Let us consider Table 1 for updating purpose. First we will 
calculate the mean roughness of each α (Big, Small and Medium) of attribute ai as A1 
with respect to the all other attributers and hence here total α is 3. To calculate 
roughness we need to calculate lower and upper approximations of ai for each α and 
then need to find out the average to update the cluster center. This process will 
continue for each of the attributes with respect to the other attributes. After 
calculating the average roughness we will update the each cluster by the given 
equation (12) and (13). After all the calculations we get the final four clusters which 
are as follows: 

Table 5. Final cluster I 

Row A1 A2 A3 A4 A5 A6 SIZE 
4 Medium Blue Moderate Fuzzy Plastic Negative 3 
12 Medium Red Moderate Indefinite Plastic Positive 22 
15 Large Yellow hard Metal Plush Negative 8 
7 Small Yellow Hard Indefinite Metal Positive 14 

 

Table 6. Final cluster II 

Row A1 A2 A3 A4 A5 A6 SIZE 
11 Small Yellow Soft smooth Wood Neutral 18 
14 Small Green Hard Metal Wood Neutral 7 
10 Medium Green Moderate Smooth Plastic Neutral 19 
3 Small Yellow Soft Fuzzy Plush Positive 2 
8 Small Yellow Soft Indefinite Plastic Positive 7 

 

Table 7. Final cluster III 

Row A1 A2 A3 A4 A5 A6 SIZE 
5 Small Yellow Soft Indefinite Plastic Neutral 21 

13 Small Red Moderate Indefinite Wood Neutral 5 
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Table 8. Final cluster IV 

ROW A1 A2 A3 A4 A5 A6 SIZE 
1 Big Blue Hard Indefinite Plastic Negative 4 
6 Big Green Hard Smooth Wood Positive 17 
9 Big Green Hard Smooth Wood Neutral 10 
2 Medium Red Moderate Smooth Wood Neutral 5 

 
These are the final clusters those we got after the convergence criterion. For the 

experimental purpose we have used the small data set but it can be applied to the large 
data bases also to make the heterogeneous dataset into smaller homogeneous set. 

6 Conclusions and Further Enhancement 

In this paper we described modifications of K-means algorithm based on the concept 
of lower and upper bounds. This algorithm can handle databases with missing 
attribute values, hybrid type of values and having uncertainty. We have found it as an 
efficient method from empirical analysis. But, actual implementation and testing by 
using standard databases is likely to establish its position with respect to other related 
algorithms. Further enhancement can be done by providing better measure of relative 
distance (RD) and other measures of central tendency like standard deviation instead 
mean while computing relative roughness. Hybrid techniques like combinations of 
rough and fuzzy may improve the performance of this algorithm also. 
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Abstract. Many security schemes for mobile ad-hoc network(MANET) have 
been proposed so far but none of them has been successful in combating the 
different types of attacks that a mobile ad-hoc network often faces. This paper 
is providing one way of mitigating attacks in mobile ad-hoc networks by 
authenticating the node who tries to access this network .This scheme has been 
applied by using cellular automata (CA). Our  simulation results show how  
cellular automata(CA)  is implemented for user authentication and secure 
transmission in MANET. 

Keywords: Ad hoc network, User authentication, Node capturing, Shared key 
mechanism, Cellular automata. 

1 Introduction 

Wireless ad-hoc network[2] is a decentralized wireless network which comprises of a 
large number of sensor nodes. The network is ad-hoc because it does not rely on a 
pre-existing infrastructure, such as routers in wired networks or access points in 
managed (infrastructure) wireless networks. Instead, each node participates in routing 
by forwarding data for other nodes, and so the determination of which nodes forward 
data is made dynamically based on the network connectivity. Each node has certain 
computational ability and comprises of a processor, communicational module and a 
battery supply. These nodes are small, low cost, low power and has functionalities 
such as communicate over short distances, perform data processing, sense 
environmental data, etc. 

Wireless ad-hoc network has a     wide range of applications. [3,5,15,16] It is used 
in the military field, in ecological survey, in health related cases such as human 
physiological data monitoring and many other miscellaneous applications. Most 
applications where these nodes are used are very critical and the data gathered from 
them are valuable and confidential therefore needs to be protected from outside 
attacks. There are many possible attacks that one can expect in an wireless 
environment. A subset of such threats includes Denial of Services (DoS), node 
capturing, time synchronizing attacks, injecting malicious traffic as well as routing 
threats. These outside security issues can only be handled by authenticating outside 
user /nodes. The main aim of authentication is to let sensor nodes themselves detect 
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maliciously injected or spoofed packets. But due to limited resources available in each 
node it is very challenging to apply user authentication scheme in each node. For this 
reason we propose to use cellular automata (CA) based components to implement the 
user authentication scheme in wireless ad-hoc network. 

Rest of the paper is organized as follows. We explain related work in section 2 and 
describe details of proposed security scheme in section 3,simulation results in section 4 
,analysis in section 5 and finally we present our conclusions in section 6 

2 Related Work 

There are many possible attacks which can be expected in a common channel wireless 
environment. A subset of such threats would include DoS attacks [9], node capturing 
[18], blackhole attacks [20,21],grayhole attacks[20,21],sybil attacks[22], time 
synchronization attacks [14], injecting malicious traffic  as well as routing threats 
[12],.Key pre-distribution is an important issue in WSN security. A number of 
literature is already devoted to secure distribution of keys in WSNs, include 
[6,8,10,11]. Now a days cellular automata is often used to set a defence mechanism 
for wireless sensor networks. In a wsn network the nodes are backed up with small 
memory size, low battery storage and weak processors. There are other ca based 
schemes which are proposed to develop a wsn security scheme. One of them is CAB 
which is a cellular automata based key management system that allows sensors to 
establish pair wise keys during any stage of the network operation using preloaded 
CAs. It uses simple bitwise OR and XOR. So its computation is very simple. It also 
has rekeying capabilities and achieves quasi-perfect resilience against node 
compromise. It considers a large-scale homogeneous sensor network whose nodes are 
randomly distributed over a region. There is no neighbourhood information available 
to any sensor before deployment. So a sensor discovers its neighbours and their CA 
information via local wireless broadcast after deployment. 

The broadcast feature of wireless communication allows adversaries to perform a 
variety of passive and active attacks. In passive listening mode, adversaries silently 
listen to radio transmissions in order to capture data, security credentials, or other 
relevant information. For active attacks, adversaries may insert, modify, replay, or 
delete traffic, or jam part of the network. As a result, adversaries are capable of 
performing attacks that include session hijacking and man-in-the-middle attacks. 
Adversaries equipped with powerful communication devices may access any spot of 
the network from a remote location. However, they cannot monitor the entire 
deployment region simultaneously at all times. They can gain mobility through the 
use of robotics or vehicles, and can move inside or outside the network. Also, 
adversaries can deploy their own sensors and base stations in uncontrolled wireless 
environments. Further, they are able to capture, replace, compromise, and physically 
damage existing sensors. 

Another scheme that uses CA is LISA or Lightweight Security Algorithm for wsn. 
This paper is tailored to implement resource restrained sensor node. This scheme can 
be used to get data authentication and data confidentiality both. 
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3 Proposed Security Scheme 

It is clear that ad-hoc networks are spread over a field and it is possible to capture a 
node by an adversary. That is why we need to have some authentication before any 
data communication. To employ the proposed scheme we need to have a base station 
which will take care of initialization of authentication. As there is no base station in 
an ad-hoc network thus we need to have some scheme to determine one of the nodes 
as the base station. After that CA is applied for the authentication purpose. As we 
have seen this CA mechanism shows high randomness thus it is very difficult to 
breakdown and also CA involves very little computations like bit wise XOR , AND 
operations and also storage required is not high. First phase involves choosing of a 
base station. 

Setting Up the Network 

Before setting up a  wsn  , we must  consider some key factor. As the connection is 
wireless, every node has to broadcast whatever it wants to send. In ad-hoc network 
there is no base station. But to make things easier we will select one of its nodes as 
base station .we will discuss the process of selection later on. In an ad-hoc network 
nodes can be captured or damaged frequently. So we need an efficient algorithm to 
select base stations when the current base station goes out of control. 

A node in an ad-hoc network generally means an electronic device backed up by a 
battery. So we should not put excess load on a particular node to save battery power. 
We will set up our network by following some steps : 

The first node wants to communicate becomes current base station. It gets marked 
with a serial number (for first node it is 0, it’s an unique number) and starts counting 
it’s age from 0.The base station always stores the serial number of the last node(sln) 
joined and when another node comes its serial no should be sln+1.The  age of each 
node gets incremented after a specific amount of time that amount of time  is constant 
for the entire network. Base station should keep sending an is-alive packet after a 
fixed time slot to inform the other nodes that it is alive.  

When a node wants to communicate it broadcasts a hello message. The base station 
receives it and acknowledges it and also sends its serial number. New node gets its 
new serial no and starts its age counting. 

When base station wants to shut down it broadcasts a message to inform it to other 
nodes. The base station searches for the alive node with lowest serial number and 
sends a packet to that node to let it know that it is the current base node.  

If the base station gets captured or damaged and goes off without notifying other 
nodes then other nodes stops receiving is alive packets from the base station. At this 
point base station is selected by broadcasting their  own serial numbers. 

The base station also checks continually whether any node is showing any kind of 
malicious activities or not.[1]  
 
Registration Phase. STEP 1: Base Station(BS) chooses a secret key SB. We 
consider that each node has its own identity IDi and BS distributes an secret key to 
each node computing  
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Ski=H(IDi     SB) . 
 

Whenever a node which was dead earlier has some data to send or receive it needs to 
register under BS. It sends its identity to the BS. Then BS again computes,  
 

Si= H(IDi     SB) 

 

and sends it to the node via a secure channel.   

STEP 2: Then the node broadcasts its identity to all the nodes. Each node after getting 
this message generates a Nonce Nik   corresponding to IDi  and keeps it for a definite 
time period in its memory. Then it sends Esk(Nik || IDi || IDk), IDk to the BS using 
the symmetric key cryptography. 

STEP 3: BS on receiving the messages from the nodes computes SKk  using its own 
SB. SKk= H(  IDk      SB) and then decryptes the received message. If the IDk after 
decryption matches with the received one then BS computes (N1’,N2’……Nk’) using  

(N1’,N2’……Nk’) = RCApq(N1,N2…Nk) 

Then BS sends these values to the node along with their IDk. 

STEP 4: The newly alive node receives those values and computes the nonce values 
using  

(N1,N2……Nk) = RCApq(N1’,N2’…Nk’) 

The node then generates a random Nonce N and sends Nki, ID to corresponding 
sensor with IDk encrypted with the nonce Nik. for mutual authentication. 

STEP 5: Each sensor  node after receiving decrypts to get the ID and Nki. If the  
ID matches with the corresponding Nik then node authenticates the new node. If it 
does not match then node discards the requests from that node and marks the node as 
the malicious node reports to the BS. These Nonce values are kept for a definite time 
period after that re-authentication is required. 

Shared key mechanism. At this point any node in the network has the Nonce of the 
newly alive node and as this process gets repeated for each node in the network each 
pair of node is aware of their own unique (Ni,Nj). Now in case of data transmission 
these nodes use CA rule and q th evolution on the nonce pair to generate a shared key. 
While transmitting data it encrypts using the shared key and sends own identity along 
with it . Node after receiving the message gets the nonce corresponding to the ID 
from memory. And it computes the shared key using same CA rule again this 
operation is simple and not time consuming but highly random. Any eavesdropper in 
the middle can get the identity of the sender and if also knows one of the nonce values 
cannot compute the key or cannot decrypt the message. 
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4 Simulation Results 

 

Fig. 1. Interface for entering number of nodes which will form the network 

 

Fig. 2. New node starts broadcasting 

 

Fig. 3. Node 5 produced 11010011001101010010010000001110 
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Fig. 4. Forward computation after iteration 4 

 

Fig. 5. Forward computation after iteration 8 

 

Fig. 6. Forward computation after iteration 12 

 

Fig. 7. Forward Computation after iteration 16 

 

Fig. 8. Backward computation after iteration 0 
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Fig. 9. Backward computation after iteration 4 

 

Fig. 10. Backward computation after iteration 8 

 

Fig. 11. Backward Computation after iteration 12 

 

Fig. 12. This figure shows the original nounce value and the computed nounce value. As both 
of them match authentication is successful. 
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5 Analysis 

In this scheme we have a group key authentication initially. Node is authenticated by 
several nodes. Again CA provides enough randomness thus it is really impossible for 
attackers to break the keys using dictionary methods, moreover, this is session key 
implementation so even if attackers able to crack the key, it won’t be valid for long 
enough time. This CA based calculations are very simple and hence less time 
consuming. 

The proposed security component is robust against the following attacks: 
 

Node capturing attack. If an attacker captures a few nodes; the actual information 
can not be determined. This is because of lack of all correct information from 
different nodes. In the other way, it is infeasible for an attacker to determine to 
authenticate itself not knowing nonce values of other nodes. 

 
Denial of service (DoS) attack. DoS is the most generous attack and adversary can 
disrupt the network services by draining the battery power. It is very difficult to avoid 
in the environments where, resource constrained devices like sensor nodes are 
involved. As the computational requirement in our proposed scheme is negligibly 
small at sensor nodes, attacker cannot make the node busy with computational 
intensive operations and hence the scheme avoids this form of DoS attack. 

 
Replay attack. The entries in sensor node buffer are valid for a small period of time 
and therefore, reject the replayed message. On the other hand, the session key 
established between the sensor nodes is a nonce (number used for once only a 
standard term in cryptography), so the node also be able to identify the replayed data. 

 
Sink hole or Black hole  attack. As there is an strong authentication mechanism thus 
attacks like sink hole, worm hole are not feasible. 

Eavesdropping. All the messages are being encrypted by session keys which are 
purely random and if nonce values are of 160 bits then It is impossible to break down 
the system by guessing attack. 

6 Conclusion 

In this paper we have described what an mobile ad hoc network is. After that we have 
discussed the different types of attacks that are likely to happen in a wireless ad hoc 
network. Following that we have introduced the concept of one-dimensional 
reversible 3-neighbourhood automata for securing wireless ad hoc networks from the 
previously discussed attacks. The next topic is about the analysis of the network 
securing schemes. Finally we conclude by saying that work is going on for further 
improvements in the necessary areas for a better and highly effective protection 
scheme against outside attacks and remarkable results may be anticipated. This 
proposed scheme can be further improved by introducing new mathematical concepts. 
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Abstract. Mobile computing is developing fast and one of its major services is 
location dependent information services (LDIS).The dependence of the results 
of a query on the present location of the mobile user leads to such services. The 
query is called Location Dependent Query and the resultant data is called 
Location Dependent Data (LDD).The caching scheme often used in these 
services is semantic caching where information about data is stored along with 
data in cache. In this paper, we have added a new dimension, segment 
frequency (SF) to the Semantic segment. The cache replacement policy takes 
this dimension into consideration when replacing the cache. The prediction 
algorithm Enhanced RBFNN (ERBFNN) takes the future location of neighbors 
into account. The existing FAR algorithm is modified taking into account the 
new dimension to replace items from cache. The proposed system is called 
Enhanced RBF-FAR (ERBF-FAR) algorithm. The experimental results show 
that the proposed system performs better and yields better results. 

Keywords: Mobile Computing, LDIS, LDQ, LDD, Semantic Caching, FAR, 
ERBFNN. 

1 Introduction 

The development of high speed wireless network and the increasing use of portable 
wireless devices have led to the development of mobile computing. The ability to 
move and know your \own location has given rise to services known as Location 
Dependent Information Services (LDIS).A Location Dependent Data (LDD) is the 
data whose value depends on the current location of the mobile user [1]. The queries 
used to process these kind of data is known as Location Dependent Query 
(LDQ).Location Dependent Querying is gaining increasing popularity in mobile 
computing systems. Mobile users in wireless communications face several difficulties 
like low bandwidth, frequent network disconnection, etc. So, Data caching is needed 
[2]. When the mobile user cache gets full then data items from cache has to be 
removed to accommodate new item [3]. This is known as cache replacement [4].The 
scheme that fits exactly for the purpose of Location dependent Querying is the 
Semantic caching scheme. The basic idea of semantic caching is that the information 
about the data should be stored along with the data in the cache [3]. For improved 
performances, several semantic caching models have been proposed. Whenever a new 
Location dependent query is generated, the system checks whether it can be 
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responded by the information stored in cache. If yes, then the answer is then and 
there. If no, then if the query is query is partially answerable then the only a trimmed 
part of query is sent to the server. Semantic caching this way helps to reduce the 
network load by decreasing the amount of data that is transferred over the network. 

In this paper, we study a semantic caching model. The definition of semantic 
segment that was proposed previously is enhanced to accommodate a new dimension 
Segment Frequency (Sf).This factors plays an important role when the decision has to be 
taken for which item has to be replaced in cache to accommodate a new item. We also 
study the existing cache replacement polices like Furthest Away Replacement (FAR) 
where the data item that is furthest is away from cache is removed first form cache. This 
cache replacement policy also predicts the clients future movement based on velocity. 
Another existing cache replacement policy that improves upon FAR known as RBF-
FAR is also studied which predicts the client’s future location using a RBF Network 
[11]. We then Propose a new scheme which an improvement on existing RBF-FAR 
scheme known as Enhanced RBF-FAR (ERBF-FAR).The proposed scheme improves 
upon the existing scheme where the cache replacement policy and the prediction 
architecture has been improved to provide better performance. We then simulate the 
existing system with proposed system and produce results. 

2 Literature Survey 

In this section, we first introduce the semantic caching model. This model uses the 
select and projects queries on a Database D, which has Relations R1, R2, . . . , Rn, 
i.e., D = {Ri,1 <=  i <= n} [11].An Attribute set A is also defined where A= UARi,1 
<= i <= n [11].With this, We define The term semantic segment and query. 
 
Semantic Segment. Given a database D = {Ri,1 <=  i <= n}and its attribute set A= 
UARi,1 <= i <= n , a semantic segment, S [11], is a tuple <SR,SA,SP,Sm,SC,ST>,where 
Sc= ΠSAσSp(SR), SR ε D , SA ε ASR and SP indicates the select condition that the tuple 
in S satisfy, SC represents the actual content of S. The Sm represents the MU user 
coordinate that helps to predict future location of moving objects and used to new 
replacement policy. ST is the timestamp for semantic segment. 

Query. A Query Q is a semantic segment, <QR,QA,QP,Qm,QC> [11].The Parameter ST 

is removed as this parameter is only used for taking replacement decision. The storage 
of segments in the memory is done by a technique called paging [1]. Every page has a 
segment which connects to other pages and has a variable which holds the address 
and refers to the starting first page. An index is used to structure the cache memory in 
an organized manner which maintains the semantic descriptions and storage 
information for each segment in the cache. An example structure of index can be 
shown by taking two relations: Hospital (Hno, Hname, Hx, Hy), Petrol Pump ((Pno, 
Pname, Px, Py). We assume that the mobile user gives queries at different locations 
on his way. The current location of mobile user is designated using M(x, y).we issue 
two queries Q1, Q2 respectively,  

Q1 - MU (30, 40): Show all hospitals within 25 km. 
Q2 - MU (10, 30): Show all Petrol pumps within 7 km. 
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Table 1. An Example of semantic cache index 

S SR SP Sm Sc ST 

S1 Hospital (MUx-25<=Hx<=MUx+25)^( MUy-
25<=Hy<=MUy+25) 

(30,40) 2 T1 

S2 Petrol 
Pumps 

(MUx-7<=Px<=MUx+7)^( MUy-
7<=Py<=MUy+7) 

(10,30) 5 T2 

 
Query Processing. Whenever a query is issued, we first check whether it can be 
answered by the cache. If yes, then the results are then and there. If the query can only 
be partially answered, we trim the original query by removing the presently answered 
parts and send it to the server for processing. The issue related processing query is the 
development of semantic segment. To prevent repeated data we cannot keep S and Q 
in the cache. Whenever a query is issued, if it overlaps a semantic segment in cache 
different techniques can be used to evaluate them. There no coalescing approach 
generates three disjoint parts: (Q ∩ S), (S ^ ┐Q) and (┐S ^ Q) [9].Problem with this 
approach is that it may result in a many smaller segments. Complete coalescing 
approach is better for small queries but not for replacement [5]. The “partial 
coalescence in query” technique is the best [3]. The segment is decomposed in two 
parts: the overlapped part and the no overlapped part [6]. In this paper, we use the 
“partial coalescence in query” technique [5]. 

3 Existing System 

In this section we will discuss the existing replacement policies and the existing 
prediction architecture. Furthest Away Replacement (FAR) policy is an existing 
policy which replaces the items which is furthest away from mobile client’s present 
location. It also predicts the mobile client’s future location using velocity. However, 
the FAR has its own problems which can be demonstrated by the following figure. 

 

Fig. 1. Problems with FAR 
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In the figure above, Seg1, Seg 2, Seg 3, Seg 4, are semantic segments. Seg 5 and 
Seg 6 are assuming to be future semantic segments. We assume that, the Present 
timestamp is T4 of Seg 4, and T1<T2<T3<T4. Seg 5 or Seg 6 will be the semantic 
segment accessed if a new query is issued. When FAR algorithm is used, in Seg 4, the 
result that we get should be stored in cache but the space is not enough to store the 
result. Hence we have to remove an item from cache to accommodate the new item. 
Using FAR algorithm, the future location would be Seg 5 based on current velocity of 
Seg 4. So FAR replacement policy will remove Seg 1. But, if the mobile user changes 
its direction to Seg 6 half way then the next query will be generated on Seg 6 rather 
than Seg 5.Hence the Seg 1 which was removed was useful and should not have been 
removed. This was the result of inaccurate prediction by FAR algorithm. To 
overcome the problems with FAR, A new prediction model was developed which 
used RBF-Network to predict mobile user’s future location [7]. The RBFNN is self 
learning model which takes the current location of mobile user M(x, y) using the Sm 
of Semantic segment and the timestamp St as input to the prediction architecture 
which gives the future location of mobile user Mfl(x, y).The algorithm was called 
RBF-FAR [11].it uses RBF-Network to predict future location and based on that FAR 
replacement policy is used to replace the items in cache. The prediction architecture 
can be illustrated through the figure below. 

 

Fig. 2. Prediction Architecture 

The whole description of how the RBF-FAR Replacement policy works is given by 
the following algorithm [11]. 
 

1: Algorithm RBF-FAR(C, M)  
2: { 
3: In-Direction ←NULL; 
4: Out-Direction←NULL; 
5: Call RBFNN to predicate location; 
6: Mfl= (x-predicated, y-predicated); 
7: for every segment seg in C 
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8: { 
9: if Distance(segL, MfL) ≤  Distance(segL, ML) 
10: then In-Direction ←In-Direction +{seg}; 
11: else Out-Direction ← Out-Direction +{seg}; 
12: } 
13: while ( Out-Direction != Empty ) 
14: { 
15: seg ← the segment in Out-Direction which is the furthest from M; 
16: discard seg from C; 
17: remove seg from Out-Direction; 
18: add free space; 
19: if ( free space is enough ) 
20: return (Success); 
21: } 
22: while ( In-Direction != Empty ) 
23: { 
24: seg ← the segment in In-Direction which is the furthest from M; 
25: discard seg from C; 
26: remove seg from In-Direction; 
27: add free space; 
28: if ( free space is enough ) 
29: return (Success); 
30: } 
31: return (Fail);  
32: } 

The RBF-FAR algorithm should be trained for good performance. However if the 
training data is not sufficient then the RBFNN will give a lower performance [11]. 

4 Proposed ERBF-FAR Scheme 

The existing RBF-FAR scheme needs to be trained for good performances and 
requires good amount of training data to perform well. The proposed ERBF-FAR 
scheme extends the RBF-FAR scheme for acquiring good performance. A new 
dimension Sf is added to the existing semantic segment which is used for cache 
replacement decision. The future location of the neighboring mobile users is given as 
input to the RBF-Network which improves the quality of prediction. The 
improvements in proposed scheme are discussed one by one in this section. 

Proposed Semantic Segment. Given a database D = {Ri,1<=i<=n}and its attribute 
set A= UARi,1 <=i<=n, a semantic segment, S, is a tuple <SR,SA,SP,Sm,SC,ST,SF>, 
where Sc= ΠSAσSp(SR), SR ε D , SA ε ASR and SP indicates the select condition 
that the tuple in S satisfy, SC represents the actual content of S. The Sm represents the 
MU user coordinate that helps to predict future locations of moving objects and used 
to new replacement policy. ST is the timestamp for semantic segment; Sf is the 
frequency of the semantic segment. 
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Proposed Replacement Policy. The cache replacement policy takes the newly 
proposed dimension Sf into consideration for replacing an item from cache. The Sf 
denotes number of time the semantic segment was accessed. Whenever a new query 
results are obtained then an item in the cache has to be replaced to accommodate new 
results if the cache is full. According to FAR the items that are furthest away from 
current location should be removed. However In the proposed scheme we take the 
average of value of Sf of all semantic segment called Sfavg. When the cache 
replacement decision is to be taken then we remove only the segment which has Sf 
less than Sfavg and furthest away from current location. If a data item is furthest away 
from current location but its sf is greater than or equal to average Sf then its should be 
removed from cache. The immediate next segment which is less further but has Sf less 
than Sfavg should be removed. If all the items in cache have Sf greater then sfavg then 
the item with lowest Sf value should be removed. 

 

Fig. 3. ERBF-FAR Cache Replacement Scheme 

In the above figure, a new query is issued at seg 4 and the results are obtained. We 
assume the cache is full so we need to replace an item from cache.seg 1 is the farthest 
away segment from seg 4 but it has Sf value 5 which is greater that average frequency 
4.so the next farthest segment seg 2 is removed as it has Sf less than average 
frequency. 

Prediction Architecture. The prediction architecture in the proposed system takes 
into account the future locations of neighboring mobile clients. The proposed 
prediction architecture is called Enhanced RBFNN (ERBFNN) which is an extension 
to RBFNN. The proposed prediction architecture will give improved performance. A 
new mobile user will not have any training data based on which prediction can be 
done. So training data can be taken from neighboring mobile clients who have good 
training sets and future locations can be accurately predicted. 
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Fig. 4. Proposed Prediction Architecture 

The whole description of how the ERBF-FAR Replacement policy works is given 
by the following algorithm. 
 
1: Algorithm ERBF-FAR(C, M)  
2: { 
3: In-Direction ←NULL; 
4: Out-Direction←NULL; 
5: Call ERBFNN to predicate location; 
6: Mfl= (x-predicated, y-predicated); 
7: for every segment seg in C 
8: { 
9: if Distance(segL, MfL) ≤  Distance(segL, ML) 
10: then In-Direction ←In-Direction +{seg}; 
11: else Out-Direction ← Out-Direction +{seg}; 
12: } 
13: Favgi  = average Sf of all segments in In-Direction. 
14: Favgo = average Sf of all segments in Out-Direction. 
15: while ( Out-Direction != Empty ) 
16: { 
17: seg ← the segment in Out-Direction which is 
18: the furthest from M; 
19: while ( Out-Direction != Empty ) 
20: { 
21: if(seg.Sf<Favgo) 
22: { 
23: discard seg from C; 
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24: remove seg from Out-Direction; 
25: add free space; 
26: if ( free space is enough ) 
27: return (Success); 
28: } 
29: Else 
30: { 
31: Move to next furthest segment in Out-Direction 
32: Repeat 19. 
33: } 
34: } 
35: Seg ← segment with lowest Sf in Out-Direction. 
36: Goto step 23 
37: } 
38: while ( In-Direction != Empty ) 
39: { 
40: seg ← the segment in In-Direction furthest from M; 
41: while ( In-Direction != Empty ) 
42: { 
43: if(seg.Sf<Favgi) 
44: { 
45: discard seg from C; 
46: remove seg from In-Direction; 
47: add free space; 
48: if ( free space is enough ) 
49: return (Success); 
50: } 
51: Else 
52: { 
53: Move to next furthest segment in In-Direction 
54: Repeat 41. 
55: } 
56: } 
57: Seg ← segment with lowest Sf . 
58: Goto step 45 
59: } 
60: return (Fail);  
61: } 
 

In this algorithm, if the mobile user moves in a well known location the replacement 
technique has a good performance. If user M moves to a new area, the FAR and RBF-
FAR will be low effective whereas ERBF-FAR is more effective as takes neighbors 
into consideration for future location prediction. 

5 Implementation Results 

The design of our simulation scenario consists of one server, one mobile user and a 
wireless channel between them to communicate. The mobile user issues queries and 
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the server responds to the queries by maintaining a database containing information to 
serve the mobile user. We consider that the mobile client has one of the three cache 
replacement policies i.e., FAR, RBF-FAR and ERBF-FAR. In the mobile client 
simulation scenario, we have LDQ which is generated on the basis of workload, A 
Semantic cache manager which manages the semantic cache memory and a semantic 
cache query processor which processes the queries. The system parameters are 
displayed in the following table. 

Table 2. System parameter 

Parameter Description Value 
MUProcessor Mobile user CPU speed 500(Mips) 

MUcach Mobile client cache size(KB) 512 

BW Wireless channel bandwidth 32 K 
LenPage Size of the data page(bytes) 4096 

MsgFC Fixed part protocol cost to send/receive message 10000 
MsgPB Size-dependent part protocol cost to S/R message 500 
AttrSel The attributes to be queried AX,AY 
QSel Query selection 4 sets 

 
The working design of the simulation scenario made up of three relations. One 

relation is a 1000 set and other two relations are 2000 set. We take two important 
attributes AX and AY. AX is indexed and unclustered and AY is indexed and 
clustered. We use select queries to generate LDQ’s. We use location as predicate. 
AttrSel is used to specify attributes upon which query is generated and QSel is used to 
specify the query. The queries are generated using five random sets consisting of 
1000 LDQ’s. In Each set, the starting 100 queries are used as warm-up data and the 
rest 900 queries are used as test data. The LDQ’s are well defined. The average time 
and network load is tested to show the effectiveness and efficiency of the model. 

 

Fig. 5. Average response time vs well-defined paths 
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Fig. 6. Network-load vs. well-defined paths 

The experimental results show that the semantic cache has less average response 
time than the traditional cache. The ERBF-FAR gives a good average response time 
performance than others. The network load has increased in the proposed system as 
the communication overhead has increased due to high communication with 
neighboring mobile clients for accessing their future locations. We also define LDQ’s 
where mobile user is not well defined which means that the mobile user moves to a 
new location every time which it has previously not visited. The ERBF-FAR gives a 
good performance as it incorporates the future location of neighboring mobile users 
which increases the quality of future location prediction. The proposed scheme gives 
a better average response time than other schemes and the network load is increased 
due to communication overhead. But still it’s sacrificed due good quality of 
prediction. 

 

Fig. 7. Average time of response vs. poor-defined paths 
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Fig. 8. Network-load vs. poor-defined paths 

The main characteristics of a good cache replacement policy are that it will 
maintain a high cache hit ratio to improve the system performance. The ERBF-FAR 
shows an improved performance over other cache replacement policy and gives a 
high cache hit ratio. The addition of factor Sf to the semantic segment and its 
influence on the cache replacement decision has led to the increased cache hit ratio. 
The results are shown as following. 

 

 

Fig. 9. Cache hit ratio vs. cache sizes 

Hence the ERBF-FAR shows an improved performance and high cache hit ratio 
and is twice better than RBF-FAR and thrice better than FAR. 

6 Conclusion 

In this paper, we have discussed various cache management issues for location 
dependent data. We also defined the existing semantic segment, query and semantic 
segment index. The existing cache replacement policies were also discussed. The 
FAR cache replacement policy replaces the furthest away item and uses velocity for 
prediction of future location. The RBF-FAR uses FAR policy for replacement and 
RBF-Network for prediction of future location. The Proposed ERBF-FAR scheme 
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proposes a new semantic segment which adds a new dimension Segment frequency 
(Sf) which is used for taking cache replacement decision. The prediction architecture 
is improved by adding future location of neighboring mobile users as input to the 
RBF-Network which gives an improved performance. 

However, the introduction of future location of neighboring mobile users as 
increased the network load but has improved the quality of future location prediction. 
Hence, the Experimental results shows that, ERBF-FAR shows an improved 
performance over existing policies and gives better average response time and cache 
hit ratio.  
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Abstract. Maintaining connectivity among a group of autonomous
agents exploring an area is very important, as it promotes cooperation
between the agents and also helps message exchanges which are very
critical for their mission. Creating an underlying Ad-hoc Mobile Router
Network (AMRoNet) using simple robotic routers is an approach that
facilitates communication between the agents without restricting their
movements. We address the following question in our paper: How to cre-
ate an AMRoNet with local information and with minimum number of
routers? We propose an agent-assisted router deployment algorithm for
creating AMRoNet which is a localized, distributed router placement al-
gorithm. The algorithm has a greedy deployment strategy for releasing
new routers effectively into the area and a triangular deployment strat-
egy to connect different connected components created by the agents
exploring from different base stations. Empirical analysis shows that the
agent-assisted router deployment algorithm is one of the best localized
approaches to create an AMRoNet.

Keywords: Mobile Routers, Ad-hoc Network, Robotic network, Con-
nectivity, Localized deployment.

1 Introduction

We envision a scenario with several agents which are humans or powerful robots
moving autonomously on a terrain represented by a plane. These autonomous
agents begin their exploration from one or more stationary base camp(s). We are
looking for local and distributed strategies for maintaining the connectivity of the
agents with the base station(s) and the other agents, as it promotes cooperation
between the agents and also helps message exchanges which are very critical for
their mission. These strategies must not restrict agent movements for the sake
of maintaining connectivity.

Scenarios such as urban search and rescue and exploration of an unknown ter-
rain are good examples, where we often have several exploring agents and one or
more base station(s). In urban search and rescue scenarios, due to the aftermath
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of natural or manmade disasters such as earthquakes, tsunamis, hurricanes, wars
or explosions, the fixed communication infrastructure that could support com-
munication between the agents are often destroyed. In other scenarios such as
exploration of unknown terrains, e.g. subterranea or remote planets, no such
infrastructure to support communication exist. A line of sight communication
between the agents is not possible in such complex scenarios as the distance
between the agents are often very large due to the large area to be explored.
The presence of obstacles makes it difficult even at shorter inter-agent distance.

A stable and high bandwidth communication is feasible if we employ a multi-
hop ad-hoc networking strategy for the agents. However, in such scenarios the
number of agents is often very limited. Hence the agents themselves could not
form a connected network always. Moreover, if they try to keep the network
connected, it would restrict their movements.

We propose an alternate solution to maintain connectivity of the agents, i.e.
deploy cheap router nodes that are mobile and create a network that acts as
an infrastructure to support the communication of the agents. Thus we have a
two tier network, with the agents and base stations lying at the upper layer and
the routers deployed at the lower layer. The lower layer created to facilitate the
communication between upper layer members is called Ad-hoc Mobile Router
Network (AMRoNet). This network, in addition to supporting upper layer mem-
bers’ communication, provides various services to the agents, such as location
information, topological maps and shortest path to base stations, and can also
assist the search and rescue operation of the agents. The main advantage of this
network is that the routers could relocate and maintain the connectivity in case
of failures which are very common in scenarios described above.

In this paper, we address the following question: How to create an AMRoNet
with local rules and with minimum number of routers? The remainder of this
paper is organized as follows: Section 2 introduces the scenario and notations
used in this paper. Related approaches known from the literature are discussed
in Section 3. In Section 4 we present our new algorithm for creating AMRoNet
with local information and discuss about the optimal solution. Next, in Section 5
we present a simulation based performance evaluation and analysis of the pro-
posed algorithm. Finally, Section 6 summarizes the main results of this work and
provides an outlook on possible future research.

2 Preliminaries

We have a two tier network, with the agents and base stations forming the
upper layer. The environment where the agents explore is a 2-D area denoted
as A and has n base stations. There are Na agents which are humans or robots
capable of performing tasks such as urban search and rescue. As the focus of
this paper is mainly on the AMRoNet, we do not specify the requirements of the
agents and the base stations, which vary according to the scenario considered.
The only assumption we make is that they have a wireless devices to support
communication.



Connectivity of Autonomous Agents Using Ad-Hoc Mobile Router Networks 227

Expansion module

(data processing,

communication)

camera

Base module

(power supply,

base function)

MID case

(PCB tracks,

microcontroller)

IR sensor

on chassis

battery,

motor,

incremental encoder

90mm
90mm

Fig. 1. Bebot mini-robot

The lower layer forming the AMRoNet consists of total Nr routers. The
routers denoted by R, are very simple robots compared to the agents with limited
sensing capabilities with which they avoid obstacles and perform local naviga-
tion. Routers are equipped with wireless transceivers for communication.

We assume the unit disk graph wireless model [2] for communication, where
each node (agent, router or base station) can communicate with others located
within a circle of radius rc. We also assume that the communication area of
one node πr2

c is much less than A. Hence, the agents have to send packets over
several routers to reach a particular destination (other agent or base station).

We are interested in maintaining connectivity of the agents with minimum
number of routers. Hence our objective is to find a strategy to create AMRoNet
that provides optimal coverage with respect to the total communication area.

Mini-robots such as Bebots [7], shown in figure 1 are suitable candidates for
routers. These robots are equipped with a camera with which they can assist
agents in search and rescue operations. They have an infrared sensor ring for
obstacle avoidance and wifi, zigbee and bluetooth modules for communication.

3 Related Work

Existing approaches to create AMRoNet are mostly based on mobile routers mak-
ing a chain. In [3,10] the authors present different strategies such as Manhattan-
Hopper, Hopper, Chase explorer and Go-to-The-Middle for maintaining the con-
nectivity of an explorer with a base station. In [12] depending on whether the
knowledge of the agent’s trajectory is available or not, the trajectories for the
routers are estimated.

The multi-robot spreading algorithms [6, 8, 14], though not meant for main-
taining the connectivity of agents, could also be used for AMRoNet robots. In
these algorithms, mobile robots spread out based on local rules. If the routers
also move out of the base stations pro-actively and spread in the environment,
using these algorithms they can form the AMRoNet for agents’ communication.

Maintaining the connectivity of a group of robots while rendezvous, flocking,
formation control etc. by controlling their motion pattern has been addressed
in [4], [13], [11]. However, the agents we consider move independently and cannot
be controlled for maintaining the connectivity.
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4 Ad-Hoc Mobile Robotic Networks

Existing approaches to create AMRoNet presented in Section 3, maintain con-
nectivity of the agents, if the routers move as fast as the agents. However, this
assumption is not valid in our case as the routers used to create AMRoNet are
very simple robots and their speed is usually very small compared to the speed
of the agents. The chain based approach needs routers that can move faster than
the agents [3, 10] and [12] needs twice the speed of the agent, to keep the chain
connected. Existing chain based approaches cannot support connectivity of mul-
tiple exploring agents. Hence they are not useful in our scenario. The proactive
spreading using multi-robot spreading algorithm also needs router moving as fast
as the agents to keep them connected. Using simple routers that are slower than
the agents, the multi-robot spreading algorithms based approaches work only if
the deployment phase is finished prior to the exploration of the agents. However,
in scenarios such as urban search and rescue, such pre-deployment is not feasible.

We propose a new approach called agent-assisted router deployment for AM-
RoNet creation which doesn’t need any fast moving routers or pre-deployment
phase. In agent-assisted router deployment, the agent carries the routers during
the exploration. When they are at the verge of disconnection, they release a
new router into the area. Routers move locally to maximize coverage. Such an
approach is feasible, as our robots are very small [7] and the agents can carry
several robots during their exploration.

4.1 Agent-Assisted Router Deployment Algorithm

Let the Na agents begin their exploration from n base stations. Each base station
has a unique id and one reference node which acts as a base station server for
all communication. The base station i, for all i ≤ n, is denoted as BSi and
its reference node as Ri. We set the status of Ri and the agents moving out of
BSi to i. Routers are denoted as Rij and agents as Aij , where i is their status
and j indicates their unique id. The agents explore the area based on their own
navigational algorithm. Figure 4.1 shows a schematic representation with two
base stations and two agents (one agent per base station) exploring an open
area.

Initially an agent Aij has wireless links to Ri and other agents Aik for any
k ≤ Na. As the link between Aij and Ri is initialized, Aij asks Ri about its
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Fig. 2. Schematic representation of agent-assisted router deployment in an open region



Connectivity of Autonomous Agents Using Ad-Hoc Mobile Router Networks 229

position and stores this information. If Aij is about to lose its connection to
Ri, it places a new router with its status set to i and position set to Aij ’s
current position. The new router Rik, for any k ≤ Nr, is placed very close to
the current location of Aij in the direction towards Ri. Agents use the position
information of Ri for estimating the direction. This ensures that Rik released is
always connected to Ri. Rik becomes the new reference for Aij and for all other
agents within Rik’s communication rage. During the navigation, Aij may move
inside the range of a router Rpq for any p ≤ n and q ≤ Nr that has already been
deployed. In this case Rpq becomes Aij ’s current reference. Aij asks Rpq for its
status and repeats the placement steps when it is about to lose its connection
to Rpq. If an agent has wireless links to many reference robots, any one of them
acts as the agent’s current reference. The agent releases a new router only when
it loses connection to the last reference node in its communication range. We
call this placement strategy as greedy deployment.

The greedy agent-assisted router deployment builds a graph G with the nodes
at the base stations and with routers released during agents’ exploration as its
vertices. Agents exploring from one base station form a connected component,
denoted as CC, of G. However, such CCs created from multiple base stations
are not connected. When an agent Aij enters into the range of Rpq for i 	= p
from the current reference Rik, CCi and CCp are temporarily connected. During
the navigation, if Aij loses it connection to Rik but still has connection to Rpq,
Aij does not place another router, as it has Rpq as its current reference. In this
case, Aij loses connection to its original base station BSi and CCi and CCp get
disconnected again.

To solve the disconnection problem, in such situations we adopt another de-
ployment strategy called triangular deployment. In triangular deployment, when
an agent enters into the range of Rpq for i 	= p from its current reference Rik,
it releases a new router with its status set to i and it moves to a point that
keeps Rij and Rpq connected and maximizes the local coverage. The goal point
of the new router for maximizing the local coverage can be calculated as follows:
If a is the distance between Riref and Rjref , the goal point lies at a distance
d =

√
r2
c − (a

2 )2 from the midpoint of the line joining Rij and Rpq on the same
side of the agent as shown in Figure 4.1. During the goto goal behavior, if the
new router encounters an obstacle that cannot be avoided in few steps, it stops
navigating to the goal location, as the obstacle could be too large to overcome
without disconnecting Rij and Rpq.

To optimize the number of robots used during the triangular deployment, we
propose the following strategy. The agent Aij performs the triangular placement
only when it enters into the range of the first Rpq with i 	= p and connects CCi

and CCp. Aij then disables triangular placement to all Rpk, for any k ≤ Nr. If
there are multiple agents and multiple base stations we propose two strategies
for the triangular deployment. The first one needs global communication and
the second one needs only local communication.

In the first strategy, when an agent Aij entering into the range of Rpq with
i 	= p, checks with Rpq if any other agent has already made CCi and CCp
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connected. If not, it performs a triangular deployment to connect them and
sends a message to all other agents and references that are connected to it either
directly or by multi-hop networking. All these agents and references update their
information about the connected components in G.

In the second localized strategy, the router released during the triangular de-
ployment set the references Rij , Rpq and itself as disabled for further triangular
deployment. When an agent entering into the range of Rpq from the current refer-
ence Rij with i 	= p, it checks if both Rij and Rpq has already been disabled from
triangular deployment. This ensures that CCi and CCp always get connected
and prevents redundant deployment at the locations of triangular placements.

4.2 Optimal Deployment

We can find the optimal router location of an AMRoNet from the static optimal
placement strategies used in the area coverage problems. The objective of these
problems is to place minimum number of nodes in an environment such that,
every point is optimally covered. If we look at the optimal coverage with respect
to the total sensing area, the robots could form a triangular grid as shown in
Figure 3(a). When the inter-robot distance d =

√
3.rs, where rs is the sensing ra-

dius, 100% coverage is attained with minimum number of robots. This approach
creates a connected network if rc/rs ≥ √

3.

(a) Optimal coverage (b) R-strip tile in 2D

Fig. 3. Coverage and Connectivity

We are interested in maintaining the connectivity of the agents with minimum
number of routers. Hence the optimal coverage we refer to is the coverage with
respect to the total communication area. A triangular grid with the inter-robot
distance d =

√
3.rc cannot provide 100% communication area coverage, as robots

cannot communicate when d > rc. So a coverage and connectivity (C −C) con-
straint arises and our objective is to maximize the communication area coverage
with connectivity.

If we create a triangular grid with reduced inter node distance d = rc, it is
not optimal according to the C − C constraint. What is optimal in 1-D, is an
r-strip shown at the bottom row of Figure 3(b), where d = rc. In 2-D, the lower
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Fig. 4. An example scenario with 12 agents and 4 base stations

bound on node density for optimal C − C is dOPT ≥ 0.522
r2 [9]. The optimal

solution that achieves communication coverage with 1-connectivity in 2-D is the
r-strip tile shown in the figure 3(b) [1]. It has a spatial density dSTR = 0.536

r2 [9].
The r-strip tile in 2-D is created as follows: for every integer k place a strip
horizontally such that there is one node positioned at (0, k(

√
3

2 + 1)rc) for every
even k, and one node positioned at ( rc

2 , k(
√

3
2 + 1)rc) for every odd k. Finally

place some nodes vertically in the following way. For every odd k, place two
nodes at (0, k(

√
3

2 + 1)rc ±
√

3
2 ). The purpose of this vertical strip is to connect

the horizontal strips and thus ensure connectivity between all nodes.
A more commonly used regular patterns are hexagonal grid which has dHEX =

0.77
r2 and square grid which has dSQR = 1

r2 [9]. In triangular grids, the number
of nodes in a D × D square area is 2D√

3r
.D

r ≈ 1.155D2

r2 and hence the density
dTRI = 1.155

r2 .

5 Performance Evaluation and Analysis

5.1 Simulation Setup

We evaluate the proposed agent-assisted router deployment algorithm using a
simulation based empirical analysis. We use the Player robotic interface and
Stage 2D simulator for our experiments [5]. The area considered is a 32m× 32m
square area which maps the floor plan of our institute as shown in Figure 4. In
our simulations, the agents are modeled as Pioneer2dx robots, routers as Be-
bot robots and base stations as Amigobot robots. All robots are equipped with
WiFi modules for communication. The base station robots are located at the
corner of the simulation environment and are immobile. The scenario shown in
Figure 4 has 4 base stations and 12 agents (3 per base station). The agents
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start their exploration from a point very close to the base station robots and
are initially connected to them. We have chosen a random exploration strat-
egy for the agents. They detect obstacles using their sonar sensors which have
maximum range of 2 m and avoid them using the obstacle avoidance behavior
implemented. The release of a new router by the agent is implemented by mov-
ing a router located outside the simulation environment to its placement point
by the simulator. Routers released during the triangular placement use the goto
behavior to navigate towards the goal points. They avoid collisions using their
IR sensors which have maximum range of 14 cm.

5.2 Performance of Agent-Assisted Router Deployment Algorithm

To analyze the performance of the agent-assisted router deployment algorithm,
we vary parameters such as rc and Na. Figure 5 shows the result of the algorithm,
when rc is varied from 4 to 10 in a square area of size 32m×32m. The graph plot
with label ARD shows the average number of routers (including the reference
robot in the base station) deployed to cover the entire region, when all agents
begin their exploration from one base station. Here, Na is varied from 1 to 4.
For each Na, the simulation is repeated 5 times and the agents are assigned
different start locations. So the graph plot with label ARD given in Figure 5 is
the average of 20 simulations with confidence interval at 95%.

To compare the performance of the algorithm, we calculate the number of
robots required, by the static placement strategies of the commonly used regular
patterns such as r-strip tile, hexagonal grid, square grid and triangular grid. The
estimated number of robots required to cover the area can be calculated using
the spatial density of the patterns, i.e dSTR = 0.536

r2 , dHEX = 0.77
r2 , dSQR = 1

r2

and dTRI = 1.155
r2 . Since the area is bounded, the minimum number of robots

actually required to cover the entire region is often higher than the estimated
values. This is clearly visible in the example figures Figure 6(a) and Figure 6(b),
where the estimated number of robots needed for the r-strip RSTRest is 35 and
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the hexagonal grid HEXest is 50, but the minimum required number for r-strip
tile RSTRmin is 44 and the hexagonal grid HEXmin is 55. The figures also show
that there are still uncovered areas, e.g. the location of the robots highlighted
with circles. We cannot place additional routers to cover these areas, as they
would be placed outside the specified area according to the regular placement
pattern.

(a) R-strip tile based topology (b) Hexagonal-grid based topology

Fig. 6. Static placement of regular pattern

Figure 5 also shows the plot of the minimum required values for r-strip tile
RSTRmin, hexagonal grid HEXmin, square grid SQRmin and triangular grid
TRImin in the specified square area, when rc is varied from 4 to 10. It shows
that the proposed algorithm is better than TRImin, SQRmin, and HEXmin

placement strategies. The number of robots needed by the proposed algorithm
is close to the RSTRmin values which are the actual optimal values.

5.3 Effect of Number of Agents and Base Stations

To analyze the effect of number of agents and base stations on the agent-assisted
router deployment algorithm, we now vary number of agents per base station
Napbs and the number of base stations n, for a fixed rc. Figure 7 shows the
average number of robots (including the base station robots) needed to cover
the square area of size 32m× 32m for Napbs = 1, 2 and 3, when n is varied from
1 to 4.

Increasing the number of agents without increasing n do not affect the per-
formance, as the deployments performed by the agents are based on the local
rules which are in turn based only on losing or establishing connection with
other routers and not with other agents. Hence the number of routers deployed
is independent of the number of agents. The data points for a particular n shown
in Figure 7 with different Napbs confirm this.
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Increasing the number of base stations may result in more triangular deploy-
ments. The total area covered by three robots in a triangular deployment is
usually lesser than the total area covered by them in an optimal deployment.
The largest overlap in a triangular deployment occurs when two references are
separated by a distance slightly greater than rc. However, such deployments do
not increase the number of routers considerably. Even the greedy deployment
may produce similar less optimal overlapping regions, e.g. when an agent con-
nected to two references move out of the communication radius of both references
simultaneously.

Figure 8 shows a scenario where three routers are released during the triangu-
lar deployment. Actually at most 2 routers are needed to make the four chains
connected. Such redundant deployment increases with the number of base sta-
tions. We could add more local rules to make the increase bounded, but this is
not actually needed as the agents move independently (in our experiments, they
move randomly) and the structures similar to the one shown in Figure 8 occur
very rarely. The graph plots for Napbs = 1 and Napbs = 2 depicted in Figure 7
also show that the total number deployed is more or less the same for different
base station counts.

R11

R22

R44

R33

BS1 BS4

BS3BS1

Fig. 8. Redundant router deployment during local triangular deployment
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5.4 Localized r-Strip Tile Creation Algorithm

From the evaluation of the proposed agent-assisted router deployment algorithm,
we see that it performs better than all other regular pattern based static place-
ments except the r-strip tile in 2-D. Let us now look at a localized agent-assisted
r-strip tile creation algorithm that does not restrict agent movements or causes
disconnections. A straight forward extension of the agent-assisted router deploy-
ment algorithm for r-strip creation is: Agents release routers as per the greedy
deployment strategy and the routers move to the goal points that create r-strip
tiles locally.

During this localized r-strip creation the following problems arises: The routers
released move to their goal point very slowly compared to the agent speed. If
the agents use these moving routers as their references, to prevent disconnections
they may have to release new routers before their current references reach their
goal points. Hence more routers than the static optimal r-strip tiles are needed
for this localized solution. Another problem is the presence of obstacles which
prevents the routers from reaching the ideal optimal goal point. A third problem
occurs when we have multiple base stations. The pattern created from one base
station may not be aligned with the other from another base station. This also
affects the optimality of the localized r-strip creation algorithm. These problems
are not specific to the localized r-strip tile creation algorithm. The localized al-
gorithms for creating regular patterns like hexagon, square or triangular grids
also suffers these problems. Another problem that is specific to r-strip tile cre-
ation algorithm is: Non-optimal placement of the vertical strip that is needed to
connect different horizontal r-strips. In the ideal case, it needs only one router
to connect two horizontal strips. However, if the agents move in a adversarial
manner, it needs one router per every second router in the horizontal strip.

5.5 Analysis of Agent-Assisted Router Deployment Algorithm

The localized r-strip creation without restricting agent movements or causing
disconnection is not an optimal solution due to the problems mentioned above.
Hence the actual number of robots needed for localized r-strip creation is much
more than the estimated static r-strip tile value. Figure 5 shows that the agent
assisted router deployment algorithm’s performance is quite close to the actual
static r-strip tile RSTRmin value. Hence it is one of the best localized approaches
to create an AMRoNet.

If we calculate the estimated number of robots needed for the hexagonal grid
HEXest in the specified square region for different rc values, we observe that they
are very close to the average number of routers used by the proposed algorithm.
Hence we could use the equation ARDest = 0.77

r2 ∗ A to get an approximate
estimate of the total number of routers needed to cover a given area A. This
helps the agents in making an estimate on the numbers routers they need to
carry, before beginning their exploration.

In our experiments, where we used the floor plan of our institute, we found
that the proposed algorithm performed equally well, irrespective of the obstacles
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present in the area. The presence of obstacles affects the performance of other
localized agent-assisted regular pattern creation algorithms, as they prevent the
routers from reaching the optimal goal point. Our approach even works in area
where we do not have any prior model or map of the environment. It could be
extended to make it work without any location information, where we need just
the link quality estimate provided by the WiFi devices. In such cases, the greedy
deployment strategy is performed when the link quality drops below a threshold.
Routers deployed during the triangular deployment, move in the direction where
the link quality tends to be weak, in order to maximize the coverage area.

6 Conclusion

We have presented a new localized and distributed algorithm for creating an ad-
hoc mobile router network that facilitates communication between the agents
without restricting their movements. The agent-assisted router deployment al-
gorithm has a greedy deployment strategy for releasing new routers effectively
into the area and a triangular deployment strategy for connecting different con-
nected components created by the agents exploring from different base stations.
Empirical analysis shows that the number of routers deployed by the agent-
assisted router deployment algorithm is close to the optimal static r-strip tile
values. The performance of the algorithm is not affected by the number of agents
or obstacles present in the environment. Increase in the number of base stations
did not make any noticeable performance difference either.

We plan to verify the performance of the proposed algorithm in real life sce-
narios. The performance of the algorithm with link quality estimate needs to be
validated with more quantitative results. We conclude that localized algorithms
for achieving optimal communication area coverage are worth exploring more.
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A New Approach to Stegnography 
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Abstract. Steganography hides the fact that a message is being sent. It provides 
security. In this world full of intruders, security of information is the most vital 
concern. In this paper, we present a Steganography algorithm. Our approach is 
based on hiding message in  an image file by  selecting pixels using  some 
mathematical formulation  and replacing the last few bits of the pixel. The bit 
selection is also not obvious; the selection is decided again by some calculation. 
In our algorithm we try to ensure that there is minimum amount of distortion 
from the original image. We also use a symmetric key to ensure security of the 
message. To the best of our knowledge this approach can be used to hide data in 
an image file with great security and with a very small chance of detection.  

Keywords: Steganalysis, Carrier File, Stego-Medium, Redundant bits, Payload, 
Steganographic Algorithm. 

1 Introduction 

Steganography[1]  is the art and science of writing hidden messages in such a way 
that no one, apart from the sender and intended recipient, suspects the existence of the 
message, a form of security through obscurity. Generally Steganography has been 
derived from the Greek words Stegos (covered) [1] and Grafia (writing) [1].The main 
objective of Steganography is to communicate securely in such a way that true 
message is not visible to the observer, that is the unwanted parties should not be able 
to distinguish in any sense between the covered image (image not containing any 
secret message) and stego image (modified cover image that containing secret 
message). However Steganography differs from Cryptography[6] in the sense that the 
former focuses on concealing the existence of a message while the latter focuses on 
concealing the contents of a message. However Steganography differs[7] from 
Cryptography in a sense that former hides without altering the bits while the latter 
alter the bits without hiding. There is another difference between Steganography and 
Cryptography, Steganography is the process of embedding information within other 
seemingly harmless information in such a way that no one but the intended can 
retrieve it while cryptography is the process of transforming information into other 
unintelligible such that no one but the intended recipient can able to retrieve it. 

Generally, Steganography was thrown into light by first Greek Historian Herodotus 
(485-525 B.C) [4]who shaved up the head of the messenger and then wrote the 
message into his scalp and then waited for the hair to regrow.The messenger 
apparently carrying nothing contentious, could travel freely. Arriving at his  
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destination, he shaved his head and pointed it at the recipient Steganography works as 
given below in the diagram. 

 

 

Fig. 1. Block diagram of Steganography process 

To hide a secret message in an image without changing its visible properties, the 
cover image can be altered in the “noisy” regions with many colour variations, so as 
to reduce the attention drawn towards the altered location. The most common 
methods of alteration include changing, masking, filtering and transformation of the 
bits is carried out at the least significant bit (LSB), developed by Chandramouli and 
others [2].Later came the construction of  an algorithm for detecting LSB 
steganography. There is continuous changes[5] in the cutting edge world of 
steganography and the large amount of data involved, so steganalysists have tried to 
design algorithms to improve the hiding capacity of images and lowering the 
detecting rates. 

If we use a 24-bit image, a bit from each red, green and blue component can be 
used. So for an image of 500x400 pixel image can contain a total of 1600000 bits and 
a secret message of 600000 bits (75000 bytes).But using just 3 bits out of every 24 
bits is waste of huge amount of space. So the main objective of the current work is to 
insert the message in more than one bit in each byte of the pixels of the cover image 
and still get a result similar to the LSB substitution (imperceptible to the naked eye). 
This objective is achieved by using a new steganography algorithm by hiding a large 
amount of data in bitmap images by using maximum number of bits per byte in each 
pixel. We can discuss two types of attacks to be sure that our process for embedding 
data is working efficiently. The first attack concerns to work against visual attacks,to 
make use of  the ability of  humans to unclearly discern between noise and visual 
patterns, and the second attack concerns to work against statistical attacks to make it 
much difficult to automate. 

2 Our Idea Behind Steganography 

Our main aim of this algorithm is to pass a secret message (within an image) with 
minimum distortion of the image so as to increase security and to reduce the chances 
of detection. But before going onto the main algorithm part, let us overlook some of 
the important concepts :- 
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a) Segmentation of the cover image: -We segment the image into blocks of 24 
bytes each. We use uniform segmentation [3] because it saves space and 
there is less amount of wastage in this kind of segmentation.(Fig.2). 

 

Fig. 2. Different way of segmentation of cover image 

b) Pixel Selection: - This is another layer of security in the algorithm; we 
perform almost random selection of pixels based on their colour 
component and a secret key. 

c) Bit Infection: -This is third layer of security in the algorithm; we insert 
three bits in place of a single bit but instead of adding more information 
we add more security. For a’0’ we inject ‘101’ and for ‘1’ we inject 
‘010’.Moreover if a specific pattern of bit is absent we spread these 
three bits into three different bytes. 

2.1 Description of Our Algorithm 

The present algorithm has two parts: one is the message hiding part at the receiver’s 
end and another is the message extraction part at the receiver’s end. These parts are 
developed and implemented for the following reasons stated below:- 

1. This algorithm reduces the chances of statistical detection. 
2. The algorithm must provide robustness against a variety of image    manipulation 

attacks. 
3. The stego-image must not have any distortion. 
4. The algorithm must not sacrifice security to achieve extra capacity for image 

storing. 

The first part of the algorithm is to store the message in the cover image; it is 
achieved by the following steps: 

• Accept an image from the sender, to be used as a cover image. 
• Accept a secret two digit key from the sender. 
• Embed the key in the cover image. 
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• Perform the required calculations as described in the algorithm (section 3 of 
this document). 

• Take the secret message from the sender and embed it into the cover image 
according to the procedure stated in the section 3. 

• Save the image. 

While the second part of the algorithm is retrieve the message from the received 
image. It can be achieved by following steps: 

• Accept the image received by the receiver. 
• Accept the secret key from the receiver. 
• Check whether the key entered by the receiver is the same as the encrypting 

key or not. 
• If the keys match extract the message. 

3 Algorithm 

Consider the image(I) and convert it to its corresponding binary format bin[ ]. 
1. Calculate prominent color component of I, i.e. if prominent color is  red or blue or 
green then comp=0 or 1 or 2. 
2. Calculate the most frequent color byte of the color  component (comp) ; in  max. 
3. Accept secret key and convert it into its binary format in key[ ]. 
4. Calculate the block increment value in incr , 
              incr = (Number of bytes in I) % Integer(key[ ]) 

   if  incr > 11 
   incr = incr % 11 

5. Store the pattern ‘0011001100110011’ in the image  
    for denoting the presence of a message in the image. 

   Consider bytes bi[ ], i = 1 to 8; 
   if(i % 2 = =0) 

          Replace (bi[6-7] ,11) 
              else 

              Replace (bi[6-7] ,00) 
6. For the next 8 bytes consider each byte as bk[ ],  
             vary i = 0 to 7 

  Replace (bk[7] , key[i] ) 
7. Consider the message in its binary format as message[ ] and its length in binary  
    format as len[ ]. 

  Now for the next 8 bytes consider each byte as bk[ ],  
  vary i = 0 to 7 
  Replace (bk[7] , len[i]) 

8. Now consider 8x3 byte block cover from next sets of  
bytes ,each block denoted by Ni . Repeating the set of processes based on i, 
Where  i = i +24 + (incr * 3) [incrementing and repeating till the message length 
number of times ] Considering Ni, 

  8.1    Search for the presence of max in the prominent   
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color components (comp) in Ni.  
  8.2    if max is present , replace the last bit of the first byte and the last bit of the last    
            byte of the block with 1,consider the max byte as bk[] ,          
           if(message[j] = =0) 

        Replace( bk[5-7] , 101) [type-I byte] 
        And check  the previous existence of a byte of type –II, if present then flip the  
        last bit and save it. 
       else 
        Replace( bk[5-7] , 010)  [type-II byte] 
        And check  the previous existence of a byte of type –I, if present then flip the  
        last bit and save it. 

           else if max not present, replace the last bit of the  
         first byte and the last bit of the last byte of the block with 0. 

             Find byte closest to max, say  bx[ ] 
            if(message[j] = =0) 

   Replace( bx-1[7] , 1), Replace( bx[7] , 0),  
   Replace( bx+1[7] , 1),  
else 
  Replace( bx-1[7] , 0), Replace( bx[7] , 1),  
  Replace( bx+1[7] , 0) 

    9.      Save the new image . 

 

Fig. 3. A block of the image in binary format(with max) 

3.1 Storing of Bits in an Image 

Let us consider the prominent color component being BLUE and the max = 
11111111.Following our algorithm for the above example, the max byte is searched 
and found within the block.Now the last bit of the first byte and the last bit of the last 
byte of the block is changed accordingly (Fig. 4). 
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Fig. 4. Bit substitution of the first and last byte 

Now if the message bit is 0, then we replace the 3byte of our block. (Fig. 5). 

 

Fig. 5. Substituting the last 3bits as per the bit representation format 

Now considering a situation when a block does not contain the max =11111111 
byte in its color component (blue here) in Fig. 6. 

 

Fig. 6. A block of the image in binary format(without max) 

Following our algorithm for the above example, the max byte is searched and it is 
not found within the block.Now the last bit of the first byte and the last bit of the last 
byte of the block is changed accordingly (Fig. 7). 
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Fig. 7. Bit substitution of the first and last byte 

Now if the message bit is 1, then we replace the last bit of the 12th byte of our 
block (Fig.8) with the message bit i.e. 1 and the previous byte or the 11th byte is 
transformed accordingly (Fig. 9) by replacing the last bit of the byte with 0. Moreover 
the 13th byte or the byte after the byte under consideration is modified by replacing 
the last bit of the block with 0(Fig. 10). 

 

Fig. 8. Last bit substitution of the 12th byte 

 

Fig. 9. Last bit substitution of the 11th byte 

 

Fig. 10. Last bit substitution of the 13th byte 

3.2 Retrieval of the Message 

Consider the image(I) and convert it to its corresponding binary format bin[ ]. 
1. Calculate prominent color component of I, i.e. if  prominent color is   red or blue or  
    green then comp=0 or 1 or 2. 
2. Calculate the most frequent color byte of the color  component (comp) ; in  max. 
3. Accept secret key and convert it into its binary format in key[ ]. 
4. Check  the pattern ‘0011001100110011’ in the image  
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    for denoting the presence of a message in the image.    
      Consider bytes bi[ ], i = 1 to 8; 
      Check if pattern exists considering the last two bits of the bytes all together, if  
      present then proceed  
    Else , notify the user about the image being void of any message. 
 5.For the next 8 bytes consider each byte as bk[ ],  
      vary i = 0 to 7 
      Check(bk[7] , key[i] ) 
    If found correct then proceed , else allow two more chances to the user to enter the  
      correct secret key. 
6. Calculate the block increment value in incr , 
       incr = (Number of bytes in I) % Integer(key[ ])  
    if  incr > 11 
      incr = incr % 11 
7. Extract the length of the message from the image data in the binary format in len[] ; 
    vary i = 0 to 7 
    Extract(bk[7] , len[i] ) 
 8. Now consider 8x3 byte block cover from next sets of  bytes ,each block denoted by  
     Ni repeating the set of processes based on i, 

 Where  i = i +24 + (incr * 3)[incrementing and repeating till the message length  
                                                number of times ] 
 Considering Ni , 

8.1 Check if last bit of the first byte of Ni block is ‘1’ or the last bit of the last byte is   
      ‘1’or not. If it’s ‘1’ then consider the max byte as bk[] ,    

   Search for type-I byte (last three bits of bk[] replaced by ‘101’) or  
       type –II(last three bits of bk[] replaced by ‘010’) byte in the prominent  color 
       components (comp) in Ni  
8.2  if type-I byte is present , store message[ ] bit as ‘0’ 
       Or if type-II byte present ,store message[ ] bit as ‘1’ 
       else Notify the user of the block data being tampered and Search for the byte  
       nearest to the  max byte in bx[ ] 
       Search for the two bit pattern within the last 3 bits of the byte that corresponds to  
       a message bit representation and extract the message bit accordingly. 
 8.3 If last bit of the first byte or the last bit of the last byte of Ni block is ‘0’.    
      Search for the two bit pattern within the last 3 bits of the byte that corresponds to  
       a message bit representation and extract the message bit accordingly. 
9. Display the extracted message.  

4 Results and Discussion  

Specifications of a good Steganography algorithm depend on the following : 

• Comparison between the present work and the previous work. 
• Human vision scale (to avoid visual attack), message can be embedded in a 

cover image in such a manner that it is imperceptible to the human eye(Fig. 11). 
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• Security, if the attacker gets the hint of a hidden message in the cover image, 
even then he must not be able to extract it and use it for his personal gain. 

 

Fig. 11. Comparison between Images before and after encryption 

Considering  the  above  criterions our algorithm was found to be quite satisfactory 
since as relevant from the Fig. 11, the distortion in the image after undergoing the 
data embedding is negligible and due the features like spreading the data and variable 
bit embedding, the extraction of data by an unintended receiver is also quite difficult. 

5 Future Prospects 

In our algorithm we will like to modify certain things which includes using of 
asymmetric key instead of using symmetric key during pixel selection and we will try 
to embed secret message bits in image formats other than bitmap  as well .Also we 
will try make our algorithm compatible for Video Steganography[8] and Audio 
Steganography[5] as well .Also we will try to reduce the distortion in the image when 
asymmetric keys will be used in our algorithm. 

6 Conclusion 

Steganography has its place in security. It is not intended to replace cryptography but 
supplement it. Hiding a message with Steganography method reduces the chance of a 
message being detected. However, if that message is also encrypted, if discovered, it 
must also be cracked (yet another layer of protection). In this work we have tried to 
develop a new algorithm for Steganography and the main objective of the algorithm is 
not only to hide the data but also to make sure that the data remains hidden and even 
if by some means an attacker get to know about the presence of data in the cover 
image even then he must not get the message itself. 
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Abstract. Wireless sensor networks (WSNs) consists of small nodes with con-
strained capabilities to sense, collect, and disseminate information in many 
types of applications. As sensor networks become wide-spread, security issues 
become a central concern. In this paper, we identify the Security requirements 
of key management in WSN. The secure management of the keys is one of the 
most critical elements when integrating cryptographic functions into a system. 
An outline of hybrid cryptography, one way hash and Key infection schemes 
are discussed in this paper. Along the way we analyze the advantages and dis-
advantages of current secure schemes. Finally, we aim to provide efficient key 
management operations for secure communications in WSN. 

Keywords: Security, Key management, Wireless Sensor Networks. 

1 Inroduction 

Sensors are inexpensive, low-power devices which have limited resources [1]-[2]. 
They are small in size, and have wireless Communication capability within short dis-
tances. A sensor node typically contains a power unit, a sensing unit, a processing 
unit, a storage unit, and a wireless transmitter / receiver. A wireless sensor network 
(WSN) is composed of large number of sensor nodes with limited power, computa-
tion, storage and communication capabilities. In recent years, major advances have 
been made in the development of low-power micro sensor nodes. The emergence of 
such sensor nodes has allowed practitioners to envision networking a large set of 
nodes scattered over a wide area of interest into a wireless sensor networks (WSNs) 
[1] for Large-scale event monitoring and data collection and filtering. So when WSNs 
are deployed in a hostile management plays a central role in data encryption and au-
thentication. The prime problem in key management is to establish the secure keys 
between the sensor nodes. This problem is known as the key agreement problem. 

Key agreement protocol of WSNs includes three types in the existing schemes: 
trusted server, public key, and key predistribution. 
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1) Third Party Trusted Server protocols depend on a trusted server (also called a 
base station) for key agreement between the sensor nodes. 

2) Public-key Cryptography requires a public-key infrastructure that would im-
pose additional computational costs as well as increased storage requirements. How-
ever, the limited computational and communication resources of nodes make it infeas-
ible to use public-key protocols in WSN. 

3) Key pre-distribution: The third strategy to establish the   secret keys is key 
predistribution, where keys are distributed to all sensor nodes prior to deployment. 
Such schemes are proved to be most appropriate for WSNs 

2 Key Management 

The Sensor nodes cannot practically use a third party trusted server because of the 
high communication cost and deployment cost. The Public Key protocols involve 
high computation cost. Hence the Symmetric Key Cryptography involving is consi-
dered to be the better method of cryptography system in WSN. Sensor network dy-
namic structure, easy node compromise and self organization property increase the 
difficulty of key management and bring a broad research issues in this area. Due to 
the importance and difficulty of key management in WSNs, there are a large number 
of approaches focused on this area. Based on the main technique that these proposals 
used or the special structure of WSNs, we classify the current proposals as key pre-
distribution schemes, hybrid cryptography schemes, one way hash schemes, key in-
fection schemes, and key management in hierarchy networks, though some schemes 
combine several techniques. 

 

A. KEY PRE-DISTRIBUTION SCHEMES 
In the key predistribution schemes, sensor nodes store some initial keys before they 
are deployed. After deployed, the sensor nodes can use the initial keys to setup secure 
communication. This method can ease key management especially for sensor nodes 
that have limited resource. 

Two types of key predistribution schemes suited for WSNs have been developed: 
random key predistribution and deterministic key predistribution. 

1) Random Key Predistribution 
According to this scheme, each sensor node receives a different random subset of 
keys from a large key pool as the node’s key ring before deployment and then stores 
the key ring in its memory [3]-[5]. After sensor nodes have been deployed in the des-
ignated area, secure direct communication between two nodes requires that they share 
at least one common key. 

2) Deterministic Key Predistribution 
Combinatorial designs [6]-[9] are applied to key predistribution. They presented two 
classes of combinatorial designs. The combinatorial designs are associated with the 
distinct key identifiers and nodes, respectively. Though the probability of key estab-
lishment has been increased, this scheme is limited in network resiliency and network 
size. 
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B.HYBRID CRYPTOGRAPHY SCHEMES 
Though most framework use one type of cryptography, there still exist some schemes 
that use both asymmetric-key and symmetric-key cryptographs. For example, a hybrid 
scheme proposed by Huang[11], balances public key cryptography computations in 
the base station side and symmetric key cryptography computation in sensors side in 
order to obtain adorable system performance and facilitate key management. On one 
hand, they reduce the computation intensive elliptic curve scalar multiplication of a 
random point at the sensor side, and use symmetric key cryptographic operations 
instead On the other hand; it authenticates the two identities based on elliptic curve 
implicit certificates, solving the key distribution and storage problems, which are 
typical bottlenecks in pure symmetric-key based protocols. 

 
C. ONE WAY HASH SCHEMES 
To ease key management, many approaches use the one-way key method that comes 
from one-way hash function technique. For example, Zachary[12] propose a group 
security mechanism based on one-way accumulators that utilizes a pre-deployment 
process, quasicommutative property of one-way accumulators and broadcast commu-
nication to maintain the secrecy of the group membership. Another group security 
mechanism proposed by Dutta, also use one-way function to ease group node joining 
or revocation. Their scheme has self-healing feature, a good property that makes the 
qualified users recover lost session keys over a lossy mobile network on their own 
from the broadcast packets and some private information, without requesting addi-
tional transmission from the group manager. The one-way hash function can also 
adapt to conduct public key authentication. To ease the joining and revocation issues 
of membership in broadcast or group encryption, many approaches use predistribution 
and/or a local collaboration technique. 

 
D.KEY INFECTION SCHEME 
Contrary to most of key management using pre-loaded initial keys, Anderson[13], 
propose a key infection mechanism. In a key infection scheme, different from key 
pre-distribution schemes, no predistribution key is stored in sensor nodes. This type of 
schemes establishes secure link keys by broadcasting plaintext information first. This 
type of schemes is not secure essentially. However, Anderson, show that their key 
infection scheme is still secure enough for non- critical commodity sensor networks 
after identifying a more realistic attacker model that is applicable to these sensor net-
works. Their protocol is based on the assumption that the number of adversary devic-
es in the network at the time of key establishment is very small. 

 
E. KEY MANAGEMENT IN HIERARCHY NETWORKS 
In this type of key management, some use the physical hierarchical structure of net-
works, while others implement their hierarchy key management logically in physical 
flat structure sensor networks[14], which only include a base station and sensors. For 
example, LKHW (Logical Key Hierarchy for Wireless sensor networks), proposed by 
Pietro [16]-[18], integrates directed diffusion and LKH (Logical Key Hierarchy) 
where keys are logically distributed in a tree rooted at the key distribution center 
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(KDC). A key distribution center maintains a key tree that will be used for group key 
updates and distribution, and every sensor only stores its keys on its key path, i.e. the 
path from the leaf node up to the root. In order to efficiently achieve confidential and 
authentication, they apply LKHW: directed diffusion sources are treated as multicast 
group members, whereas the sink is treated as the KDC. 

3 Conclusion 

Thus, we provide features of various key management schemes for establishing se-
cure communication in a wireless sensor network .Security can be accomplished by 
adapting the type of Key Management based on the environment of WSN. In this 
paper, efficient cryptographic techniques have been proposed which ensures confi-
dentiality, authenticity, availability and integrity of wireless sensor network that are 
deployed in hostile environment. Since key management plays a major role in encryp-
tion and authentication various schemes have been summarized by us. We have  
presented a nearly comprehensive survey of security researches in wireless sensor 
networks.  
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Abstract. We present the design and development of a new multicast routing 
protocol, referred to as the Multicast Link Distance Ratio (MLDR) routing 
protocol, which yields stable trees with longer lifetime and without incurring 
any substantial increase in the number of edges and the hop count per source-
receiver path. The proposed multicast protocol is based on the idea of assigning 
each link a weight, called the Link Distance Ratio (LDR), corresponding to the 
ratio of the actual physical Euclidean distance between the constituent nodes of 
the link to that of the maximum transmission range per node. The multicast tree 
construction procedure of MLDR focuses on discovering source-receiver paths 
that have the lowest sum of the LDR values of the constituent links. An 
aggregate of all such source-receiver paths yields the MLDR multicast tree. The 
lifetime of MLDR multicast trees is 25% - 63% longer than that of the well-
known minimum hop based Multicast Ad hoc On demand Distance Vector 
(MAODV) routing protocol and at the same time the number of edges per tree 
and hop count per source-receiver path are slightly larger than that of MAODV, 
by factors of 11% and 8% respectively. 

Keywords: Multicasting, Routing Protocol, Link Distance Ratio, Simulation, 
Stability, Mobile Ad hoc Networks 

1 Introduction 

A Mobile Ad hoc Network (MANET) refers to wireless networks whose topology 
dynamically changes with time owing to node mobility, bandwidth and energy 
constraints. MANETs are deployed for military, mission-critical, disaster-relief and 
emergency management applications. One characteristic nature of all of these 
applications is one-to-many communication, referred to as multicast, between the 
participating nodes. Multicasting can be more formally defined as the communication 
between a source node and a set of receiver nodes, the latter constituting what is 
called a multicast group. The source node need not be a member of the multicast 
group, as is the case in this paper. MANET multicasting is done via a tree or a mesh, 
determined in an on-demand fashion (i.e., only when a source node has data to be sent 
to the receiver nodes of the multicast group) through a global broadcast query-reply 
cycle, often called flooding. A multicast tree connects the source node to all of the 
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receiver nodes of the group such that there is exactly one path between the source 
node and each of the receiver nodes; some receiver nodes could also end up serving as 
intermediate nodes of the multicast tree. A multicast mesh connects the source node 
to the receiver nodes such that there are often more than one source-receiver paths. A 
multicast mesh is typically an extended multicast tree wherein all the links that exist 
among the tree nodes are considered to be part of the mesh.  

Multicast trees are considered more efficient with respect to link usage, bandwidth 
and energy consumption as only one copy of the data packet reaches each receiver 
node of the multicast group and there are no redundant transmissions, unlike meshes. 
However, a multicast tree is considered broken even if one of the constituent links of 
the tree is broken. Frequently reconfiguring a communication structure using flooding 
is an expensive operation in MANETs, owing to their resource constraints. The 
advantage with meshes is that they are more robust to link failures and provide 
prolonged connectivity between the source node and the receiver nodes without 
requiring to be frequently rediscovered. But, there will be redundant transmissions of 
data packets through more than one path from the source to each receiver node. 

The motivation for this research is to determine stable multicast trees that exist for 
a relatively longer time so that the number of tree discoveries in the network can be 
minimized and at the same time the link efficiency advantage with trees is retained. 
Multicast trees have been traditionally determined to be minimum-hop trees 
connecting the source node with each of the receiver nodes through minimum hop 
paths. When we analyze for the critical factors that trigger link failures (leading to 
tree failures) in such minimum hop-based multicast trees, the edge effect [6] has been 
observed to be a significant factor. In order to connect the source and receiver nodes 
with the minimum number of hops, the number of intermediate nodes added to the 
source-receiver path is as minimal as possible; however, this leads to a longer 
physical distance between the constituent end nodes of the links. As a result, for any 
given link on a minimum-hop path, the probability that the two end nodes of the link 
would move away from the transmission range of each other at any time is quite high. 
To counter the edge effect problem, it would be more prudent to construct the source-
receiver paths by including those links whose constituent end nodes are not close to 
the boundary of the transmission range of each other. Accordingly, we define the Link 
Distance Ratio as the ratio of the physical Euclidean distance separating the two end 
nodes of a link and the transmission range of the nodes. Smaller the LDR value, we 
conjecture the link will be more stable. Likewise, a path with the minimum sum of the 
LDR values of the constituent links is likely to be more stable than minimum hop 
paths. This forms the hypothesis of our paper and our hypothesis has been proven to 
be correct through extensive simulation analysis. 

The rest of the paper is organized as follows: Section 2 discusses related work. 
Section 3 describes in detail, the working of the proposed LDR-based stable multicast 
routing protocol (MLDR), including the packet structures and the sequence of 
different phases of tree construction and maintenance. Section 4 describes the 
simulation environment and presents the simulation results obtained when the MLDR 
is implemented and run in the ns-2 simulator [7]. We also compare the performance 
of MLDR with the well-known minimum-hop based Multicast Ad hoc On-demand 
Distance Vector (MAODV) routing protocol [9]. Section 5 concludes the paper and 
also outlines future work planned for extending our research on MLDR. 
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2 Related Work 

In this section, we discuss related work in the literature on signal strength based 
routing in conjunction with stable path routing. The Signal Stability-based Adaptive 
(SSA) unicast routing protocol [1] characterizes the MANET links into two classes: 
strong and weak links. Nodes are required to periodically exchange beacons in the 
neighborhood. The network operates with two thresholds for signal strength: 
threshold for strong links Pth

strong and threshold for signal reception Pth
rec, with Pth

strong 
> Pth

rec. If the strength of beacon signal received from a neighbor node exceeds 
Pth

strong, then a node categorizes the link with the neighbor as a strong link. If the 
strength of the beacon is below Pth

strong; but above Pth
rec, the link is characterized as a 

weak link. SSA attempts to discover a stable route comprising only of strong links 
and if not successful, determines a route considering all the links in the network. 

The Route-lifetime Assessment Based Routing (RABR) unicast protocol [2] works 
by computing a metric called “link affinity” for each link based on the average change 
in the signal strength of the beacons received within a time window during the recent 
past. If the average change in the signal strength is positive, then the nodes are 
assumed to be approaching each other and the affinity of the link is assigned to a high 
value (theoretically, ∞). If the average change in the signal strength is negative, then 
the affinity value of the link is the ratio computed by dividing the difference between 
the minimum threshold for the signal strength required for a link between two nodes 
to exist and the signal strength of the most recently received beacon with the average 
change in the signal strength. The affinity value for a path is the minimum of the 
affinity values of its constituent links.  

In [5], the authors propose a signal strength-estimate driven stable path routing 
protocol wherein the estimated signal strength of the Route Request (RREQ) packets 
is recorded in the RREQ packets itself at each forwarding node. The estimated signal 
strength of a path is the minimum of the estimated signal strength of the constituent 
links on the path as included by the forwarding nodes. The destination chooses the 
path with the largest estimated signal strength and sends back a Route Reply (RREP) 
packet on the chosen path. A similar Min-Max approach for stable path routing based 
on the predicted link expiration time (LET) has been proposed in [3] and [4]. 

3 Design of the Multicast Link Distance Ratio (LDR)-Based 
Routing Protocol 

The objective of the multicast link distance ratio (MLDR) based routing protocol for 
MANETs is to determine stable multicast trees that have a longer lifetime and at the 
same time incur a minimal increase in the number of edges per tree and hop count per 
source-receiver paths as part of the tree. The key assumptions behind the design and 
working of MLDR are as follows: (i) MLDR assumes the network is homogeneous in 
nature and that all nodes operate with an identical and fixed transmission range; (ii) 
MLDR requires nodes to periodically exchange beacons in the neighborhood so that a 
node can estimate the distance between itself and each of its neighbors by measuring 
the strength of the signal received from the neighbor. The signal propagation model 
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used is the “two-ray ground reflection” model [8]; (iii) The Link Distance Ratio 
(LDR) is computed as the distance between a node and its neighbor node divided by 
the transmission range of the nodes. At any moment, every node maintains a LDR-
table comprising of estimates of the LDR values to each neighbor node based on the 
latest beacons received from the node; (iv) The LDR of a path is sum of the LDR 
values of the constituent links of the path and (v) An aggregate of all the paths, with 
the least sum of the LDR values, connecting a source node to the receiver nodes leads 
to the desired stable multicast tree. 

3.1 Propagation of the Multicast Tree Request (MTREQ) Messages 

When a source node has data to send to the multicast group and is not aware of the 
next hop downstream nodes that are part of the multicast tree, the source node 
broadcasts a Multicast Tree Request (MTREQ) message to all of its neighbors as an 
attempt to reach out to the receiver nodes of the multicast group. The structure of the 
MTREQ message is shown in Figure 1. The sequence number field is used to avoid 
any loops in the broadcast of the MTREQ message and is a monotonically increasing 
quantity, incremented by 1, for every MTREQ message originating from the 
particular source node. The Route Record field stores the IDs of nodes through which 
the message has propagated, starting from the source node. The Link Distance Ratio 
field stores the cumulative value (sum of the LDR values) of the constituent links 
through which the MTREQ has propagated, starting from the source node. The source 
node initializes the LDR value in the MTREQ message to zero and inserts its own ID 
in the Route Record field. When an intermediate node receives a MTREQ message of 
a particular broadcast tree construction process (identified using a combination of the 
Source Node ID and the Sequence Number fields) for the first time, the intermediate 
node updates the LDR value in the MTREQ by adding to it the LDR value of its link 
to the upstream neighbor node from which the message was received. The 
intermediate node then inserts its node ID to the Route Record field and the MTREQ 
message is further broadcast to all the neighbor nodes. When an intermediate node 
receives a MTREQ message that it has already seen, the message is dropped. 

 

 

Fig. 1. Structure of the Multicast Tree Request (MTREQ) Message 

3.2 Route Selection and Propagation of Multicast Tree Reply (MTREP) 
Messages 

When a member node (of the multicast group) receives a MTREQ message for a 
particular broadcast multicast tree construction process, the node updates the LDR 
value in the message by adding to it the LDR value of the link to the upstream node 
from which the message was received. After waiting for a certain amount of time to 
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receive the MTREQ messages from one or more paths, the node selects the MTREQ 
message that has the minimum LDR value. The receiver node then generates a 
Multicast Tree Reply (MTREP) message (shown in Figure 2) that propagates on the 
reverse path of the sequence of node IDs listed in the Route Record field of the 
chosen MTREQ message. The MTREP message propagates from the receiver 
member node to the source node of the multicast process. 

 

 

Fig. 2. Structure of the Multicast Tree Reply (MTREP) Message 

When the MTREP message reaches an intermediate node, the intermediate node 
checks whether it has an entry for the <Source Node ID, Multicast Group Address> in 
its multicast routing table, which is an ordered entry of <key, value> pairs, where the 
<key> is the tuple <Source Node ID, Multicast Group Address, MTREP Sequence 
Number> and the <value> is the tuple <Upstream Node, List of Downstream Nodes>. 
The structure of the multicast routing table maintained at an intermediate node is 
shown in Figure 3. The Upstream Node and the List of Downstream Nodes are part of 
the multicast tree rooted at the Source Node ID. After the <key> part of the multicast 
route entry is properly created or updated based on the most recent value of the 
MTREP Sequence Number, the intermediate node updates the <value> part of the 
multicast route entry by including the neighbor node from which the MTREP 
message was received into the List of the Downstream Nodes and the next hop 
neighbor node (that has been listed as the next hop node on the Route Record from 
the receiver node towards the source node) is included as the Upstream Node. If the 
Upstream Node is already listed in the multicast route entry, the MTREP message is 
just dropped and not forwarded as it would be only tracing a sub-path of the already 
established optimal path from the intermediate node to the source node. If the next 
hop neighbor node has been just then updated as the Upstream Node in the multicast 
routing table, the intermediate node sends the MTREP message to that upstream node.  

 

 

Fig. 3. Structure of the Multicast Routing Table at an Intermediate Node 

The source node maintains a multicast routing table of <key, value> pairs, where 
the <key> is the tuple <Multicast Group Address, MTREQ-MTREP Sequence 
Number> of the latest tree discovery process; the <value> is the List of Downstream 
Nodes that includes the neighbor nodes that sent it the MTREP messages. 
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3.3 Multicast Tree Acquisition, Data Transmission and Maintenance 

After broadcasting the MTREQ messages, the source node waits for a certain time, 
called the Tree Acquisition Time, to receive the MTREP messages (originating from 
the multicast group members) through one or more neighbor nodes. If no MTREP 
message is received within the Tree Acquisition Time, the source node broadcasts the 
next MTREQ message (Sequence Number incremented by 1) to its neighborhood. If 
one or more MTREP messages are received within the Tree Acquisition Time, the 
source node starts transmitting the data packets through the multicast tree established 
as part of the MTREQ-MTREP cycle. After the first successful tree discovery 
procedure, the Tree Acquisition Time is dynamically reset depending on the time 
incurred to receive the MTREP messages from the multicast member nodes. 

A multicast tree is broken even if one of the constituent links of the tree is broken. 
When an intermediate node could not forward a data packet to even of its downstream 
nodes in the tree, the intermediate node generates a Multicast Tree Error (MTERR) 
message and sends it to the source node of the multicast session. In this pursuit, the 
intermediate node sends the MTERR message (structure shown in Figure 4) to the 
immediate upstream node in its routing table entry for the particular source and 
multicast group address. The entry is also then removed from the table. The above 
process is repeated at every intermediate node (starting from the upstream node of the 
broken link all the way to the source node) in the tree, as the MTERR message 
propagates all the way back to the source node. The multicast routing table entries at 
nodes starting from the downstream node of the broken link, all the way to one or 
more receiver nodes of the multicast group, are flushed during the propagation of the 
MTREP message as part of the next broadcast tree construction process. 

 

 

Fig. 4. Structure of the Multicast Tree Error Message (MTERR) 

4 Simulations 

The performance of MLDR has been compared with that of the well-known 
minimum-hop based Multicast Extension of the Ad hoc On-demand Distance Vector 
(MAODV) routing protocol [9]. We implemented both the multicast routing protocols 
(MLDR and MAODV) in the ns-2 simulator (v. 2.32) [7]. The network dimensions 
are 1000m x 1000m. The transmission range per node is 250m and is the same for all 
the nodes in the network. The network density is varied by conducting simulations 
with 50 nodes (low density) and 100 nodes (high density). The nodes are initially 
assumed to be uniform-randomly distributed in the network.  

Nodes move according to the Random Waypoint mobility model [10] with each 
node moving independent of the other nodes in the network. A node starts moving 
from an arbitrary location to a randomly chosen destination location within the range 
[0…1000m, 0…1000m], and moves to the chosen location at a speed uniform-
randomly chosen from the range [0,…, vmax] where vmax represents the maximum node 
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velocity. The vmax values used in the simulations are 5 m/s, 25 m/s and 50 m/s 
representing scenarios of low, moderate and high node mobility respectively. Pause 
time is 0 seconds. For a given condition of network density and vmax values, 5 
different mobility profiles were generated. Simulation time is 1000 seconds. 

Simulations are conducted with a multicast group size of 3 (small size) and 18 
(larger size) receiver nodes. The source node is not part of the multicast group. For 
each group, we generated 10 lists of receiver nodes and conducted simulations with 
each of these 10 lists. So, basically, 10*5 = 50 multicast session simulations were run 
for every combination of network density, mobility (vmax) and multicast group size 
values. Each data point in the plots for the performance metrics illustrated in Figures 
5 through 7 are an average of the metric values obtained for these 50 simulations. The 
traffic model assumed is Constant Bit Rate (CBR); the size of the data packets is 512 
bytes and the source sends 4 data packets per second to the multicast group. 

The performance metrics evaluated through the simulations are the following: 

• Lifetime per Multicast Tree: For every multicast tree used during the simulation 
session, we keep track of the duration the tree exists. The lifetime per multicast 
tree is the average value of the duration of the multicast trees, over the entire 
simulation time, across all the simulation conditions corresponding to a particular 
combination of network density, node mobility and multicast group size. 

• Number of Edges per Multicast Tree: This is the time averaged value of the 
number of edges in the multicast trees discovered and used over the entire 
simulation session (i.e., taking into consideration the duration of the trees). 

• Hop Count per Source-Receiver Path: This is the time averaged value of the hop 
count of the paths from the source node to each of the receiver nodes of the 
multicast group, computed over the entire multicast simulation session. 

4.1 Lifetime per Multicast Tree 

For a fixed multicast group size, as the node velocity increases, the gain in the 
multicast tree lifetime incurred with MLDR over MAODV, decreases. However still, 
the lifetime of multicast trees incurred with MLDR is at least 25% more than that of 
the lifetime per multicast tree determined using MAODV. Thus, MLDR yields stable 
multicast trees compared to the minimum hop based well-known MAODV under all 
the simulation conditions tested. For a given vmax, the gain in the lifetime of multicast 
tree determined using MLDR compared to MAODV increases with multicast group 
size. For a given group size, the lifetime per multicast tree determined using both 
MLDR and MAODV decrease with increase in the vmax value. For a given vmax value, 
the multicast tree lifetime for both protocols decreased with increase in group size.  

For a fixed vmax value and multicast group size, the lifetime per multicast tree 
determined using MLDR decreases slightly when the network density is doubled. The 
lifetime of MAODV multicast trees decreases rather more aggressively when the 
network density is doubled. In the case of both MLDR and MAODV, for fixed node 
mobility, the decrease in the multicast tree lifetime with increase in network density is 
more dominant when the multicast group size is larger. But, for both the protocols, for 
fixed multicast group size, the decrease in the multicast tree lifetime with increase in 
network density is more dominant in the presence of low node mobility (vmax = 5 m/s). 
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Fig. 5. Average Multicast Tree Lifetime: MLDR vs. MAODV 
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18 Receivers, vmax = 5 m/s   18 Receivers, vmax = 25 m/s    18 Receivers vmax = 50 m/s 

Fig. 6. Average Number of Edges per Multicast Tree: MLDR vs. MAODV 

4.2 Number of Edges per Multicast Tree 

The tradeoff that we observe for the gain obtained with multicast tree lifetime is a 
slight increase in the number of edges per multicast tree determined using MLDR 
compared to that of MAODV. But, the increase is very minimal and when considered 
over all the simulation conditions, the increase in the number of edges is not beyond 
11%. Actually, for low-density networks the difference in the number of edges 
incurred by the multicast trees of both the protocols is not beyond 7%. For a fixed 
multicast group size and vmax value, both MAODV and MLDR incur lot more edges 
when operated in networks of high density (100 nodes) compared to that of low 
density (50 nodes). This can be attributed to the larger connectivity obtained in high-
density networks and to connect the multicast source nodes to all the receiver nodes at 
the maximum percentage of connectivity, more edges are required. For larger 
multicast group sizes, there is a larger increase in the number of edges per multicast 
tree with increase in network density. For a given multicast group size, the number of 
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edges incurred by both the MLDR and MAODV multicast trees does not significantly 
change with node mobility. The increase in the number of edges per multicast tree 
with increase in the multicast group size is sub-linear and actually the rate of increase 
in the number of edges gets reduced for larger values of multicast group sizes. 

4.3 Hop Count per Source-Receiver Path 

The tradeoff that we observe for the gain obtained with multicast tree lifetime is a 
slight increase in the hop count per source-receiver path on the multicast trees 
determined using MLDR compared to that of MAODV. But, the increase is very 
minimal and when considered over all the simulation conditions, the increase in the 
hop count per source-receiver path is not beyond 8%. Actually, for low-density 
networks the difference in the hop count per source-receiver path incurred with the 
multicast trees determined using MLDR and MAODV is not beyond 5%. For a given 
multicast group size, the hop count per source-receiver path incurred for the multicast 
trees determined using both MLDR and MAODV does not significantly change with 
node mobility. For fixed multicast group sizes and maximum node velocity, the hop 
count per source-receiver paths on the multicast trees slightly increase with increase 
in network density. 

 

  
   3 Receivers, vmax = 5 m/s    3 Receivers, vmax = 25 m/s     3 Receivers, vmax = 50 m/s 
 

  
18 Receivers, vmax = 5 m/s   18 Receivers, vmax = 25 m/s    18 Receivers vmax = 50 m/s 

Fig. 7. Average Hop Count per Source-Receiver Path: MLDR vs. MAODV 

5 Conclusions and Future Work 

Stability of the communication structures is critical to reduce the control overhead of 
the MANET routing protocols. In this pursuit, we have proposed a stable multicast 
routing protocol based on the Link Distance Ration (MLDR). The LDR of a link is 
the ratio of the distance between the constituent end nodes of the link and the 
transmission range per node. MLDR connects the source node to each of the receiver 
nodes of the multicast group through paths that have the lowest sum of the LDR 
values of the constituent links. MLDR has been observed to yield a 23-62% longer 
lifetime than the well-known minimum hop based MAODV routing protocol. At the 
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same time, MLDR does not incur any significantly higher values for the number of 
edges per tree (at most 11% more edges) and the hop count per source-receiver path 
(at most larger by 8%), compared to those incurred with MAODV. MLDR requires 
periodic beacon exchange in the 1-hop neighborhood of nodes and this is a commonly 
used mechanism in MANETs for nodes to learn about their neighbor nodes. MLDR 
does not require any additional information to be included in these beacon messages. 
As part of future work, we intend to study the performance of MLDR, MAODV and 
some of the other stability-based multicast routing protocols under different mobility 
models [11] for ad hoc networks. 
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Abstract. Mobile Ad hoc Networks (MANETS) are a group of large 
autonomous wireless nodes communicating on a peer-to-peer basis in a 
heterogeneous environment with no pre-defined infrastructure. The special 
characteristics of MANETS make them highly susceptible to security attacks 
than the wired networks. The paper presents a novel Security Solution 
Architecture (SSA) which is used to evaluate the newly proposed protocol, 
report on the behaviour of MANETS against attacks and then accomplished 
with the corrective measures to avoid malicious nodes in the routes. Our 
security solution architecture presented here mainly concentrates on security 
levels, security attacks and evaluation procedures for SSA.  

Keywords: MANETS, Security, Attacks, SSA, Level, TODV. 

1 Introduction 

The salient characteristics of MANETS, such as broadcast radio channels, lack of 
central authority, lack of association, limited resources availability, physical 
vulnerability etc;, makes such networks highly vulnerable to security attacks when 
compared with wired, infrastructure-based wireless networks and even normal ad hoc 
networks. The paper concentrates on coming out with security solution architecture 
with an encryption technique to safe guard the data. In any of the systems, one cannot 
expect the three components I.e. providing security, detection and correction and 
recovery for transmission to be present; consequently, dealing with an infrastructure-
less MANETS will be a dilemma, yet the approach presented for each of these 
components is independent in nature, providing unusual solutions for each one of 
them but concentrating mainly on the detection and correction category using a newly 
proposed protocol TODV (Time On Demand Distance Vector ).  The contributions of 
this paper are threefold. First, we define a MANETS Security Solution Architecture 
(SSA). The proposed security solution architecture is a comprehension model which 
strives to provide end-to-end security for not only MANETS, but all kind of wireless 
networks for predicting, detecting and correcting security vulnerabilities that may be 
faced during data communications. As a main step to SSA, it identifies the required 
security requirements based on their objectives and also describes how they can be 
applied to MANETS and also taking in to account the types of network layer attacks 
they may face in networking sessions. Second, realization of different levels applied 
to SSA and illustration of the security requirements confined to these levels such as 
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authentication, availability, data confidentiality and data integrity. The proposed 
protocol TODV is illustrated to show how it selects the route for communication. The 
novel combination of ACK, PFC (Principle of flow conservation) and TODV is 
applied to one of the levels to ensure high security against threats. Through the real 
time simulation we can test the performance of the proposed security mechanism and 
demonstrate its effectiveness. Our architecture strives to provide a new novel security 
protocol that provides a high level of secure, available, scalable, flexible and efficient 
management services for MANETS. The third contribution is realizing the security 
attacks which lies within the detection component, which is represented by 
intentionally launching an attack and identification of the type of attack. This 
mechanism will be useful to detect malicious nodes which try to bring the system 
down. The approach presented in the paper as a part of detection level and correction 
levels can also be applied by varying the network density to study the impact of 
performance which is validated using an attacks case. 

In this paper the proposed SSA for MANETS provides a comprehensive, end-to-
end security solution that could be applied to every wireless network that satisfies the 
MANETS requirements. This solution allows us to predict, detect and correct security 
vulnerabilities that any system might face. The paper is organized as follows: in 
section 2 the MANETS Security Architecture is proposed. The security solution 
architecture identifies the newly proposed novel protocol TODV, security 
requirements, and security levels and proposes an end-to-end security solution for 
MANETS. Section 3 shows the security attacks the system might face. Section 4 
shows the security solution in tabular form. Section 5 explains evaluation of SSA. In 
Section 6, the conclusions will be drawn. 

2 Security Solution Architecture (SSA) 

It becomes very crucial to consider security along with the design of the system, 
rather it should be considered as an inseparable aspect in the development of the 
system as it is learnt from the history of security attacks [1]. This criterion makes the 
proposed security architecture design to address the global security challenges of 
consumers, users, services and other applications. In order to prevent any type of 
attacks, external or internal, passive or active, a set of requirements must be identified 
in MANETS as shown in Figure 1.  

 

 
 
 

 
 
 

 
 
 
 

Fig. 1. Security Architecture for MANETS 
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2.1 Security Requirements  

A set of security requirements are used to address and measure a particular aspect of 
network security, which is governed by a specific set of security policies. In the 
mentioned security architecture 4 major requirements that protect the MANETS 
against all major network layer security threats have been addresses; these 
requirements are:  

• Authentication is one of the security measures which reveal the correct 
identity to both the communicating parties. The verification of 
communicating parties’ identity is a must to confirm that the right parties are 
on the line. 

•  Availability measure ensures that entities, services and resources are 
available against all kinds of attack.   

• Data Confidentiality measure means that the messages or packets are secured 
from any unauthorized access. Using this kind of security measure it can be 
easily understood that the information cannot reach the unauthenticated 
nodes. This can be achieved by applying any of the available encryption 
techniques. 

• Data Integrity measure ensures that the messages are unaltered during any 
communication. The data in communication is protected against 
unauthorized modification, deletion, creation and replication.  

The security requirements illustration is highly important to show how they can 
protect our system against all major security threats, to provide a comprehensive, end-
to-end security solution for MANETS. 

2.2 Network Security Levels 

The proposed MANETS solution is logically separated into 4 architectural 
components called network security levels. The OSI [2] model which is useful in 
designing network protocols is a good example to follow in designing security 
protocols. This type of component architecture can provide advantages such as 
modularity, simplicity, flexibility and standardization of protocols. Figure 2 depicts 
the four network security architecture levels for MANETS, which are built upon one 
another to provide a network-based solution. The functionality of each level is 
explained belowDisplayed equations or formulas are centered and set on a separate 
line (with an extra line or halfline space above and below).  

Network Topological Level: The level represents a fundamental building block of 
the network, consisting of the basic connections between nodes. The first node 
selected for communication becomes the source node and all the nodes in the middle 
till they reach the destined node will be the intermediate nodes. The node mentioned 
in the packet header of the source node will be the destination node. All these nodes 
identity will be shown clearly using the topological information with indicating the 
nodes with different colors. This level outlines our assumptions regarding the 
properties of the physical and network layers. Throughout this paper, an assumption is  
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Fig. 2. Network Security Levels 

 

made for bidirectional communication. Such symmetry of links is needed for the 
transmission of the designed ACK packets. Our scheme works with on demand routing 
protocols, such as the proposed TODV (Time on Demand Distance Vector Protocol), 
AODV [3] [4]. Further assumption is made that there will be no collusion among 
misbehaving nodes. A panel will be selected in the terrain area of the simulation 
environment which displays the number of nodes across the area randomly with 
incorporated mobility feature. This particular level incorporates the availability security 
requirement feature, with network available for communication as and when needed. 
 

Routing Level: The routing level consists of basic transports and connectivity 
security mechanisms applied to routing protocols as well as the individual nodes. 
Every node in the ad hoc network acts as host and router and henceforth the 
considered solution is not different from that perspective. Moreover, nodes must 
exchange information about their neighbors to construct the network topology in 
order to apply any of the ad hoc routing protocols (Proactive, Reactive and Hybrid) 
[5]. All the nodes in the network must participate in the routing activity, which makes 
the network connected. Routing security level involves two aspects: secure routing 
and secure data forwarding. In secure routing all the nodes should cooperate in order 
to share correct routing information, thus keeping the network connected efficiently, 
whereas in secure data forwarding, data packets must be protected from message 
tampering, eavesdropping, and replicating by any of the unauthenticated party [6]. 
This marks as a route discovery phase in the architecture level and is carried in 
accordance with the data forwarding protocol employed. In this proposed architecture, 
a newly proposed  on demand protocol TODV (Time On Demand Distance vector ) 
loosely based on AODV is suitable because, TODV is a hop-by-hop routing protocol, 
which introduces a more dynamic strategy to discover and repair route on the par to 
other on-demand protocols. Instead of destination sequence numbers as in AODV, here 
we have time concept applied based on first come first served basis. The employed 
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protocol TODV strives to maintain only needed routes in order to reduce the network 
overheads and to control the network traffic. This situation is applicable for network 
scenarios where mobility and density are having a moderate picture [7]. The 
explanation of TODV protocol is as follows: 

A slighter modification to the existing AODV protocol has been considered in this 
paper. The RREQ carries Source Identifier (SID), Destination Identifier (DID) and a 
Route Node Collection packet (RNC). The SID denotes the source address, DID 
denotes the destination address and the RNC packet contains the intermediate node IDs 
address through number of hops as shown in figure 3. That is the RNC packet gives the 
route definition with total number of hops defined to every node it has visited. As 
mentioned earlier the limit for RREQ is 3 set for any of the source node, which starts 
flooding RREQs through the network. Once the RREQ reaches every node, it checks 
the DID with itself and if not matched forwards further to the next neighboring nodes. 
In this modified protocol version the RNC packet has different route node collection 
information. Every node maintains route information about the neighboring nodes. 
Every RREQ to a destination node generates a Route Reply (RRPLY) packet.  The 
RRPLY packet contains a SID, DID and a RNC packet. Here the notations change, as 
the SID denotes the destination node address, DID refer to the source node address and 
RNC again gives the route information it has collected through the RREQ process. In 
RRPLY DID takes data from RNC to which node it has to pass the RRPLY until it 
reaches source node. The RRPLY will come from different routes to source node. The 
first come first served basis is applied here instead of considering the destination 
sequence number concept. The RRPLY which arrives first, means which takes 
minimum time to reach source node will be the shortest path in that instance of time; 
this is because the MANET topology is dynamic in nature. To count the time of every 
RRPLY that arrives back to source node a clock will be set at the chosen source node. 
As the next step the path chosen will be considered for data communication between 
source and destination nodes. Parallely the other alternative routes possible will also be 
maintained in database, in case if first route is proved to be malicious. 

 

Fig. 3. A Scenario of MANET showing the contents of RNC Packet  
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Detection Level: This level outlines the detection procedure proposed according to the 
architecture and levels presented in figure 1and 2 respectively. At first the route 
discovery will be done and then the packets in the information will be get divided in to 
48 bytes each. With the fields like SID, DID, the original message with decryption 
algorithm details, which is protected and can be extracted only when the DID matches 
with node having the same DID and encrypted message the data frame is constructed. 
The encrypted information can be accessed by all the intermediate nodes that appear in 
the route selected for communication. A simple encryption method with replacement of 
characters by the next alphabet is employed in the proposed detection level of the 
architecture. In order to count the number of sent packets and number of 
missed/received packets two counters have been kept at sender node (Cpkt and Cmiss).  
If the adversary tries to tamper the message, even a small change will be reflected when 
comparing with the original message at the destination node. Once the data reaches 
destination, the addresses are matched and only then the fields in the data frame are 
extracted by the receiver node and decrypts it with the information available in one of 
the fields in the extracted header. Then the decrypted message is matched with the 
original message sent. In case both the messages matches, then destination node 
prepares an acknowledgement frame with an “ACK” field and sends back to the sender 
through the same intermediate nodes. Such nodes can be called genuine nodes. Else the 
data frame with “CONFIDENTIALITY LOST” field is sent back to the sender node 
and indicates the tampering of message. Such a link reveals that an intermediate node is 
acting as an adversary. Then the RTT (round trip time) is calculated as the difference 
between the end and starting time of data forwarding for each of the messages sent in 
milliseconds [7]. The current level mentions the three of the security requirements, 
authentication, and data integrity and data confidentiality. If there is a violation in these 
requirements as the next step a corrective measure is taken to identify the type of attacks 
and choose an alternative link in the correction level. 

Correction Level:  A time limit for RTT is set to 20ms or more according to the 
application. If the sender node gets the acknowledgement back exceeding the time limit, 
it indicates of packet losS. On the other end of the sender node parallely a counter to 
keep track of lost packets (Cmiss) is kept and incremented if an acknowledgement 
reaches exceeding time limit. The procedure is repeated for all the data packets sent. 
Later based on the principle of flow conservation a ratio of Cmiss/Cpkt will be 
calculated [8]. The threshold value for evaluating the ratio is set to 20% (0.2) called 
limit of tolerance ratio.  The route chosen is evaluated for the ratio after completing the 
transmission. If the ratio exceeds the limit set then it is said to be misbehaving link. The 
further communication happens by choosing the alternative link available in the data 
base within few milliseconds. If sender finds the “CONFIDENTIALITY LOST” field in 
the acknowledgement frame then it comes to know about the malicious node from the 
routing table information which has tampered the message, maintained by the sender 
node. Such links which exceeds limit of tolerance ratio and has the above information in 
their acknowledgement is discarded for further session [7]. 

3 Network Security Attacks 

The security plays a vital role in ad hoc wireless networks, especially in military 
applications. The lack of any central association makes MANETS more vulnerable to 
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attacks than wired networks. Consequently, the network security attacks in MANETS 
are generally divided into two broad categories, namely, Passive and Active attacks. 
A passive attack refers to the attempts that are made by malicious nodes to perceive 
the nature of activities and to obtain information transacted in the network without 
disrupting the operation. For example, eavesdropping, active interference, leakage of 
secret information, data tempering, impersonation, message replay, message 
distortion and denial of service. Detection of passive attacks is complicated, since the 
network operation is not affected. One good solution to overcome such problems is 
through encryption methods, encrypting the data being transmitted, thereby making it 
hard for eavesdroppers to gain any active information from the data being transmitted. 
An active attack refers to the attacks that attempt to alter, inject, delete or destroy the 
data being exchanged in the network. These attacks can be prevented by using regular 
security mechanisms such as encryption techniques and firewalls. Internal attacks are 
more serious and difficult to detect than external ones. The brief descriptions of some 
of the main active attacks known in most networks [9, 10, 11, 12, 13 and 14] [15] are 
described in the paper [16]. The attacks that occur in the network layer, when several 
types of attacks are mounted on the routing protocols which are aimed at disrupting 
the operation of the network. Some of the major routing layer attacks are described 
briefly in the paper [16]. 

4 Evaluation of SSA 

The section mainly discusses the methodology used to evaluate the performance of 
the proposed security mechanism of SSA. It explains the different evaluation metrics 
and the simulation environment used to test them, as shown in Figure 4. The behavior 
of the SSA in real time simulation network environments needs to be tested, the 
overhead caused by the proposed security protocol is to be measured and the time  
 

 

Fig. 4. Evaluation of SSA 
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needed to perform successful simulation without attacks is to be calculated. 
Therefore, a suitable network simulator must be chosen to provide the communication 
performance of the proposed security mechanism. This section will justify the 
application of the real time simulator used and developed at the par to standard 
simulators to simulate the security mechanism, as well as showing how the simulation 
environment is set, what are the simulation metrics and the network metrics used to 
measure performances [15]. 

5 Conclusion 

Designing a clear line of defence in MANETS is a very tough task. Herewith we have 
come with a possible security solution in the form of architecture known as SSA. This 
SSA fulfils some of the main security requirements as we mentioned, further it can be 
extended to more also. The security and encryption mechanisms can also be varied 
according to the simulation environments. We are also ensuring that the protocol 
mentioned namely TODV also works at the par to satisfy the MANET requirements. 
As a next step to towards the research work simulation experiments are to be 
conducted and tested with results. This ensures that the proposed architecture 
guarantees the security objectives for MANETS. 
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Analysis of Different Associative Memory Neural 
Network for GPS/INS Data Fusion 

S. Angel Deborah  

Abstract. Aircraft navigation relies mainly on Global Positioning System (GPS) 
to provide accurate position values consistently. However, GPS receivers may 
encounter frequent GPS outages within urban areas where satellite signals are 
blocked. To overcome this drawback generally GPS is integrated with inertial 
sensors mounted inside the vehicle to provide a reliable navigation solution. 
Inertial Navigation System (INS) and GPS are commonly integrated using a 
Kalman filter (KF) to provide a robust navigation solution, overcoming situations 
of GPS satellite signals blockage. This work presents New Position Update 
Architecture (NPUA) for GPS and INS data integration. The NPUA has an 
Artificial Neural Network (ANN) block that uses Associative memoy Neural 
Networks like Bidirectional Associative Memory Neural Network (BAM-NN) 
and Hetero Associative memory Neural Network (HAM-NN). The performances 
of GPS/INS data integration are computed by using HAM-NN and BAM-NN. 
The performances of both networks are analysed using real time data in terms of 
Mean Square Error (MSE), Performance Index (PI), Number of Epochs and 
Accuracy. It is found that HAM is better than BAM in terms of accuracy, MSE, 
and PI whereas BAM is better than HAM in terms of Number of epochs.  

Keywords: HAM-NN, BAM-NN, GPS, INS, KF, ANN, DR. 

1 Introduction 

1.1 Global Positioning System 

The Global Positioning System (GPS) is part of a satellite-based navigation system 
developed by the U.S. Department of Defense under its NAVSTAR Satellite program. 
The fully operational GPS includes 24 or 28 active satellites approximately uniformly 
dispersed around six circular orbits with four or more satellites each. Theoretically, 
three or more GPS satellites will always be visible from most points on the earth’s 
surface, and four or more GPS satellites can be used to determine an observer’s 
position anywhere on the earth’s surface 24 hours per day [14]. The GPS is accurate 
and the accuracy does not degrade with time but still it suffers from its own 
drawbacks and errors. It uses the energy of the radio waves for obtaining the 
navigation parameters hence it is prone to jamming. Also the signal may get 
obstructed in urban areas due to tall buildings and other obstacles [2]. GPS provides 
three positional components. The three positional components are along the East 
direction (corresponding to the vehicle’s longitude), the North direction 
(corresponding to the vehicle’s latitude) and the vertical direction (corresponding to 
the vehicle altitude h).  
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1.2 Inertial Navigation System 

An Inertial Navigation System (INS) is a self-contained system that integrates three 
acceleration and three angular velocity components with respect to time and 
transforms them into the navigation frame to deliver position, velocity, and attitude 
components [2]. The three orthogonal linear accelerations are continuously measured 
through three-axis accelerometers while three gyroscopes monitor the three 
orthogonal angular rates in an inertial frame of reference. In general, inertial 
measuring unit (IMU), which incorporates three-axis accelerometers and three-axis 
gyroscopes, can be used as positioning and attitude monitoring devices. However, 
INS cannot operate appropriately as a stand-alone navigation system. The presence of 
residual bias errors in both the accelerometers and the gyroscopes, which can only be 
modeled as stochastic processes, may deteriorate the long-term positioning accuracy. 
Therefore, the INS/GPS integration is the adequate solution to provide a vehicular 
navigation system that has superior performance in comparison with either a GPS or 
an INS stand-alone system. 

1.3 Existing INS/GPS Data Fusion Techniques 

In order to overcome the problems associated with the operation of GPS and INS on 
their own, the two systems are integrated together so that the drawbacks associated 
with each system are eliminated. The INS/GPS data integration is commonly 
performed in real time using a Kalman filter (KF) [10]. This method requires a 
dynamic model of both INS and GPS errors, a stochastic model of the inertial sensor 
errors, and a priori information about the covariances of the data provided by both 
systems. Data fusion employing a KF has been widely used and is considered the 
benchmark for INS/GPS integration [11]. 

There are, however, several considerable drawbacks to its use [10]. These include the 
following: (1) the necessity of accurate stochastic modeling, which may not be possible 
in the case of low cost and tactical grade sensors; (2) the requirement for a priori 
information of the system and measurement covariance matrices for each new sensor, 
which could be challenging to accurately determine; (3) relatively poor accuracy during 
long GPS outages; (4) the weak observability of some of the error states that may lead 
to unstable estimates of other error states ; and (5) the necessity to tune the parameters 
of the stochastic model and the a priori information for each new sensor system. The 
above drawbacks can be overcome by using intelligent networks or Artificial Neural 
Networks (ANN) ([3], [4]). Other than Kalman filter there are also number of paper 
works related to GPS and INS data integration using soft computing techniques. GPS 
and INS data integration has been performed using Radial Basis Function Neural 
Network, Back Propagation Neural Network and Fuzzy system. 

Radial Basis Function Neural Network (RBF-NN) generally has simpler 
architecture and faster training procedure than multi- layer perceptron neural 
networks ([1], [2], [6], [8], [10]). Though it has simple architecture and faster training 
procedure, it only has fixed topology, so it lacks dynamicity. Back Propagation 
Neural Network is one of the Multi-Layer Feed Forward Networks. Although it has 
batch update of weight which provides smoothing effect on the weight correction 
terms it only has fixed topology, so it lacks dynamicity ([1], [5]). It also consumes 
longer training time for complex problems. Fuzzy system can also be used to integrate 



274 S. Angel Deborah  

 

GPS and INS data but it does not have much learning capability [7]. It cannot 
examine all input and output for complex problems. It needs human operator to tune 
fuzzy rules and membership function. 

1.4 Proposed GPS/INS Data Fusion Technique 

The proposed data fusion technique introduces New Position Update Architecture 
(NPUA) which involves Artificial Neural Network in it. It is derived from the concept 
of Position Update Architecture (PUA) [5]. The NPUA can act in both prediction 
mode and training mode.  

 

Fig. 1. System Configuration of Proposed Scheme 

The NPUA receives input like position and time through INS Mechanization. 
Desired outputs are provided by the system in training mode when there is no GPS 
blockage with the help of the appropriate training algorithm. During the training mode 
of NPUA the initial error is stored the network.  When there is GPS signal blockage, 
the system output operates in prediction mode. During the prediction mode of NPUA , 
the system makes use of the initial error stored and thereby predicts the accurate 
position values. The proposed system configuration is shown in Figure 1. The HAM-
NN and BAM-NN are used in NPUA. 

2 Neural Networks Used in GPS/INS Data Fusion 

There are many different types of ANN according to its inherent structure and 
learning algorithms. The choice of the type of ANN depends on its suitability to a 
particular application. In this work, HAM-NN and BAM-NN have been implemented 
using Delta Learning Rule (DR).  

2.1 Hetero Associative Memory Neural Network 

Associative memory neural networks are networks in which the weights are 
determined in such a way that the net can store a set of P pattern associations.  
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Fig. 2. GPS/INS Data Fusion using HAM 

Hetero associative networks are static networks. No non-linear or delay operations 
can be done using hetero associative networks. The weights may be found using the 
Hebb rule or the delta rule. Hetero Associative Memory Neural Network is a Two -
layer network with input and output layer. The design of a HAM-NN in its most basic 
form consists of two separate layers as shown in Figure 2 is used in GPS/INS data 
fusion. 

It consists of only one layer of weighted interconnections. There exist ‘n’ number 
of input neuron in input layer and ‘m’ number of output neurons in the output layer. 
The training process is based on the Hebb learning rule. This is a fully inter-connected 
network, wherein the inputs and the output are different, hence it is called a hetero 
associative network. 

2.2 Application Algorithm for HAM 

The weights of the network are obtained using the training algorithm. These weights 
are used along with the testing data and the performance of the network is tested by 
applying the following application procedure ([12], [13]). The application procedure 
of a hetero associative net is as follows: 

Step 1: Weights are initialized using Hebb or delta rule. 
Step 2: For each input vector do steps 3 to 5. 
Step 3: Set the activation for input layer units equal to the current vector xi. 
Step 4: Compute net input to the output units 
 

Y-inj = Σ xiwij              (1) 
 

Step 5: Determine the activation of the output unit. 
The simple and frequently used method for determining the weights for an 

associative memory neural network is Hebb rule(HR). The other learning rule that can 
be used Associative memory is Delta Learning Rule (DR). The algorithm for DR is as 
follows: 

Step 1: Initialize all weight to random values. 
Step 2: For each training input-target output vector, do steps 3-5. 
Step 3: Set activations for input units to present training input. 
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Step 4: Set activations for output units to current target output. 
Step 5: Adjust the weights. 
 

wij(new) = wij(old) + ∆w                                (2) 
 

Weight correction   
 

∆w = α(tj – y inj)xi             (3) 

 
Where i= 1 to n, j= 1 to m 

t- target vector, 
yinj – actual output vector  
α- learning rate.   

2.3 Bidirectional Associative Memory Neural Network 

BAM-NN is a hetero associative recurrent neural network consisting of two layers. 
The net iterates by sending a signal back and forth between the two layers until each 
neuron’s activations remains constant for several steps ([9], [15]).  
 

 

Fig. 3. GPS/INS Data Fusion using BAM 

The hetero associative BAM network has ‘n’ units in X-layer and ‘m’ units in the 
Y-layer. The connections between the layers are bidirectional i.e. if the weight matrix 
for signals sent from the X-layer to Y-layer is W, the weight matrix for signal sent 
from Y-layer to X-layer is WT . The architecture is shown in figure 3 is used in 
GPS/INS data fusion.The weights are adjusted between X-layer to Y-layer and also 
from Y-layer and X-layer. 

2.4 Application Algorithm for BAM 

The application procedure of bi-directional memory net is as follows: 
 

Step 1: Initialize all weight to store a set of P vectors. Initialize all activations to 0. 
Step 2: For each training input-target output vector, do steps 3-8. 
Step 3: Set activation of X-layer to current input pattern. 
Step 4: Input pattern y is presented to the Y-layer. 
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Step 5: While activations are not converged follow steps 6-8. 
Step 6: Activation unit in Y-layer and net input are computed. 
 

Net Input,  y ∑ w x    (4) 
 

Activation  y f y     (5) 
 

Send signals to the X-layer. 
Step 7: Update activation unit in X-layer.  
 

Net input, x ∑ wTy     (5) 
 

Activations x f x     (6) 
 

Send signals to the Y-layer 
Step 8: Test for convergence. 

3 Simulation Results 

3.1 Experimental Setup  

In this experiment, the training mode and prediction mode of HAM-NN and BAM-
NN were utilized in NPUA. During the presence of GPS signal, the proposed system 
relies on GPS position information to train the network. During the training stage, the 
HAM-NN module and is trained to mimic the latest vehicle dynamic, determine the 
INS position error, and correct the corresponding INS position component. The data 
is processed as follows: first, the INS and GPS signals are taken as input vector and 
target vector respectively. The INS position and time are then used as the input to 
HAM-NN and BAM-NN respectively. Then training is done until the output nearly 
equals the target GPS position. The training procedure continues working until GPS 
signal blockage is detected. When blockage is detected, the proposed system works in 
the prediction mode where the HAM-NN module and BAM-NN module predicts the 
corresponding INS position error based on the knowledge stored during the training 
procedures. Then with the help of the INS position error obtained during the training 
mode the corresponding corrected INS position is obtained during the absence of 
GPS, i.e, during the prediction mode. 

3.2 Simulation Results 

GPS position value is used as target vector value and INS position value is used as 
input vector in Mat lab. By training the HAM-NN module and BAM-NN module for 
latitude component figure 4 and 5 are obtained. In figure 4 and 5 latitude component 
is taken as x-axis and time is taken as y-axis.  By comparing the actual output and 
target output the weight values all ANN values are updated using DR. Further the 
training is done if the actual output is not closely equal to the required target output. 
After each epoch the weight values are updated.  The training proceeds until the 
stopping condition is reached. The stopping conditions can be number of epochs or 
minimum error. 
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Fig. 4. Output of latitude component using HAM-NN 

 

 

Fig. 5. Output of latitude component using BAM-NN 
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Fig. 6. Output of longitude component using HAM-NN 

 

 

Fig. 7. Output of longitude component using BAM-NN 
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Fig. 8. Output of altitude component using HAM-NN 

 

 

Fig. 9. Output of altitude component using BAM-NN 
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Fig. 10. HAM Performance for latitude component using TM 

 

 

Fig. 11. HAM Performance for latitude component using PM 
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Fig. 12. BAM Performance for latitude component using TM 

 

Fig. 13. BAM Performance for latitude component using PM 

 
Similar to latitude component, the longitude component and altitude component is 

trained using HAM-NN, BAM-NN by choosing the appropriate weight factor and 
same learning rate value as used for latitude component. The output of longitude and 
altitude component obtained using HAM-NN and BAM-NN are given in figure 6, 7, 8 
and 9 respectively. After each and every epoch error between the original GPS 
position   and corrected INS are calculated in both ANN modules. 
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Table 1. Numerical values of analysis 

 
Criteria 

 
HAM-NN 

(TM) 

 
HAM-NN 

(PM) 

 
BAM-

NN (TM) 

 
BAM-NN 

(PM) 
 

Latitude MSE 0.0096 0.1859 1.4105 2.5449 
Longitude MSE 0.0010 0.0048 1.1411 2.9511 
Altitude MSE 0.0012 0.0031 0.9534 2.6700 
Latitude PI 0.0053 0.0074 0.1120 0.1543 
Longitude PI 2.999e-5 3.0297e-5 0.0147 0.0385 
Altitude PI 4.0645e-5 4.9147e-5 0.0306 0.0759 
Latitude NE 200 200 95 89 
Longitude NE 12 10 6 6 
Altitude NE 49 49 14 15 

 

The mean square error value for each epoch is also calculated. The mean square 
error graphs using HAM and BAM for latitude component are given in figure 10, 11, 
12, 13, respectively. In these graphs number of epochs is taken as x-axis and MSE 
value is taken as y-axis. The MSE, PI and Number of Epochs for all the three 
components are given in Table 1. In HAM-NN, it is found that more number of 
epochs is needed when compared to that of BAM-NN. Whereas BAM-NN is less 
accurate when compared to HAM-NN. It is also found that as the number of epochs 
increases the actual output i.e., CINS value of ANN training comes closer to the target 
output i.e., GPS value.   

4 Conclusion 

Thus from the results it was found that INS and GPS data Fusion can be performed by 
using Associative memory NN. HAM-NN using DR gives higher accuracy in both 
Training Mode (TM) and Prediction Mode (PM) when compared to  BAM-NN using 
DR. Similarly HAM-NN using DR gives lesser MSE value in both Training Mode 
(TM) and  Prediction Mode (PM) when compared to BAM-NN using DR. In terms of 
Performance Index (PI), HAM-NN using DR has lesser PI value, whereas BAM-NN 
using DR has higher PI value than PI values of HAM-NN using DR. Only the neural 
network lesser PI value can show better performance, so it can be found that HAM-
NN using DR is better in terms of performance. Though HAM-NN using DR is good 
in terms of MSE, PI and accuracy, but it consumes more number of epochs. Thus, by 
considering MSE, PI and accuracy, it can be concluded that HAM-NN using DR can 
be used to fuse GPS and INS data. If the data fusion system requires lesser number of 
epochs, BAM-NN using DR can be used to fuse GPS and INS data. 

References 

1. Malleswaran, M., Vaidehi, V., Manjula, S., Angel Deborah, S.: Performance comparison 
of HONNs and FFNNs in GPS and INS integration for vehicular navigation. In: 
International Conference on Recent Trends in Information Technology (ICRTIT), 223–
228. IEEE Xplore (June 2011) 



284 S. Angel Deborah  

 

2. Malleswaran, M., Vaidehi, V., Angel Deborah, S., Manjula, S.: Integration of INS and 
GPS Using Radial Basis Function Neural Networks for Vehicular Navigation. In: 11th 
International Conference on Control, Automation, Robotics and Vision, Singapore, 
December 5-8, pp. 2427–2430. IEEE Xplore (2010) 

3. Chiang, K.W., Noureldin, A., El-Sheimy, N.: Constructive Neural-Networks-Based 
MEMS/GPS Integration Scheme. IEEE Transactions on Aerospace and Electronics 
Systems 44(2), 582–594 (2008) 

4. Huang, Y.-W., Chiang, K.W.: An Intelligent and autonomous MEMS IMU/GPS 
integration scheme for low cost land navigattion applications. In: GPS Solutions, vol. 12, 
pp. 135–146. Springer, Heidelberg (2008) 

5. Chiang, K.W., Huang, Y.W.: An intelligent navigator for seamless INS/GPS integrated 
land vehicle navigation application. Applied Soft Computing 8, 722–733 (2008) 

6. Sharaf, R., Noureldin, A.: Sensor Integration for Satellite-Based Vehicular Navigation 
Using Neural Networks. IEEE Transactions on Neural Networks 18(2) (March 2007) 

7. Wang, J.-H., Gao, Y.: The Aiding of MEMS INS/GPS Integration Using Artificial 
Intelligence for Land Vehicle Navigation. IAENG International Journal of Computer 
Science 33(1), IJCS_33_1_11 (February 2007) 

8. Sharaf, R., Noureldin, A., Osman, A., EI-Sheimy, N.: Online INS/GPS Integration with a 
Radial Basis Function Neural Network. IEEE Systems Magazine 20(3), 8–14 (2005) 

9. Singh, Y.P., Yadav, V.S., Gupta, A., Khare, A.: Bi-Directional Associative Memory 
Neural Network Method in the character recognition. Journal of Theoritical and Applied 
Information Technology, 382–386 (2005) 

10. Sharaf, R., Noureldin, A., Osman, A., EI-Sheimy, N.: INS/GPS Data Fusion Technique 
Utilizing Radial Basis Functions Neural Networks. IEEE Xplore (2004) 

11. Hosteller, L., Andreas, R.: Nonlinear Kalman filtering techniques for terrain-aided 
navigation. IEEE Transactions on Automatic Control 28(3), 315–323 (1983) 

12. Sivanandam, S.N., Sumathi, S., Deepa, S.N.: Introduction to Neural Networks Using 
Matlab 6.0. Tata McGraw-Hill publication 

13. Kumar, S.: Neural Networks: A Classroom Approach. Tata McGraw Hill publication 
(2004) 

14. Tsui, J.B.-Y.: Fundamentals of Global Positioning System Receivers: A Software 
Approach. John Wiley and Sons Publication (2000) 

15. Hagan, Demuth, Beale: Neural Network Design. Cengage Learning India edn. (1996) 



Handover Latency Measurement of Mobile IPv6

in a Testbed Environment

Muhammad Arif Amin, Kamalrulnizam Bin Abu Bakar,
Abdul Hanan Abdullah, Mahesh Nair, and Rashid Hafeez Khokhar

Universiti Teknologi Malaysia, Johor, 81310 Skudai, Malaysia
mamin@hct.ac.ae

http://www.hct.ac.ae

Abstract. The emergence of wireless networking necessitates continu-
ous time connectivity to support end-to-end TCP or UDP sessions. Wire-
less networking does not provide reliable connections to mobile users
for real-time traffic such as voice over IP, audio streaming and video
streaming. Handover latency in Mobile IPv6 poses many challenges to
the research world in terms of disconnecting users while roaming. Many
efforts have been made to reduce the handover latency with focus either
on layer 2 or layer 3. This paper presents the handover procedure of
Mobile IPv6 and investigates various factors affecting the delay during
network switch over. In this paper, a testbed environment is presented
that includes two different wireless LAN networks using Universal Mo-
bile IP for Linux (UMIP) implementation and Cisco routers. The aim
is to present handover latency caused by multiple signals at layer 2 and
layer 3 and make recommendations on how to reduce the total handover
latency experienced by the MIPv6 protocol.

Keywords: Handover, IPv6, WLAN, Mobile IPv4, Mobile IPv6.

1 Introduction

The exponential growth of wireless devices in the last few years demand contin-
uous connectivity to the Internet. Mobile users require constant communication
with others while moving from one place to another. To be able to reach others
during motion, a node must have a unique public Internet Protocol (IP) address
so that the traffic can be sent to others [1]. IP version 4 (IPv4) was originally
proposed in the late ’70s and was capable of allocating 32-bit addresses, which in
total could provide approximately 4.3 billion addresses in the world. Since pri-
vate IPv4 addresses does not follow the Internet hierarchy for address allocation,
therefore it does not allow all the nodes to communicate on the Internet. To pro-
vide mobility to fixed nodes with IPv4, mobile IPv4 protocol [2] was introduced.
However, due to the address space restriction, the protocol failed to gain popu-
larity in the Internet world. The address space restriction in IPv4 led the Internet
Engineering Task Force (IETF) to begin work on the new protocol called IPv6
[3], which is capable of providing 128-bit addresses to all IPv6-capable devices.
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IPv6 follows the Internet hierarchical structure to assign IPv6 addresses to the
nodes that allows any node to communicate with another node over the Inter-
net. However, based on the experience with IPv4, the mobility functionality in
IPv6 was kept from the beginning. Therefore, an extension to the IPv6 header
was introduced to provide mobility to wireless users and thus named Mobile
IPv6 (MIPv6) [4]. The potential use of the MIPv6 protocol is in smart phones,
wireless laptops and many other devices. Typically, when the mobile node (MN)
changes its location from one network to another, the IP address of the MN must
change accordingly, this process is called the handover. However, with this pro-
cess, the MN loses connectivity from the previous network, and the application
in use disconnects. Although the TCP application can tolerate disturbance in
connection and request retransmission, the UDP protocol cannot. Most of the
real-time applications rely on UDP for fast communication. In this paper, we
present experimental results in order to characterize and quantify the handover
latencies of Mobile IPv6. Multiple experiments are set up to measure layer 2 and
layer 3 handover delays independently in order to measure disruption due to the
movement between different networks. In order to evaluate and quantify the re-
sults, an open source implementation environment is used, in particular Debian
5.0.1 and an open source MIPv6 application for Linux called Universal Mobile
IP “UMIP 0.4” [5]. A deep analysis of the results are presented by comparing
multiple methods that a mobile node may use to switch between networks.

Many articles propose new techniques and research to reduce the handover
latency in MIPv6 by modifying the protocol, or propose methods to enhance
either layer 2 or layer 3. This paper focuses the standard MIPv6 implementation
on a Linux platform. Previous work has been done by many people to measure
the performance and delays in MIPv6 using a testbed environment. In [6,7], the
author used MIPL on RedHat 8.0, but the author did not implement route opti-
mization. Another implementation done by [8], which includes Fedora Core and
MIPL installation, movement detection, duplicate address detection (DAD)and
effect of router advertisement (RA), is studied. However, the author used Linux
machines as access routers and a Cisco router only for routing between networks.
In [9], MIPv6 testbed is set up using FreeBSD and KAME to demonstrate the
handover latency and the effect of RA is studied to reduce the handover latency.
Using another Linux-based testbed for Linux [10,11], in which the authors have
measured the handover latency, TCP and UDP protocols performance. A recent
study includes performance of transport protocols in a testbed [12]. The rest of
the paper is organized as follows: Section 2 presents the detailed Mobile IPv6
handover process and its components. In section 3 layer 2 experimentation and
results are presented. Layer 3 experiments and results are presented in section 4
and the conclusion is presented in section 5.

2 Mobile IPv6 Handover Process

The Mobile IPv6 handover process provides the mechanism for users to roam
between different networks; however, in order to roam freely a user should not
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disconnect from the current network. To achieve this, network entities should
communicate with each other and be able to transfer information while the mo-
bile node (MN) is moving from one network to another. A MN is allocated an
IPv6 address from the home network called the home address (HoA). The MN
is always addressable using this address by the communicating nodes called the
correspondent node (CN); however, when it moves to a foreign network, the CN
must form another IPv6 address called a care of address (CoA). Packets can still
be routed to the MN by using a mechanism in which network entities such as
access routers communicate with each other and forward traffic [13]. To perform
the handover process, the access router must be configured with additional fea-
ture which allow packets to move continuously to the foreign network keeping
the MN in contact.

– A MN must be able to detect the change in the network; i.e., the MN has
moved to a new network.

– The MN must be able to inform its home network and other nodes commu-
nicating with it.

– The handover process should be performed efficiently so that upper layers
do not disconnect.

A complete MIPv6 handover process consists of the layer 2 and layer 3 handover
process [13]. However a layer 3 process cannot start unless the layer 2 process
is completed by the MN. The Layer 2 process includes scanning, authentication
and association to wireless access point. The Layer 3 process includes discovering
new routers, address configuration, movement detection and then IP registration
as shown in Figure 1.

Fig. 1. Handover Delay Time Line for Mobile IPv6

The MIPv6 handover process mainly consists of the following components:

– Movement detection time (Tmvd): This is the time the MN uses to detect
IPv6 router advertisements and neighbor discovery to find out if the MN has
moved to a new network.
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– Duplicate address detection time (TDAD): This is the time take by the MN to
form a CoA and perform duplicate address detection to confirm the unique-
ness of the IPv6 address.

– Binding Update time (TBU ): This is the time taken by the MN to get ac-
knowledgment from CN and HA after sending binding update (BU) signals.

The mathematical representation of the L2 and L3 handover is shown below.

Thand = TL2 + TL3 (1)

TL2 = Tscan + Tauth + Tassoc (2)

TL3 = Tmvd + TDAD + TBU (3)

Totalhand = Tscan + Tauth + Tassoc + Tmvd + TDAD + TBU (4)

3 Layer 2 Handover Experiments

In the initial experimental setup, it is an obvious choice to link the IEEE 802.11-
based mobile node in an environment that is independent of Mobile IPv6 protocol
to test the link layer handover. The IEEE 802.11b wireless network specification
has obtained significant acceptance in the industry and research; therefore, the
specification is chosen as a layer 2 protocol over which to run Mobile IPv6. The
aim of this first experiment is to evaluate the 802.11b handover time independent
of Mobile IPv6, as a basis for later evaluating the component of handover time
that occurs at the IP layer. In this experiment, the layer 2 and layer 3 handover
delays are added to determine the total handover latency.

3.1 Methodology

Link layer or layer 2 handover in an IEEE 802.11b wireless network occurs when
an 802.11b-based mobile node changes its point of connection from one network
to another, usually characterized by a move from one access point to another.
In order to experimentally quantify the average handover time of an 802.11b
network, a simple IP network is built, consisting of two independent 802.11b
Local Area Networks (LANs) linked by a regular Ethernet backbone. A single
802.11b mobile node is forced to move back and forth between the two access
points, creating the kind of link layer move that would trigger a Mobile IPv6
handover event.

There are three methods for triggering a switch between access points:

1. Method 1: By decreasing the transmission power of the access point: In this
method, the transmission power of the access point is decreased to which MN
is currently connected. The MN will detect the degraded signal strength and
switch to another access point, provided they both have the same SSID.
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2. Method 2: Configure both access points with the same SSIDs and the same
channel: In this method, both access points are configured with 100% trans-
mission power. The MN will switch to another AP when not available. How-
ever, this is done by manually shutting down the wireless card of the access
point to which the MN is currently attached.

3. Method 3: Configure both access points with different SSIDs and different
channels: In this method, the MN will go through all the channels available
before attaching to the other AP. This will consume more time and generate
delay and more packet loss. To perform the test, the wireless card is manually
shut down in the access point to which the MN is currently attached, forcing
it to switch to another access point. This will require the MN to be configured
with both SSIDs manually. However, a MN can also perform probes to detect
another SSID in range and attach if open system authentication is used.

In this experiment, only methods 2 and 3 are used to obtain results and compare
for consistency since it is not easy to switch the MN to another access point
based on the power level in a lab environment. It is observed that when high-
power access point is switched on, the MN immediately attaches to the access
point regardless of forcing it to do so. However this experiment can be tested
in a large area with no interference and the presence of other access points in
the environment. In order to measure the handover latency at the link layer, a
packet sniffing tool such as Wireshark [14] is used to record the time when MN
disassociates from the old access point and associates with the new one.

3.2 TestBed Setup

A simple Ethernet network is established as shown in Figure 2. Two access points
are connected to an Ethernet switch and are located close to each other. One node
with the Debian 5.0.1 operating system is installed and configured with a wireless
network card to act as a mobile node switching between access points. Another
node with a wireless network card configured in monitor mode and installed
with a packet sniffing tool called Wireshark is used to capture packets from the
mobile node. The captured packets are then analyzed, and the individual delay
related to the probe, authentication and association process is measured. The
MN is initially attached with an old access point and then a switches over to
the new access point. This is done by either reducing the transmitting power of
an access point or by shutting down the old access point.The equipment used in
the testbed setup is shown in Table 1.

Method 2. Triggering Handover by Configuring Both Access Points with the
same SSIDs and same Channel:

In this method, both access points are configured with channel 6 and the
SSID “Home”, the transmission power of both access points is kept to 100%.
The configuration of the testbed is shown in Table 2. Initially, the mobile node
is attached to access point 1 and SSID ’Home’, and then the handover is triggered
by shutting down the wireless card of access point 1. Since the network is set up
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Table 1. Layer 2 Experiment Equipment Details

Hardware Operating
System

Interface RAM CPU

Cisco 2960
Switch

Cisco IOS
12.2

24 10/100
Ethernet

64 MB IBM Pow-
erPC405

2 X Dell
Laptop
D505

Debian 5.01 1 10/100
Ethernet, 1
Cisco WiFi
802.11b

2 GB 1.5 GHz

2 X Cisco
Access
Points 1200

Aironet
12.2(13)JA3

1 Ethernet,
802.11 b/g

16 MB IBM Pow-
erPC405 200
MHz

Fig. 2. Layer 2 TestBed Setup

with similar SSID and the same channle, the mobile node will switch to access
point 2 in the area immediately. The handover delay is measured by sniffing the
mobile node using wireshark program running on the sniffing node.

Method 3. Triggering Handover by Configuring Both Access Points with Dif-
ferent SSIDs and Different Channels:

In method 3, both access points are configured with the same power level, but
with a different channel number and SSID. Access point 1 is set to channel 1
with SSID “Home” and access point 2 is set to channel 6 with SSID “Foreign”.
The configuration of the testbed is shown in Table 3. Initially the mobile node
is attached with access point 1 and SSID “Home” and then the handover is
triggered by shutting down access point 1. Since the network is setup with a
different SSID, the mobile node will perform the probe scan, authentication and
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Table 2. Testbed Configuration: Method 2

Access Point Power
Level

SSID Power Channel

Access Point 1 100 mW Home 100% 6

Access Point 2 100 mW Home 100% 6

Table 3. Testbed Configuration: Method 3

Access Point Power
Level

SSID Power Channel

Access Point 1 100 mW Home 100% 1

Access Point 2 100 mW Foreign 100% 6

association process to switch to access point 2 in the area. The handover delay
is measured by sniffing the mobile node by using wireshark program running on
the sniffing node.

3.3 Results

Method 2. Triggering Handover by Configuring Both Access Points with the
Same SSID and the Same channel:

Figure 3 shows a scan, authentication and association delay as measured with
experiments. A total of 15 different tests were conducted to analyze the signal
pattern and delays. The graph shows that the highest delay is caused by the
scan process and the lowest by the association process. The maximum value
for scan delay is 0.069 sec, and the minimum is 0.0003 sec and the mean scan
delay is approximately 0.01678 sec. The sudden increase in the scan delay could
also be due to the interference from the other access points. However, since
both access points were kept on the same channel, the MN does not scan when
moving to the other access point because the MN will initially look for an access
point on the same channel. The authentication delay minimum is 0.0004 sec,
the maximum is 0.0357 sec and the mean 0.0033 sec. There is only one sudden
authentication increase during the experiment in test 4 when the access point
delayed the response to the MN. The association delay minimum is 0.0002 sec,
the maximum 0.0089 and the mean is 0.0026 sec. The association delay does
not take much time when the MN is already authenticated. The association step
makes the MN and the access point start exchanging data packets.

Based on the mathematical equation (2) in section 2, the total layer 2 han-
dover delay is the sum of scan, authentication and association delays. The layer
2 handover delays are measured as minimum of 0.0027 sec, maximum 0.0722 sec
and the mean is 0.022 sec. The layer 2 handover largely depends on the indi-
vidual signals. If any signal causes more delay, it will create impact on the total
handover. In some cases where multiple authentications are used to secure the
wireless networks, the layer 2 handover delay increases drastically.
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Fig. 3. L2 Signal Delays, Same SSID

The experimental result is shown in Figure 4 in which the minimum handover
delay is 0.606 sec, the maximum is 0.687 sec and the mean is 0.630 sec. The
large delay in the layer 2 handover depends on the scan delay, but if the scan
delay is reduced, the total L2 handover can also be decreased. The Layer 2
handover constitutes part in the total handover delay in MIPv6; thus, if the
layer 2 handover increases, then the total handover increases as well.

Method 3. Triggering Handover by Configuring Both Access Points with Dif-
ferent SSIDs and Different Channels:

Method 3 is similar to method 2, but with access points on different channels
(access point 1 on channel 1 and access point 2 on channel 6). Figure 5 shows a
plot of individual layer 2 signals. There is no difference in the authentication and
association delay; however, the scan delay has increased compared to method 1.

Fig. 4. L2 Handover Delay, Same SSID
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Fig. 5. L2 Signal Delays, Different SSID

Fig. 6. L2 Handover Delay, Different SSID

The reason for the increase in the scan delay is because of scanning channels
starting from channel 1 to channel 6. This has generated additional delay for
the MN to send the authentication request signal. The increase in scan delay
was measured from the time the MN has sent the de-authentication signal to
the access point 1 and received a probe response signal from the access point 2.
The minimum time for scanning is measured as 0.6003 sec, maximum at 0.6194
and the mean delay as 0.6079 sec. Since the scan delay has increased, it has
impacted on the total layer 2 handover delay; thus, the minimum delay is 0.606
sec, maximum 0.6817 and the mean is 0.630 sec as shown in Figure 6.

4 Handover Delay on MIPv6

This section presents multiple experiments conducted to measure handover de-
lays in standard Mobile IPv6 network using routers, access points, a mobile node
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and a correspondent node. The total handover delay in MIPv6 is the sum of the
layer 2 and layer 3 delays, so the results obtained from the previous section
allow an estimate of the contribution of the layer 2 handover time to the total
handover time when using Mobile IPv6 over the 802.11b network.

4.1 Methodology

In order to experimentally measure the average handover delay of a Mobile IPv6
network, a physical network including IPv6 and Mobile IPv6 is built in a lab en-
vironment. Two different IPv6 networks are built using access routers configured
to support IPv6 and MIPv6 functionality in order to send and receive signals
from the mobile node. The access router at the home network is configured with
home agent functionality, and the access router at the foreign network is con-
figured with standard IPv6 functionality. The mobile node and correspondent
nodes are installed with the Debian 5.0.1 operating system. The MN is running
UMIP 0.4 application to support Mobile IPv6 functionality and is used to switch
between the two different networks to measure the handover delay. Each network
contains one access point configured with different SSID and auto channel se-
lection to avoid interference. To trigger the handover, the MN is moved from
”Home” network to ”Foreign” and then back to ”Home”. In order to observe
the effect of switching between the two networks and to measure the handover
time, an Internet packet generator software called Distributed Internet Traffic
Generator (D-ITG) is installed on the MN and correspondent node [15]. The
software is used to simulate the different type of traffic; D-ITG support IPv4
and IPv6 protocols for simulation purpose. A large size UDP traffic is generated
to measure various parameters such as MIPv6 delay, packet delivery rate and
packet loss. The Mobile IPv6 handover time is determined by measuring the
delay time when the MN loses communication and restarts communication with
the CN. A sniffing computer at the foreign network is used to continuously sniff
the MN traffic so that the tcpdump files can be used to investigate the details
of the Mobile IPv6 handover procedure used by the UMIP implementation. A
total of 15 tests were carried out to collect the results for analysis purpose and
delay accuracy.

4.2 TestBed Setup

This section explains the testbed setup and relevant hardware in a lab environ-
ment for experimentation. It is important to discover the tools and equipment
needed with compatibility with mobile IPv6 features. It has been discovered that
Cisco 2600 routers with IOS version ”c2600-advipservicesk9-mz.123-11.T3” and
above support IETF RFC 3775 for Mobile IPv6 protocol. These routers support
Mobile IPv6 features such as Binding Update, Binding Cache, Neighbor discov-
ery, Duplicate address detection and Binding acknowledgment. The routers are
configured with two different IPv6 networks to support the IPv6 routing fea-
ture. Since all the operating systems do not support Mobile IPv6 protocol, a
careful study has shown that an open source mobility application called UMIP
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0.4 can be installed on a Linux Kernel to provide mobility functionality through
Ethernet or wireless network interface cards. Therefore, both MN and CN nodes
are installed with the Debian 5.0.1 operating system with Linux Kernel version
2.6.30.1 and a UMIP 0.4 application to enable Mobile IPv6 functionality. The
equipment list is shown in Table 5, network configuration in table 6 and the
network topology in Figure 7.

Table 4. Layer 3 Experiment Equipment Details

Hardware Operating Sys-
tem

Mobility
Software

Interface

3 X Cisco
2611XM

c2600 IOS 12.4 IOS 2 10/100
Ethernet

Dell Laptop
D505

Debian 5.0.1,
Kernel 2.6.30.1

UMIP 0.4 1 10/100
Ethernet, 1
Cisco WiFi
802.11b

Dell Laptop
D505

Debian 5.0.1,
Kernel 2.6.30.1

UMIP 0.4 1 10/100
Ethernet, 1
Cisco WiFi
802.11b

2 X Cisco Access
Points 1200

Aironet 12.2(13)
JA3

None 1 Ethernet,
802.11 b/g

Figure 7 shows the network topology, in which access point 1 and router 1
are part of home network for the MN and access point 2 and Router 2 are part
of foreign network. Router 1 acts as a home agent since it is configure as home
agent. However, router 3 is connected with both router 1 and 2 with serial links
to simulate WAN and is configured to do routing between all the networks.
Hence, the routing table contains all the routes that exist in the network. This
is required when the MN moves to a new network, it has to send the binding
update signals to the home agent. A correspondent node is attached to router 3
for communication purpose, the MN will send all the traffic to CN while moving
between the home and foreign network. The mobile node’s IPv6 address at the
home network is aaaa:0:1:0:aaa:ff:fe00:8 and the home agent’s IPv6 address is
aaaa:0:1:0:aaa:ff:fe00:2. Access point 1 is configured to broadcast SSID “Home”
and access point 2 is configured to broadcast SSID “Foreign”; are configured to
accept open authentication, so that no extra delays is encountered during the
motion. The mobile node starts its movement from the home network and moves
towards the foreign network and returns home.

Experiment 1. Moving the Mobile node from Home Network toward Foreign
Network.

In this experiment, the mobile node is initially connected to the home network,
and the packet generator is configured with a constant stream of UDP traffic of
1000 packets per second and 512 bytes of packet size. The correspondent node
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Fig. 7. Layer 3 TestBed Setup

is configured with the same packet generator in the receiver mode. The G.711
Voice specification traffic with 100 packet/sec and 120 bytes/packet is configured
on the MN using the DITG generator to send VoIP traffic to the CN. When the
MN is moved from the home to foreign network, it initially performs many tasks
such as layer 2 handover, movement detection, IPv6 address configuration and
then duplicate address detection. Once all these steps are done, then it starts to
send binding, Home Test and Correspondent Test signals to the home agent and
correspondent node, respectively. This is to inform the HA and the CN about
the new IPv6 address so that they can continue communication. However, this
process causes delays since the packets sent to the CN are lost until the MN
gains re-connectivity. During the trial, the router advertisement interval is set
to the standard 30-70 ms.

Experiment 2. Moving the Mobile node from Foreign Network toward the
Home Network.

In experiment 2, the method used as exactly as experiment 1 except that the
MN was moved from foreign network towards the home network while executing
the same VoIP application. However, this process will have less latency, since
the MN is returning home and has most of the information configured on it such
as the home IPv6 address and the home agent address. Figure 8 shows the total
MIPv6 delay for both experiments 1 and 2; it is observed that a maximum of 7
sec and minimum of 4.8 sec delay with the average of 5.6 sec has occurred when
moving the MN from the home to the foreign network compared to maximum
of 2.16 sec and minimum of 0.932 sec and average of 1.43 sec delay from the
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foreign to the home network. This is because when the MN moves from the
home to the foreign network it performs Layer 2 handover which constitutes
0.6 sec, and then movement detection (MvD), IP address configuration (IPad),
duplicate address detection (DAD) and binding update (BU). All these processes
constitute individual delays, in which the DAD is the highest. However, it is also
difficult for a MN to detect it has changed the network; this can be done only
by listening to the router advertisements (RA) from the new router and sensing
that it has moved. This becomes difficult for the MN to decide, because it can
still receive RA from the old router as well from the new router.

4.3 Results

The analysis of trial 1 shows that the MIPv6 has higher delays and greater
packet loss compared to trial 2.

Fig. 8. Total MIPv6 Delay

The packet delivery rate is shown in Figure 9 and packet loss in Figure 10.
It is observed that the packet delivery is much lower when the MN moves from
home to foreign network. This is due to the large delay and large packet loss.
Both the home router and MN are not configured to buffer packets; as soon the
MN changes its location, the Home router stops sending packets to the CN and
the MN. The maximum packet delivery rate from the home to the foreign is
13.4 packet/sec and minimum 3.2 packets/sec with average of 8.4 packets/sec.
However, from the Foreign to the home network, the maximum is 62 packets/sec
and the minimum is 31 packets/sec with an average of 43 packets/sec. It has been
observed that at certain events when the MIPv6 delay is higher than the usual,
even after receiving the minimum of three RA signals by the MN, it does not
configure the IPv6 address. However, it starts sending the neighbor solicitation
and router solicitation signals to the routers. This produces additional delay on
the MN, and occurred only once or twice during the test runs.
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Fig. 9. Packet Delivery Rate

Fig. 10. Packet Loss

5 Conclusion

The handover process in Mobile IPv6 is a composition of layer 2 and layer 3
delays. Theoretically, the layer 2 delays consist of scanning, authentication and
association. The layer 3 handover process consists of movement detection, IPv6
address configuration, duplicate address detection and binding update process.
A layer 3 handover cannot begin until the layer 2 handover process finishes. Both
layer 2 and layer 3 constitute delays that add up and produce a large handover
delay for the MIPv6 protocol. In this paper, layer 2 and layer 3 delays have been
analyzed individually through experimentation in a lab environment. A testbed
is set up with routers, access points, a mobile node and a correspondent node.
The mobile node is moved from one network to another while executing VoIP
traffic and the delays are measured at the MN and the CN.
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The test results show that the MIPv6 protocol experiences large handover
delays, when the MN moves from the home network towards the foreign network
compared to the reverse direction, the percentage difference of 42% is observed.
The same is true for the packet delivery and packet loss. The packet delivery
ratio between both movements is 1 to 5, where 5 is from the foreign to the home
network and 1 is from the home to the foreign network. This is mainly because of
large packet loss during movement. It has been observed that a large number of
RS signals are sent by the MN rather than listening to the RA signals and detect
a new network. In the future more realistic experiments will be performed to
measure handover latency, in particular changing parameters such as the router
advertisements and router solicitation. A number of applications such video,
audio streaming and different standard of VoIP will be used to measure the
packet loss and throughput.
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Abstract. Mobile computing is a revolutionary technology which enables us to 
access information, anytime and anywhere. Recently, there has been many 
research area found in mobile computing area. In this paper, we have discussed 
about different strategies that mobile computing has had in the area of data 
management. In wireless communication the data availability is the most 
important problem, so we have focused on the problem of data availability and 
discussed about replicating mobile databases. 
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Replacement, Data Management. 

1 Introduction 

Mobile infrastructure has enabled to introduce of new mobile applications which are 
ranging from simple ones to many commercial transaction. From business and 
technology perspectives, data management technology that can support easy data 
access from and to mobile devices is among the main concerns in mobile information 
systems. Due to mobile behavior, it is difficult to employ the currently available 
database solutions ,because most of them had developed for the use on the fixed 
network environment. 

Mobile database is popular terminology which is having the attributed to the data 
management technology that help to help to the use of databases on the mobile 
computing environment. This database is more advanced and challenging. Budiarto, 
Shojiro Nishio et.al[1] explain major challenges of the data management which are 
given below[1] . 

 
1.Data are available anywhere independent of the availability of the fixed network 
connection : 
With a help of mobile- devices, users can store a part of database and use it while 
being mobile. When a mobile user needs data which is not available locally, he can 
raise the request of for activating of the wireless communication of his device and 
initiate connection to the network via the closest mobile support station (MSS). Once 
it is connected, he can access the data from the data base which can be a part of 
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distributed database .mobile users can virtually access any data, anywhere and 
anytime, even in the absence of fixed network connection. 

 
2. Databases on both mobile and fixed hosts are sharable in seamless way: 
In mobile information systems, databases expended on both mobile and fixed hosts 
which is forming a distributed database system. There are many techniques are 
existing which use for data sharing in distributed databases .They are more complex 
than those algorithm which existing for centralized databases. In a mobile 
environment, use of wireless network which is known to be prone of frequent 
disconnections and the period of disconnection is also unpredictable.  

2 Mobile Architecture 

The architecture of the mobile environment is given in Fig 1. Mobile Environment 
consists of two distinct sets of entities: mobile units and fixed hosts. This fixed host 
are called Mobile Support System (MSS).This Mobile Support System are enhanced 
the wireless interface to Communicate with mobile units known as cell. This cell can 
be a part of cellular communication network or a wireless local area network within 
the area of building [3].In the Cellular Communication Network  the bandwidth will 
be  limited. It Supports data rates from 10 to 20 Kbits/sec . In the Wireless network 
the bandwidth is much  wider up to 10 Mb/sec. Fixed hosts will communicate with 
the fixed network, while mobile units will communicate with other hosts via wireless 
channel .This host  can be mobile or fixed [2]. 

 

 

Fig. 1. A Mobile Computing Environment [2] 
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In this architecture, all units will be tied with the wireless interface .This unit are 
provide the services for which mobile users are client. Due to mobile property client 
can change the location as well as the network connection. While changing the 
location it is necessary for /mobile Host to maintain the connection. For this it will 
take a support of fixed host /stationary host with the wireless communication abilities 
which will be provided by Mobility support System(MSS). In a cell ,each MSS  will 
communicate with all its mobile Hosts. At any point Mobile host can communicate 
with only those MSS which is responsible for that area. Movement of a MH (Mobile 
Host) from one cell to another is known as Handoff [2]. 

The mobile database will exchange the information with host database .It helps 
mobile database to keep update its information. While communication, it is not 
necessary that mobile host and database host should be connected with the same 
network .Communication can be done at   irregular intervals and for very short span 
of time. While using the mobile devices for storing the database it is very difficult to 
decide which part of the data can be stored in to the device and which part is required 
to be replaced. Maintaining the connectivity is also a big problem in mobile 
computing which can be intentional or unintentional [13]. 

The wireless medium will provide a powerful new method of disseminating 
information to a large number of users. New access method, algorithms and data 
paradigm have to be developed for broadcasting the data for the recipients [14]. 

Daniel Barbará [2] has suggested some characteristic features that make the mobile 
computing  system unique and explore  the fertile area of research. These are: 

 
1. Skewness in the communications:  
The bandwidth for  the downstream direction i.e. servers-to-clients  is much greater 
than that in the upstream direction i.e. clients-to-servers. Even some times clients will 
be not having capacity to send messages to the servers. 

 
2. Ubiquitous   disconnections:  
Due to mobile property mobile unit do not stay connected with the network 
continuously. They regularly switch their unite on and off.  

 
3. Power limitations:  
Some time portable units will be limited battery backup. They frequently need to be 
recharged. 

 
4. Screen size:  
Portable units like  the Personal Digital Assistants ,Mobiles  are having  very small 
screens. 

 
Some time portable units will be limited battery backup. They frequently All the 
above features has an equally impression for data management in mobile computing. 
These help to effectively mange the data into the system. 
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3    Data Dissemination 

Mobile Computing environments are normally known as slow wireless links and 
relatively underprivileged hosts with limited battery powers, are prone to frequent 
disconnections. Caching data at the hosts in a mobile computing environment can 
solve the problems which are associated with slow, limited bandwidth wireless links, 
by reducing latency and conserving bandwidth [10]. Cache replacement, Cache 
Consistency, Cache Invalidation are the most frequent technique used for data 
management in wireless network. 

3.1 Cache Invalidation 

Frequently needed data items in the database server are cached to improve transaction 
throughput [4]. It is necessary to maintain the data in the cache. It must be properly 
invalidated, to ensure consistency of data. For this technique most of the time the data 
base server involved is cache invalidation, by sending Invalidation report (IR) to all 
the mobile clients. It is necessary to develop the effective cache invalidation strategies 
that ensure the consistency between the cached data in the mobile clients and the 
original data stored in the database server. There are three basic ways to design 
invalidation strategies [3]: 

 
1. Invalidation with Stateful Server:  
The server knows which data are cached by which mobile clients. Whenever a data 
item is changed, the server will send an invalidation message to those clients which 
cached that particular item. This method necessitates the server to locate the clients. 
Since disconnected mobile clients cannot be contacted by the server, the 
disconnection of a mobile client automatically assumes that its cache is no longer 
valid upon reconnection. Also the mobile client needs to notify the server of its 
relocation. The mobility, disconnection of the clients and updation of data items will 
increase uplink and downlink messages. 

 
2. Validation of cache data by mobile client: 
The clients that have cached the data items normally query the server to verify the 
validity of their caches, whenever any cached data is used or on reconnection after 
disconnection if any. This method generates lot of uplink traffic in the network. 

 
3. Invalidation with stateless Server: 
The server is not aware of the state of the client's cache. The server simply 
periodically broadcasts an invalidation report containing the data items that have been 
updated recently. The client assures the validity of the data item by listening to the 
report, going uplink only if the cache validity is no longer guaranteed. 

 
Among all this cache invalidation technique stateless technique found more suitable. 
There are many algorithms has suggested for the invalidation. Bit Sequence algorithm 
suggested by the Jin Jing et al. [11] which use a static bit mapping scheme. 
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3.2 Cache Replacement  

Caching frequently accessed data items on the client side can be considered to 
improve the performance in a mobile environment [4]. But due to the limitations of 
the cache size, it is difficult to store all the accessed data items in the cache. Hence, 
cache replacement algorithms can be used effectively to improve the cache 
management. Most of the existing cache replacement policies use cost functions to 
incorporate different factors including access frequency, update rate, size of objects 
,location and movement of the mobile clients [5]. Cache replacement policies such as 
LRU, LFU and LRU-k [7,9,10], considered  the temporal feature  of data access, 
while policies such as FAR [9] only deal with the location dependent aspects of cache 
management but neglect the temporal properties. PAID policy [7] and MARS [8] 
considered both spatial and temporal behavioral, even it accounts updates to data 
.PRRP which takes consideration of the  access probability, valid scope area, data size 
in cache and data distance ,based on the predicted square region [6]. 

3.3 Cache Consistency 

Caching frequently accessed data objects at the local buffer of a mobile user (MU) 
can significantly improve the performance of mobile wireless networks [5]. 
Marinating the  cache consistency in mobile environment  is a challenging task due to 
frequent disconnections and mobility of MUs. Several cache consistency maintenance 
schemes have been proposed  for the  for mobile wireless environments. The goals of 
these schemes and algorithms are to ensure valid data objects in the cache to enhance 
their availability and minimize overhead due to consistency maintenance.  Major 
cache consistency algorithm are depend on two property  1.Stateful where server will 
be unaware of cache content of mobile users  2.Stateless approaches are 
scalable.Scalable  Asynchronous Cache Consistency (SACCS) designed by Zhijun 
Wang et al. support scalable mechanism [11]. Sumit Khurana et. al. [12] had uses 
asynchronous call-back method for maintaining the cache consistency. 

4 Conclusion 

Management of the massive data in wireless mobile computing creates the new 
challenges. In this paper we have discussed about Data Management issues in the 
context of Mobile Computing. Cache Management approach like cache replacement, 
cache invalidation ,and cache consisting method are suggested to use for data 
management. Due to mobility feature of  clients ,they can have different movement 
patterns,. It is necessary we should develop some adaptive techniques that can 
Consider that clients can move, and still o stay temporarily fixed. 
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Abstract. Adhoc sensor network consists of dense wireless network having 
tiny, low-cost sensor nodes. Examples include military applications, and 
acquiring sensing information from inhospitable locations like thick forests, 
active volcano regions etc. Since the devices are scattered in a complex sensor 
network, It is very difficult to locate each node, know about its status and the 
topology of the wireless network. Hence the need of developing a system to 
visualise, control and monitor such networks arises. This paper presents 
implementation issues and author's contribution to design and implement a 
generic framework of the 'Network Visualization tool'  to monitor adhoc 
wireless networks. The paper also elaborates system architecture, hardware and 
software organizations, and integration details of the proposed system with an 
exemplary wireless network based on standard IEEE 802.15.4 MAC protocol.  

Keywords: Adhoc Wireless Networks, IEEE 802.15.4 MAC, Network 
Visualization. 

1 Introduction 

Recent advancements in wireless networking technology has enabled us to use 
wireless connectivity in almost all our applications. The ease of integration, support 
from multiple platforms, interoperability and co-existence with other technologies 
have made these more popular. At the same time, as the complexity of such 
networked systems increases, the effort required to monitor and control such systems 
also increases. For critical applications, if a single node is not working, then the loss 
of  data from the node may cause serious complications.   

In this paper, we describe our design, implementation and integration details of a 
'Generic Network Visualization tool' for monitoring adhoc wireless networks.The 
implementation is based on IEEE 802.15.4 MAC protocol using AllGo's wireless 
nodes on Freescale's MC1321X MCU.  

Section 2 explains the system architecture, section 3 describes target subsystem 
representing a wireless network. In section 4, the Host subsystem part featuring a PC 
based application details are present. Section 5 describes the integration and testing of 
our Network Visualization tool. Section 6 concludes the paper. 
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2 Network Visualization Tool Architecture 

The framework of Network Visualization tool is designed in a generic way such that 
it can be easily integrated with any type of existing wireless network protocols like 
IEEE 802.15.4 MAC, SMAC, ZigBee[4]/ZigBee Pro[5] etc.  Figure 1 shown below 
describes the system architecture. 

 

Fig. 1. Generic Network Visualization Tool Architecture  

The tool consists of two mutually communicating components, a Target 
subsystem(TSS) and Host subsystem(HSS). Target subsystem resides on all the wireless 
nodes of the network viz. Coordinator, routers and end devices. The coordinator 
performs the task of sending network related information to the host. Host subsystem 
resides on the host PC/Laptop and is responsible for processing  and displaying the 
network related information. Since the information received from target subsystem will 
be in a distributed form, host subsystem performs the function of analyzing and 
interpreting the information received from the coordinator and display it . 

Since it is a visualization tool, most of the traffic will be from target subsystem to 
host subsystem. However a low bandwidth reverse flow is also required to configure 
target subsystem behavior based on user inputs provided to the host subsystem.  

3 Target Subsystem (TSS) 

Target subsystem is the most basic component of our visualization tool, since all the 
messages and information related to network are all constructed and sent to the host 
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subsystem for interpreting the same. The different design constraints of target 
subsystem are explained in  detail in the following sub sections.    

The target subsystem is the actual network that is being visualized. Hence the 
target subsystem should be least intrusive to the actual network functioning, ex. In a 
multi priority system, message logging by the target subsystem will be the lowest 
priority task. In a single priority system, logging by the target subsystem will be the 
task executed after the devices have completed all the pending items. A target 
subsystem consists of various components which are described below. 

3.1 Bridge Node (TSS-BN) 

This is the node in the wireless network that communicates with the host 
subsystem(HSS) and all the other nodes in the TSS send (over the air) the data to be 
logged to this particular node. It can be any node but the main network coordinator 
device is a preferred choice for TSS-BN. In most of the applications network 
coordinator should have lot of network information that has to be logged. In such a 
case the tool bandwidth requirements will be greatly reduced by having coordinator 
perform as a TSS-BN also. 

3.2 TSS Message Types 

The messages exchanged between TSS and HSS are classified as below  

1. Information Logs (Tx): These are the logs for network visualization. Two 
sub-types of logging are possible - event based logging and periodic logging, 

2. Debug Logs (Tx): Software debug logs 
3. Configuration Msgs (Rx): Used by host to configure logging parameters (log 

frequency, debug logs ON/OFF, Control signals etc.) 

During the initial network configuration the HSS will require information about 
neighbours/child devices for each device in the network. Subsequently, only 
'differential configuration information' will be sent to HSS. This can be viewed as an 
event based logging. Event based logging is made possible by the use of TSS-Call 
Back (TSS-CB) functions provided by the TSS to the network application. 

To display certain network attributes (average LQI, network statistics,  
average_ON_Time) a periodic logging is required. This implies a timer based logging 
of the required attribute. 

To allow a limited debugging each device can log data independently that will not 
be interpreted by HSS. It will be displayed as it is, in a separate window and can be 
turned ON/OFF dynamically on user requests. (It can be used to track the progress of 
any individual device as if the device itself is connected to serial link). 

3.3 TSS Message Structures 

To facilitate all the requirements at the target side, generic message structures are 
designed which can be used for specific purposes, for example, the Coordinator 
Device can use a structure called "DevInitMsg_t” as shown below to log its initial 



 Generic Network Visualization Tool for Monitoring Adhoc Wireless Networks 309 

 

data to the host when it enters the TSS state machine's START_LOG state for the first 
time. 

typedef struct DevInitMsg_tag 
{ 
uint8_t devid[2];  // variable to hold the device id (short address) 
uint8_t devtype;  // variable to hold the device type 
uint8_t numchilddev;  // variable to hold the number of child devices. 
} DevInitMsg_t; 

3.4 Classification of TSS Messages  and Functions 

The messages used in TSS are classified into two types as 'Control Messages' and 
'Log Messages'. Also there are two types of functions used with these message 
structures, viz 'APIs' and 'Callback functions'.  

Control messages are those which are used by the devices in the network for the 
purpose of keeping track of the Host Subsystem. These can be as follows, 

1. Control messages Request type - used by the end devices most of the time 
for querying the coordinator about the Host subsystem status 

2. Control Messages Response type – used by the coordinator device to send 
the response back to the end devices in the network which send the query 
requests. 

Log messages are the types of messages used by all types of devices in the network. 
There can be different types of log messages like the ones listed below, 

1. The log message used by the coordinator and other devices in the network 
for logging their initial data, 

 typedef struct DevInitMsg_tag 
 { 
  uint8_t devid[2]; 
  uint8_t devtype; 
  uint8_t numchilddev; 

} DevInitMsg_t; 
2. End device can log its Link quality using a specific log structure as shown 

below. 
 typedef struct LinkQualityMsg_tag 
 { 
  uint8_t len; 
  uint8_t lqi; 

} LinkQualityMsg_t; 
3. Similar message structures can be used for different application purposes 

also, for example, for logging the temperature value received from a sensor 
etc. 

 



310 G. Revadigar and C. Javali 

 

 typedef struct AppTemperatureMsg_tag 
 { 
  uint8_t len; 
  uint8_t temperature; 
 } AppTemperatureMsg_t; 

3.5 TSS Messages Operations 

TSS consists of all the devices in the network including Pan coordinator, and End 
devices, routers. Each device in the TSS has a basic state machine for their 
functionality but the individual functionality of the devices varies in different states 
based on the device type, viz Coordinator/End device or router. The basic state 
machine and also different functionalities of the devices in these states are explained 
in the subsections of this chapter. 
 

 

Fig. 2. TSS device state machine 

The device will be in the state called “INVALID_STATE” until it joins the 
network, after it joins the network, the first state it enters is IDLE. The subsequent 
state transitions are explained as follows. 

1. State IDLE: In this state the device will not do anything except waiting for 
the HSS to become active. A timer is set to expire every 10 seconds and is 
used to change the device tool state to a state called 
‘CHECK_HSS_STATUS’ where the actual polling for HSS status happens. 
The device stays in this state until it receives ‘HSS alive’ response for the 
query of HSS status. 

2. State CHECK_HSS_STATUS: In this state the device sends a query for 
HSS status and according to the present status receives one of the three 
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possible responses as ‘HSS alive’, ‘HSS not alive’, or ‘Refresh log’. 
According to the type of response obtained for the query of HSS status the 
device then decides its next state . If the response is ‘HSS not alive’ then the 
device returns to ‘IDLE’ state. If the response is ‘HSS alive’, then the device 
chooses its next state as ‘START_LOG’ if the initial log is not complete(ie, 
if the previous state from which it entered the current state was 'IDLE'.), or 
the device may directly enter another state called ‘REGULAR_LOG’ if the 
initial log is already completed.(ie, if the previous state from which it entered 
the current state was 'REGULAR_LOG'.) 

3. State START_LOG: In this state the device just does its initial log where it 
logs all its data related to network configuration and other useful information 
maintained by the device. 

4. State REGULAR_LOG: In this state the device keeps waiting for any 
change of event to occur in the network and if it finds one, it just logs that 
data. Also the periodic logging is provided by means of a timer set for a 
particular time (say every 5 seconds). To keep track of HSS status, a timer is 
set to expire at every 20 seconds, after each time the timer expires, the 
device state changes to ‘CHECK_HSS_STATUS’ where the actual polling 
for HSS status happens. If the response for the HSS status query is ‘HSS 
alive’ and the ‘Initial log complete bit’ in the device tool status register is set, 
(ie, the previous state from which it entered the current state was 
'REGULAR_LOG') the device then enters ‘REGULAR_LOG’ state again.  

3.6 Data Logging Mechanism 

To reduce the number of air accesses and the logging latency, a buffer based logging 
mechanism is employed by the TSS. The information to be logged will be stored in a 
'log/dump-buffer' in an appropriate message structure:DEV-SINGLE-MSG. Multiple 
such messages will be collected in the 'log-buf'. Then either timer-based or total-
message length based (or both) logic will be employed to actually send this 
information over the air to the parent/coordinator. This message will be sent via 
another message structure:DEV-OTA-MSG. A few benefits of such a mechanism are: 

1. Better control for over-the-air message lengths and frequency. 
2. Better control over the logging latency. 

A priority logging can be easily introduced by having a higher priority buffer that has 
to be flushed out first. 

3.7 Timer Based Activities in TSS 

All the timer based activities in TSS are specified in terms of 'TimeTicks' of a 
specified duration. The 'TimeTick' duration can be quite flexible if a regular processor 
timer is selected to provide the basic 'TimeTick'. But since an application will require 
the end-devices to sleep it might not be appropriate to use the regular processor timer. 
In such a case a basic 'TimeTick' will be equal to 'sleep duration' of the device. Thus, 
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to be able to efficiently handle both these cases the period based events will be 
tracked using the 'TimeTicks' instead of the amount of time (s or ms). 

3.8 TSS Interactions with Application 

TSS, a part of wireless device will be at the same level as the 'APP' layer in the 
application domain. Figure 3. shows the TSS interactions with the application. As 
mentioned earlier, TSS needs to be easily integrated onto existing application and 
hence the interfaces between TSS domain and Application domain needs to be well 
defined. TSS will need NWK APIs to send (Tx) log messages over the air, to query 
some typical parameters from the network data-base (Neighbour tables, routing tables 
etc.) or to receive (Rx) some configuration parameters/control signals over the air 
from coordinator. 

 

Fig. 3. TSS and application interactions 

On the other hand the application might also need to interact with TSS. For ex. to 
inform TSS about network configuration change (association successful,  
addition/removal of node), register a data structure to log (actual data transfer takes place 
through shared memory) etc. Interactions between tool domain and application domain 
will be through 3 mechanisms: NWK APIs, Event Call Backs and Shared Memory. 

1. Event-CB Functions: Call-back functions for application to inform TSS task 
of different events. Application will need to use these call-back functions 
whenever any event takes place that needs to be communicated to TSS. 
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2. Network-Usage APIs: APIs for using network/applications services. These 
APIs will be using the network service provided by the application and 
hence will need to be adapted based on the network we are integrating the 
TSS with. 

3. Shared Memory: To share application data structures to be logged. To share 
data received over the air meant for TSS. 

4 Host Subsystem 

The host subsystem essentially consists of the following parts, 

1. A host Pc/Laptop on which the network visualization tool runs 
2. A serial port configuration module and Interpreter written in Java, 
3. A database for storing the data 
4. Prefuse tool kit – A Java based GUI tool (Graph visualization tool),  

Steps include - Get the messages from network through Pan Coordinator using serial 
port, interpret the incoming messages and update the data structure which stores the 
current graph.  

5 Integration and Testing 

We have tested the tool by integrating with a simple star network based on standard 
IEEE 802.15.4 MAC protocol.  

 

Fig. 4. Example network : Star network based in IEEE802.15.4 MAC 

Following are the hardware and software used for the integration and testing: 

1. A PC for development and using as a host system,  
2. AllGo's wireless modules based on Freescale's MC1321x MCU, an 8 bit 

microcontroller of HCS08 family, 
3. P&E USB multilink debugger, 
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Fig. 5. Tool snapshot showing the link quality variations for each connected device 

4. IEEE802.15.4 MAC code base for HCS08 generated from Freescale's 
Beekit, 

5. JDK 1.5,  
6. Prefuse toolkit for java. 

 
A simple star network set-up as shown in Figure 4. was used for integration and 
testing. The network coordinator is connected to host Pc via serial port. All other 
devices in the network are connected to the coordinator through wireless network. 

Each phase of development of this project has undergone various types of testing 
from the beginning of high level design till the the end of interfacing the Target Sub 
System part with the Host Sub System for its proper functionality. Fig.5 shows the 
snapshot of the tool after set up of the network. 

6 Conclusions 

Thus the tool can easily communicate with the application for its different purpose,. 
like obtaining the short address of the device, or obtaining the link quality at the data 
indication, or obtaining the app specific data such as temperature or other parameter 
to be logged etc. The tool requires the basic essential network functionality and builds 
its structure based on the protocol stack information. Since there is only change in the 
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network specific API's and Callback functions needed for the integration, this tool 
developed finds great importance with focus on future types of sensor networks also. 
The tool developed is presently tested by integrating with an IEEE802.15.4 MAC[1] 
based star network configuration. The following features of tool are verified 
systematically by the test results: 

1. The basic state machine of each device is tested for proper functionality, 
which is the basic requirement for the tool to operate for any type of network 
since this is network platform independent. 

2. The generic message structures developed are functioning as desired for the 
specific build used (802.15.4 MAC[1]). This proves the approach of 
designing platform specific API's and Callbacks. 

Thus, this network visualization tool can become a standard framework for 
developing the network visualization and monitoring tool for any of the future 
network types also. 
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Abstract. The adaptive algorithm has been widely used in the digital signal 
processing like channel estimation, channel equalization, echo cancellation, and 
so on. One of the most important adaptive algorithms is the LMS algorithm. We 
present in this paper an multiple objective optimization approach to fast blind 
channel equalization. By investigating first the performance (mean-square er-
ror) of the standard fractionally spaced CMA (constant modulus algorithm) 
equalizer in the presence of noise, we show that CMA local minima exist near 
the minimum mean-square error (MMSE) equalizers. Consequently, CMA may 
converge to a local minimum corresponding to a poorly designed MMSE re-
ceiver with considerablely large mean-square error. The step size in the LMS 
algorithm decides both the convergence speed and the residual error level, the 
highest speed of convergence and residual error level. 

Keywords: CMA, LMS Algorithm, MMSE. 

1 Introduction 

Blind equalization has the potential to improve the efficiency of communication sys-
tems by eliminating training signals. Difficulties of its application in wireless com-
munications, however, are due largely to the characteristics of the propagation media 
- multipath delays and fast fading. The challenge is achieving blind equalization using 
only a limited amount of data. A widely tested algorithm is the constant modulus 
algorithm (CMA). In the absence of noise, under the condition of the channel inverti-
bility, the CMA converges globally for symbol-rate IIR equalizers and fractionally 
spaced FIR equalizers . It is shown in [9] that CMA is less affected by the ill-
conditioning of the channel. However, Z. Ding et. al, showed that CMA may con-
verge to some local minimum  symbol rate for  FIR equalizer. In the presence of 
noise, the analysis of convergence of CMA is difficult and little conclusive results are 
available. Another drawback of CMA is that its convergence rate may not be sufficient 
for fast fading channels. Another approach to the blind equalization is based on the 
blind channel estimation. Some of the recent eigen structure-based channel estimations 
require a relatively smaller data size comparing with higher-order statistical methods. 
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However the asymptotic performance of these eigen structure-based schemes is limited 
by the condition of the channel [12, 13]. Specifically, the asymptotic normalized mean 
square error (ANMSE) is lower bounded by the condition number of the channel ma-
trix. Unfortunately, frequency selective fading channels with long multipath delays 
often result in ill-conditioned channel matrices. The key idea of this paper is to com-
bine the approach based on minimizing the constant modulus cost and that based on 
matching the second-order cyclostationary statistics. The main feature of the proposed 
approach is the improved convergence property over the standard CMA equalization 
and the improved robustness for ill-conditioned channels.  

2 Blind Channel Equalization and Types 

The field of blind channel equalization has been existence for a little over twenty 
years. Research during this time has centered on developing new algorithms and for-
mulating a theoretical justification for these algorithms. Blind channel equalization is 
also known as a self recovering equalization.. The objective of blind equalization is to 
recover the unknown input sequence to the unknown channel based solely on the 
probabilistic and statistical properties of the input sequence. The receiver synchroniz-
es with the received signal and adjusts to equalizer without any training sequences. 
The term blind is used in this equalizer because it performs the equalization on the 
data without a reference signal. Instead, the blind equalizer relies on knowledge of the 
signal structure and its statistic to perform the equalization.  

1. Blind signal is the unknown signal which would be identified in output signal with 
accommodated noise signal at receiver. 2. Channel equalization uses the idea & know-
ledge of training sequences for channel estimation where as Blind channel equalization 
doesn’t utilizes the characteristics of training sequences for frequency and impulse re-
sponse analysis of channel. 3. Blind Channel Equalization differs from channel equali-
zation and without knowing the channel characteristics like transfer function & SNR, it 
efficiently estimate the channel and reduces the Inter Symbol Interferences (ISI) by 
blind signal separation and also eliminating noise at the receiver. 

3 CMA-(Constant Modulus Algorithm) 

In digital communication, equalizer was designed to compensate the channel distor-
tions, through a process known as equalization. Equalization are categories in to  

1) Trained equalization, 2) Blind (self-recovering) Equalization 
Blind equalization finds important application in data communication system. In data 
communications, digital signals are generated and transmitted by the sender through 
an analog channel to the receiver. Linear channel distortion as a result of limited 
channel bandwidth, multipath and fading is often the most serious distortion in digital 
communication system. Blind equalization improves system bandwidth efficient by 
avoiding the use of training sequence. The linear channel distortion, known as the 
Inter-symbol interference (ISI), can severely corrupt the transmitted signal and make 
it difficult for the receiver to directly recover the transmitted data. Channel equaliza-
tion and identification has proven to be an effective means to compensate the linear 
distortion by removing much of the ISI. 
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Channel Equalization 
A typical communication system design involves first passing the signal to be trans-
mitted through a whitening filter to reduce redundancy or correlation and then trans-
mitting the resultant whitened signal. At the receiver, the recorded signal is passed 
through the inverse whitening filter and the original signal is thus restored. However, 
the channel will affect the transmitted signal because of a) Channel noise b) Channel 
dispersion leading to inter symbol interference. It is necessary to pass the received 
signal through a so called equalizing filter to undo the dispersion effect as shown in 
figure 2 below. Equalization compensates for Inter symbol Interference (ISI) created by 
multi path within time dispersive Channel message signal whitening signal receiver. 

 
Blind Channel Equalization 
The field of blind channel equalization has been existence for a little over twenty 
years. Research during this time has centered on developing new algorithms and for-
mulating a theoretical justification for these algorithms. Blind channel equalization is 
also known as a self-recovering equalization. The objective of blind equalization is to 
recover the unknown input sequence to the unknown channel based solely on the 
probabilistic and statistical properties of the input sequence. The receivers synchron-
ize to the received signal and adjust the equalizer without the training sequence. The 
term blind is used in this equalizer because it performs the equalization on the data 
without a reference signal. Instead, the blind equalizer relies on knowledge of the 
signal structure and its statistic to perform the equalization. A natural question from 
for direct adaptive equalization with training is, ``How can we adapt our filter F, 
without the use of a training signal?''. Figure 2 shows such a system. There has been 
extensive research on this subject for single user applications as well as multi-user 
applications. The Constant Modulus Algorithm is one such algorithm employed for 
the blind adaptation problem. 

4 LMS Algorithm 

Usually, the adaptive algorithm consists of a transfer filter for processing the input 
single and an algorithm unit for update the transfer filter's coefficients. ( )x n  is the 

input signal; 0 1 2( ) [ , , ,..... ]lw n w w w w= is the vector of the transfer filter's coeffi-

cients; ( )d n  is the desired output of the transfer filter; ( )y n  is the output of the 

transfer filter; ( )e n  is the error value, and it can be written as: 

( ) ( ) ( )e n d n y n= −     (1) 

The Adaptive algorithm unit represents some algorithm to update the coefficients of 
the transfer filter. For LMS algorithm, the method to update the coefficients of the 
transfer filter is given as follows: 

*( ) ( 1) ( )* ( )w n w n x n e nμ= + +    (2) 

μ , is the step of LMS algorithm. 
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5 Adaptive MMSE Equalizer 

The Sampled signal after MMSE Equalizer can be expressed in matrix form as 

^

( ) ( )Hs i w y i=                  (3) 

Where ( ) ( ) ( ) ( )Ty i H i s i n i= + ,    4 

is the length of the MMSE Equalizer: 1, 2, 3, 4, 5[ ........ ]T
Mw w w w w w w=  is the equa-

lizer coefficients vector; Then the error signal e(i) is given  

M  by
^

( ) ( ) ( )e i d i s i= −     (5) 

where ( )d i  is the desired response. For MMSE equalizer, ( ) ( )d i s i D= +  , D is a 

time delay parameter which is L +1 usually. The MMSE criterion is used to derive the 
optimal equalizer coefficients vector w : 

{ }2
minw imizeE e=          (6) 

We make the assumption that signal s(i) and noise n(i) are independent identity distri-
bution stochastic 

Variable and uncorrelated each other, then the equalizer coefficients vector w  can 
be expressed as[2]: 

11
( )H H

Dw H H I H
SNR

δ−= +     (7) 

Where 1 ( 1)[0.......1 ;0...........0]T
D D X L Mδ + −=

2

2
s

n

SNR
σ
σ

=  denotes the signal noise 

ratio   I  is MxM  identity matrix. 
To reduce the complexity caused by matrix inversion of ideal MMSE equalizer, we 

propose an adaptive MMSE equalizer algorithm. In code-multiplexed pilot CDMA 
systems, conventional adaptive equalizer is difficult to implement for lack of refer-
ence signal. In this paper, the steepest descent method [4] is used to derive adaptive 
equalizer algorithm in code-multiplexed pilot CDMA systems. 

According to Eqn.3 and Eqn.5, the mean square error (MSE) J can be expressed as 
* 2( ) [ ( ) ( ) ] H H H

sJ w E e i e i w p p w w Rwσ= = − − +    (8) 

where autocorrelation matrix [ ( ) ( )]HR E y i y i=  ; cross-correlation vector 
*[ ( ) ( )]p E y i d i= , 2

sσ denotes the signal power; *(.) represents conjugate operation. 

Because the wireless channel is time-varying, the equalizer coefficients vector w  
must be updated real time. Conventional adaptive algorithm requires reference sig-
nal ( )d i , while in the downlink of code-multiplexed pilot CDMA systems, ( )d i  is 
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difficult to distill. To resolve this problem, the steepest decent method is used. From 
Eqn.8, the gradient vector is 

   
( )

2 2
J w

p Rw
w

∂ = − +    (9) 

then the equalizer coefficients updating equation is  

( 1) ( ) 2 [ ( )]w i w i p Rw iμ+ = + −          (10) 

where parameter μ is a positive real-valued constant which controls the size of the 

incremental correction applied to the equalizer coefficients vector. 
For the autocorrelation matrix:  

                   [ ( ) ( )]HR E y i y i=  

{ }
{ }2 2

[ ( ) ( )] ( ) ( ) [ ( ) ( )]

( ) ( )

TH H H

TH
s n

R E s i s i H i H i E n i n i

R H i H i Iσ σ

= +

= +
  (11) 

the cross-correlation vector 
* *

2

[ ( ) ( )] [( ( ) ( ) ( )) ( )]

( )

T

T
s D

p E y i d i E H i s i n s s i D

p H iσ δ
= = + −
=   

(12) 

From Eqn.7,8,9, we can obtain the time recursive equation of MMSE equalizer by: 

{ }2 1
( 1) ( ) 2 [ ( ) ( ( ) ( ) ( )]

TT H
s Dw i w i H i H i H i Iw i

SNR
μσ δ+ = + − +    (13) 

As can be seen from Eqn.13, the updating process avoids the matrix inversion opera-
tion. On the other hand, the updating process abstains the requirement to store the 
autocorrelation matrix R(i) and only the equalizer coefficients vector of last time is 
needed. From Eqn.13 we know, the channel convolution matrix H(i) is required to 
update the equalizer coefficients vector. 

For CMA , channel response can be estimated through code-multiplexed pilot. In 
this paper, the low complexity sliding-window method is used to estimate the channel 
coefficients, which can be expressed  

as

( )
2^

*

( )
2

1
( ) ( ) ( )

2 ( 1)

l s

l s

w
i T

l p l
ws i T

i y t c t dt
pw i T

τ

τ

β τ
α

+ +

+ −

= −
+ ∫

  

 (14) 

where 
^

( )l iβ  is estimation of the complex gain of l -th path; w  is the length of slid-

ing-window in symbols and should be selected properly according to the varying 
speed of the channel. 
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6 Experimental Result 

The Simulation Results shows that CMA Algorithm offers substantial performance 
gains over the traditional Adaptive MMSE and LMS algorithm, figures from 1-8. 

It is observer from these plots that perform of the channel estimation is analyzed by 
transmitter and a receiver bit which shows the equalizers convergences. 

 
 

Transmitted symbols

 

Fig. 1. Transmitter side of Adaptive CMA 

 

3 2 1 0 1 2 3
3

3
Received samples

 

 

       Fig. 2. Receiver side of Adaptive CMA                      Fig. 3. Adaptive CMA Equalizer 

 
The figures from 1-4 are obtained for Adaptive CMA Equalizer, with more effi-

cient for equalization and convergences. Secondly from figure 5-8 are obtained for an 
Adaptive MMSE equalizer through LMS algorithm. The efficient of equalization and 
convergences is too good. The time complexity is very less and more efficient for  
advance communication systems. 

 

-
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n 

 
e(
n) 

Convergence 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Convergence of Adaptive CMA equalizer Fig. 5. Transmitter side of    Adaptive MMSE 
              Equalizer 

 

Fig. 6. Receiver  side of Adaptive MMSE Equalizer  

 

Fig. 7. Adaptive MMSE Equalizer through LMS  



  Adaptive MMSE Equalizer through LMS Algorithm 323 

 

Fig. 8. Convergence of Adaptive MMSE Via LMS algorthim 

7 Conclusion 

In this paper, Aim at conventional Rake receiver can’t satisfy the performance re-
quirement in high data rate transmission, while ideal MMSE equalizer is difficult to 
real-time implement because its large computational complexity, a low complexity 
adaptive MMSE equalizer algorithm is proposed. In future conclusion, the proposed 
low complexity adaptive MMSE equalizer in code-multiplexed CDMA system  can 
be proposed and this system   has better practical application value. 
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Abstract. A Face recognition scheme using weighted angle based approach is 
proposed in this paper. In content based image retrieval, Face recognition 
system performs fast and accurate detection from database. Feature vector 
based on Eigen vectors of sub images is used for recognition. Image is 
partitioned into sub images. Sub parts are rearranged into rows and column 
matrices. Eigenvectors are computed for these matrices. Global feature vector is 
generated and weighted angle distance is used for face recognition. Experiments 
performed on benchmark face database (YALE) indicated that the proposed 
weighted angle based approach has better recognition performance in terms of 
average recognized rate and retrieval time compared to the existing methods. 

Keywords: Sub-pattern, Eigenvectors, Weighted angle. 

1 Introduction 

In recent years, face recognition has been the subject of intensive research. With the 
current perceived world security situation, governments as well as businesses require 
reliable methods to accurately identify individuals, without overly infringing on rights 
to privacy or requiring significant compliance on the part of the individual being 
recognized. Face recognition provides an acceptable solution to this problem. A 
multitude of techniques have been applied to face recognition and can be separated 
into two categories geometric feature matching and template matching. Geometric 
feature [1] matching involves segmenting the distinctive features of the face – eyes, 
nose, mouth, etc – and extracting descriptive information about them such as their 
widths and heights. Ratios between these measures can then be stored for each person 
and compared with those from known individuals. Template matching is a non-
segmentation approach to face recognition. Each face is treated as a two dimensional 
array of intensity values, which is then compared with other facial arrays. Earliest 
methods treated faces as points in very high dimensional space and calculated the 
Euclidean distance between them  

Basically geometric feature images can be partitioned into three categories: In the 
first type holistic matching [2] method (HMM), an image of the whole face is used for 
pattern recognition [5]. One of the most popular is actually the Eigen faces 
technology. In the second method, it involves local features and their relationship 
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used for classification. In the Third type hybrid method [3] it is also called as human 
perception system. It involves combined process is whole image Eigenfaces 
technology and local features of images.                   

In the mathematical terms of pattern recognition [4], the eigenvector of the co-variance 
matrix of the set of eigenface images [5], treating as an images of a point (or vector) in a 
very high dimensional space. The eigenvectors are ordered, each one accounting for a 
different amount variation among the face images. These eigenvector can be thought of a 
set of features, which together characteristics the variation among face images. Each 
image contribute some amount each eigenvector, so that the eigenvector formed from an 
ensemble of face images appear as a sort of ghostly face images. 

Fundamentals of face recognition are discussed in section 2.  Proposed algorithm is 
discussed in section 3. Experimental results are presented in section 4. Concluding in 
section 5. 

2 Face Recognition Concept 

The concept of the proposed work is to study the use of texture orientation as face 
image features in face based image retrieval. The basic architecture of Face 
recognition system is shown in figure. An improved method based on hybrid 
approach for face recognition system is proposed in this work. 

There are two issues in building a face recognition system. 

a) Every face image in the face image data base is to be represented efficiently by 
extracting significant feature.  

b) Relevant face images are to be recognized using similarity measure between 
query and every face image in the face image data base. 

The performance of the proposed face recognition system can be tested by retrieving the 
desired number of face images from the database. Advantage of weighted angle 
approach recognition rate and recognition time.The average recognition rate is known as 
the average percentage number of images belonging to the same face image as the query 
face image in the top ‘N’ matches. ‘N’ indicates the number of recognized images.    

 

Fig. 1. Face recognition system Architecture 
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3 Proposed Algorithm 

The basic steps involved in the proposed face recognition algorithm as follows. 
 

1. There are N face images belonging to M persons in the training set; N = 
N1+N2+N3+…NM. Images size is represented as no. of rows and columns (A1×A2). 
By using sub-pattern method Each face image is first partitioned into S equally sized, 
these sub-pattern images are transformed   into corresponding column vectors with 
dimensions of d = (A1×A2)/S using non-overlapping method. 
 
2. In the first step calculate mean value of sub-pattern images. Each of them can be 
expressed in the form of a d-by-N Column data matrix 

          Ci   = {ci1+ci2+ci3+…ciN} with i = 1, 2,…….. S                            (1) 

Each column of column data matrix must be removed its mean value. After this obtain 
the vertically centered column data matrix 

          Cvi = {ĉi1+ĉi2+ĉi3+…ĉiN} with i = 1, 2,……...S.                           (2) 

Similarly  
In the second step calculate mean vector mi = 1/N∑j=1

Ncij.  Where C
ij denotes the ith 

sub-pattern image of the jth face image then obtain centered column data matrix   in 
horizontal direction, i.e., ĉij = cij - mi  .

 

After this step, obtain the horizontally centered column data matrix 

             CHi = {ĉi1+ ĉi2+ ĉi3+……+ ĉiN} with i = 1, 2,….S.                         (3) 

3. Each of them can be expressed in the form of a d-by-L   eigenvector matrix. 

             PVi = {Pi1+ Pi2 +Pi3+……+ PiL} with i = 1,2,….S.                          (4) 

The orthogonal eigenvectors Pi1,Pi2,Pi3………PiL corresponding to first L largest 
positive eigenvalues. The corresponding sub-feature weights based on PVi are 
computed as 

            Gvi = PVi
T Cvi  = {Gi1+ Gi2+……+ GiN}, i = 1,2,…S.                        (5) 

Similarly 
Horizontally centered column data matrix for first L  
Largest positive eigenvector.. 

           PHi  = { Pi1, Pi2,………… PiL},  with i = 1,2,……S.                                        (6) 

           PAb  =   diag(Pi1,Pi2,….PiL) with I = 1,2,……S.                                        (7) 

The orthogonal eigenvector  Pi1, Pi2,……. PiL correspond to first L largest positive 
eigenvalues λi1≥ λi2≥…..≥ λiL . 

Then, the whitening matrix is computed as  

          PWi = PHi λ-1/2, i=1,2,…..S.                                               (8)  

Where λ I = diag(λ i1, λ i2,….. λ il). 
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Therefore, the sub-pattern weights based are computed as 

          GHi  = PWi
T  CHi = {Gi1,Gi2,…..GiN},  i = 1,2,…S                            (9) 

4. Afterwards, S extracted local sub feature weights of an individual vertically are 
synthesized into a global feature denoted as 

           GVj = (G1j
T,G2J

T,……GSj
T)T, j = 1,2, N.                              (10) 

Where GVj denotes the (L×S)-by-1 global feature vector of the jth face image. 
Similarly  
Av individual horizontal are synthesized into a global feature denoted as 

            GHj = (G1j
T,G2j

T,…..GSj
T)T, j = 1,2…………N.                          (11) 

Where GHj denotes the (L×S)-by-1 global feature vector of the jth face image. 
 
5. At final stage necessary to identify a new test image, this image also partitioned 
into S sub-pattern images. Each of them is represented as C test i  and its vertically 
centered is as     C test  v i   with i = 1,2…….S. 

The corresponding sub-pattern image are computed as 

Gtest i = PVi
T C test  v i 

Then global feature of the test image is obtained as 

            Gtest V  =(Gtest i
T Gtest i

T ..…..Gtest i
T)T                                                       (12)         

Finally, the identification of the test image is done by using nearest neighbor classifier 
with cosine measure, in which the cosine of the angle between the test image and each 
training image in the database is defined as 

                       ZAb =  √1/PAb                                                                                (13)    

Where ZAb is the weighted angle  

                      Rvj = Gtest v .Gvj. ZAb /|| Gtest v|||| Gvj||.                                   (14) 

Where size of  Rvj is (L×S)-by-1 of the jth face image. 

                        RHj = Gtest v. GHj/|| Gtest v|||| GHj||                                          (15) 

Where size of RHj  is  (L×S)-by-1 of the jth face image. 

                     Rj = Rvj + RHj.                                                                                   (16) 

4 Experimental Results 

Recognition performance in terms of average recognition rate and recognition time of 
the proposed face recognition system is tested by conducting an experiment on hybrid 
approach face database. A face database [6] test set was constructed by selecting 100 
images of 10 individuals, ten images per person. These images of a person used for 
training and testing. the experimental results are tabulated in Table 1. Since the 
recognition accuracy of the sub-pattern image, several sizes of sub-pattern images 
were used in our experiments as shown below: 56×46(S=4), 28×23(S=16), 
14×23(S=32), 7×23(S=64), and 4×23(S=112). Result has been presented in hybrid 
approach with S<64.  
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4.1 Feature Selection 

A sample image from face database and by using sub-pattern technique it can be divided 
by equal parts. Feature of the query image size is (64×1) by using sub-pattern method. 
 

Select a querySelect a query

 

Fig. 2. Sample image from face database 

Some of the recognized results when all the 10 images (N=10) in one subject of the 
image database are recognized are shown in figure 3. From the query image feature is 
taken based on sub-pattern method .After that in this paper we take only 64 feature of 
this query image. That may be depends up on the sub-parts of this image(S=16). For 
each sub-pattern we consider four positive eigenvectors that is largest eigenvector of  
 

Recognized resultRecognized result

 

Fig. 3. Recognized images 
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the sub-part. It is represented as only local feature of the query image. After that 
combination of all sub-parts local feature it can be represented as global feature of the 
query image. Comparative performance of all training global feature with this query 
image finally recognized results images with top left image as query image. 

From the experimental results, conclude that: when testing images under varying 
illumination, sub-pattern method and principal component analysis [8] can 
significantly improve the recognition accuracy of sub-pattern vertically centered 
method. Since the vertical centering process centers the data by removing the mean of 
each image, it can be used to eliminate the effect of the values. In other words, the 
property of vertical centering process [9] can be helpful in eliminating the shifted 
values of original-pixels. Further, the sub-pattern technique can be utilized to 
encourage the efficiency of the vertical centering process. Therefore, sub-pattern 
technique is actually useful to vertical centering process of sub-pattern technique. The 
vertical centering may benefits for the recognition in varying illumination. Now, we 
have confirmed this possible forecast and strongly increased the efficiency of the 
vertical centering process by sub-pattern technique in this paper. From the total 
experimental results, it can also be seen that for expression variant test, sub-pattern 
technique and Eigen vector can slightly improve weighted angle based approach 
classifier, the similarity between a test image and training image is defined as  

In the weighted angle based approach method cosine measurement  

Rvj = Gtest v .Gvj. ZAb /|| Gtest v|||| Gvj|| 

Where size of  Rvj is (L×S)-by-1 of the jth face image. 

RHj = Gtest v . GHj/|| Gtest v|||| GHj|| 

Where size of RHj  is  (L×S)-by-1 of the jth face image. 

Rj = Rvj + RHj. 

The experimental results of this weighted angle based approach when compared with 
vertically centered values and horizontally centered values. In which recognition rates 
of the sub-pattern based approaches were obtained using S = 16. as can be seen from 
the results, weighted angle based approach method has best recognition accuracy. 

4.2 Average Recognized Rate 

The average recognized rate for the query is measured by counting the number of 
images from the same category which are found in the top ‘N’ matches. From below 
table, we can observe that the recognition rates of five methods. Compared with other 
process we can get efficient recognized result, here we are comparing local and global 
feature [10] of the images. Comparative recognition performance of the proposed face 
recognition system on the face database using hybrid approach feature is shown in 
table 1.  

(1, 3, 5,7,10 are Top ‘N’ recognized images) 
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Table 1. Recognized rate on face database 

              Number of top matches 
Methods 1 3 5 7 10 
Mean  
value 

 
100 

 
77.5 71 65 58 

 
Variance 
 

 
100 

 
58.5 50.5 44.2 36.25 

 
Diagonal 
(SVD) 

 
100 

 
60 54.5 48.2 42.25 

 Hybrid 
Approach 
 

 
100 

 
99.16 

 
95.5 

 
87.4 

 
78.75 

Weighted 
angle based 
Approach 
(L=Largest 
four) 
PROPOSED 

 
100 

 
99.16 

 
96.5 

 
87.85 

 
79.25 

 
In the hybrid approach method cosine measurement  

Rvj = Gtest v .Gvj/|| Gtest v|||| Gvj|| 

Where size of  Rvj is (L×S)-by-1 of the jth face image. 

RHj = Gtest v . GHj/|| Gtest v|||| GHj|| 

Where size of RHj  is  (L×S)-by-1 of the jth face image. 

Rj = Rvj + RHj. 

 

Fig. 4. Comparative recognition rates 
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Comparative performance in terms of  average recognized rate is shown in figure 4 
indicates the superiority of the weighted angle based for face recognition system with  
largest four eigenvectors when compared to largest all positive eigenvector and also 
be observed over remaining methods in terms of average recognized rate. 

4.3 Recognized Time  

Face recognition system with weighted angle based approach technique for largest 
four eigenvector recognized time is 51.84 seconds (training time is 51.42 seconds and 
recognized time is 0.42 seconds), hybrid approach technique for all positive 
eigenvector recognized time is 52.23 seconds, Diagonal value method in SVD 
recognized time is 1.65 seconds, variance time is 2.90 seconds and mean value 
method recognized time is 2.72 seconds. 

5 Conclusions 

Weighted angle based approach for face recognition is presented in this paper. Global 
feature vector is generated and used for face recognition. Horizontal and vertical 
variations are considered in feature vector. Weighted angle based approach for face 
recognition gives better performance in terms of average recognized rate and retrieval 
time compared to existing methods. 
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Abstract. Energy Efficient and reliable data dissemination in wireless sensor 
network is an important research issue since the network consists of low cost 
nodes with limited resources. Mobile agent-based data dissemination (MADD) 
approach that deploys multiple mobile agents for the data gathering task is a 
flexible, robust, and distributed solution to the data dissemination problem in 
wireless sensor networks. However the manners in which mobile agents follow 
the itineraries (order of visited sensor nodes) have an impact on the efficiency 
of the data gathering. In this paper, we propose a multiple mobile agents with 
dynamic itineraries based data dissemination (MMADIDD) protocol that not 
only adapts to unexpected node failures but also prolongs the network lifetime. 

Keywords: Wireless sensor network, Data Dissemination, Mobile agent. 

1 Introduction 

Recent advances in embedded micro-electro-mechanism system (MEMS) and 
wireless communication technologies have enabled the development of small size, 
low-cost sensor nodes with sensing, computation and wireless communication 
capabilities [1].Wireless sensor networks (WSNs) consist of a large number of these 
tiny sensor nodes that cooperatively monitor and react to physical or environmental 
phenomenon and send the collected data to a sink using wireless channels. WSNs 
have found many applications in areas such as battlefield surveillance, industrial 
process monitoring and control, environmental and habitat monitoring, home 
automation, traffic control, and healthcare applications [2], [3]. Sensor nodes are 
usually battery powered and they are left unattended after the initial deployment and it 
is difficult to recharge them. So an important issue in the design and efficient 
implementation of wireless sensor networks is to optimized energy consumption and 
keep the network functional for as long as possible. 

Recently, mobile agent based computing paradigm has been proposed in the field 
of WSNs [4], [5], [6], [7], [12]. A mobile agent[7] is a special kind of software 
process that has ability to migrate from one node to another following certain itinerary 
and perform data aggregation locally at each node. Mobile agent based computing 
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paradigm presents several important benefits [5]. First, it can significantly reduce 
bandwidth consumption by moving the computation process to the location of the 
sensed data; otherwise its transmission in raw form would consume more energy of 
the node. In addition, mobile agent computing paradigm also provides stability and 
fault-tolerance since it can be dispatched when the network connection is alive and 
return results when the connection is re-established. Finally, mobile agent can also 
extend the functionality of network by carry task-adaptive processing code [5], [6].  

Mobile agent based data dissemination process in WSN largely depends on the 
planning of the mobile agent itinerary (order of sensor nodes to be visited during the 
mobile agent migration) [7].Itinerary planning can be classified as static or dynamic 
according to place where mobile agent routing decisions are made [7]. A dynamic 
itinerary planning scheme determines the route on the fly at each hop of the mobile 
agent, while a static scheme derives the route at the mobile agent dispatcher (i.e. sink) 
node before mobile agent is dispatched and it is based on global information of network 
topology. A mobile agent with dynamic itinerary is more flexible, and can adapt to 
faults during its traversal by changing its itinerary on the fly [7]. However, the node or 
link failures may invalidate the static itineraries determined centrally at the sink. In 
static scheme, sink node require to maintain global information of network topology for 
determining the itineraries of mobile agents. While in dynamic scheme, sink does not 
require to maintain global information of network topology [13]. 

In this paper, we propose a multiple mobile agents with dynamic itineraries based 
data dissemination protocol (MMADIDD) that uses multiple mobile agents for data 
dissemination task and each mobile agent is responsible for collecting sensed data 
from a particular area and determines its route on fly at each hop using local 
information. Our protocol not only adapts to unexpected node failures but also 
prolongs the network lifetime. The proposed protocol is designed for monitoring 
applications to obtain the periodically sensed data, such as temperature, humidity, and 
pressure, from the surrounding environments. The performance of our protocol is 
evaluated through a number of simulation results, which show that our protocol 
performs better than static itinerary based protocol when node or link failures occur 
en route. 

The rest of the paper is organized as follows: we briefly describe works related to 
the research presented herein in Section 2. In Section 3, we present system model and 
list the assumptions in our work. In Section 4, we describe our proposed MMADIDD 
protocol in detail. Section 5 describes our simulation environment in detail and 
compares the performance of our protocol with other protocols with respect to the 
selected metrics of interest. Finally, Section 6 concludes this paper. 

2 Related Work 

Recently, mobile agents [4], [5], [6], [8], [11], [12], [13] have been proposed for data 
dissemination task in wireless sensor networks. In [4], H. Qi et al. proposed two 
heuristic protocols, Local Closest First (LCF) and Global Closest First (GCF) to 
derive the itinerary of mobile agent for performing data gathering task. In LCF, 
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mobile agent starts its route from the sink and searches for next destination with 
shortest distance to its current location. In GCF, each mobile agent also starts its route 
from the sink and selects the next closest node to the sink as its next destination. The 
performance of LCF depends on current location of mobile agent. Wu et al. [7] 
proposed a genetic algorithm (GA) for computing itinerary of mobile agent .It uses 
global network topology information to derive the static itinerary of mobile agent and 
provides better performance than LCF and GCF protocols in terms of energy 
consumption. The protocols proposed in [4] and [7] use single mobile agent to visit all 
sensor nodes and their performance is reasonable for small network; however, it 
declines as the network size grows. This is because mobile agent’s size increases as 
network size increases resulting in more energy consumption and more time to finish 
the data gathering task.  

In [11], M. Chen et al. proposed multi agent Itinerary Planning (MIP) algorithm. 
MIP is a centralized algorithm executed at sink and divides the deployed sensor nodes 
into different groups and in each group, single agent based protocol like LCF, GCF or 
GA is used to derive the itineraries of mobile agents. This approach reduces the task 
completion time than single agent based approach. In [13], Charalampos et al.  
proposed a tree based itinerary design (TBID) algorithm that employs multiple mobile 
agents for data gathering task in WSNs. In this method, it is assumed that sink knows 
the geographic location of all the sensor nodes. TBID algorithm is a centralized 
algorithm and is executed at sink. After processing, it determines the number of 
mobile agent used for data gathering and its itineraries. This algorithm follows greedy 
methods for grouping sensor nodes in multiple mobile agent itineraries. Basically, it 
builds a spanning forest of binary trees rooted at sink in network and calculates 
itineraries by post order traversal of binary trees and finally, assigns these itineraries 
to individual mobile agents. In this scheme, each mobile agent carries the pre-
computed itinerary that determines the order of sensor nodes to be visited. The main 
limitation of static itinerary based approach is that mobile agent cannot complete its 
data dissemination task if a node or link fails en route. 

3 System Model 

In this paper, we consider a sensor network consisting of N sensor nodes uniformly 
distributed in a circular monitoring area of radius R, as in [16], as shown in 
Figure1(a). There is only one sink node that is located at the centre of the area. We 
make the following assumptions: 

• All the sensor nodes are static, homogeneous and have the same computational 
and communication capabilities. 

• Initially all nodes are charged with the same amount of energy. 
• Wireless links are bidirectional. 
• Sink node is static and uses a directional antenna for equiangular wedge setup 

and to dispatch mobile agent. However, its receiving antenna is omni-directional. 
• Each node is assigned a unique identifier (ID). 
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Fig. 1. (a) Network structure model. (b) Mobile Agent Migration Process 

4 Proposed Data Dissemination Protocol 

In this section, we present our proposed MMADIDD (multiple mobile agents with 
dynamic itinerary based data dissemination) protocol. Our protocol consists of two 
phases: initialization process and mobile agent migration process. 

4.1 Initialization Process 

This process is further divided into two sub processes: circular coronas and 
equiangular wedge setup process and neighbor discovery process. In circular coronas 
and equiangular wedge setup process, we aim to divide whole circular monitoring 
area into coronas and wedges. The width of each corona is rmax / 2 as shown in Figure 
1(a), where rmax is the maximum transmission range of any sensor node. The angle of 
each wedge is 45 degree i.e. whole monitoring area is divided into eight equiangular 
wedges centered at sink. After this phase, each node knows its corona and wedge 
number and also sets its boundaryState field if it is located at boundary of wedge. The 
main aim of this process is to determine the visiting area of each mobile agent. Since 
circular sensing area is divided into eight equiangular wedges, for data gathering from 
each wedge, sink dispatches eight mobile agents in parallel, one for each 
corresponding wedge. The pseudo code for coronas and wedge construction phase is 
given in Algorithm 1 and 2. 
 
 

             (a)                                                      (b) 

rmax / 2 

Sink 
 
Sensor node 
 

Mobile agent 
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  Algorithm 1. Concentric Coronas Creation 
 
For the Sink: 
1: R = radius of circular monitoring area 
2:  r = the maximum transmission range of sensor node 
3: CN = corona number 
4:  i=1 
5:  for R <= 0 do 
6:     sink node create a CoronasCreationPkt packet with CN field set to i 
7:     adjust the transmission power equivalent to transmission range i× r/2 
8:     Broadcast   CoronasCreationPkt (sinkID, CN)  
9:     R = R – r/2; 
10:     i = i + 1 
11:    wait for time t1 

For any sensor node ( i ): 
1: Initialize: corona state cn = 0  
2:  if (receive CoronasCreationPkt and cn = =0) 
3:       set cn by CN field of received CoronasCreationPkt 
 
 

Algorithm 2. Equiangular Wedge Creation 
 
For the Sink: 
1: WN = wedge number  
2: j=1 
3: θ = 45 // set angle of directional antenna  
4: adjust the transmission power equivalent to transmission range R 
5:  while (θ < = 360) 
6:     sink create a WedgeCreationPkt   packet with WN field set to j 
7:     adjust angle of directional antenna by θ 
8:     Broadcast WedgeCreationPkt (sinkID, WN)  
9:     θ = θ + 45 
10:   j = j+1 
11:   wait for time t2 

For any sensor node (i): 
1: Initialize: wedgeNo state wn = 0  
2:  if (receive WedgeCreationPkt and wn = =0) 
3:     set wn by WN field of received WedgeCreationPkt 
 

 

In one-hop neighbor discovery process, each node is made to broadcast HELLO 
packets only once, which includes their nodeID, remaining energy, start time, wedge 
Number and coronas number. All one hope neighbors of any node that receive 
HELLO packet update their neighbor table. The neighbor table at each node maintains 
information – nodeID of the neighbor node from which it has received the Hello 
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packet, the remaining energy at the neighbor node, distance of neighbor node, corona 
and wedge number of the neighbor node from which it has received the Hello packet. 
This phase is invoked by sink node. The pseudo code for neighbor discovery phase is 
given in Algorithm 3. 

 
Algorithm 3. Neighbor Discovery 
 
For the Sink: 
1: sink node create a HELLO packet   
2:  Broadcast HELLO packet to its 1-hop neighbor 
 3: if (receive HELLO packet) 
4:    Update Neighbor table  
For any sensor node (i): 
1: Initialize: timeOn = false 
2:  boundaryNode = false 
3:  outerNode = false 
4: if (receive HELLO packet from own Wedge) 
5:    Update Neighbor table 
6: else 
7:       set boundaryNode = true 
8: if (timeOn is false) 
9:        create HELLO packet 
10:        set timeOn = true 
11.         Broadcast HELLO packet 
 

4.2 Mobile Agent Migration Process 

Mobile agent migration process is divided into two phases. In first phase, mobile 
agent is forwarded by boundary nodes of wedge Wi until it reaches to outer ring or 
corona. In second phase, mobile agent starts its data aggregation and gathering task 
from sensor nodes of outer corona Ck  to next inner corona Ck-1 of same wedge Wi and 
so on until it reaches at sink as shown in Figure 1(b). In each sector Sij  ,  mobile agent 
starts  its data collection from one boundary node  to another  by using  least-cost 
based multi-hop routing scheme i.e. it migrates to node  which is nearest and has  
highest enough node energy . The cost function for mobile agent forwarded from 
node Ni to node Nj is derived from [6]: 

( )
max

1
E

E
w

R

d
wCij ⋅−+⋅=                                                (1) 

Where d is the distance between sensor node Ni and Nj, R is the maximum 
transmission range of sensor node, E is the remaining energy of node Nj, Emax is the 
initial energy of sensor node, w is used to adjust the importance between distance and 
energy component, and 0 < w < 1.The pseudo code for mobile agent itinerary 
computation phase is given in Algorithm 4. 
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Algorithm 4. Mobile Agent Migration 
 
Initialize: sink know its 1-hop neighbor say N1 

k: no of mobile agent used for data collection task, initial value is 1 
CN: concentric coronas number 
C: no of coronas 
i=1 
For the Sink: 
1: while (k <=8)  
2:       sink create mobile agent packet with MA-id = k 
3:       send to Groupleader of wedge k 
For any sensor node (i)  
1: if (receive MobileAgentpkt packet ) 
2:    {   if (node is Groupleader and MA_direction is DOWN) 
3:             send   MobileAgentpkt to boundary node of next corona 
4:          else { if (boundaryNode and CN < = C) 
5:                                 send   MobileAgentpkt to boundary node of     
                                     next  corona 
6:                                 else   set MA_direction to UP 
7:                                         send MobileAgentpkt to its 
                                            nearest neighbor of  same CNi 

8:                   } 
9:       if (receive MobileAgentpkt packet and MA_direction is UP   
               and !boundaryNode) 
10:         send MobileAgentpkt to its nearest neighbor of same CNi 

11        else   send MobileAgentpkt to its nearest neighbor node  
                     of   CNi-1 coronas 

 

5 Simulation Results and Discussion 

In this section, we present and discuss simulation results of our proposed data 
gathering protocol MMADIDD and compare the performance of MMADIDD with 
TBID, LCF and GCF algorithms in terms of total energy consumption, response 
time.We used Castalia [19] simulator to implement and conduct a set of simulation 
experiments. Castalia is a simulator for wireless sensor network and body area 
network which is built and based on the OMNeT++ [18] discrete event simulation 
platform.  

Our simulation scenarios consist of a circular monitoring area of radius 100 m 
containing five different scales (25, 50,100,150, and 200) of sensor nodes randomly 
deployed. All nodes are identical with a radio transmission range set to 25m. The sink 
node is situated at the centre of the simulation field. The simulation time was set to 
1000s. 
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5.1 Performance Metrics 

We use three metrics, energy consumption, response time and success rate of itinerary 
of mobile agent, to compare the performance of the protocols. 
 
a) Energy consumption: A sensor node has three main units [14] namely the 

processing units (PU), the transceiver unit (TU) and the sensor board unit (SU). 
Each of these units consumes a certain amount of energy while operating. The 
energy consumed by a sensor node can be defined as[14][17]:  

                    SUTUPUSN EEEE ++=                                              (2)  

Where EPU , ETU and ESU represent the energy consumed by the processing unit, the 
transceiver unit and the sensor board unit respectively. Energy consumed [9], [14] by 
the transceiver unit (ETU) can be further defined as  

                       
RXTX TUTUTU EdEE += )(                                            (3) 

Where ETUtx   represents the energy consumed by the transceiver unit (TU) to transmit 
a bit of data for a distance d and ETUrx represents the energy consumed by the 
transceiver unit (TU) to receive a bit of data. The total energy consumed by a sensor 
node is represented as [14],[17]: 

                      SUTUTUPUSN EEdEEE
RXTX

+++= )(                                 (4) 

Generally, EPU, ETUrx   and ESU   are constant and sum of these represented as C and 
ETUtx is a function of d which depends on network topology. In other way, equation 
(6) can be written as: 

                     )(dECE
TXTUSN +=                                               (5) 

For mobile agent based data dissemination protocols, energy consumption at a sensor 
node i (ESN_MAi) can be represented as  

                   MATxMARxDAMASN EEEE
i ___ ++=                                (6) 

Where EDA   is energy spent for data aggregation at sensor node, ERx-MA is energy 
spent at a node by receiving mobile agent and ETx-MA for energy required to transmit 
mobile agent. So for mobile agent based data dissemination protocols, total energy 
consumption Etotal_MA can be represented as 

         ( )∑ ∑
= =

++==
N

i

N

i
MATxMARxDAMASNMAtotal EEEEE

i
1 1

____                 (7) 

Normally, EDA is constant for all source nodes visited by the mobile agent. ERx-MA   
and  ETx-MA   depends on size of mobile agent received and transmit respectively. This 
metric is important because the energy level that a network uses is proportional to the 
network’s lifetime. The lower the energy consumption the longer is the network’s 
lifetime. Etotal_MA  depends on itinerary length traveled by mobile agent during data 
dissemination process. 
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b) Response time: Response time is calculated as the time spent to finish a data 
collection task from all source nodes to sink. For agent-based data dissemination 
protocols, it consist of four components [12], [13],[17] time spent in mobile agent 
instantiation (Tinst), time spent for mobile agent to complete its data aggregation 
task at a node (Tproc), time spent in mobile agent transmission (Ttrans) and time 
spent in mobile agent propagation (Tprop). So response time (Tresponsetime_MA)  is 
represented as : 

        ( ) nTTTTT proptransprocinstmeresponseti MA
×+++=                           (8)                                            

Where n is number of sensor nodes visited by mobile agent. In general, Tinst is 
constant and assumed as 5 ms in our experiments. Tproc   is also constant and assumed 
as 25ms. Ttrans  depends on the mobile agent size and network transfer rate. Tprop 
depends on the overall itinerary length that is the distance covered in successive 
mobile agent migrations. In a single agent based protocol, the response time is 
equivalent to the average reporting delay, from the time when a mobile agent is 
dispatched by the sink to the time when mobile agent returns to the sink. In a multi 
agent based protocol, since multiple agents is used for data gathering in parallel, there 
must be a mobile agent which is last one to return to the sink. Then, the response time 
of multi agent based protocol is delay of that mobile agent. 

c) Success rate of itinerary: This metrics is used to evaluate the reliability of mobile 
agent’s data collection process in presence of faulty or dead nodes. It is evaluated 
as percentage ratio of number of sensor nodes visited by mobile agent to total 
number of nodes. 

5.2 Performance Analysis 

In this section, we investigate the performance of the protocols in a multi-hop 
network topology. We study the impact of the number of deployed sensor nodes on 
energy consumption per round, overall response time and success rate of itinerary of 
mobile agent in presence of faulty or dead nodes. From the analysis of the simulation 
results, we have the following observations: 

Figure 2 shows the performance comparison of the two single agent based data 
gathering protocol (LCF and GCF) and the two multi agent based protocol (TBID and 
MMADIDD) in terms of overall energy consumption per round .When the number of 
nodes is increased, energy consumption per round is also increases in all of the four 
protocols as shown in Fig. 2. Our proposed MMADIDD protocol consumes slightly 
(approx. 5%) more energy than TBID. This is due to the use of dynamic itinerary 
where mobile agent uses local information to determine the next source node. 
However, MMADIDD performs better than single agent based data gathering 
protocols (LCF and GCF) in terms of energy consumption. The reason of this 
outcome is that in LCF and GCF, a single mobile agent has to visit all nodes 
distributed in the network. 
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Fig. 2. Energy consumption per round 
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Fig. 3. Overall response time 

Figure 3 shows the performance of LCF, GCF, TBID and MMADIDD protocols in 
terms of their respective overall response time. Overall response time increases as the 
number of deployed sensor nodes increases. Our proposed MMADIDG protocol takes 
slightly (approx. 3%) more time to complete the data dissemination task than TBID. 
This is because MMADIDD derives next destination of mobile agent on the fly based 
on local information. However, overall response time of MMADIDD and TBID are 
much lower than LCF and GCF. This is because of MMADIDD and TBID both 
dispatch multiple mobile agents in parallel to complete data dissemination task and 
each of them visits a small number of sensor nodes. While, LCF and GCF employ a 
single mobile agent to visit all deployed sensor nodes thereby increasing mobile 
agent’s state size, significantly increasing the associated transmission delay. 

As shown in Figure 4, MMADIDD protocol has absolute gain in terms of success 
rate of itinerary. The performance of MMADIDD protocol is better than static 
itinerary based protocol (LCF, GCF and TBID) because statically determined order of 
sensor nodes to be visited during the mobile agent migration may fail when node or 
link failure occurs on some nodes en route. 
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Fig. 4. Success rate of itinerary 

6 Conclusion 

In this paper, we have proposed a multiple mobile agent based data dissemination 
protocol that dynamically determines the order of sensor nodes to be visited during 
the mobile agent migration. It divides the circular sensing area into number of 
equiangular wedge centred at sink. In each wedge, we employ a mobile agent for data 
dissemination task. We have demonstrated through simulation results that our 
proposed protocol performs better than static itinerary based protocol when node or 
link failure occurs en route. 
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Abstract. Mobile ad-hoc networks (MANETs) are a set of self organized 
wireless mobile nodes that works without any predefined infrastructure. For 
routing data in MANETs, the routing protocols relay on mobile wireless nodes. 
In general, any routing protocol performance suffers i) with resource constraints 
and ii) due to the mobility of the nodes. Due to existing routing challenges in 
MANETs clustering based protocols suffers frequently with cluster head failure 
problem, which degrades the cluster stability. This paper proposes, Enhanced 
CBRP, a schema to improve the cluster stability and in-turn improves the 
performance of traditional cluster based routing protocol (CBRP), by electing 
better cluster head using weighted clustering algorithm and considering some 
crucial routing challenges. Moreover, proposed protocol suggests a secondary 
cluster head for each cluster, to increase the stability of the cluster and 
implicitly the network infrastructure in case of sudden failure of cluster head.  

Keywords: MANETS, Cluster, CBRP. 

1 Introduction 

Mobile ad-hoc networks (hereinafter, MANETs) are infrastructure less self organizing 
networks, formed arbitrarily by mobile hosts using wireless links, and the union of 
which forms a communication network. Routing protocol provides communication 
beyond the physical wireless range of nodes by relaying on intermediary nodes [1].  
Due to the mobility of nodes, the network topology changes frequently, hence, nodes 
do not familiar with topology of their network.  Each node learns about neighbor 
nodes by listening announcements (using broadcasting of packets) of other nodes [2]. 
Due to the existing constraints of MANETs, routing should be resource saving. 
Clustering is one approach to reduce traffic during the routing process, and several 
authors proposed cluster based routing protocols [1, 3-5]. All the nodes are grouped 
into clusters and each cluster has one cluster head in addition to many gateways; the 
cluster head is responsible for its cluster member, whose rebroadcast can cover all 
nodes in that cluster. 

One of the leading protocols in MANET is Cluster Based Routing Protocol 
(CBRP), proposed by [3]. CBRP is an on demand routing protocol, where nodes are 
divided into clusters. Initially each node in the network has undecided state. Node 
starts timer and broadcasts HELLO packet. If it receives a Hello reply from any 
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cluster head then sets it state as cluster member else it makes itself as cluster head but 
only when it has bidirectional links with one or more neighbor nodes. Otherwise it 
repeats the procedure with sending HELLO packets. 

Clustering is the process that divides the network into interconnected substructures, 
called clusters. Each cluster has a cluster head and act as a coordinator within the 
substructure. Each cluster head, in other terms acts as a temporary base station within 
its zone or cluster and communicates with its peers. Clustering algorithm used in 
CBRP is a variation of simple “lowest ID” clustering algorithm in which the node 
with a lowest ID among its neighbors is elected as the Cluster head. Each Node 
maintains neighbor table and cluster adjacency table which help to has knowledge of 
network topology. 

This paper proposes a new schema for electing cluster heads by considering factors 
viz., node mobility, power, transmission range and degree of node, and also suggests 
a secondary cluster head which improves the performance of CBRP, to make the 
system fault tolerant. 

The rest of paper is organized as follows: section 2 presents related work on 
routing protocols. Section 3 describes the proposed Enhanced CBRP (hereinafter, 
ECBRP) algorithm and section 4 presents ECBRP evaluation and results analysis. 
Finally section 5 concludes and directs for future study. 

2 Related Work 

Ref. [6] proposed a new approach to improve cluster stability, namely Smooth and 
Efficient Re-Clustering (SERC) protocol. In SERC, every cluster head known as 
primary cluster head (PCH). Each PCH elects secondary cluster head (SCH). When 
PCH no longer be a cluster head SCH will be cluster head. Since SCH known to all 
cluster members, the cluster leadership will be transferred smoothly. Each node has 
four battery power levels when battery power of PCH at critical threshold it transfers 
its responsibilities to SCH. This approach improves cluster stability and reduces 
cluster communication overhead. 

Ref. [7] proposed Vice Cluster Head on Cluster Based Routing Protocol (VCH-
CBRP) by enhancing CBRP specifically designing self-healing of clusters. To enable 
self-healing they introduced a vice cluster heads concept. In this, after election the 
cluster head the cluster head sends a notification to each node about this vice cluster 
head. If the primary cluster head dies for some reason, then vice cluster head 
advertises itself as cluster head, which reduces the frequency of calling cluster 
formation algorithm due to mobility/crash of cluster head. So it increases the 
performance of clustering. 

Ref. [1] proposed Cluster Based Trust-aware Routing Protocol (CBTRP), which is 
a reactive protocol. CBTRP aimed to work in presence of malicious nodes. In CBTRP 
each node establishes trust among them and maintains it in a trust table. When 
establishing a route CBTRP ensure that all nodes in the path are trust worthy. If any 
node detected as malicious, then it will be isolated from the network such that no 
packets are forwarded through or from it. As mentioned earlier, one of the problems 
with any cluster based protocol is cluster head failure, which causes frequent 
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execution of cluster formation algorithm. To avoid frequent execution of cluster 
formation algorithm one solution is secondary cluster head schema. When primary 
cluster head fails the secondary cluster head takes primary cluster head 
responsibilities. CBTRP uses local cluster formation algorithm to increase the cluster 
stability. In local cluster formation algorithm whenever a cluster head detected as 
malicious the next best trustworthy node in cluster, will be elected as cluster head. 
This algorithm considers only malicious cluster heads case. But there are other 
chances to cluster head failure which yields to frequent execution of cluster formation 
algorithm like cluster head moved away from the cluster and died due to lack enough 
energy. Therefore, ECBRP handles cluster head failure caused by node mobility and 
due to lack enough energy. 

3 Enhanced CBRP 

CBRP is a source routing protocol that works based on dynamic source routing. The 
main idea of CBRP is to divide the network into overlapped or disjoint clusters. Initially 
each node starts timer and broadcasts HELLO message, which carries neighbor table 
and cluster adjacency table. Neighbor table contains information about neighbor nodes 
id, status and link status, where cluster adjacency table has information about adjacent 
cluster head id and gateway nodes to reach that cluster head. 

In CBRP, routing has mainly two phases: Route discovery and Data packets 
transmission. When source node wants to send data to destination node, source node 
broadcasts route request (RREQ) packet to cluster heads. After receiving RREQ 
packet it checks whether destination node is in its cluster or not. If destination node 
available sends request directly to it else broadcasts to neighbor cluster heads. Before 
broadcasting each node adds their node id to packet so it may drop packets with its id. 
When destination node receives RREQ packet it reply to source with route reply 
(RREP) packet through the nodes which are recorded in RREQ   packet. If source 
doesn’t receive RREP from destination within some time period, it tries to send 
RREQ again. When source receives RREP it starts sending data packets. 

Many researchers concentrated their studies on CBRP to improve its performance 
in different factors. The challenges for any routing in MANETs are mobility, resource 
constraints. Because of these factors the Cluster head may move away from the 
cluster or die lack of sufficient energy. So, original cluster head election algorithm of 
CBRP may not gave a better solution to the problem. Hence, this paper presents 
Enhanced CBRP (ECBRP) algorithm designed to provide a better solution for this 
problem. Main motivation for this research is to achieve significant impact in the 
performance of CBRP by improving the cluster stability. This proposed schema 
improves and develops performance of clustering algorithm than in CBRP. 

ECBRP makes use of Weighted Clustering algorithm (WCA) for electing cluster 
heads [8] adopts a combined weight metric that takes some parameters like ideal node 
degree, transmission power, mobility and the battery power of the nodes to elect 
cluster heads. Each node calculates its weight as follows: 

Wv = w1∆v + w2Dv + w3Mv + w4Pv . (1) 
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Parameter ∆v represents degree-difference for every node v. Degree of the node is 
nothing but number of neighbors of that node (i.e., nodes within its transmission 
range), Dv is sum of the distances with all its neighbors. The running average of the 
speed for every node till current time T gives a measure of mobility and is denoted by 
Mv. Pv implies how much battery power has been consumed. 

In equation 1, the first component, w1∆v, helps to avoid MAC layer problems 
because it is always desirable for a cluster head to handle up to a certain number of 
nodes. The second component is related to energy consumption because to 
communicate for a longer distance it requires more power. Hence, it would be better 
if the sum of distances to all neighbors of a cluster head is less. The third component, 
mobility of the node, a cluster head having less mobility shows grater improvement 
on stability of cluster. Last component, Pv, is the total (cumulative) time a node act as 
cluster. Battery drainage will be more for cluster heads comparing to cluster 
members. WCA also provides the flexibility to adjust the weighting factors according 
to our network requirements. 

Initially each node in undecided state and calculates its weight Wv, then broadcasts 
their ids along with Wv values. When a node received it, it checks for the node with 
smallest Wv in its list and sets it as its cluster head and makes itself as cluster member. 
All nodes broadcast their weights along with ids in Hello message. Before every 
broadcast a node should calculate its weight. Whenever a cluster head received a 
broadcast message from an undecided node, it will reply with a Hello message 
immediately. After receiving reply from a cluster head, the undecided node changes 
its status as cluster member. When a node elected as cluster head it checks for next 
best node (i.e. node with smallest Wv) among cluster members, and broadcasts it as 
secondary cluster head to cluster members. So when a cluster head dies for some 
reason, secondary cluster head takes responsibilities of primary cluster head and 
improves the cluster stability by avoiding frequent execution of cluster formation 
algorithm. When two cluster heads move next to each other, then one of them will 
lose its cluster head position. i.e., whenever a cluster head receives a broadcast 
message from another cluster head, it checks its own weight with that of the other 
cluster head’s. The one with smaller weight will be cluster head and another one with 
larger weight makes itself as a cluster member. If any node falls under the 
transmission range of two cluster heads, then the node joins to the cluster, which 
having a cluster head with smallest weight (Wv). Each cluster is identified by its 
cluster head id. 

Every node maintains data structures to store information about network. Each 
node has two tables: Neighbor table and Cluster Adjacency table. Neighbor table 
contains the information of neighbor node id and status (i.e., cluster head or cluster 
member), whereas cluster adjacency table consists of neighbor cluster id, ids of the 
gateway node through which the neighboring cluster head could be reached. Note that 
there may be many gateways to reach neighbor cluster. These tables are updated 
periodically by Hello messages. 

While coming to route discovery and transmission of data, the process is same as 
CBRP. ECBRP differs with CBRP when a routing failed because of cluster head 
failure. In CBRP, while transmitting data from source to destination, if route error 
occurred because of some reason (i.e., the next node in the path may died or moved 
away from the transmission range of the node which is currently forwarding the 
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packets), the node which found route error will try to salvage the route. Otherwise, it 
generates route error packet and tells to source. But in ECBR, if route error occurred, 
the current node first checks whether the next node is cluster head or not. If it is a 
cluster head, then in the path the cluster head will be replaced by the secondary 
cluster head of that cluster. 

For evaluating the proposed algorithm i.e., ECBRP, is experimented with authors 
own java simulation framework and performance is compared with original CBRP 
protocol. 

4 Evolution and Results Analysis  

In this section, the proposed protocol is evaluated using authors own java simulation 
framework, and compared with CBRP. In this phase of research, authors concentrated 
mainly in the packet delivery ratio (PDR) of the network to measure the network 
performance. PDR is defined as the ratio of the number of packets received at the 
destination to the number of packets sent by the source. In this paper, authors adopted 
the weighing factors from WCA [8] to compute Eq. 1, as follows: w1 = 0.7, w2 = 0.2, 
w3 = 0.05 and w4 = 0.05. 

Authors assumed that all nodes initially having equal power and power of the node 
will be reduced when a node transmits (sending its own packets or forwarding) 
packets and all nodes are having bidirectional links. We have simulated a wireless ad 
hoc network with 30 nodes in general but nodes may vary up to 100 in some 
Experiments. The area of simulation is 400mX400m and the transmission range of the 
node is assumed as 80m. During the simulation the source and destinations were 
randomly chosen among all the nodes in the network. While coming to node mobility, 
destination position of each node selected randomly and moves toward the destination 
with 20mps with 100sec of pause time. 

Figure 1, shows the experimental framework, where nodes are distributed 
randomly and cluster heads and cluster members are represented with blue and black 
colors respectively, and the dead nodes are represented with red color. 

 

 

Fig. 1. Randomly distributed nodes 
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As discussed earlier, initially each node calculates its weight using equation 1, and 
broadcasts it along with their ids. The node having minimum weight will be elected as 
cluster head and next best one is secondary cluster head, which will be announced by 
cluster head. Figure 2, shows that a node broadcasting its weight to other nodes which 
falls within its transmission range. 

 

 

Fig. 2. A node broadcasting its weight (Wv) 

The experimental results obtained with ECBRP are compared with the results 
(PDR) of CBRP, for various numbers of nodes (from 5 to 60), which is presented in 
Figure 3. For each data point in the result, 5 simulation results were performed, then 
the average value is computed. From figure 3, one can observe that the Enhanced 
CBRP performs well than the CBRP at all cases, its due to increase of cluster stability 
and implicitly reducing the process of cluster reformation. 

 

Fig. 3. Results of changing number of nodes to Packet delivery ratio 
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5 Conclusion and Future Work  

In this paper, authors proposed an Enhanced Cluster Based Routing Protocol 
(ECBRP) technique, designed to improve the performance of CBRP. ECBRP makes 
use of the Weighted Clustering algorithm; ensures the election of best cluster head 
and improves the cluster stability by replacing cluster heads with the help of 
secondary cluster heads, leading to rare execution of recreation of clusters. As the 
performance of network is tightly coupled with the frequency of cluster 
reorganization, the proposed algorithm helps to reduce the frequency of cluster 
reorganization and increases the network performance. From the experimental 
observation it is clear that the Enhanced CBRP performs well, when compared with 
traditional CBRP. 

In general, Intrusion Detection System (IDS) requires support of a good routing 
protocol. In cluster based IDSs, cluster head runs IDS, which imposes routing and 
IDS overhead on cluster heads. Due to this phenomenon the cluster head drains 
quickly. ECBRP helps in a way to decide which node should run the IDS.  Authors 
suggest running IDS on secondary cluster head, which reduces the overhead on 
cluster head. 

References 

1. Safa, H., Artail, H., Tabet, D.: A cluster-based trust-aware routing protocol for mobile ad 
hoc networks. J. Wirel. Netw. 16, 969–984 (2010) 

2. SECAN lab- Cluster Based Routing Protocol, http://wiki.uni.lu/secan-
lab/Cluster+Based+Routing+Protocol.html 

3. Liu, W., Chiang, C., Wu, H., Gerla, C.: Routing in Clustered Multihop, Mobile Wireless 
Networks with Fading Channel. In: Proc. IEEE SICON 1997, pp. 197–211. IEEE Press, 
Piscataway (1997) 

4. Jiang, M., Li, J., Toy, Y.C.: Cluster Based Routing Protocol (CBRP) Functional 
Specification Internet Draft. IETF Draft (1999),  
http://tools.ietf.org/html/draft-ietf-manet-cbrp-spec. 

5. Gerla, M., Tsai, J.T.C.: Multicluster, mobile, multimedia radio network. J. Wireless 
Networks 1, 255–265 (1995) 

6. Al-kahtani, S.M., Mouftah, H.T.: Enhancements for clustering stability in mobile ad hoc 
networks. In: Proceedings of the 1st ACM International Workshop on Quality of Service 
& Security in Wireless and Mobile Networks, pp. 112–121. ACM, New York (2005) 

7. Yassein, M.B., Hijazi, N.: Improvement on Cluster Based Routing Protocol by Using Vice 
Cluster Head. In: NGMAST 2010 Fourth International Conference on Next Generation 
Mobile Applications, Services and Technologies, pp. 137–141. IEEE Computer Society, 
Washington (2010) 

8. Chatterjee, M., Das, S.K., Turgut, D.: WCA: A Weighted Clustering Algorithm for Mobile 
Ad Hoc Networks. J. Cluster Computing 5, 193–204 (2002); Smith, T.F., Waterman, M.S.: 
Identification of Common Molecular Subsequences. J. Mol. Biol. 147, 195–197 (1981) 



 

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 353–367, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Soft Computing Technique Based Call Admission 
Control Decision Mechanism 

H.S. Ramesh Babu1, Gowrishankar2, G. Mahesh3, and P.S. Satyanarayana4 

1 Department of Information Science and Engineering,  
Acharya Institute of Technology 

Bangalore, India 
rameshbabu@acharya.ac.in 

2 Department of Computer Science and Engineering, 
B.M.S. College of Engineering  

Bangalore, India 
s.gowrishankara@gmail.com  

3 Department of Information Science and Engineering,  
Acharya Institute of Technology 

Bangalore, India 
maheshg@acharya.ac.in 

4 Department of Electronics and Communication Engineering, 
B.M.S. College of Engineering 

Bangalore, India 
pssvittala.ece@bmsce.ac.in 

Abstract. The decision Mechanism is the concluding phase of any decision 
making process. This paper discusses on the different methodologies available 
for implementing the decision mechanisms. The paper preambles with a brief 
description on set of conventional Multi criteria Decision Mechanisms 
(MCDM) like Analytical Hierarchy Process (AHP), Simple Additive weighting 
Method (SAW) and Technique for Order Preference by Similarity to Ideal 
Solution (TOPSIS), Grey Rational Analysis (GRA) along with benefits and 
limitations of each technique. The different intelligent/soft computing 
techniques that are widely used in decision making processes like fuzzy logic, 
neural networks are discussed and finally confines the discussions to the 
different neural network (NN) based decision support systems. The paper 
proposes a fuzzy neural network based architecture for call admission control 
decision mechanism in a heterogeneous wireless network environment. 

Keywords: Analytical Hierarchy Process, TOPSIS, Grey Rational Analysis, 
Fuzzy neural networks. 

1 Introduction 

The MCDM system is an analytical technique that analyzes the complex problem of 
with contradicting constraints and assists in finding best possible solution by bringing 
all deciding factors together. The MCDM systems are extensively used in many fields 
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like engineering and technology fields like environmental study, reliability of 
systems, study of social issues, financial analysis and analyzing political scenarios. 
The MCDM system will involve different conflicting interests in obtaining an optimal 
or near optimal solution to the multi constraint problem. The MCDM approach has 
been very widely used in the recent past for RRM mechanisms [1, 2]. The MCDM 
methods can be classified as conventional and evolutionary methods [3]. Some of the 
conventional methods used often are The Analytical Hierarchy Process (AHP), 
Simple Additive weighting Method (SAW) and Technique for Order Preference by 
Similarity to Ideal Solution (TOPSIS), Grey Rational Analysis(GRA). The 
evolutionary approaches are based on soft computing techniques like Genetic 
algorithms (GA), Fuzzy logic, Neural Networks (NN). 

2 Conventional Decision Mechanisms 

The Simple Additive weighting Method (SAW), Analytical Hierarchy Process (AHP), 
Grey Rational Analysis (GRA), and Technique for Order Preference by Similarity to 
Ideal Solution (TOPSIS) are widely used conventional methods. 

A. Simple Additive Weighting Method 

SAW is undoubtedly the one of the best MCDM method. It is simple and easy to 
understand [4].In SAW the score is obtained from adding the contributions from each 
attribute The Normalization is applied to add two items with different measurement 
units as we will not be able to add two attribute values directly. In this method the 
overall score of an alternative is computed by multiplying the comparable rating for 
each attribute based on the importance of the weight assigned to the attribute and then 
summing these products over all attributes. [5]. 

Formally, score of an alternative in the SAW method can be expressed as 

1

( ) ( ), 1,2,3...
n

i i j j ij
j

V A V w v x i m
=

= = =∑                       (1) 

Where ( )iV A  is the value function of alternative Ai ; wj and (.)jv are weights and 

value functions of attribute xij respectively.  Through the normalization process, each 
incommensurable attribute becomes a pseudo-value function, which allows direct 
addition among attributes. The value of attribute Ai can, then, be rewritten as  

1
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Where, rij  is the comparable scale of xij, which can be calculated by normalization 
process [5]. 

The calculation of rij  can be done using either linear normalization or vector 
normalization. In linear normalization, it adopts a simple procedure of dividing the 
rating of an attribute by its maximum value. The normalize value of the xij for a 
benefit attribute is given by 
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For instance, if bandwidth and performance are benefit attributes of the network in 
CAC and need to have larger values then such networks are ideal for CAC. In case of 
cost attributes, lesser the cost more the weightage/preference to the network for CAC 
decision in the HWN environment. Hence for cost attributes the rij is calculated by: 
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Finally, by applying the weight factors for individual attributes, the weighted average 
value V is calculated for each alternative. 

B. AHP: Hierarchical SAW Method 

AHP was developed by Saaty in 1980.This is the formalization of our intuitive 
understanding of a complex problem in a hierarchical structure.AHP develops a goal 
of hierarchy to solve the decision problem with a large number of attributes. It is best 
suited for finding optimal solution for complex decision making problems. In AHP 
the final objective of the problem is analyzed until the problem acquires a hierarchical 
structure. This step of structuring a problem as a hierarchy of multiple criteria is the 
first step of implementing the AHP. 

A hierarchy should have at least three levels: focus or overall goal of the problem 
at the top, multiple criteria that define alternatives at middle and in this hierarchical 
structure the lowest level will have the alternative solutions of the problem found. The 
elements of each level of hierarchy are compared pair wise as far as the degree of 
preference of one against the other [6].The required comparison between the pair is 
realized via matrices. After comparison the next step is the assignment of preference 
for each pair of decision elements. The values assigned could be the Saaty numerical 
gradationvalues1,2,3,4,5,6,7,8,9,1/,2,1/3,1/4,1/5,1/6,1/7,1/8,1/9.The final stage of 
AHP is to compute the contribution of overall goal by aggregating the resulting 
weights vertically. 

C. TOPSIS    

The TOPSIS method was developed by Hwang and Yoon (1981). This method is 
based on the idea that the chosen alternative need to have the shortest distance from 
the ideal solution and the farthest distance from the negative ideal solution. The ideal 
solution is a theoretical solution for which all attribute values correspond to the 
maximum attribute values in the database comprising the satisfying solutions; the 
negative ideal solution is the hypothetical solution for which all attribute values 
correspond to the minimum attribute values in the database. TOPSIS thus gives a 
solution that is not only closest to the hypothetically best, that is also the farthest from 
the hypothetically worst [7]. TOPSIS then defines an index called similarity or 
relative closeness to the positive ideal solution and the remoteness from the negative 
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ideal solution. Then it chooses an alternative with the maximum similarity to the 
positive ideal solution. TOPSIS assumes that each attribute takes either monotonically 
increasing or monotonically decreasing attribute. That is larger the attribute outcome 
greater the preference and this is applicable to benefit attributes for ex. Coverage, 
bandwidth etc.. But in case of the cost attributes lesser attribute more the preference.  

D. Grey Rational Analysis 

GRA builds the grey relationship between the individual elements of two series under 
comparison .The one of the two series used in GRA consists of best quality elements 
and the other series contains comparative elements. The less difference between these 
two series will help in drawing better comparison series. Taking the similarity and 
variability between two series is defined by Grey relational Coefficient (GRC). 

There are 6 steps in implementing GRA[8]. 

Step 1 classifying the elements of series by three situations. The situations are larger-
the –better, smaller-the-better and nominal the best 
Step 2 defining upper bound, lower bound, and middle /moderate bounds of series 
elements 
Step 3 Normalizing Individual entities 
Step 4 defining the ideal series 
Step 5 calculating the grey relational coefficient 
Step 6 selecting the alternative with the largest grey relational coefficient 

3 Intelligent Techniques in Decision Making 

The application of intelligent/soft computing techniques has become wide spread for 
nonlinear time varying and complex problems that were posing a great challenge to 
researchers when they used the conventional methods. The partial list of soft 
computing techniques includes techniques such as such as Genetic algorithms, fuzzy 
logic systems, artificial neural networks and the hybrid systems like fuzzy neural 
networks have outperformed the conventional algorithmic methods. The advantages 
of these methods are many, which include most notably learning from experience, 
scalability, adaptability, moreover the ability to extract the rules without the detailed 
or accurate mathematical modeling. Soft Computing deals with data that is imprecise, 
data that are uncertain and partial correct   to achieve controllability, robustness and 
low cost. All these features make the soft computing techniques the best candidates 
for solving the complex problems in any domain. 

Intelligence is defined as the competence of understanding or the ability to 
perceive and comprehend meaning [9]. Majority of researchers immaterial of the field 
of research are attempting to design and develop intelligent systems and intelligent 
methods to solve complex problems. The term intelligent describes a system or 
method that is able to modify its action dynamically based on the ongoing events. 
These systems are adaptive and give the appearance of being intelligent as they 
change their behavior without the intervention of a user. The Intelligent systems can 
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be classified into two categories: rule based techniques and non–rule based techniques 
[9]. The methods under rule-based methods include fuzzy logic and genetic 
algorithms. The non-rule based group comprises of techniques such as neural 
networks which aim to perceive and comprehend the significance of the data with 
which they are trained. Neural networks are best distinguished from other intelligent 
techniques in that they are non rule-based and can additionally be made stochastic so 
that the same action does not necessarily take place each time for the same input. This 
capability of stochastic behavior of   neural network makes it to explore its 
environment more fully and potentially to arrive at a better solution than linear 
methods might allow.  

The categorization of the intelligent techniques into rule-based and non-rule-based 
categories helps in understanding better how these systems work and where they may 
be applied. The rule based techniques will often have wider acceptance than the non-
rule based methods. This is for the obvious reasons as it is fairly easy to understand 
how the rule-based intelligent system arrives at its solution and this can be used to 
analyze   that this system will operate within definite set of input parameters.  

A. Genetic Algorithms  

The concept of GA originated in early 70s and was developed by Holland and his 
colleagues. The Genetic algorithms are based on the principles of evolution of natural 
genetics theory. As per the principles of evolution of natural genetics, the weak and 
unfit species within their environment are faced with extinction by natural selection. 
The strong ones have greater opportunity to pass their genes to future generation via 
reproduction.  The notion of the GA is survival of the fittest, the individual who are 
fittest are likely to survive and have chance of passing their characteristics to next 
generation. 

In GA terminology, a solution vector x∈X is called an individual or a 
chromosome. The chromosomes are made of discrete units called Genes. Each of the 
gene controls one or more characteristics of chromosome. Initially Holland 
assumption of genes as binary numbers initially but in later implementation varied 
type of genes were introduced. In general, a chromosome is considered as a unique 
solution x in the solution space. This requires a method to map between the solution 
space and chromosomes. This mapping function is called as encoding.GA actually 
works with encoding of the problem and not the problem itself. 

The GA operates with randomly initialized population which is formed by a group 
of chromosomes. As the search progress with the filter solutions, the population 
finally converges to a single solution. The crossover and mutation are the two 
operators used to find new solution from the existing solutions.  

The parent chromosomes are combined together to form new chromosomes called 
offspring in crossover operation. The parents are selected among existing 
chromosomes in the group of chromosomes by giving preference for the fitness of the 
chromosome so that offspring is expected to inherit a good gene. By repeated 
application of crossover operation, the percentages of genes of good chromosomes are 
expected to increase in the population, which leads to an overall good solution. The 
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mutation operator introduces random changes in characteristics of chromosomes. 
Mutation process is normally applied at the gene level. In typical implementation of 
GA, the mutation rate is very small which may be less than 1%. Therefore, the new 
chromosomes produced by mutation will not be very different from the original ones. 
The purpose of mutation operation is to reintroduce genetic diversity back into the 
population, and to overcome local optimal solution. 

Among the various artificial intelligence techniques, GAs has been widely used in 
optimization tasks, including numerical optimization and combinatorial optimization 
problems as well as admission control in wireless systems. Its ability for parallel 
searching and fast evaluation distinguish itself from other decision and optimization 
algorithms. In parallel searching, a distributed GAs (DGA) is well known to be a 
smarter search algorithm compared to traditional GAs. In order to solve the CAC 
problem, several GA based approaches have been proposed for specific wireless 
network architectures [10][11]. Although these schemes are promising, they do not 
specifically consider admission control policies as a means to provide a unified 
scheme for maximum network utilization, minimum handoff latency and QoS. 

B. Fuzzy Logic  

The concept of Fuzzy logic has been extensively applied in characterizing the 
behavior of nonlinear systems. The nonlinear behavior of the system can be 
effectively captured and represented by a set of Fuzzy rules [12]. In other words fuzzy 
logic can be viewed as a theory for dealing with uncertainty about complex systems, 
and as an approximation theory. Many engineering and scientific applications 
including time series are not only nonlinear but also non-stationary. Such applications 
cannot be represented by simple fuzzy rules, because fixed number of rules can 
describe time invariant systems only and cannot take in to account the non-stationary 
behavior. Recently, a new set of Fuzzy rules have been defined to predict the 
difference of consecutive values of non-stationary time series [13].  

Fuzzifier is the first step in the Fuzzy Logic (FL) and control decision making 
system. The objective of this process is to assign, for each input linguistic variable, a 
value between 0 and 1 corresponding to the degree of membership of this input to a 
given Fuzzy Subset or Term. The fuzzifier transforms the crisp inputs into degrees of 
match with linguistic values. A Fuzzy Subset is a linguistic subjective representation 
of the input variable. The linguistic variables are denoted by LVi. The fuzzification is 
performed by the fuzzifier and is the process that transforms crisp data into fuzzy sets. 
A fuzzy set is characterized by a membership function µF which takes values in the 
interval [0, 1], namely,  µF: U [0, 1]→ .  Thus, a fuzzy set may be represented as a 

set of ordered pairs of a generic element u and its grade of membership function  F= 
{(u, µF(u))|u € U} [14]. 

The Inference engine and fuzzy rule base is the second step of the fuzzy logic and 
control decision making system .In a FC, the dynamic behavior of the system is 
characterized by a set of linguistic rules based on  expert knowledge. The expert 
knowledge is expressed in If-Else form: 
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Since the antecedent and the consequent parts of these IF–THEN rules are 
associated with fuzzy concepts, they are called fuzzy inference rules or fuzzy control 
rules. Several linguistic variables might be involved in the antecedents and 
conclusions of these rules, thus providing a convenient way for expressing 
control/decision policies and simplifying complex decision problems. The total of the 
fuzzy inference rules forms the fuzzy rule base, the inference engine is  the control 
mechanism that applies fuzzy control rules contained in the fuzzy rule base. 

Defuzzification is the next step in the FL based decision control system .The 
defuzzification process is executed by the defuzzifier and consists of the 
transformation of the outputs of the inference process, which are so far fuzzy sets, 
into non-fuzzy (crisp) control value. The defuzzification method considered is the 
center-of-area method [15]. 

The advantages of fuzzy logic approach [16] are easy to understand and build a 
predictor for any desired accuracy with a simple set of fuzzy rules, no need of 
mathematical model for estimation and fast estimation of future values due to the less 
computational demand. The limitation of fuzzy logic approach is that it works on 
single step prediction and it does not have learning capability. In general the methods 
based on fuzzy logic are cumbersome to use, which requires exercise knowledge and 
user involvement in order to make decision rules .This makes fuzzy logic solutions 
applicable and more convenient when the problem dimension is very small. Bringing 
in the learning abilities of neural networks to fuzzy logic systems may provide a more 
promising fuzzy logic approach. 

C. Neural Networks 

Neural networks have large number of highly interconnected processing elements 
called ‘node’. These nodes demonstrate the ability to learn and generalize from 
training patterns or data. The neural networks are low-level computational elements 
that exhibit good performance when they deal with sensory data. They can be applied 
to the situation where there is sufficient observation data available. The NN method is 
used in any problem related  to control, prediction and classification.  NNs are able to 
gain this popularity because of the commanding capacity they have in modeling 
exceptionally complex nonlinear functions.  NNs have a biggest advantage in terms of 
easy to use which is based on training-prediction cycles. Training the NN plays 
crucial role in the system usage of NNs. The training pattern that contains a 
predefined set of inputs and expected outputs is used to train the NN. Next, in 
prediction cycle, the outputs are supplied to the user based on the input values. To 
make   NNs to behave like a physical system or predict or control the training set used 
in the training cycle shall consist of enough information representing all the valid 
cases [17-19]. NNs are flexible soft computing frameworks for modeling a broad 
range of nonlinear problems [20]. One significant advantage of the neural network 
based approach over other classes of nonlinear models is that NNs are universal 
approximation tools that can approximate large class of functions with a high degree 
of accuracy [21]. This approximation power of NN model comes from several parallel 
processing elements, called as ‘neurons’. No prior assumption of the model form is 
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required in the model building process. Instead, the network model is largely 
determined by characteristics of the data.  

The benefits of neural network approach [22] are as follows. First, the NN 
Prediction accuracy is much superior to conventional approaches. Second, NN Model 
can be used for single and Multi-step forecasting. Third, they are capable of learning 
the system and demands low computation structures. The limitations of NN approach 
are: The optimal choice of number of layers and number of neurons in each layer is a 
heuristic process and it requires expertise in the field of NNs for a model designer. 
Deciding of the weights to the non-cyclic links will determine the accuracy of 
forecasting. However, deciding the appropriate weights to the link is once again a 
heuristic process. 

D. Recurrent Neural Networks 

The Recurrent Neural Network (RNN) architecture can be classified into fully 
interconnected nets, partially connected nets and Locally Recurrent & Globally Feed-
forward (LRGF) nets [23].  The recurrent neural networks (RNNs) have superior 
capabilities than the feed forward neural networks [24][25]. Since a recurrent neuron 
has an internal feedback loop to capture the dynamic response of a system without 
external feedback through delays. The RNNs have the ability to deal with time-
varying input or output through their own natural temporal operation [24]. In addition 
to all these , the RNNs have dynamic mapping and demonstrate good control 
performance in the presence of un-modeled dynamics, parameter variations, and 
external disturbances [24][26]. Since, a recurrent neuron has the internal feedback 
loop to capture the dynamic response of the system without external feedback through 
delays; the RNNs have superior capabilities than the non-recurrent feed forward 
neural networks [27]. 

E. Radial Basis Function Networks 

A fuzzy system maps an input fuzzy set into an output fizzy set. The characteristics of 
this mapping are governed by fuzzy rules in the fuzzy system. One of the important 
design issues of fuzzy systems   construction a set of fuzzy rules which plays vital 
role in the system performance of the fuzzy systems. Where the construction of rules 
can be implemented using either manual or automatic rule generation. The manual 
approach becomes more difficult if the required number of rules increases or if  there 
is lack of domain knowledge which may  is not easily available .This not only limits 
applications of fuzzy systems, but also forces system designers to spend tough time to 
fine tune fuzzy rules abstracted from the knowledge of domain experts. 

These difficulties motivate researchers to automate the process of fuzzy rule 
extraction. The basic idea behind the automatic design approaches is to estimate fuzzy 
rules through learning from input and output sample data. The functional equivalence 
between radial basis function networks and fuzzy systems with some restrictions was 
shown in [28]. The Radial Basis Function Network (RBFN) proposed in [29]is a type 
of neural networks which employ local receptive fields to perform function mappings, 
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demonstrated that RBFNs and their usefulness in a variety of applications including 
classification, prediction, and system modeling. 

The RBFN has a faster convergence property than a multilayer Perceptron (MLP) 
because of its simple structure and simple learning process. Additionally, the RBFN 
has a similar feature to the fuzzy system. First, the output value is calculated using the 
weighted sum method. Then, the number of nodes in the hidden layer of the RBFN is 
same as the number of if–then rules in the fuzzy system. Finally, the receptive field 
functions of the RBFN are similar to the membership functions of the premise part in 
the fuzzy system. Therefore, the RBFN is very useful to be applied to time variant 
systems [30] [31]. 

The implementation of RBFN bases for recurrent RBFN based FNN improves the 
accuracy of the approximation function. Based on the architecture of the conventional 
RBFN, the Recurrent Radial Basis Function network (RRBFN) have input looped 
neurons with sigmoid activation functions. These looped neurons represent the 
dynamic memory of the RRBF, and the Gaussian neurons represent the static one. 
The dynamic memory enables the networks to learn temporal patterns without an 
input buffer to hold the recent elements of an input sequence. The recurrent or 
dynamic aspect is obtained by cascading looped neurons on the first layer. This layer 
represents the dynamic memory of the RRBF network that permits to learn temporal 
data. The RRBFN architecture is able to learn temporal sequences and RRBFN 
network is based on the advantages of Radial Basis Function networks in terms of 
training process time.  

4 Intelligent Methods in CAC Decision Mechanisms 

Fuzzy logic based CAC is excellent in dealing with real world imprecision and has a 
greater ability to adapt itself to dynamic, imprecise and burst traffic environments. 
But Fuzzy logic is incompetent in learning capabilities needed to automatically 
construct its rule structure and membership functions which is mandatory to achieve 
optimal performance.  

Neural network based CAC provides learning and adaptation capabilities which 
reduce the estimation error of conventional CAC and achieve performance similar to 
that of a fuzzy logic based call admission controller. However, for obvious reasons it 
is difficult to incorporate the knowledge embodied in conventional methods into the 
design of neural networks. From the above discussion it is clear that the fuzzy logic is 
easy to understand and uses simple linguistic terms and if-then rules and NNs are 
smart enough to learn the system characteristics. Therefore the Fuzzy Neural 
Networks (FNN) combines the benefit of both NNs and fuzzy systems to solve the 
CAC problem. This research work proposes an ICACM based on Fuzzy Neural Call 
Admission Control (FNCAC) developed using RRBFN to handle the complex 
problem of CAC in HWNs supporting multimedia traffic. The advantages of RRBFN 
have already been discussed in the previous chapter. FNCAC is a hybrid model and it 
is a combination of fuzzy logic and NN that succeeds in absorbing the benefits of all 
the three approaches discussed i.e. Conventional, Fuzzy logic and NN based CAC 
while minimizing their drawbacks for HWNs for supporting multimedia traffic.  
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5 FNCAC Controller for ICACM 

The fuzzy neural call admission control (FNCAC)of the intelligent call admission 
controller mechanism (ICACM) utilizes the learning capability of the NN to reduce 
decision errors of conventional CAC policies that is generally resulted from 
modeling, approximation, and unpredictable traffic fluctuations of the system.  
FNCAC also employs the rule structure of the fuzzy logic controller which is easy to 
learn and requires less learning time and prevents operating errors. Further, the neural 
fuzzy network is a simple structured network which needs proper selection of input 
variables and design the rule structure for the FNCAC scheme so that it not only 
provides a robust framework to mimic experts’ knowledge embodied in existing 
traffic admission control techniques but also constructs an intelligent computational 
algorithm for CAC. 

The FNCAC controller with its other processors for HWNs is as shown in Figure 1. 
The peripheral processors are traffic estimator of the incoming traffic, and a network 
resource estimator of the HWN environment. The network character estimator will 
provide the information about the available network resources in the system. The 
Incoming traffic requirement estimator collects the incoming traffic requirements like 
BER, required bandwidth/data rate of the incoming traffic/user request through the 
network resource manager. The network resource manager plays an important role in 
Resource provisioning.  

 

Fig. 1. Architecture of FNCAC based ICACM 
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The FNCAC also takes price as one of the input. The FNCAC will take the 
decision of admitting/ rejecting the user request based on the user QoS requirements 
and networks resource constraints and the economic input like cost which will act as 
bias. The FNCAC based ICACM meets the interest of the network service provider 
by increasing the radio resource utilization which results in increased revenue. It 
improves the user’s satisfaction by enhanced QoS provisioning and overall network 
stability. 

The proposed ICACM particularly use the feed forward neural networks which has 
the ability to map any nonlinear and non-stationary function to an arbitrary degree of 
accuracy. One such popular feed-forward network is the Radial Basis Function 
Network(RBFN).  

It is a single hidden layer feed-forward network. Each node in the hidden layer has 
a parameter vector called as Centre. These centres are used to compare with network 
input and produce radically symmetrical response. These responses are scaled by 
connection weights of the output layer and then produce network output, where 
Gaussian basis function is used and is represented as 

                                         

(5)

  

Recurrent Radial Basis Function Network is a class of Locally Recurrent and 
Globally Feed-Forward(LRGF) RNN. In LRGF network the recurrent/self-connection 
is either in the input layer or in the output layer. RRBFN is having recurrent 
connection at the input layer. Where i is the dimension of the influence field of hidden 
layer neuron, y and i are input and prototype vector respectively. 

The proposed architecture of RRBFN based FNCAC for ICACM is shown in 
Figure 2. The FNCAC takes the characteristics of the three different networks for the 
study and the requirements of the incoming traffic are taken as inputs. The cost is 
considered as the bias input. The NN based Call admission control   involves training 
and testing of RRBFN based CAC controller.  

6 Validation of FNCAC 

The training and testing samples are randomly picked from the sample size of 3000. 
The second phase of simulation is training and testing of the RRBF network. The 
RRBF network has 500 neurons in input layer with sigmiodal activation function with 
recurrent connection the range of recurrent weights are -1 to +1, the hidden RBF layer 
has 375 neurons with RBF activation and output layer has single neuron with linear 
activation. Input weights are in the range of - 0.40 to + 0.40, recurrent weights are in 
the range of - 0.6 to +0.6. All the layers except input layer neurons have radial 
activation function. 
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Fig. 2. Architecture of RRBFN based FNCAC for ICACM 

The set of experiments were conducted with varying the aggregate traffic and 
individual traffic of the network and the call blocking probability of Fuzzy neural 
technique was compared with the conventional CAC and Fuzzy based CAC.  

The performance of RRBFN based FNCAC system for next generation networks is 
compared and validated with the performance of fuzzy based CAC and conventional 
Guard channel based CAC. The Performance of FNCAC model in an heterogeneous 
RATs supporting multimedia traffic is studied pitching upon the call blocking 
probability by varying the utilization rate of the aggregate traffic and the individual 
traffic and is indicated in Figure 3. 

 

 

Fig. 3. Call blocking probability of FNCAC for the aggregate traffic 
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The simulation study conducted records the following observations.  
The concept of minimizing the call blocking probability is an optimization 

technique to provide fair QoS to the set of users in the wireless network and there is a 
need of intelligent call admission control strategy in the admission control mechanism 
to make the decision of accepting are rejecting a call, keeping the blocking probability 
minimal in an HWNs was clearly indicative.  

The increase in the utilization rate of the aggregate traffic in the network increases 
the call blocking probability of the system. The important observation made from the 
Simulation results reveal that the FNCAC scheme achieves superior system utilization 
and high learning speed while keeping the QoS contract, compared with the 
conventional CAC and fuzzy logic based CAC scheme. 

7 Conclusion 

The analysis made in the work makes RBFN-based FNN is the right tool for 
implementing the CAC decision in this study. In addition, the structure and the 
parameter learning phases are preformed concurrently and on line in the Recurrent 
RBFN based NN makes RRBFN the better choice for CAC Mechanism. The soft 
computing techniques based decision making system is widely implemented. In our 
future work we are planning to implement the soft computing based decision 
mechanism radio resource management techniques in fourth generation networks. 

References 

[1] Song, Q., Jamalipour, A.: A Network Selection Mechanism for Next generation 
Networks. In: IEEE International Conference on Communications, vol. 2, pp. 1418–1422 
(2005) 

[2] Tawil, R., Salazar, O., Pujolle, G.: Vertical Handoff Decision Scheme Using MADM for 
Wireless Networks. In: IEEE Wireless Communication and Networking Conference, pp. 
2789–2792 (2008) 

[3] Marler, R.T., Arora, J.S.: Survey of Multi-objective Optimization Methods for 
Engineering. Structural and Multidisciplinary Optimization 26(6), 369–395 (2004) 

[4] Zhang, W.: Handover Decision Using Fuzzy MADM in Heterogeneous Networks. In: 
WCNC (2004) 

[5] Pual Yoon, K., Hwang, C.-l.: Multi attribute decision making. An Introduction series: 
Quantitative applications in the social sciences 

[6] Charilas, D., Markaki, O., Nikitopoulos, D., Theologou, M.: Packet –Swithced network 
selection with the highest QoS in 4G networks. Elsevier Computer Networks 52, 248–
258 (2008) 

[7] Venkata Rao, R.: Decision Making in the Manufacturing Environment Using Graph 
Theory and Fuzzy Multiple Attribute Decision Making Methods. Springer series in 
advanced manufacturing  

[8] Chalmers, D., Soloman, M.: A Survey of Quality of service in Mobile computing 
Environments. IEEE Communication, Tutorials and Surveys, 2nd qtr. (1999)  



366 H.S. Ramesh Babu et al. 

 

[9] Clarkson, T.: Applications of Neural Networks in Telecommunications, white paper, 
King’s College London (1999)  

[10] Xiao, Y., Chen, C.L.P., Wang, Y.: A Near Optimal Call Admission Control With Genetic 
Algorithm For Multimedia Services In Wireless/Mobile Networks. In: IEEE Nat. Aero. 
Elec. Conf., pp. 787–792 (October 2000) 

[11] Zomaya, A.Y., Wright, M.: Observations on Using Genetic- Algorithms for Channel 
Allocation in Mobile Computing. IEEE Transactions on Parallel and Distributed 
Systems 13(9), 948–962 (2002) 

[12] Takagi, T., Sugeno, M.: Fuzzy Identification of Systems and its Application to 
Modeling and Control. IEEE Transaction on System, Man and Cybernetics 15, 116–
132 (1985) 

[13] Kim, I., Lee, S.: A Fuzzy Time Series Prediction Method Based on Consecutive Values. 
In: IEEE International Conference on Fuzzy Systems, vol. 2, pp. 703–707 (1998) 

[14] Giupponi, L., Agusti, R., Perez-Romero, J., Sallent, O.: A Framework for JRRM with 
Resource Reservation and Multiservice Provisioning in Heterogeneous Networks. Mobile 
Networks and Applications 11, 825–846 (2006) 

[15] Ross, T.J.: Fuzzy logic with engineering applications. McGraw-Hill (1995) 
[16] Cheok, A.D., Ertugrul, N.: Use of Fuzzy Logic for Modeling, Estimation and Prediction 

In switched Reluctance Motor Device. IEEE Transaction on Industrial Electronics 46(6), 
1207–1224 (1999) 

[17] Wolpert, D.H.: The mathematics of generalization. In: Proceedings of the SFI/CNLS 
Workshop on Formal Approaches to Supervised Learning. Santa Fe Institute Studies in 
the Sciences of Complexity, vol. 20. Addison-Wesley, MA (1994) 

[18] The lack of A priori distinctions between learning algorithms. Neural Computation 8(7), 
1341–1390 (1996)  

[19] The existence of A priori distinctions between learning algorithms. Neural Computation 
8(7), 1391– 1420 (1996)  

[20] Zahang, P., Qi, G.M.: Neural Network Forecasting for Seasonal and Trend Time Series. 
European Journal of Operational Research 160, 501–514 (2005) 

[21] Chen, A., Leung, M.T., Hazem, D.: Application of Neural Networks to an Emerging 
Financial Market: Forecasting and Trading the Taiwan Stock Index. Computers and 
Operational Research 30, 901–923 (2003) 

[22] Li, M., Huang, G., Saratchandran, P., Sundarajan, N.: Performance Evaluation of 
GAP-RBF Network in Channel Equalization. Neural Processing Letters 22(2), 223–
233 (2005) 

[23] Elman, J.L.: Finding Structure in Time. Cognitive Sciences 14(2), 179–211 (1990) 
[24] Jordan, M.I.: Generic Constraints on Underspecified Target Trajectories. In: International 

Joint Conference on Neural Networks, vol. 1, pp. 217–225 (1989) 
[25] Campolucci, P., Uncini, A., Piazza, F., Rao, B.D.: Online learning algorithms for locally 

recurrent neural networks. IEEE Transactions on Neural Networks 10(2), 340–355 
(1999) 

[26] Lin, C.H., Chou, W.D., Lin, F.J.: Adaptive hybrid control using a recurrent neural 
network for a linear synchronous motor servo-drive system. IEE Proceedings of Control 
Theory Applications 148, 156–168 (2001) 

[27] Campolucci, P., Uncini, A., Piazza, F., Rao, B.D.: On-line learning algorithms for locally 
recurrent neural networks. IEEE Trans. Neural Networks. 10(2), 340–355 (1999) 

[28] Jang, J.S.R., Sun, C.-T.: Functional equivalence between radial basis function networks 
and fuzzy inference systems. IEEE Trans. Neural Networks 4(1), 156–159 (1993) 



Soft Computing Technique Based Call Admission Control Decision Mechanism         367 

 

[29] Moody, J., Darken, C.: Fast learning in networks of locally-tuned processing units. 
Neural Computation 1, 281–294 (1989) 

[30] Swevers, J., Al-Bender, F., Ganseman, C.G., Prajogo, T.: An integrated friction model 
structure with improved presliding behavior for accurate friction compensation. IEEE 
Trans. Autom. Contr. 45(4), 675–686 (2000) 

[31] Park, E.C., Lim, H., Choi, C.H.: Position control of X-Y table at velocity reversal using 
pre-sliding friction characteristics. IEEE Trans. Contr. Syst. Technol. 11(1), 24–31 
(2003) 



N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 368–371, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Mechanisms Supporting Mobility in WSNs 

Saimadhavi1 and Y.S. Kumarswamy2 

1 CSE Dept, RYM Engg college, Bellary 
2 MCA Dept, Dayanand sagar college, Bangalore 

Abstract. Applications of todays world require to have dynamic features like 
mobility support,In this paper we proposed and evaluated a comprehensive set 
of mechanisms essential to assure the support of mobility in WSNs,by 
providing energy efficiency mechanism for a node and a mechanism for soft 
handoff,based on link quality. 

1 Introduction 

wsns are viewed with an angle to suite the most basic requriments suitable for various 
applications. 

In this paper we propose a set of mechanisms to turn sensor networks into an 
adaptable and flexible solutions,so as to provide solution to most applications .Here 
we basically focus on node mobility which is categorized based on whether the node 
is moving within the same network domain or whether it is moving between domains. 
Based on the specific properties of WSNs, the requirements of Mobility and the 
demand for critical applications, we propose a model for the support and deployment 
of mobility-aware wireless sensor networks. 

2 Related Work 

So far we have seen S-MAC and WiseMAC which use different duty cycles.some of 
the ideas which could be used for adapting neighbor discovery protocol to WSNs. 

Load adhoc routing[1]- defines a method called LOAD to provide route 
discovery,for maintaining data structures and maintaining local connections. 

Hierarchial routing[2]- introduces issue of dynamic address assignment with self 
configuration. 

lowPAN neighbor discovery extension[3]-proposes optimized methods,minimizing 
the multicast of router solicitations. 

[4]-neglects unnecessary information of global address,instead previous L2 address 
is replaced with (RA)router advertisement. 

[5]-this new mechanism allows the use of stateless address assignment,neighbor 
discovery proxy,and optimization of RA also introducing concept of (RE),router edge 
per network. 

To support mobility in WSNs it was need to combine a method for node discovery 
with a method for handoff management [9]. 
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Wireless communication consumes more energy,especially in broadcast,which is 
unavoidable since broadcasting helps in establishing a network,node discovery,access 
points and neighbours,looking above  protocol for neighbor discovery  is presented 
where in a periodic broadcast of of router advertisements messages to present an 
overview of the complete protocol. 

When a new node is deployed, it broadcasts a Router Solicitation. Then, all sinks 
in the area answer with a Router Advertisement, and the node selects the best one to 
connect based on the Received Signal Strength Indication (RSSI) value. The selection 
is confirmed by a accept message. After receiving the accept message,the Sink Node 
computes a Time-to-Live value. Then, it sends this value to the mote, which, in turn, 
confirms the procedure with an acknowledgement. During the Registration procedure, 
the ack message contains the list of supported services in the data field.  

While performing this procedure, the Sink Node saves all information in a local 
database, so that it can be made available to applications if needed. In turn, when it 
receives the TTL value, the mote self configures its  address with the network prefix. 
This means that a  force is made to use global addresses based on Router 
Advertisements. This procedure does not require an additional message to announce 
it. Once registered in a network, it must guarantee the connections even for high 
mobility motes. 

mobility is crucial to apply WSN in the most critical and demanded environments. 
Mobile nodes should not be physical constrained and we must assume the possibility 
to occur not only intra-mobility, but also inter-mobility where motes must reboot the 
transceiver during the handoff process. To control the communication during the 
handoff, including latencies and packet losses. To do so, it needed to provide a 
mechanism to detect on time if the mote is moving away or if it is arriving. In order to 
detect movement, a study based on the RSSI value, which is the link metric [7] 
provided by 

IEEE802.15.4 to detect when the mote is moving by comparing the RSSI of the 
exchanged messages. In [6] it concluded that independently of the environment 
conditions and the achieved distance, the lowest acceptable RSSI value is -88dBm. 
After that point the connection is lost. Therefore, it defined this point as the rupture 
point, Rpoint. However, nodes must connect to another Sink before reaching that 
point, at a point that we call the critical point,C-point. Naturally, the difference 
between C and R – which we denote Δc – depends on the average time taken by the 
handoff process and on the rate of RSSI degradation experienced by the mote. If the 
sensor node is experiencing a decrease in RSSI of Ei dB during a time interval T and 
it takes an average t seconds to perform the handoff procedures, then: 

Δc = k × t × Ei / T (1) 

Where k is a constant used to adjust the handoff policy. Naturally, Δc is always an 
estimation, as there is no way to determine future RSSI values. A conservative 
approach would use k > 1, and an optimistic approach would use k < 1. Based on the 
above formula, nodes, or any other responsible entity, can decide if and when to 
handoff, according to their movement. Once detected that the mote is within the 
critical area Δc, the handoff process must start.  
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Based on  mobility model, nodes were able to determine when they should look for 
another sink. In addition, nodes were enabled with the proposed soft  handoff  
capabilities. following experiments measured the elapsed time from the moment the 
node detects a bad connection until the moment the node connects to a new parent and 
reports that to the Home Agent via a Binding Update. To perform this evaluation a 
scenario was implemented with two Sink Nodes, each one in a different domain, 
programmed with the NoDiS server module, and one mobile node, programmed with 
NoDiS mote module. The applications were developed in C and nesC respectively, as 
extensions to the ones used in the previous experiments. To force the handoff, a 
micaZ was installed on a radio-controlled model car moving along the corridor at a 
constant speed of 1.5 m/s.  

According to the experiments[   ], the time it takes since the node detects a bad 
connection until it connects to a new Sink and sends the Care-of Address, through the 
Binding Update, to the Home Agent, is approximately 2.106 seconds. For handoff 
time this is a considerable long period, in which several packets might be lost. 
Therefore, even considering soft-handoff mechanisms, we must improve this value. 

3 Proposed Model 

By analyzing previous papers we found that the relay nodes are selected randomly. 
But there may be a situation that randomly selected relay node may be overloaded or 
it can be moving, leading to data loss and repeated retransmissions. So it is necessary 
to develop an efficient technique for relay node selection. 

Hence we propose an optimal load and mobility aware MAC protocol with 
efficient relay node selection, for wireless sensor network.  

Mobility prediction 
Each node measures the received signal strength (RSS) from the receiver by 
monitoring the acknowledgement (ACK) packets and based on the RSS value the link 
quality and mobility of the node can be predicted. When the link quality is below a 
minimum value, then relay node selection (RNS) is done.  

Relay node selection 
The node broadcasts RNS request message to all its neighbors at time T1. Upon 
receiving the RNS message, the nodes recovers from sleep state to awake mode and it 
compute their current load. Within the time T2, each neighbor should reply back with 
RNS reply message along with its load value. On receiving the RNS reply message 
from its neighbors, the source node computes the RSS of nodes. When more than one 
RNS reply are received, the node with minimum load and best RSS is chosen as relay 
node. This procedure reduces the packet drop due to overloading and weak link 
quality. When no RNS reply is received within T2, source node enters into sleep state 
in order to avoid inefficient communication and to save energy.  

Through this approach, the frequent link failure can be avoided thus reducing 
packet drop. Further the proposed technique minimizes the energy consumption.  
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4 Conclusions 

Hence a dynamic frame time ,that is inversely proportional to level of mobility is 
required to cope with these problems we introduce a mobility-adaptive frame time 
that enables the protocol to dynamically adapt to changes in mobility patterns,making 
it suitable for sensor environments with both high and low mobility. the above 
presented mechanisms,though assure mobility support,we aim to improve them,in 
order to optimize the handoff time so as to control latencies and packet losses. 
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Abstract. In wireless network, fault tolerant topology control is an important 
and a challenging task. The wireless nodes and links could experience frequent 
failures since Wireless networks are usually deployed under extreme 
environments. Therefore, fault tolerance must be considered for many 
applications. In wireless network Topology control has been proved effective in 
saving node power. The main idea of topology control is that instead of using 
its maximal transmission power, each node sets its power to a certain level such 
that the global topology satisfies a certain constraint. To increase fault 
tolerance, nodes in the network will consume more power. Here we need to 
give the optimum distance between the nodes of the wireless network in order 
to reduce the consumption of the power of each node. 

This paper deals with the approach for the finding the minimum distance 
between the nodes of the wireless network by the use of mat lab coding through 
the graph theory considering the minimum weight based algorithm. 

Keywords: Ad-hoc wireless network, RPC, graph theory, spinning tree, fault 
tolerance, PSO, WMA.  

1 Introduction 

Basically in wireless networks [8, 15], the communication models can be categorized 
into four classes namely all-to-all communication network, which represents end-to-
end communication of every pair of nodes in the network. Secondly one-to-one in 
which the communication from a given source node to a given destination node can 
be done. The other way of wireless communication model all-to-one, which indicates 
the communication from all nodes to a given (root) node. And in one-to-all, which 
indicates the communication from the root to all the other nodes.   

The rest of the paper is organized as follows: section 2 describes power assignment 
to nodes in a typical power system and its network topology. Section 3 describes an 
approach to minimize the weight and find the minimum distance between nodes in a 
network. Section 4 describes power optimization using Particle swarm optimization. 
Section 5 summarizes the simulation result. Section 6 describes the conclusion and 
future developments. 
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2 Power Assignment to Node 

Considering a set  { }1 2 3, , , ..., nV v v v v=  of n wireless nodes distributed in a 

2D plane. Let wuv is the power [10] needed to support the communication between 
two nodes u and v is a monotone increasing function of the Euclidean distance ||uv||. 
In other words, wuv > wxy if ||uv|| >||xy|| and wuv = wxy if ||uv|| = ||xy||. wuv = c+||uv||β, 
where c is a positive constant real number, and real number β € {2; 5} depends on the 

transmission environment, and ||uv|| is the Euclidean distance between points u and v. 
Assuming all nodes have omni-directional antennas, i.e., if the signal transmitted by a 
node u can be received by a node v, then it will be received by all nodes x with 
||ux||≤||uv||. In addition, we assumed that all nodes can adjust the transmission power 
dynamically. The present work represents the minimum distance and the minimum 
distance path of one to all communication network model. 

2.1 Network Topology 

The network considered in this case is a wireless network consisting of N nodes each 
is equipped with an omni-directional antenna with a maximal transmission range of 
rmax. The power required for a node to attain a transmission range of ‘r’ is at least Crα, 
where C is a constant, α is the power attenuation exponent and usually chosen 
between 2 and 4. For any two nodes u and v, there exists a link from u to v if the 
distance d(u, v) ≤ ru, where ru is the transmission range for node u, determined by its 
power level. If the links are asymmetric, the existence of a link from u to v does not 
guarantee the existence of a link from v to u. The network is assumed to have 
symmetric links and is static, i.e., the nodes in the network are stationary. Given the 
coordination of the nodes in the plane and the transmission power of the nodes, the 
network can be mapped into a cost graph G = (V, E, c), where V denotes the set of 
wireless nodes, E denotes the set of wireless links induced by the transmission power, 
and the weight c for a given edge (u, v) is computed as Cd(u, v)α, where d is the 
distance. By this mapping, a symmetric wireless network is represented by an 
undirected graph. 

Wireless Network [7] have an important feature called Wireless Multicast 
Advantage (WMA) because of its broadcast media. WMA is often utilized to save 
power. For a node to send data to multiple nodes (one to all) in its transmission range, 
instead of sending data multiple times, it only needs to send it once and all nodes in 
its transmission range can receive the same data. In light of WMA, the power and 
weight are different in wireless networks, where weight is link based, while power is 
node based. 

2.2 Graph Theory 

A simple graph G is a pair G = (V, E) where ‘V’ is a finite set, called the vertices of 
G, ‘E’ is a subset of P2(V ) (i.e., a set E of two-element subsets of V ), called the 
edges of G [4], where the notation Pk(V) stands for the set of all k-element subsets of 
the set V. A graph is  triple G = (V, E, φ) where ‘V’ is a finite set, called the vertices 
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of G, ‘E’ is a finite set, called the edges of G, and ‘φ’ is a function with domain E and 
co domain P2(V ). Given the coordination of the nodes in the plane and the 
transmission power of the nodes, the network can be mapped into a cost graph G = 
(V, E, c), where V denotes the set of wireless nodes, E denotes the set of wireless 
links induced by the transmission power, and the weight c for a given edge (u, v) is 
computed as Cd(u, v)α, where d is the distance. By this mapping, a symmetric wireless 
network is represented by an undirected graph. 

3 Minimum Weight Based Approach 

The main idea of Minimum Weight Based Algorithm (MWBA) is to construct a k-out 
connected [1] sub-graph with the goal to minimize its weight, and then analyze its 
performance for minimum power k-out connectivity problem. Given G = (V,E), k, 
and root node r € V , MW utilizes  FT which constructs a minimum weight directed k-

out connected sub-graph for a directed graph as follows: 

1. Construct G′ by replacing each edge in G with two opposite directed edges. The 
weight of each directed edge is the same weight as the original edge. 

2. DFT = FT (G′, k, r), DFT is the directed k-out connected sub-graph with optimal 
weight. 

3. Construct the undirected version of DFT, called GFT. An undirected graph is 
constructed from a directed graph as follows: if there is a directed edge uv in DFT, 
then there exists an undirected edge uv in GFT. It is obvious that GFT is an 
undirected k-out connected sub-graph. 

Example: Let us consider a network graph as shown in figure 1. 

 

Fig. 1. Network Graph with node weights 

 

Fig. 2. Sub-Graph after 1st Iteration 
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Fig. 3. Sub-Graph after 2nd Iteration 

 

Fig. 4. Sub-Graph after 3rd Iteration 

As explained in the graph theory the following figures 2, 3 and 4 are the direct k-
out connected sub-graphs [2, 3] which are represented as iterations. 

After 3rd iteration: Since all nodes are traversed after the third iteration in the 
figure-4 which is the required optimum network. 

3.1 Approach: Optimum Distance 

In this section we considered six node wireless networks as shown in figure-5 for 
complexity and of course it can be more than six which we considered as ‘N’ node for 
the simulation results. 

 

Fig. 5. Wireless Network 

Table 1. Power vs. No. of Nodes 

Nodes 1 2 3 4 5 6 

1 0 10 12 5 2 6 

2 8 0 11 10 16 20 

3 18 26 0 3 5 31 

4 14 15 7 0 9 1 

5 23 24 4 6 0 17 

6 19 30 14 15 36 0 
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The distances between the nodes 2 and 1 is 8 as shown by the arrows in the table-1, 
which are the inputs for the logic based on the minimum weight based approach for 
which the algorithm  has been used.   

3.2 Algorithm: Minimum Distance Calculation 

START: 

1. Set N:= Input the number of nodes. 

2. Find D:= Distance between all the nodes & iD : is the distance of node iN  

3. Find MAX:=Maximum distances among all nodes. 

( ) ( ) ( ) ( ){ }1 2 3MAX=max , , ,....., nd N d N d N d N  

4. Set Max=Max+1; 

5. Replace the distance of unconnected nodes with Max. 

6. Level : L1 

7. Min:= Minimum distance of connected node with node 1. 

( ){ }MIN= min , 1, 2,....,i
i

d N i n=  

8. Display the node 

9. goto node having minimum distance 

10. If( all nodes are visited ) 

exit(0); 

11. else 

goto L1; 

12. STOP. 

4 Optimizing Power 

A wireless network consists of N nodes, each of which is equipped with an omni-
directional antenna with a maximal transmission range of rmax. The power [11] 
required for a node to attain a transmission range of r is at least Crα, where C is a 
constant, α is the power attenuation exponent and usually chosen between 2 and 4. 
For any two nodes u and v, there exists a link from u to v if the distance d(u, v) ≤ ru, 
where ru is the transmission range for node u, determined by its power level. If the 
links are asymmetric, the existence of a link from u to v does not guarantee the 
existence of a link from v to u. In this paper, we consider symmetric links and assume 
the wireless network is static, i.e., the nodes in the network are stationary. Given  
the coordination of the nodes in the plane and the transmission power of the nodes, 
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the network can be mapped into a cost graph G = (V, E, c), where V denotes the set of 
wireless nodes, E denotes the set of wireless links induced by the transmission power, 
and the weight c for a given edge (u, v) is computed as Cd(u, v)α, where d is the 
distance. By this mapping, a symmetric wireless network is represented by an 
undirected graph. 

4.1 Particle Swarm Optimization (PSO) 
PSO is a method for doing numerical optimization without explicit knowledge of 
the gradient of the problem to be optimized. PSO is due to Kennedy, Eberhart and 
Shi  was originally intended for simulating social behaviour, but the algorithm was 
simplified and it was realized that the particles were actually performing optimization. 
The book by Kennedy and Eberhart describes many philosophical aspects of PSO 
and swarm intelligence. PSO optimizes a problem by maintaining a population of 
candidate solutions called particles and moving these particles around in the search-
space according to simple formulae. The movements of the particles are guided by the 
best found positions in the search-space, which are continually being updated as better 
positions are found by the particles. 

Explanation: Evolutionary computation exploit a set of potential solutions and detect 
the optimal ones through cooperation and competition among the individuals of the 
population. Particle swarm optimization (PSO) is one of the population based 
stochastic optimization technique inspired by social behavior of “bird flocking”. PSO 
shares many similarities with evolutionary computation techniques such as Genetic 
Algorithm(GA). A population of random individuals is initially generated and these 
individuals probe the search space during their evolution to identify the optimal 
solution. Compared to GA, PSO does not employ evolution operators such as cross 
over and mutation and does not need information about the objective function 
gradient. Other advantages characterized by PSO such as the easy implementation and 
the low requirement of computational resources. In PSO, the individuals, called the 
particles, are collected into a swarm and fly through the problems by following the 
optima particles. Each individual has a memory, remembering the best position of the 
search space it has ever visited. In particular, particle remembers the best position 
among those it has visited, refer to as a pbest, and the best position by its neighbors. 
There are 2 versions for keeping the neighbors best position, namely lbest and gbest . 
The first(lbest) is related to the best position of the particle in the neighbors of the 
particle itself while gbest refers to the best position recorded by the entire swarm. 
Each individual of the population has an adaptable velocity (position change), 
according to which it moves in the search space. Thus, its movement is an aggregated 
acceleration towards its best previously visited position and towards the best 
individual of a topological neighborhood. Compared to GA, the information sharing 
mechanism of PSO is notably different. Chromosomes share information and the 
entire population evolves towards an optimal area in compact manner. The evolution 
of particles, guided only by the best solution, tends to be regulated by behavior of the 
neighbors. In the simplest form, the position S and velocity V of each particle are 
represented by the following equations by considering lbest rather than gbest as the 
best position of the particle referred to the neighbours. 
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4.2 Basic PSO Equations 

The particle velocity is expressed as 

V(t) = W*V(t-1)+C1*r1
(lbest-S(t-1)) +C2*r2

(gbest-S(t-1)) 

And the particle displacement is expressed as  

S(t) =S(t-1)+V(t), Where V =particle velocity 

S =particle displacement 

Lbest =local best 

Gbest =global best 

W =inertial weight 

C1 and C2 are acceleration constants =2.0 

r1 and r2 are random variables{0,1} 

t =current iteration  

4.3 Application of PSO in Power Calculations 

The power is expressed as: 

( ) ( ) ( )( ) ( )( )1 1
1 1 2* 1 * 2*best bestL S t G S tP i w P t C r C r− − − −= − + +  

The distance is expressed as:   

( ) ( ) ( )1S t S t P t= − + , Where P is power, S is distance. 

b e s t
L  =Local best , b est

G  =Global best 

W =Inertial weight  and 1C , 2C   are acceleration constants=2.0 

r1 ,  r2 are random variables &  i=current iteration 

b e s t
L :Optimum power obtained locally & b est

G :Optimum power obtained 

globally  

The values taken for the power:  W=unifrnd(0.8, 1.1) , r1= unifrnd(0.26,0.3) 

r2=1-r1   & b e s t
L =10, b est

G =12 & 1C = 2C  =2. 
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When any signal is transmitted from one to another the signal gets attenuated due to 
various atmospheric factors like temperature, pressure, rain, wind etc. Hence 
attenuation factor should be taken into account while establishing a network. Since 
the signal gets attenuated the signal needs to be amplified at every node of the 
network. But the signal cannot be amplified if the signal gets attenuated below a 
certain level. Therefore amplification factor should also be considered. 

Amp=unifrnd(1, 1.3) , Attn=unifrnd(0.35,0.5) 

Since the attenuation and amplification vary from place to place and time to time so it 
is appreciable to use random functions to obtain their value. 

5 Results Discussion 

Let us consider any network with 4 nodes: The distance matrix of the given network 
is given by:  

Table 2. Node distance matrix 

Nodes 1 2 3 4 

1 0 21 27 32 

2 40 0 38 12 

3 16 20 0 18 

4 39 27 10 0 

Using the minimum weight based approach we get the optimum path as 
1243. The power for the above path can be obtained using PSO. The power so 
obtained will be the optimum power for the network. 

Table 3. Node optimum power list 

Nodes Power 

1 0.1 

2 0.06819 

3 0.057233 

4 0.055203 
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The number of paths traversing all the nodes are=3! =6, The paths are shown 
below: 

Table 4. Node traversal path list 

Slno/paths    

1 1 4 3 2 

2 1 4 2 3 

3 1 3 4 2 

4 1 3 2 4 

5 1 2 3 4 

6 1 2 4 3 

The power at all nodes along different path are given below: 

Table 5. Node power with different path 

Path/nodes 1 2 3 4 

1 0.1 0.087509 0.055662 0.0659130 

2 0.1 0.087509 0.077178 0.092966 

3 0.1 0.077533 0.063871 0.076513 

4 0.1 0.077533 0.066371 0.057204 

5 0.1 0.06819 0.10187 0.064347 

6 0.1 0.06819 0.057233 0.055203 

From the above table we can conclude that the power is maximum in case of path 2. 
The power variation with respect to the distance for path 2 is shown in the below figure. 

 

Fig. 6. Power vs total distance of the path 
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Fig. 7. Power vs. No. of Nodes in network 

Therefore we can infer from the above plot that as the number of nodes in a 
network increases the power at the end node of each network decreases [13]. From the 
plot we can observe that if the number of nodes in a network is more than 8 then the 
power at the end node of the network drops off below the threshold value for which it 
cannot be amplified. So it is desirable to take into consideration the number of nodes 
in a network while establishing the network physically 

6 Conclusions 

In this paper, we propose the use of Particle Swarm Optimization technique to 
minimize the distance and consumption of power in wireless ad-hoc network 
environment by increasing the fault tolerance of any network. The network achieved 
by this way is an optimized network covering optimized area with minimum power 
consumption. Our proposed approach starts by taking nodes in a network to be used 
as a network group. We also explored the results of the performance evaluation of 
four extensions to the standard Particle Swarm Optimization algorithm in order to 
reduce the energy consumption in Wireless Ad-hoc Networks. Communication 
distance is an important factor to be reduced in ad-hoc networks. We have simulated 
in mat-lab and simulation result shows an exciting result. The result of the proposed 
technique is also compared with two other well-known clustering algorithms for 
power consumption [11, 13] though the framework of our work different then the 
existing two technique. The results exhibit the promising capability of the proposed 
technique and clearly show that it works better than the other two clustering 
techniques. 
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Abstract. In the next generation of wireless networks, the entire network 
operating on different radio frequencies under wireless mode will be available 
for communication. The rapidly growing demand for “any service – anywhere - 
anytime” high-speed access to IP-based services is becoming one of the major 
challenges for mobile networks. However, in several situations, mobile 
terminals tend to associate with networks guaranteeing the best performances to 
stay “Always Best Connected” which leads to overload the most attractive 
technology while keeping the others technologies underutilized. As a recent 
research focus, load balancing is one of the key technologies in the convergence 
of heterogeneous wireless networks. Load balancing is a significant method to 
achieve the resource sharing over heterogeneous wireless networks, and it can 
improve resource utilization, enlarge system capacity, as well as provide better 
services for users. When dealing with high speed traffic over heterogeneous, we 
propose a load balancing algorithm using novel approach. For wireless packet 
network, this novel load metric is based on the packet scheduling and the radio 
link quality information. The solution can be used in on-line system because it 
requires less computation time and it operates in a distributed way instead of a 
usual centralized way. The two main targets of the proposed algorithm are the 
admission control and the network initiated handover. Further we have to 
investigate the joint load balancing and resource allocation optimization in 
heterogeneous networks.  

Keywords: Heterogeneous, load balancing, admission control, handover. 

1 Introduction 

In the heterogeneous networks, generally the available networks in the transmission 
path (e.g., WLAN, 3G, 3GPP, UTRAN, WiMax) operating on the Radio frequencies 
under wireless mode available for communication are brought under a single head, 
based on their common operating procedures and functions such as request – 
acknowledge - response. As the radio access network is considered the parameters 
such as - signal strength, maximum coverage, power level, network load, flow rate, 
traffic rate are taken as the major factor. Along with the increase of multimedia and 
data-intensive applications, future networks will experience an extremely high load. 
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This load metric definition takes into account not only the user’s required resource but 
also the radio link quality between the user and the BS. An operator can deploy 
different technologies or interwork with other technologies owned by other operators 
to enable the global roaming capability through a coordinated heterogeneous access 
network environment. Load balancing plays an important role in the Common Radio 
Resource Management (CRRM). It is defined as a platform to gather information 
from the Base Stations (BS) of different Radio Access Technology (RAT), and to 
control the resource allocation of all BSs to optimize the overall system performance.  

An advanced Common RRM (CRRM) is a motivation for interworking among 
these networks, and also a challenge to overcome the existing load balancing 
techniques. The load balancing algorithm consists of accepting or denying a new 
incoming network request and forcing users connected to a heavily loaded BS to hand 
over to a lightly loaded one considering the loosely coupled architecture as shown in 
fig 1. The stronger the coupling is, the more efficient the resource can be utilized. In 
other words the balancing scheme is based on the load values of different access 
nodes regardless of underlying technologies and underlying scheduling schemes. 

In the proposed model, load balancing is divided into two parts: network 
architecture and load balancing algorithm. The former is the foundation of load 
balancing, and a good network architecture can improve the efficiency of load 
balancing. In the perspective of control mode, load balancing mechanisms can be 
classified as centralized, distributed and semi-centralized and semi-distributed. A few 
problems are faced in the first two mechanisms: the centralized one is relatively low 
reliability, while the distributed one has a huge overhead. This solution can be used to 
rectify the above mentioned problems and can be used in on-line system because of 
its less computation time and the way it operates in a distributed way instead of a 
usual centralized way. 

The remainder of this paper is organized as follows. In Section 2 we briefly discuss 
the related researches into overhead and reliability of network architectures. Section 3 
introduces the system model we proposed. In Section 4, the proposed model is 
presented followed in Section 5 by our simulation and the results. Finally in Section 6 
we conclude this paper with discussion of our work. 

2 Related Work 

The authors of [14] developed a mathematical framework that can be used to 
compactly represent and analyze heterogeneous networks that combine multiple entity 
and link types. They generalized Bonacich centrality, which measures connectivity 
between nodes by the number of paths between them, to heterogeneous networks and 
used this measure to study network structure. The authors of [9] proposed a semi-
centralized and semi-distributed architecture (SCSDA), in which a BS just exchanges 
load information with several neighboring BSs. Although the architecture can reduce 
the overhead of control signaling, the authors neither expressed the overhead in 
mathematical formula, nor proved it by simulation. Reference [15] designed hybrid 
wireless network architecture, [16] proposed a multiple mobile routers based network 
architecture to support seamless mobility across heterogeneous networks, and they 
both tested the overhead by NS2 simulator. However, the model of the overhead was 
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derived in neither [4] nor [12]. Route overhead was analyzed in theory in [8], by 
calculating the number of control messages generated in a BS/AP service area due to 
maintaining route. Nevertheless, the simulation for overhead was not given. The 
communication overhead of the scheme presented in [6] was calculated, and an 
algorithm for minimizing the communication overhead was given, which was proved 
to be effective through simulation. The authors of [15] considered a general 
heterogeneous network architecture with two basic entities in the system: mobile 
nodes (MNs) and access points (APs). They formulated the overhead of AP discovery 
which is divided into hello messages and RREQ messages, and gave the simulation 
results. Reference [2] proposed a hierarchical and distributed (HD) architecture with 
three hierarchical levels of mobility management being distinguished:  end terminal 
remains connected to the same radio access network but it changes its point of 
attachments, end terminal changes its radio access network but it remains associated 
to the same operator and end terminal changes its operator network. And it also 
studied signaling cost generated by QoS negotiation during handover process in both 
theory and simulation. The research on reliability of telecommunication network 
starts at the study on switched telecommunication network by Li [10]. Li defined call 
blocking as the link failure, and measured reliability taking connectivity [13] as 
standard. Reference [12] mentioned the concept of integrated reliability, which took 
call loss as the evaluation indicator of network reliability, and proved that the 
integrated reliability can reflect the practical situation much better than taking 
connectivity as standard. The authors of [5] analyzed the reliability aspects of some 
access network topologies to insure a certain level of quality of service at the lowest 
cost for the end users.  

Most of the previous work mainly focused on identifying the functionalities of the 
CRRM architectural components, and designing the protocols for control exchanges 
between these components. Besides, the resource allocation scheme which aims at 
quantifying the amount of resources allocated to each user in such a way to maximize 
the operator’s revenue or the user’s satisfaction has also been increasingly studied. 
However, the load balancing between different BSs and different RATs has not been 
sufficiently considered. Although the load balancing is much related to the resource 
allocation, they are two separable aspects. The load balancing can be considered on 
the one hand as an objective of the resource allocation scheme and on the other hand 
as a constraint for the resource allocation optimization. In this work, we only focus on 
the load balancing issue. 

3 System Model 

The load can be computed in different manners for different systems. As a result, the 
same load value for two different systems does not mean the same load situation. As 
such a comparison is the basis of any cross-system load balancing solution, having a 
same semantic of the load metric is mandatory. The existing load computation 
methods, which are based on the interference or the throughput, do not allow the load 
variation anticipation prior to the situation where a user moves into/out of a cell. The 
estimation of future interference or throughput values is really challenging. 
Accordingly, we will not be able to make the right decision to achieve an efficient 
resource balancing. 
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Fig. 1. Loosely Coupled Architecture 

In order to solve the general load-balancing problem different algorithms have 
been proposed. Examples, mainly from the area of distributed computing, are 
diffusion algorithms, random matching algorithms, pre-computation based load 
distribution algorithms, algorithms based on microeconomics, force models (also 
called particles approach) and simple transmitter receiver-based algorithms. The 
force-based load-balancing algorithm introduced is a descriptive and easily 
extendable CRRM algorithm for combined UMTS/GSM networks.        

 
A. DISTRIBUTED Vs CENTRALIZED ARCHITETURE 
The semi-centralized and semi-distributed architecture (SCSDA), in which a BS just 
exchanges load information with several neighboring BSs. Although the architecture 
can reduce the overhead of control signaling, it does not consider the load history of 
the neighboring nodes. The hybrid wireless network architecture (figure 2) 
comparatively distribute the load on multi tier mode. 

 

 

Fig. 2. Hybrid wireless network architecture 
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B. HIERARCHICAL SEMI-CENTRALIZED ARCHITECTURE 
The hierarchical semi-centralized architecture based on basic grids, which takes three 
different types of access networks (UMTS, WLAN and WiMax) for example. A basic 
grid is made up of several adjacent cells. IS (Information Server), RA (Resource 
Allotter) and RS (Resource Statistics) are collectively referred to as Resource 
Management Unit (RMU), which are responsible for managing the resources of basic 
grids. Installed in the access point, a RS is used to calculate resources of the cell 
administered by the RS. A RA collects load information from RSs, and balances the 
load according to the load and resources of the basic grid. Normally an IS allocates 
resources for the borders of basic grids and stores information of cell identification, 
location and load states. However, it can take over the broken RA immediately. In 
order to improve the system reliability, a main IS and a standby IS are set up. Once 
the main IS stops running, the standby one will take over it.  

 

 

Fig. 3. Hierarchical semi-centralized architecture 

4 Proposed Load Balancing Algorithm 

The aim of the proposed work is to design a feasible and suboptimal solution for load 
balancing while minimizing the resource rearrangement and the computation effort. 
When a user initiates a connection, the end-user device selects a suitable access 
network among available ones using the network selection mechanism. The load 
value of each access node may be used in the network selection evaluation if the user 
has access to this information.  

The user will not be allowed to select the heavily loaded access node. Besides, the 
access node may refuse the user’s connection request based on its admission control 
policy if it is heavily loaded. Despite the use of an admission control, the overload of 
an access node still happens due to the transmission channel fluctuation, the mobility 
or the application data rate changes. To handle the load balancing, on-going calls will 
be transferred from an access network to another. The two main targets of our 
proposed algorithm are the admission control and the network-initiated handover. 
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A. ADMISSION CONTROL 
The admission control is employed to admit or reject a new originating or handing 
over communication in order to avoid overload situations. A connection request to a 
specific BS will be accepted if the BS’s load, including the contribution of the 
incoming communication, is below an admission threshold dth. Otherwise, the new 
incoming communication will be redirected to the least loaded overlapped access 
network. If all BSs in the coverage area could not accommodate the new 
communication, the connection request is rejected. If the incoming communication is 
a handing over one, the admission threshold is greater than the one used for a new 
originating communication. It is generally preferable to refuse the new calls rather 
than to drop the on-going calls. That explains also why we choose a load balancing 
threshold d < 1. In our solution, we choose to always accept the handing over users. 

However, the admission control is just a first step in the load balancing process as 
it only deals with incoming communications and it does not treat the load fluctuation 
of ongoing ones. Moreover, trying to redirect an originating communication to a less 
loaded access system (redirect from one technology to another) may not be possible if 
the communication is initiated from a single-mode terminal. In this case, it may be 
better to accommodate the originating single-mode user and to force a multimode user 
to make a vertical handover to a coordinated access system. That motivates the need 
to use handover enforcement to effectively distribute the load over the heterogeneous 
systems. 
 
B. HANDOVER ENFORCEMENT 
In addition to the admission control, it is essential to have a mechanism to detect and 
handle imminent overload situations. Such mechanism is known as the handover 
enforcement since its main role is to select suitable users in a heavily loaded access 
network and force them to handover. Instead of balancing the resources of the overall 
system as described in the optimal algorithm, our proposed solution aims at 
redistributing locally the load of a heavily loaded BS around its neighboring 
overlapped BSs. In turn, the neighboring BS will redistribute its load to its own 
neighboring BSs and so on. By doing so, the load of the overall system will be then 
balanced. In fact, the handover enforcement will be triggered when the load of a 
specific BS is greater than d. The algorithm execution is continued until x2 = 0 or we 
cannot find a handover to improve index x2. In our proposition we only consider one-
move and two-move operations during the handover enforcement since considering 
more than two consecutive moves is not realistic in on-line system due to its 
computation time. 

5 Simulation and Results 

In this section, we derive an analytical model for reliability of handover procedure 
between UMTS and WLAN/WiMax network. The following notations are used in our 
analysis. 
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Fig. 4. Handover procedure from WLAN/WiMAX RAN to UMTS RAN 

 
Fig. 5. Signaling Flow Chart 

i: System type. i=1 denotes UMTS system; i=2 denotes WLAN system; i=3 denotes 
WiMax system. 

bij: The traffic intensity between FAi and HAj. 

cj: The traffic intensity between HAj and CN. 
RCN: The reliability of CN. 
RHA: The reliability of HA. 
Rc: The reliability of junction line between CN and HA. 
ai: The signaling overhead of transferring load information once between one FA 
located in system type i and HA. 
d: The signaling overhead of transferring load information once between one HA and 
CN. 
e: The signaling overhead of transferring load information once between one main 
CN and standby CN. 
Ai: The number of RANs in system type i. 
D: The number of HAs. 
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Aij: The number of RANs for system type i in the basic grid j. 
λi: The traffic arrival rate of system type i. 
μi: The service rate of system type i. 
mi: The cell capacity of system type i. 
ki1: The light threshold of system type i. 
ki2: The heavy threshold of system type i. 
T: The period of transferring load information among RMU. 
To facilitate the analysis, we assume that there are only one main CN and one standby 
CN. 

 
A. Simulation Scenario 
The scenario is a medium urban area, where both UMTS system and WiMax system 
cover the whole area while WLAN system covers the hot spots only. In order to 
reduce the complex of simulation, we assume that there are all the three types of APs 
in each basic grid, and the number of APs for the same system is equal in every basic 
grid. 

The values of parameters used in simulation are as follows. T=0.1s, A1=600, 
A2=900, A3=600; RIS=0.99, 

RHA=0.98, Rc=0.97; bi=1erl; K1=1, K2=1, K3=1; a1=1, d=1, e=1; m1=60, m2=20, 
m3=80; ηiTH1=0.7, ηiTH2=0.9; μi=1/180s. Where i=1, 2, 3. 

 
A. Simulation Results 

 

 

Fig. 6. Network Reliability in a Heterogeneous environment 

Figure 6 gives the reliability while choosing the network. In the heterogeneous 
environment the reliability is high even when the number of nodes is high. The higher 
transmission latency experienced in the heterogeneous network can be observed in the 
graph provided (Figure. 6). On the transmit side, the transmission is performed with 
no silence period. On the receiver side, handing over to the cellular network 
introduces more latency, results in a silence period the order of magnitude of which is 
equal to the latency difference between both networks. The use of an adaptive buffer 
at the receiver side makes it transparent to the user which is reflected as a smooth 
seamless flow in the heterogeneous Networks. When considering the 3G/ Wimax 
cellular network, the number of users is high compared with the other networks and 
also had a wider coverage but there is a pitfall at the end, the bandwidth fluctuates  
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(a) 

 
(b) 

 
(c ) 

 
(d) 

Fig. 7. (a, b, c, d). Load sharing in different networks 
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beyond 80%. At the time of mobility the network coverage is limited as shown in 
figure 7 (a,b,c,d). Load sharing in the Heterogeneous Network Environment, by 
considering the positive measures of the above mentioned networks and by having a 
thorough understanding between the available networks the heterogeneous network is 
designed. The heterogeneous network provides maximum throughput, minimum 
number of handoffs and maximum coverage at mobile. By designing a proper QoS 
standard and having proper understanding between the network the desires which are 
explained at the initial paragraph can be achieved. By improving the performance 
measures by deploying and allocating the code spectrum for the 3GPP network and by 
having proper power management in the 3G network and by making use of antennas 
with wider coverage in WLAN environment, the available bandwidth can be 
maximum utilized and also the number of handoffs can be reduced as the nature of the 
network present in the graphical architecture between the source and the destination is 
studied in advance, a maximum throughput can be achieved with minimum tolerable 
delay or no delay based on the nature of the information that is taken for transmission. 
The data rate of the heterogeneous network is very close to the available rate as 
shown in fig. 7.  

6 Conclusion 

In this paper, we have proposed a new load metric which makes it possible to 
formulate the load balancing as a classic optimization problem. This novel load metric 
for wireless packet networks is based on the packet scheduling and the radio link 
quality information. Thank to this new metric, the heterogeneity of different access 
technologies can be removed. It also facilitates the load balancing operations since it 
allows load variation anticipation. We introduced a new load balancing index to 
measure the overload degree of a system. This balancing index leads to minimize the 
overload degree of a system instead of equalizing the load among the access nodes 
within a system. We designed a load balancing scheme which consists of admission 
control and handover enforcement. The proposed handover enforcement based on 
one-move and two-move iterative search is one of the feasible suboptimal solutions to 
the problem. The solution can be used in on-line system because it does not require 
much computation time and because it operates in a distributed way instead of a usual 
centralized way. It was shown that our proposed approach outperforms the existing 
approaches. In the future work, we plan to investigate the joint load balancing and 
resource allocation optimization in heterogeneous networks. 
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Abstract. Peer-to-Peer systems have emerged as popular way of sharing large 
volume of data. It is an application layer networks which enables network host 
to share resources in a distributed manner. The usability of these systems 
depends on effective search techniques to retrieve data. In this paper, an 
approach is made to list out some of the searching techniques that are applicable 
for the peer-to-peer network. However, most of the Peer-to-Peer information 
Systems is still unaware of some important features, such as cross-language 
information retrieval. Cross-language information retrieval is the state-of-art 
research area in the information retrieval research area.  

Keywords: Peer-to-Peer, Cross-Language Information retrieval (CLIR), 
Search, Translation. 

1 Introduction 

Peer-to-Peer can be viewed as a communication model in which each computer has 
the same capabilities as the other. Any computers can initiate the communication 
session and it is implemented by giving each communication node both server and 
client capabilities, but in the recent years internet is used to exchange the information 
with each other directly or through an intermediate. Peer-to-Peer (P2P) networks are 
increasingly becoming popular because they offer opportunities for real-time 
communication, ad-hoc collaboration and information sharing in a large-scale 
distributed environment. The main advantages of the systems is its multi-
dimensionality that is, they improve scalability by enabling direct and real-time 
sharing of services and information, enable knowledge sharing by aggregating 
information and resources from nodes that are located on geographically distributed 
and potentially heterogeneous platforms and provide high availability by eliminating 
the need for a single centralized component. 

Peer to Peer (P2P) networks are very popular since they offer opportunities for real 
time communication. They also help to build adhoc network to collaborate and share 
information in a large scale distributed environment.  Apart from this P2P is a 
multidimensional network where it improves scalability by enabling direct and real 
time sharing of services and information. It enables knowledge sharing by 
aggregating information and resources from nodes that are located on geographically 
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distributed and heterogeneous platforms. It also provides high availability by 
eliminating the need for a single centralized component.  

Information retrieval is the process, where a prospective user of information is able 
to convert his need for information into an actual list of citations to documents in 
storage containing information useful to him. Information retrieval can be considered 
as a process where a user is able to convert the information in the form of list of 
citations to documents in a storage containing information useful to him. It can also 
be viewed as a software program that stores and manages information on documents. 
The system assists the users in finding the information that is needed. There are three 
basic processes an information retrieval system has to support. The following are the 
processes which an information retrieval system has to support. 

• The representation of the content of the documents. 
• The representation of the user’s information need. 
• The comparison of the two representations. 
• The representation of the content of the documents and user’s information need. 
• The comparison of the content and user’s information need. 

Cross language retrieval backs the user of multilingual document collections by 
allowing them to submit queries in one language and retrieve documents in any of the 
language covered by the retrieval system. Considering the example of language1 (L1) 
queries on a language2 (L2) document collection. Cross-language retrieval can be 
achieved in three different ways [1]: 

• Off-line document translation: translating L2 documents into L1 and then 
indexing in L1. 

• Off-line index translation: indexing L2 documents in L2, then translating index 
into L1. 

• On-line query translation: indexing L2 documents in L2 and translating L1 
quires into L2. 

Query translation can be applied in environment, where it would be impossible to 
produce translations for all available documents.  In document translation, it is 
possible to present the user with a high quality preview of all the retrieved documents. 
Translating documents after they are retrieved, does not suffice because it will not 
help users to identify material that they wanted to be translated. Since it assumes that 
the user has already found the relevant document in its original foreign language, it 
fails to support exactly that part of a search in a multilingual environment which is the 
most difficult one, to formulate a query which will take the user to the foreign 
language document of interest. 

2 Peer-to-Peer Network for CLIR 

Peer-to-Peer network distinguishes itself by its distribution of power and function. 
They can form ad hoc connections between nodes for sharing all kinds of information 
and files. They can build connections between nodes by building adhoc connections 
between them. Peer-to-Peer discards hierarchical notions of clients and servers and 
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replaces it with equal peer nodes that function similarly as clients and servers. 
Different software modules communicate with each other for processing the 
information required for the completion of the distributed application. Each computer 
can access services from the software modules on another computer, as well as 
providing services to the other computer. The discovery process in the peer-to-peer 
network is much more complicated than that of the client server. Each computer 
should know the network addresses of the other computers running the distributed 
application or at least of subset. And also propagating changes to the different 
software modules on all the computers would also be harder.  

Every computer is capable of accessing services to and fro with other computers. 
Each computer should know the network addresses of other computers which run the 
distributed application. It should be able to propagate the changes to different 
software modules on all the computers. However, the combined processing power of 
several large computers could easily surpass the processing power available from 
even the best single computer, and the peer-to-peer network could thus result in much 
more scalable applications. Peer-to-peer architecture for cross language information 
system can be divided into two systems 

• Cooperative- information is held in the central place (description, collection 
index, statistics). 

• Uncooperative- peer is independent and does not have information about its 
neighbor, but it answers to the neighbors queries. 

According to network structure, peer-to-peer systems can be classified as  

• Centralized network 
• Decentralized network 

2.1 Centralized Network 

Centralized network can be treated as a combination of client-server and peer-to-peer. 
Alike the client-server model, some nodes in the network will act as a server, 
providing only the directory services. All information resources are distributed among 
the other peer in the networks. Centralized network also come cross the same problem 
as the client-server model, single point of failure and scalability. It is observed that 
one directory server is capable of handling only few requests from the peers and the 
response time will increases, if more request are placed. In this network, failure of the 
server will result in the total system crash down; this can be overcome by adding 
more servers to the networks. Most of the real world peer-to-peer systems are based 
on this model; Bit Torrent and Edonkey network are the best examples. Some of the 
benefits can be list as [2]: 

• Since it is combination of client-server, transferring to this network from the 
existing system is very easy. 

• High scalability can be achieved by improving the network usage and 
reducing the broadcasting. 

• Finally, it is easy to manage. 
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Fig. 1. Centralized peer-to-peer networks 

2.2 Decentralized Network  

Decentralized network is further sub divided into  

    1.  Structured 
    2.  Unstructured 
 

Structured P2P also known as structured overlay networks or distributed hash tables, 
in which peers are grouped or clustered. In a common identifier space, each peer is 
responsible for a subset of identifiers and even the multiple peers are responsible for 
same space to acquire higher reliability. Overlay routing protocol are used by the peer 
to forward the messages, to carry out this process efficiently an routing table is 
maintained. Compared to the unstructured, the structured P2P overlay networks 
exhibit much lower bandwidth consumption for the search. The concept that can be 
used for designing the search engine for CLIR is[11]:  

 

 -Global index in structured P2P 
In an unstructured system all the peers in the network are treated equally, that is they 
both can issue the request, respond to each other request and also route requests to 
other nodes. Peers flood search requests in the network, this approach is effective for 
the search of a popular content and performers poorly for a rare content. P2P search 
engine for cross language information retrieval can be designed such that: 

 

 -Local indexes in unstructured or hierarchical P2P networks 
In this method documents are divided over the network and each peer maintain the list 
of its broadcast. To prevent the numerous documents held in the network, the queries 
can be answered in two different levels: 
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1. Peer level – which locate the group of peers with relevant document 
collections 

2. Document level – the query is submitted to the peers and it is answered by 
querying the local index. 

If you have more than one surname, please make sure that the Volume Editor knows 
how you are to be listed in the author index. 

3 Search Mechanism in Peer to Peer Network 

The main purpose of search mechanism in P2P network is to guide the query to the 
sources, so that the appropriate document can be retrieved and then translated back to 
the query language. The objective of this mechanism is to decrease the number of 
unrelated document retrieval per query and at the same time maintain a high recall 
rate.   

In the centralized network, an index is maintained of all the documents by the 
participating peer. Some of the commercial information retrieval systems are web 
search engines and centralized P2P indexing systems. Usually in this method, all the 
peers in the network give the index of its entire shared document to the centralized 
repository, from which the required document can be retrieved. It appears as though 
two peers in the network are communicating directly. Any of the available translating 
method can be used if required. 

For the decentralized network, some of the search mechanisms are [12]:   
 

1. Breath first search 
It is a widely used method in the networks. When a node has to search for a 
information, it generates the query message and broadcast it to the other peers in the 
network. If some node has a match, it responds by generating the query hit message. 
When the sender receives the query hit from more the one peer, it tries to download 
the documents from the peer with the best connectivity. One of the major sang with 
this method is that, each query consumes excessive network because it is propagated 
along all links. Therefore a node with a lower bandwidth can cause bottleneck. 

 

2. Random Breadth-first-search (RBFS) 
The drawback of the BFS is overcome  in this method, here a peer which request for 
the information sends its search message to only  a few of the peers in the network 
that are selected in random. In this method, a peer which request information sends 
messages to only a few other peers in the network which are selected randomly. It 
also eliminates all the disadvantages of the BFS method. Since this method randomly 
choices the peer, there are possibility that some of the peers in the network that 
contain the related information may be left unnoticed.  

 

3.  Random walkers 
This method is similar to the RBFS. Here the node that needs the information 
forwards a query message called walker to randomly selected peer. To reduce the 
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time taken in getting the result, one walker is extended to n-walker, where n 
independent walkers are consecutively sent from the searcher. It is assumed that n-
walker after T steps will reach the same number of peer as a one walker after nk steps. 

4 Translation Technique 

Any of the available translation methods can be used if required [9] 

 

 

Fig. 2. Translation techniques [9] 

1. Query translation 
Query translation is a most general strategy in which the query is automatically 
converted into every supported language and is relatively efficient. The principal 
limitation of query translation is that queries are often short and provide little context 
for disambiguation. Homonymous words produce undesirable matches. Translation 
ambiguity causes this problem, by potentially introducing additional terms that are 
themselves homonymous. For this reason, controlling translation ambiguity is a 
central issue in the design of effective query translation techniques. 

 
2. Document translation 
Document translation is just the opposite of query translation, automatically 
converting all of the documents into each supported query language. It typically 
provides more context than queries, more effective strategies to limit the effect of 
translation ambiguity may be possible. Another potential advantage is that selected 
documents can be preseted to the user for examination without on-demand translation.  

Document translation can be considered as a methodology of converting all the 
documents into each supported query language. The advantages of this method 
includes that the selected documents can be presented to the user for examination 
without on-demand translation. It also provides more contexts than queries, more 
effective strategies to limit the effect of translation etc.  
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3. Interlingual techniques 
Interlingual techniques convert both the query and the documents into a unified 
language-independent representation. Controlled vocabulary techniques based on 
multilingual thesauri are the best examples of this approach. Controlled vocabulary 
techniques based on Multi lingual thesauri can be considered as one of the best 
example for this method. Because each controlled vocabulary term typically 
corresponds to exactly one concept, terms from any language may be used to index 
documents or to form queries. Latent semantic indexing and the generalized vector 
space model both use a document aligned training corpus to learn a mapping from one 
or more languages into a language-neutral representation. Document and query 
representations from either language can be mapped into this space, allowing 
similarity measures to be computed both within and across languages. 

5 Conclusion 

Peer-to-Peer is a most important part of the computer networks. Some of the methods 
for the centralized and decentralized network are proposed that enables the retrieval 
of information in the Peer-to-Peer networks with some of the translation techniques 
that helps the user to retrieve the required document, in the understandable languages. 
There are several useful CLIR techniques are known for the information retrieval. 
Monolingual retrieval is still more effective for free text than CLIR. Query 
translation, document translation, and interlingual techniques provide a range of 
alternatives that can be tailored to specific applications. The proposed translation 
techniques for CLIR do have drawback, which can be overcome by selecting the 
appropriate algorithms, which can be carried ad the future work of the same paper. 
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Abstract. A mobile ad hoc network (MANET) consists of a collection of 
wireless mobile nodes that forms a temporary network without having any fixed 
infrastructure or centralized administration. MANET is infrastructure-less, lack 
of centralized monitoring and dynamic changing network topology. MANET is 
highly vulnerable to attack due to open error prone shared wireless medium. In 
this paper, we proposed an algorithm for avoiding and preventing the wormhole 
attacks in MANET using statistical analysis approach. Simulation and results 
show that efficacy of proposed algorithm and the proposed heuristics provides 
better security and performance than conventional AODV in the presence of 
wormhole attack.  

Keywords: MANET, Wormhole attack, Wormhole detection technique, 
Wormhole prevention, Statistical mechanism. 

1 Introduction 

A mobile Ad hoc network (MANET) is a collection of two or more devices or nodes 
equipped with wireless communication and networking capabilities [1], [2], [3].These 
node includes laptop, computers, PDAs and wireless phones etc, have a limited 
transmission range. Such a wireless ad-hoc network is infrastructure less, self-
organizing, adaptive and does not require any centralized administration. If two such 
devices are located within transmission range of each other, they can communicate 
directly. Each node can communicate directly with only few nodes within the 
communication range and has to forward messages using the neighbor nodes until the 
messages arrive at the destination nodes. Since the transmission between sender and 
receiver may use several nodes as intermediate nodes, many routing protocols [3] 
have been proposed for the MANETS. Most of the protocol assumes that other nodes 
are trustable so they do not consider the security and attack issues. The lack of 
infrastructure, rapid deployment practices, and the hostile environments in which 
MANETS are deployed make them vulnerable to a wide range of security attacks that 
are presented in [4], [5], [6]. However most of these attacks are performed by a single 
malicious node. Many solutions exist to solve single node attacks [7], [8], [9], but 
they cannot prevent from the attacks that are executed by colluding malicious node 
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such as wormhole attack. Wormhole attack is more dangerous than single node 
attacks. Analysis of wormhole attack is discussed in [10].  In [11], a wormhole, an 
attacker connects two distant points in the network, and then replays them into the 
network from that point. An example is shown in Fig. 1. Here S and D are the two 
end-points of the wormhole link (called as wormholes). In this diagram, wormhole 
attack is that all the nodes in area A assume that nodes in area B are their neighbors 
and vice versa. 

The wormhole link can be established by many types such as long-range wireless 
transmission in wireless networks, by using an Ethernet cable, a long-range wireless 
transmission and an optical link in wired medium.  Wormhole attack records packets at 
one end-point in the network and tunnels them to other end-point. These attacks are 
severe threats to MANET routing protocols. For example, when a wormhole attack is 
used against an on-demand routing protocol such as AODV/ DSR, than all the packets 
will transmit through this tunnel and no other route is discovered. If the attacker creates 
the tunnel honestly and reliably than it will not harm the network and also provides the 
useful service in connecting the network more efficiently. The attacker can perform the 
attacks even if the network communication provides confidentiality and authenticity. If  
single path on-demand routing protocol such as AODV [12] is being used in highly 
dynamic wireless ad hoc networks, a new route need to be discovered  in response to 
every route break. Each route discovery is associated with high overhead and latency. 
This inefficiency will be reduced if there are multiple paths available and a new route 
discovery is required only in the situation when all paths break. 

In this paper, we propose an approach to detect wormhole in MANET by using 
average time delay to detect anomalies based on statistical information of packets in 
the networks. Three features of the network are monitored including: the number of 
incoming packets, the number of outgoing packets and the average route discovery 
time related to each node. The network is having wormhole attacks if any abrupt 
change of one of these features is reported. The proposed algorithm is light weight 
and low computation overhead.  

 
 
 
 
 
 
 
   
 
 
 
 

Fig. 1. Wormhole attack in a network 

The rest of the paper is organized as follows. Section 2 describes proposed 
algorithm of wormhole detection model in MANET. Result and analysis is illustrated 
in section 3. Section 4 concludes the work. 
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2 Proposed Wormhole Attack Model 

The proposed wormhole attack model method works without any extra hardware 
requirements, the basic idea behind this work is that the wormhole attack reduces the 
length of hops and the data transmission delay. The steps of proposed algorithm of 
wormhole attack are as follows:  

 
1.  Randomly generate a node identity, number 0 to maximum 

number of nodes in the network. 

2.     Make the node with same number as transmitter node. 

 3. Generate the route from selected transmitting node to 

destination node.  

4. Start counter and send RREQ using reactive routing 

technique.   
5. Receive the RREP packet from the each path; associate 

it in route list with time delay. 

6.      Now calculate the average time delay. 
7. Select the route within covariance range of average 

delay.  

8. The routes that are not within the covariance range are 

black listed hence they are not involved in future 

routes discovery. 

9. Whole process (from step1 to step9) is repeated for 

limited assumed time. 

3 Simulation and Results 

In this section simulation and results are illustrated. Node distribution scenario is 
depicted by Fig.2. There are 18 nodes in the network. Simulation parameters are 
given in Table 1. 

 

Fig. 2. Node distribution scanerio 
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Wormhole attack scenario is shown in Fig. 3. Wormhole attack is created in 
between  node 0 and  node 5 . Due to wormhole attack, all the traffic between  node 0  
and  node 0  will go directly without using any nodes while other intermediate nodes 
are presented in the network. 

 

 
 

Fig. 3. A netwok  affected by wormhole attack 

Table 1. Simulation parameters 

Parameters Description 

Examined Protocol AODV 
Simulation Time 1000 sec. 
Simulation Area 80x80 m 
Number of Nodes 18 

Malicious Nodes 02 
Number of Wormholes 01 

 
Fig. 4 shows the average route length in terms of number of hops for all three 

conditions’. X direction shows the simulation time where as Y direction illustrates the 
number of hops. Normal condition is depicted by red color. As wormhole attack 
occurs wormhole affected node start sending packet by using the tunnel without using 
intermediate nodes so number of hopes reduces as shown by green color. Fig. 4 shows 
that at the time of 3 minutes the difference between the number of hops required in 
wormhole affected scenario and without wormhole scenario is maximum that means 
the minimum number of hops is required to transmit the data and most of the data is 
being transmitted involving the wormhole affected node. After the time of 6 min of 
our proposed algorithm reached very near to the without attack scenario in terms of 
number of hops required that means wormhole affected nodes is being avoided. By 
implementing the proposed algorithm wormholes are avoided in the route discovery 
process as number of hopes per route increases as shown by blue color. 
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Fig. 4. Average number of hopes per route  

Average route discovery time for all three conditions is depicted by Fig. 5. This 
results show that the wormhole tunnel is selected all the times by wormhole affected 
nodes so new routes are not discovered this will reduce the route discovery time. At  
 

     
 

 

Fig. 5. Average route discovery time 
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the time of 3 minutes route discovery time of proposed algorithm almost equal to the 
route discovery time of without attack scenario that mean all the nodes are being 
checked for route discovery process. After 14 min, the route discovery time of 
proposed scenario has become almost steady. The proposed algorithm wormhole 
affected routes are avoided and the entire route is being checked so route discovery 
time may be increase. 

 

 
 
 

Fig. 6. Average delay in seconds 

Fig. 6 shows, the average delay for all three conditions. Due to the wormhole attack 
the delay reduces because the packets are delivered without any intermediate nodes. The 
proposed algorithm is used the number of intermediate nodes to avoid wormhole tunnel, 
so delay is increased from without attack environment but it is very less from attack 
scenario. At the time of 3 minutes delay is around 0.5 sec. At the time of 5 minutes and 
after that delay is in between 0.7 to 0.8 sec of our proposed algorithm.  

4 Conclusion 

Statistical analysis is a technique used to detect routing anomaly as long as the 
sufficient information about the routes is available from the multi-path routing. 
Simulation results are shown that proposed algorithm is successful at detecting 
wormhole attacks and locating the malicious nodes. The simulation shows the 
avoidance of using the attacker nodes in data transmission. Security against wormhole 
attack can be provided by using our proposed algorithm. The algorithm performs 
better compared to existing routing protocols on three parameters hop count, route 
discovery time, delay. The proposed model is shown that algorithm is very light-
weight and suited the security issues of MANET.   
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Abstract. Advanced technology of Wireless Sensor Networks used in many 
applications like health, environment, battle field etc. The sensor nodes 
equipped with limited power sources. Therefore, efficiently utilizing sensor 
nodes energy can maintain a prolonged network lifetime. One of the major 
issues in sensor networks is developing an energy-efficient routing protocol to 
improve the lifetime of the networks. In this paper, we propose EEHCRP 
(Energy-Efficient Hierarchical Clustering Routing Protocol), a protocol for 
wireless sensor networks. Network partitioned into annular rings by using 
various power levels at base station and each ring having various sensor nodes. 
The mathematical formulae for choosing the cluster head are provided.  The 
model developed is simulated in MATLAB. The results are obtained in terms of 
three metrics, lifetime of the network, and number of clusters and energy 
consumption of clusters heads. From the results of simulation, it is observed 
that the performance of EEHCRP is better in terms of energy consumption of 
CH, number of clusters and lifetime of network compared with LEACH. 

Keywords: Wireless Sensor Network, Energy Efficiency, Network Lifetime, 
Clustering, LEACH protocol. 

1 Introduction 

Wireless Sensor networks (WSN) consist of large number of sensor nodes and these 
nodes are directly interacting with their environment by sensing the physical 
parameters such as temperature, humidity, etc[1]. All the sensor nodes send or receive 
data to/from a fixed wired station called base station (BS). The base station usually 
serves as a gateway to some other network. WSNs have a comprehensive range of 
applications in this field including [6, 9, 10]; environmental applications, military 
applications, home security, etc. 

The main challenge is related to the limited, usually unrenewable energy supply of 
the sensor nodes. Hence, the available energy at the nodes should consider as a major 
constraint while designing the routing protocols.  

Hierarchical-based routing protocols also known as cluster based routing protocols. 
This type of protocols enforces a structure on the network to use the energy efficiency, 
extend the lifetime and scalability. In this protocol, nodes of the network are organized 
into the clusters in which higher energy nodes (e.g. assume the job of the cluster 
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head)can be used to process and forwarding the information, while lower energy nodes 
can be used to do the sensing  the target. Clustering is an efficient way to reduce energy 
consumption and extend the life time of the network, doing data aggregation and fusion 
in order to reduce the number of transmitted messages to the BS [2]. 

In this paper, we present EEHCRP (Energy Efficient Hierarchical Clustering 
Routing Protocol) based on different power levels for Wireless Sensor Networks. 
EEHCRP reduces the number of dead nodes and the energy consumption, to extend 
the network lifetime. 

The rest of the paper is organized as follows. An overview of related work is given 
by section 2. In section 3, propose an energy efficient hierarchical clustering routing 
protocol. Simulations and results of experiments are discussed in the section 4. In 
section 5, concludes the work presented in this paper and the scope of further 
extension of this work. 

2 Related Work 

The first hierarchical routing protocol for WSN is Low Energy Adaptive Clustering 
Hierarchy (LEACH). LEACH is a cluster-based routing protocol which includes 
cluster formation in distributed manner. In LEACH [3], the nodes form themselves 
into local clusters, with one node acting as the local cluster-head. LEACH includes 
randomized rotation of the high-energy cluster-head position such that it rotates 
among the several sensors nodes in order to not deplete the battery of a single sensor. 
In addition, CHs performs local data fusion to “compress” the amount of data arriving 
from the nodes that belong to the respective cluster and transmit aggregate data to the 
base station, further reducing energy dissipation and enhancing system lifetime. 

In LEACH, the cluster head receive data directly from each node and the sink uses 
single-hop routing. Therefore, it is not applicable for large networks. Also, it is not 
obvious how the number of predetermined number of cluster heads is going to be 
uniformly distributed through the network. Therefore, it is possible no or lots of CHs 
selected and also possible that too many CHs are located in a specific area. 
Furthermore, the dynamic clustering routing implemented with extra overhead, e.g. 
cluster head changes, advertisements etc., which consumed more energy. 

LEACH-C protocol is the extended version of LEACH protocol. In which, all 
nodes in the network transmit their information to the BS, includes their ID, 
remaining energy, and position information. After this, the BS calculate the average 
energy of the network and select a set of CHs  that have more energy than the average 
energy of the network and sends information about CHs ,their members and TDMA 
schedule. The member nodes decide own TDMA slot and transmit data in its time slot 
[4].A non-sovereign cluster-head selection is the main drawback of this protocol. 
Moreover, LEACH-C needs location information of all nodes in the network. 
However, the location information in wireless sensor networks is only available 
through GPS (Global positioning system) or a location sensing technique, such as 
triangulation which requires additional communication among the nodes [5].  

Power-efficient gathering in Sensor Information Systems (PEGASIS) is an 
enhancement of the LEACH protocol. A single node in a chain is used by PAGASIS to 
send data to BS rather than multiple nodes.  The chain is constructed in a greedy way. 
Each node only communicates with their closest neighbors along the communication 
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chain. Gathered data moves from node to node, aggregated and finally transmit to the 
BS [6].In PAGASIS, Each sensor node is required to have additional local information 
about the wireless sensor network. When the PEGASIS protocol selects the head node, 
there is no consideration about the energy of nodes, location of the BS. This applies to 
the greedy algorithm for construct chain, some delay may occur. Since the head node is 
a single, it may happen to a bottleneck at the head node. 

In [11], clustering of network is done symmetrically and cluster head node is 
selected by the comparisons of remaining energy and distance with the other nodes. 
Determine the cluster head of next hope by using the weight function in [12]. 

3 EEHCRP: Energy Efficient Hierarchical Clustering Routing 
Protocol  

Hierarchical clustering algorithms are very important to increasing the lifetime of 
network. We propose EEHCRP (Energy Efficient Hierarchical Clustering Routing 
Protocol), which is a hierarchical clustering routing protocol. EEHCRP reduces the 
number of dead nodes and the energy consumption to extend the network lifetime. 
Before studying the details of the proposed algorithm, we define the expected network 
model and energy model. 

3.1 Network Model 

Let us consider a sensor network, consisting of n sensor nodes, which are randomly 
deployed over in an area of wireless sensor network. To prepare the network model, 
the following assumptions are made about sensor nodes. 

Assumptions: 

1. There is one base station which is fixed and located at middle in a given sensor 
network. 

2. All sensor nodes are fixed and homogeneous with a limited stored energy. 
3. Base station can transmit various power levels. 
4. The sensed data by the sensor nodes are routed to the base station. 
5. Each node is equipped with power constrain capabilities and vary their transmitted 
power. 
6. Nodes are not equipped with GPS unit. 

3.2 EEHCRP Algorithm 

In this section, we describe our protocol in detail. This protocol is divided into three 
phases, setup phase, cluster setup phase and inter cluster routing phase. 

3.2.1   Setup Phase 
On the initial deployment, the base station (BS) transmits a level-1 signal with 
minimum power level. All nodes, which hear this message, set their level as 1. After 
that, the base station increases its signal power to attain the next level and transmit a 
level-2 signal. All the nodes that receive the massage but do not set the previous level 
set their level as 2.  
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This procedure continuous until the base station transmits corresponding massages 
to all levels. The total number of messages of levels is equivalent to the number of 
distinct transmit signal at which the BS can sends [7]. 

BS broadcast a hello massage, fig [1]. This massage contains the information of 
upper limit and lower limit of each level. 

 

 

Fig. 1. Structure of Hello message 

Where 
Ui: Upper limits of level i 
Li: Lower limit of level i 
Each node calculates the distance from the BS based on the received signal strength. 

 

 

 

 

 

 
 
 
 

 

 

Fig. 2.  

Algorithm 1. Setup phase 

#No. of nodes N 
# BS can transmit i levels; i ≥1 
1. For each level i, message transmitted by BS  
2. If (Nodes does not assign previous level and hear new message or BS transmit    
level i = 1) 
3. Assign level i 
4. End if 
5. End for 
6. BS broadcast hello message, which contains the information of upper limit and 
lower limit of each level. 
7. Each node calculates the distance from the BS based on received signal strength 

Ui, Li       ………………         U3, L3                U2, L2             U1, L1 

BS 

Level-1 

Level-2 
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3.2.2   Cluster Setup Phase 
In this phase, each level is divided into clusters. The operation of cluster-setup phase 
is the same as LEACH [3] except the difference of threshold formula. For each level i, 
each node decide whether or not to become a cluster head for the current round by 
choosing a random number x between 0 and 1.The node becomes a cluster head for 
the current round if this number is less than the thresholdT n .The threshold defined 
in ways. First approach is: 

T P x c1 P x r mod P x U d n, BSU  L if n ∈ Z0                         otherwise  (1) 

Where 
 

P = the desired percentage of the cluster heads. 
r = the current round. 
Z = the set of nodes which have not been CHs in the last 1/P rounds. 
c = the constant factor between the 0 and 1. 
Ui = the upper limit of level-i. 
Li = the lower limit of level-i.  
d (n, BS) =the distance between node n and base station. 
 

The second approach is 

T n P c1 P r mod P  U d n , BSU L E nE n if n ∈ Z0                             Otherwise  (2) 

Where E n  n) = current energy of node n.      E n  = initial energy of node n. 
Each node that elected itself a cluster head for the current round, broadcast an 

advertisement message to the rest of the node by using CSMA Mac protocol. All 
cluster heads broadcast their advertisement message with the same transmit energy. 
All non- cluster head nodes receiving these messages from all cluster head nodes and 
each non-cluster node decided the cluster to which it will belong for the current 
round. This decision is based on received signal strength of the advertisement 
messages. Each node must inform to the cluster head that it will be a cluster member 
by using CSMA Mac protocol. After that, each cluster head creates a TDMA schedule 
for its cluster members. This information is broadcasted back to the nodes in the 
cluster. Once the clusters are created and TDMA schedule is fixed, data transmission 
can begin. Each cluster member can be turned off until the node’s allocated time. 
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Fig. 3. Cluster formation 

Each node sends data to its cluster heads with minimal transmission power. This 
power is estimated by received signal strength of the advertisement message. So that 
data transmission uses a minimal amount of energy. 

When all the data has been received from the cluster members, then cluster head 
node perform data aggregation function to compress the data into a single signal. 
After a certain time the next round begin.  

Algorithm 2. Cluster setup phase 

1. for each (node N) 
2. N selects random number x between 0 and 1. 
3. If (x< T (n)) 
4. N becomes CH. 
5. N broadcasts an advertising message for its CH status. 
6. Else 
7. N becomes a NCH node. 
8. N chooses the CH, this selection is based on the received signal strength of 

advertise. 
9. N informs the selected CH and become a member of its cluster. 
10.End if. 
11.for each (CH) 
12.CH creates TDMA schedule for each cluster member. 
13.Each cluster member communicates to the CH in its time slot. 
14.End for 

BS

Level-1 

Level-2 
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3.2.3   Inter Cluster Routing 
After the cluster formation, the cluster heads broadcast the aggregate data to the next 
level. At the next level, the nodes aggregate their data and sends to their cluster heads.  

In this manner the cluster heads at the last level transmit the final information to 
the BS.  

Algorithm 3. Inter cluster routing 

1. For each (level i) 
2. for each CH 
3. CH receives the data from the cluster member 
4. Aggregate the data. 
5. If (i ==1) 
6. CH transmits data to the BS. 
7. Else 
8. CH broadcasts data in the next level. 
9. End if 
10.End for 
11.End for 

3.3 Energy Model 

We use a free space model. This model is used to calculate the power of received 
signal of each packet. There is only one clear line of sight path between receiver and 
transmitter is assumed by the free space propagation.  

The energy consumed during the transmission is the main part of the total energy 
consumption. The received signal power in free space at a distance r is calculated by 
using the following equation [8]. p dBm p dBm 10 log G 20 log λ 20 log 4π 20 log r  (3) 

Where the transmitted signal power is denoted by pt, product of receive and transmit 
antenna field radiation patterns in the line-of-sight (LOS) direction is Gl and λ is the 
carrier wavelength. 

The minimum transmission power level  pt-min at the sender is calculated as.  p _ dBm p _ dBm 10 log G 20 log λ 20log20log  r     (4) 

from (3) and (4), we obtain. p _ dBm p _ dBm p dBm p dBm  (5) 

where pr-min is the receiver’s sensitivity? 
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The non-cluster head nodes calculate the strength of the advertisement messages 
from equation (1) and join the cluster which has the maximum strength of the 
received signal. These nodes also calculate the minimum transmission power for 
sending data to the cluster head with the help of eqn (5).  

In free space model, to transmit a l bit message over the distance r, transmission 
energy consumption ET(x)(l, r) [3] is- ET l, r ET r ET l, r  

(6) 

ET(X)(l, r) = Eelec* l + εamp * l* r2 (7) 

where ET(x)-elec is the energy dissipated by the transmitter electronics and εamp is the 
energy dissipated by the transmit amplifier. ER r ER r  (8) 

ER E r  (9) 

Where ER denote the receiver electronics. 

4 Simulation Results 

In this section, the simulated results are obtained to evaluate the performance of 
EEHCRP using MATLAB. We simulated the energy consumption, number of clusters 
and resulting lifetime of the network. The results obtain in terms of three metric, 
energy consumption of CHs, number of clusters and life time of WSN are represented  
 

Table 1. Shows the simulation parameter 

Parameters Value 

Network size 100 x100 m 

BS station (50, 50) 

Number of sensor nodes 100 

Initial energy .05 J 

Eelec 50 nJ/b 

εmp 10pJ/b/m2`

EDA 5nJ/b/signal 

Data packet size 4000 bits 

n (level) 3 
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in form of graphs. We define the two version of EEHCRP: EEHCRP-1 and EEHCRP-
2. The only difference between these two versions is EEHCRP-1approch uses eqn (1) 
and EEHCRP-1 approach uses eqn (2). 

We assume that 100 sensor nodes are randomly deployed over 100 x 100 m square 
area sensor field and the whole network is divided in three levels (n=3). The BS 
located at (50, 50). The initial energy of each node is .05 J and a node is considered 
dead when its energy is less than equal to 0.  

A. Energy Consumption of Cluster Heads(CHs) 

Fig.[4] shows the results for the energy consumed by CHs in EEHCRP by using both 
approaches eqn(1) and eqn(2) and LEACH protocol for 30 rounds. The energy 
consumed by CHs for each round in EEHCRP is much lower than that in LEACH. 
This is due to fact that in LEACH, CHs transmit their data direct to the BS. Therefore, 
the energy consumption is much higher. In EEHCRP, CHs sends their data to the BS 
through multihop communication. So a significant amount of energy is saved. For 
example, after the 25 rounds, the LEACH consumed the about 40% of the initial 
energy while in EEHCRP is about 12%. 

 

Fig. 4. Energy consumed by CHs 

B. Number of Clusters 

Fig [5] shows the distribution of the number of clusters in EEHCRP-1, EEHCRP-2 
and LEACH for 25 rounds. Its shows that the number of clusters in EEHCRP-1 and 
EEHCRP-2 is fewer than LEACH. Further it is also observed the numbers of clusters 
in EEHCRP-2 are less that EEHCRP-1. 
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Fig. 5. Number of clusters 

C. Lifetime of WSN 

The result between the number of nodes alive and the number of rounds is shown by 
Fig [6]. The result obtained by measuring of time until the first node dies to time until  
 

 

Fig. 6. Network lifetime 
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the last node dies for 400 rounds. The first dead node appeared in 90 rounds for 
EEHCRP-1 and in round 92 for EEHCRP-2, in 86 rounds for LEACH and the last 
dead node appeared in 393 rounds for EEHCRP-1,in 398 rounds for EEHCRP-2, 
in333 rounds for LEACH. It is observed that the EEHCRP much better improves the 
life time of network than the LEACH protocol. Further, it also observed that 
EEHCRP-2 improves the life time of the network better that EEHCRP-1. 

5 Conclusion and Future Work 

In this paper, a hierarchical clustering based routing protocol has been proposed. The 
network model based on power levels is being developed. The mathematical formulae 
for choosing the cluster head are provided.  The model developed is simulated in 
MATLAB. The simulation results of energy consumption of cluster heads, numbers 
of clusters and network lifetime are provided. It has been observed that the energy 
consumed by CHs for each round in EEHCRP is much lower than that in LEACH. 
For example, after the 25 rounds, the LEACH consumed the about 40% of the initial 
energy while in EEHCRP is about 12%. It has been also observed that the number of 
clusters in EEHCRP-1 and EEHCRP-2 is fewer than LEACH and the numbers of 
clusters in EEHCRP-2 are lesser than that of using EEHCRP-1.  Furthermore, It is 
observed that the EEHCRP much better improves the life time of network than the 
LEACH protocol and EEHCRP-2 improves the lifetime of the network better than 
that of using EEHCRP-1. Finally, it is concluded that the performance of EEHCRP is 
better than LEACH. 

In future research, we will study to optimize the number of levels to efficiently 
consume the energy of all nodes and improve the network lifetime. We also want to 
extend our algorithm to heterogeneous WSNs. 
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Abstract. The primary focus of research in computing systems has been on the 
improvement of the effective designon system performance. In order to fulfil 
this objective, the performance has been steadily growing driven by more 
efficient system design and algorithms. The performance of grid is improved in 
many aspect based on various research direction of last few year. In grid 
computing, load sharing is the major research issue. In addition to the load 
sharing, at present, the power management is attracting current researchers. 
This paper further explains basic power management scheme in the general 
computing as well as grid computing. And this paper strongly performed an 
analysis on various categories of real time grid systems. The power 
consumption on various grid levels based on multiple volumes in the 
organization level is analysed. The conclusion is focused the future requirement 
of research direction in the energy efficient system design of grid computing. 

Keywords: Grid Computing, Power Management, Energy Efficient System Design. 

1 Introduction 

The modern computing industry focus for grid computing as the requirement is over 
whelming. Although the performance per watt ratio has been constantly rising, the 
total power drawn by computing systems is hardly decreasing. Oppositely, it has been 
increasing every year that can be illustrated by the estimated average power use 
across three classes of servers presented in Table 1. The table describes the power 
consumption of every year from 2000 to 2006 on various grid levels and on various 
volumes. If this trend continues, the cost of the energy consumed by a server during 
its lifetime will exceed the hardware cost.  

The problem is even worse for large-scale compute infrastructures, such as clusters 
and data centres. It was estimated that in 2006, IT infrastructures in the United States 
consumed about 61 billion kWh for the total electricity cost about 4.5 billiondollars. 
The estimated energy consumption is more than double from whatwas consumed by 
IT in 2000. Moreover, under current efficiency trends, theenergy consumption tends 
to double again by 2011, resulting in 7.4 billion dollarsannually.Energy consumption 
is not only determined by hardware efficiency, but it is alsodependent on the resource 
management system deployed on the infrastructure and theefficiency of applications 
running in the system. 
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Fig. 1. General Overview of Energy Consumption in Computing Industry 

 
Fig. 2. Power Management 

Table 1. Estimated Average Power Consumption / Grid Class 

Grid Class 2000 2001 2002 2003 2004 2005 2006 
Volume 186 193 200 207 213 219 225 

Mid-Range 424 457 491 524 574 625 675 
High-end 5534 5832 6130 6428 6973 7651 8163 
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The general overview of energy consumption in the various organization level of 
computing industry is explained in the figure 1. The power management with various 
factors of energy parameters is shown in the figure 2. 

2 Related Work 

There are a number of industry initiatives aiming at the development of standardized 
methods and techniques for the reduction of the energy consumption in computer 
environments. They include Climate Savers Computing Initiative (CSCI), Green 
Computing Impact Organization (GCIO), Green Electronics Council, The Green Grid, 
International Professional Practice Partnership (IP3), with membership of companies 
such as AMD, Dell, HP, IBM, Intel, Microsoft, Sun Microsystems, and VMware.  

Energy-efficient resource management has been first introduced in the context of 
battery-powered mobile devices, where energy consumption has to be reduced in 
order to improve the battery lifetime. Although techniques developed for mobile 
devices can be applied or adapted for servers and data centres, this kind of systems 
requires specific methods.  

To reduce the power and energy consumption in modern computing systems, as 
well as recent research works that deal with power and energy efficiency at the 
hardware and firmware, operating system (OS), virtualization, and data centre levels. 
The main objective of this work is to give an overview of the recent research 
advancements in energy-efficient computing, identify common characteristics, and 
classify the approaches. On the other hand, the aim is to show the level of 
development in the area and discuss open research challenges and direction for future 
work. 

According to data provided by Intel Labs [1], the main part of power consumed 
bya server is accounted for the CPU, followed by the memory and losses due to 
thepower supply inefficiency. The data show that the CPU no longer dominatespower 
consumption by a server. This resulted from the continuous improvement ofthe CPU 
power efficiency and application of power-saving techniques (e.g., DVFS)that enable 
active low-power modes. In these modes, a CPU consumes a fraction ofthe total 
power, while preserving the ability to execute programs. As a result, currentdesktop 
and server CPUs can consume less than 30% of their peak power in 
lowactivitymodes, leading to dynamic power range of more than 70% of the peak 
power. In contrast, dynamic power ranges of all other server’s components are 
muchnarrower: less than 50% for dynamic random access memory (DRAM), 25% for 
diskdrives, 15% for network switches, and negligible for other componentsPower 
supplies transform alternating current (AC) into direct current (DC) to feedserver’s 
components. This transformation leads to significant power losses due to 
theinefficiency of the current technology.  

Dhiman et al [2] have found that although regression models based on just CPU 
utilization are able to provide reasonable prediction accuracy for CPU-intensive 
workloads, they tend to be considerably inaccurate for prediction of power 
consumption caused by I/O- and memory-intensive applications. The authors have 
proposed a power modelling methodology based on Gaussian mixture models that 
predicts power consumption by a physical machine running multiple virtual machine 
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(VM) instances. The main reason of the power inefficiency in data centres is low 
average utilization of the resources.  

3 Energy Management – Concepts and Theory 

To understand power and energy management mechanisms, it is essential to clarifythe 
terminology. Electric current is the flow of electric charge measured in 
amperes.Amperes define the amount of electric charge transferred by a circuit per 
second.Power and energy can be defined in terms of work that a system performs. 
Power isthe rate at which the system performs the work, while energy is the total 
amount ofwork performed over a period of time. Power and energy are measured in 
watts (W)and watt-hour (Wh), respectively. Work is done at the rate of 1 W when 1 A 
istransferred through a potential difference of 1 V. A kilowatt-hour (kWh) is 
theamount of energy equivalent to a power of 1 kW (1000 W) being applied for 
onehour. 

The difference between power and energy is very importantbecause a reduction of 
the power consumption does not always reduce the consumedenergy. For example, 
the power consumption can be decreased by lowering the CPUperformance. 
However, in this case, a programmay require longer time to complete itsexecution 
consuming the same amount of energy. On one hand, a reduction of the peakpower 
consumption results in decreased costs of the infrastructure provisioning, suchas costs 
associated with capacities of UPS, PDU, power generators, cooling system,and power 
distribution equipment. On the other hand, decreased energy consumptionleads to a 
reduction of the electricity bills. The energy consumption can be reducedtemporarily 
using dynamic power management (DPM) techniques or permanentlyapplying static 
power management (SPM). DPM utilizes the knowledge of the realtimeresource 
usage and application workloads to optimize the energy consumption. 

However, it does not necessarily decrease the peak power consumption. In 
contrast,SPM includes the usage of highly efficient hardware equipment, such as 
CPUs, diskstorage, network devices, UPS, and power supplies. These structural 
changes usuallyreduce both the energy and peak power consumption.The main power 
consumption in complementary metal-oxide-semiconductor(CMOS) circuits 
comprises static and dynamic power.  

The static power consumption,or leakage power, is caused by leakage currents that 
are present in any active circuit,independently of clock rates and usage scenarios. This 
static power is mainly determinedby the type of transistors and process technology. 
The reduction of the staticpower requires improvements of the low-level system 
design. Dynamic power consumption is created by circuit activity (i.e., 
transistorswitches, changes of values in registers, etc.) and depends mainly on a 
specificusage scenario, clock rates, and I/O activity. The sources of the dynamic 
powerconsumption are short-circuit current and switched capacitance. Short-circuit 
currentcauses only 10–15% of the total power consumption and so far no way has 
beenfound to reduce this value without compromising the performance. Switched 
capacitanceis the primary source of the dynamic power consumption.  

The efficiency of power supplies depends ontheir load. They achieve the highest 
efficiency at loads within the range of 50–75%.However, most data centres normally 
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create a load of 10–15% wasting the majority ofthe consumed electricity and leading 
to the average power losses of 60–80%. As aresult, power supplies consume at least 
2% of the US electricity production. Moreefficient power supply design can save 
more than a half of the energy consumption. 

Power efficiency and energy conservation are key design considerationsfor 
embedded systems. Various techniques have beenproposed over the years to reduce 
the energy consumption ofprocessor and memory subsystems as they are the two 
major contributorsof overall system energy dissipation. Dynamic voltagescaling 
(DVS) can be effectively used to reduce the power requirementquadratically while 
only slowing the processor performancelinearly. Recent studies show 
thatmemoryhierarchy, especially thecache subsystem, has become comparable to the 
processor in termsof energy consumption. 

Dynamic cache reconfiguration (DCR)provides the ability to change cache 
configuration at run time sothat it can satisfy each application’s unique requirement in 
termsof cache size, line size and associativity. By specializing the cachesubsystem, 
DCR is capable of improving cache energy efficiency aswell as overall performance 

4 Energy Management – Grid Environment 

4.1 Grid System Power Management 

There are two main strategies for power reduction in Gridsystem: Dynamic 
Voltage/Frequency Scaling (DV/FS) and Gridnumber controlling: Vary-On Vary-Off 
(VOVF). DV/FS works by reducing the voltage and frequency, consequently saving 
energy at the cost of slower program execution. Researchers have developed various 
DV/FS scheduling algorithms to save energy under timing deadlines [3, 4]. Some 
researchers also utilized feedback control to dynamically adjust server frequency [5]. 
In these existing works, control variables can be either Gridfrequency or application-
level quality of service requirements [6-8]. VOVF is a major mechanism for power 
reduction applied in Gridclusters [5, 6, 7]. VOVF dynamically turns idle Gridoff 
when the system experiences a light workload, and turns the appropriate Gridon when 
the system encounters a heavy workload. VOVF dramatically improves the system 
energy efficiency by reducing the idle Gridpower consumption. Virtualization as a 
key strategy to reduce power consumption for application services is another way of 
VOVF. When applying virtualization, multiple virtual servers can be hosted on a 
smaller number of more powerful physical servers, using less electricity [9]. In [10], 
researchers demonstrated a method to efficiently manage the aggregate platform 
resources according to the guest virtual machine (VM) relative importance (Class-of-
Service), for both the black-box and the VM-specific approach.  

4.2 Cooling-Aware Power Management  

Increasing computation capabilities in data centres has resulted in corresponding 
increases in rack and room power densities. How to cool these new higher-powered 
racks is a question that challenges all data centre managers [11]. There is several works 
attempting to reduce the energy consumption in the cooling sub-system. In [12], the 
authors explored the physics of heat transfer, and presented methods for integrating it 
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into batch schedulers. It reduced the amount of heat recirculation in the data centre and 
improved the cooling subsystem efficiency. A mathematical scheduling problem is 
formulated in [13] to minimize the data centre cooling cost; they also provided two 
heuristic methods XInt-GA and XInt-SQP to solve the problem. In [14], researchers 
present a unified, coordinated, thermal-computational approach to the data centre 
energy management problem. Another group of researchers formulated an optimization 
problem to reduce the power consumption in servers and cooling system by selecting 
frequency level and cold air supply [15]. An integer linear programming was applied to 
solve the problem. Future work differs from these efforts: all of the above works focus 
on a single data centre, none of them considered multi-mirror services and their request 
distribution, and how they influence on the total cost for OSPs. In addition to these 
related work, there are few proposals which concentrates more on energy efficiency as 
well as effective system design. One such example in the computer network is energy 
efficient and reliable communication proposed by chandramohan et al [16-19], in which 
the author presented swarm intelligence based methodology. 

4.3 Leveraging Variability Electricity Price in Reducing Cost 

In [7], the researcher first considered the variable electricity prices for data centres 
and proposed a scheme to shut down the data centre when the electricity price is high. 
In [15],the author proposed a load dispatching strategy to reduce total electricity cost. 
An optimization problem was formulated in [8] to minimize the electricity cost in a 
multi-electricity-market environment. In [9], researchers considered the problem of 
capping the brown energy consumption of Internet services and interacting with the 
carbon market. However, existing efforts focus narrowly on electricity usage of the 
Gridsubsystem without considering the dynamic behaviour of the cooling system and 
how to leverage it to reduce cost. Also, the network cost is not well studied in relation 
to reducing the total operational cost. The contribution of future work is that to 
provide a precise modelling of electricity usage in IDCs and provide energy-
efficiency strategies in both Gridand cooling subsystems in addition to leveraging 
variability of electricity price. The net-work cost is also considered to obtain the 
optimal load dispatching among IDCs. 

The motivation of this work is to help OSPs to conserve and manage their own 
electricity and network cost. Future work is directed to build by mainly exploring the 
following two opportunities:  

1) Electricity market volatility: Electricity markets have been deregulated, 
attempting to create more economically desirable consumer markets. In the spot 
electricity markets, prices exhibit both location diversities and time diversities. If 
the electricity price is high in one region, dynamically route more requests to the 
regions with lower prices in order to save the total electricity cost.  

2) Applying energy-efficiency strategies in IDCs: Two distinct sub-systems 
account for most of an IDC power draw: the Gridsubsystem, which accounts for 
56% of total power consumption of an IDC, the cooling subsystem, which 
accounts for about 30% of total power consumption.  
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These two subsystems dominate and their power draw can vary drastically with 
system workload. Applying energy-efficiency strategies in those two subsystems will 
contribute on both energy savings and electricity cost reductions in IDCs. 
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Abstract. Efficient power utilization gains more importance for WSNs 
(Wireless sensor Network), since battery replacement is not possible in many 
sensor applications. Sensors consume energy when it changes from one radio 
state (transmission, reception, listen, sleep) to another. In this paper, a Cluster-
based Power-Aware Scheduling (CPAS) algorithm is proposed to specifically 
design a low-data-rate WSNs to reduce the number of state transitions of a 
node, thereby efficiently maintaining the power level of the network. In CPAS, 
the nodes within the cluster are first synchronized to avoid collision during 
transmission. CPAS is based on IEEE 802.15.4   standard with dynamic routing 
ability based on the power level of the nodes. Performance evaluation is done 
by using simulation, and it has been showed that this cluster based algorithm 
considerably improves network lifetime when compared to non-cluster based 
network in WSN. 

Keywords: EEE 802.15.4, Minimum Spanning Tree Algorithm, Power-Aware, 
Radio States, TDMA. 

1 Introduction 

Wireless sensor networks (WSNs), is a distributed collection of sensor nodes which 
forms network interconnected by wireless communication links. Sensor nodes are 
often powered by batteries and have limited computing and memory resources. 
Because of the limitations due to battery life, most sensor networks are built with 
power conservation in mind. WSNs can operate in an event-driven model or regular 
continuous monitoring model. Here, the protocol works for an event-driven model, 
where each sensor will monitor its vicinity and sends its information to the sink via 
the relay of other sensors nodes whenever an event occurs. There are various 
standards existing for wireless communication in industry. IEEE 802.15.4 standard is 
considered because it is specifically designed for low data rate applications. The 
802.15.4 standard has many power management mechanisms, based on duty cycle, to 
minimize the activity of sensor nodes.  

1.1 IEEE 802.15.4 Standard 

IEEE 802.15.4 [1] is a standard for low-rate, low-power, and low-cost Wireless 
Personal Area Networks (WPANs). A PAN is formed by one PAN coordinator which 
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is in charge of managing the whole network, and, optionally, by one or more 
coordinators which are responsible for a subset of nodes in the network. Ordinary 
nodes must associate with a (PAN) coordinator in order to communicate. The 
supported network topologies are star (single-hop), cluster-tree, and mesh (multihop). 
The standard defines two different channel access methods: a beacon-enabled mode 
and a nonbeacon-enabled mode.  

The beacon-enabled mode provides a power management mechanism based on a 
duty cycle. It uses a superframe structure (Figure 1) which is bounded by beacons, 
i.e., special synchronization frames generated periodically by the coordinator node(s). 
The time between two consecutive beacons is called Beacon Interval (BI), and is 
defined through the Beacon Order (BO) parameter (BI=15.36*2BOms,with 0 ≤ BO ≤  
14). Each superframe consists of an active period and an inactive period. In the active 
period nodes communicate with the coordinator to which they are associated with, 
while during the inactive period they enter a low-power state to save energy. The 
active period is denoted as Superframe Duration (SD) and its size is defined by the 
Superframe Order (SO) parameter. It can be further divided into a Contention Access 
Period (CAP) and a Collision Free Period (CFP). During the CAP, a slotted CSMA / 
CA algorithm is used for channel access, while in the CFP communication occurs in a 
Time-Division Multiple Access (TDMA) style by using a number of Guaranteed 
Time Slots (GTSs), reassigned to individual nodes.  

 

 

Fig. 1. IEEE 802.15.4 Superframe Structure 

In the non beacon-enabled mode there is no superframe, nodes are always active 
(energy conservation is delegated to the layers above the MAC protocol) and use the 
unslotted CSMA/CA algorithm for channel access. The algorithm is based on beacon 
enabled IEEE 802.15.4 standard. 

2 Power-Aware Scheduling Algorithm 

A homogenous centralized scheduling of sensor activities is considered to minimize 
the energy cost and maintain the overall power level of the network. The tree T 
constructed based on Minimum Spanning Tree is considered as a cluster, with root 
node as the cluster head and the other nodes as the child nodes. The transmitting time 
slots for each individual child node and the cluster head is scheduled. The children 



Cluster-based Power Aware Scheduling (CPAS) Algorithm for Network Longevity 431 

will send their data in one period and the parent will receive the data when it is 
awake. Thus, the energy consumption due to the state transition will be definitely 
saved since each node needs only to wake up twice: once for receiving all data from 
its children and once for transmitting its data to its own parent.  

TDMA is used for scheduling node activities in the CFP within the superframe 
structure.The time is logically divided into slots with slot size ts, and time slots are 
synchronized among nodes. A schedule period T is composed of T consecutive time 
slots. The activities of every node are then repeated with period T. Assume that a 
node vi will produce rvi data packets per scheduling period T. When a node vi is 
transmitting packets to a neighboring node vj, some other neighboring nodes that are 
in the listening state will also consume energy. Therefore, the total energy 
consumption upon the scenario that node vi transmits in L slots, while k neighboring 
nodes listening is (Prcv+Ptx+Plst.K) × L × ts. To minimize the energy consumption, the 
activities of sensor nodes are scheduled to reduce state transitions. 

Table 1. Energy Cost Symbols 

Symbol Meaning 

Ptx Energy consumption in transmitting 

Prcv Energy consumption in receiving 

Plst Energy consumption in listening 

Pslp Energy consumption in sleeping 

tp Time needed to poll channel once 

rvi Data packets per period by vi 

 

The scheduling of activities for all nodes is to assign each time slot 1 ≤ t ≤ T 
(scheduling period) to one of the four possible states: transmitting, receiving, 
listening, and sleeping. Since TDMA access method is used, no nodes need to be in 
listening state if all nodes are perfectly synchronized. If the synchronization is 
needed, nodes will also have additional state listening so that adjacent nodes can 
synchronize their activities. See Figure. 2.for an illustration. Here, the sender node 
will use a short preamble to synchronize the receiving node. In other words, when a 
sender wakes up, it will periodically send a message SYN (contains its address and 
the receiver’s address, and the time slots needed for sending data) and listen for the 
ACK message from the receiver. When the receiver wakes up, it will listen for the 
message SYN and reply a message ACK if it gets one completed SYN message. After 
getting the correct ACK message, the sender starts sending data.  

In a simple event-driven data collection, a sensor, which is triggered by an event, 
will wake up and monitor its vicinity, and then, produce some sample data. It will 
then wake up its parent node (called dominator node sometimes) and send data to it. 
However, when the dominator node dominates k sensors, it may need to wakeup k 
times to receive all the data from its children nodes in the worst case, which is energy  
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Fig. 2. Flow of Synchronization between two nodes 

consuming because of multiple state transitions. Our objective is to schedule the 
activities of sensor nodes to minimize the states transitions (especially from sleeping 
state to active states), in the meanwhile, the data rate by all sensors is supported. In 
this paper, it is always been considered for low-data rate WSNs where in the majority 
of time slots, sensor nodes can sleep to save the energy. Notice that in low-data-rate 
WSNs, each sensor needs to switch from sleeping state to active state at least once. A 
schedule has been designed in which any sensor node only needs to wake up at most 
twice: once for receiving data from its children nodes and once for sending its data to 
its parent node as shown in Figure 3. This also dramatically reduces the cost of the 
clock synchronization.  

 

 

Fig. 3. Schedule for each node in a cluster 

The clusters is scheduled in the decreasing order of their weight. Within the 
cluster, the child node or the leaf node need not use the same parent to send its data to 
the sink. Based upon the battery level they can share the neighboring parent to 
dynamically route the data to the sink. Our algorithm assumes that the nodes are first 
synchronized using a short preamble and it ensures that it will not cause any 
interference for the transmissions of any sensors in Ci. 

2.1 Algorithm 

Activity Schedule after constructing a Minimum Spanning Tree (MST) 

Step 1:  For each sensor vi do 
Step 2:  Calculate its receiving-weight Wi 
             (Based on amount of data) 
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Step 3:   Sort the sensor in non-increasing order of weight Wi 
Step 4:   For i=1 to n do 
Step 5:   For i=1 to n do 
Step 6:   Sort the path for routing for each node based on the power level  
Step 7:   If power level is less than the threshold value 
Step 8:   Goto Step 9 else Goto Step 6 
Step 9: Assign Cluster Ci (equivalently sensor node vi for receiving) Wi earliest  
 available time slots for transmitting that will not overlap with time slots  
 assigned to conflicting clusters. 
Step 10: Each sensor node vj in Ci will be sequentially assigned wj consecutive time  
 slots for transmitting. 

3 Proposed System Analytical Model 

In this paper, the described cluster based power-aware scheduling (CPAS) algorithm 
which randomly selects a node as the cluster head (CH) from the group of sensor 
nodes (as it is done in the LEACH algorithm, in which the residual energy of sensor 
nodes to is used to select the cluster head), thereby avoiding unbalanced energy 
consumption of the sensor nodes. The main energy consumption of wireless sensor 
nodes is typically for the following operations: transmitting a packet, receiving a 
packet, listening radio signals, sampling the vicinity, reading sample data from the 
ADC, reading data from the flash, and writing / erasing data in the flash. In this 
project, it has been focused to synchronize the nodes within the cluster and efficiently 
schedule the timeslots for data transfer. 

The radio is in any of the four states: transmitting, receiving, listening, and 
sleeping, each of which has different energy consumption (energy consumption per 
unit time) of Ptx, Prcv, Plst and Pslp, respectively (as shown in Table 1). The model also 
consider the energy EA,B consumed by transiting from one state A to another state B 
for a sensor and other control units. Typically, the time to restart a sensor node from 
the sleep mode to active mode is about 4ms [11].For a node vi, if it is scheduled to 
transmit at time slot t,  denote it as Xi, S,t=1; otherwise denote it as Xi,S,t= 0. Variables 
Xi,R,t€{0,1},Xi,P,t€{0,1} and Xi,L,t€{0,1} to denote whether the node vi is scheduled to 
receive, sleep, or listen at time slot t or not, respectively.  Energy consumed by state 
transition is denoted as EP, S, EP,R or EP,l. See Table 2 for notations used. 

In practice, the energy consumed for transition from an active state (such as 
transmitting, receiving, and listening) to an idle state (sleeping or deep sleeping) is 
often ignored. Notice that the energy cost by a node vi in all states is  

T =  ∑T (Xi, S,t . Ptx + Xi, R,t .Prcv + Xi,l,t .Plst + Xi,P,t .Pslp).ts; 
       t=1 

The energy cost for state transitions is 

∑T (Xi,P,t . Xi, S,t+1. EP, S + Xi, P,t . Xi, R,t+1 .EP,R + Xi,P,t . Xi, L,t+1 .EP,L); 
t=1 

The objective of a schedule S is to minimize the summation of these two energy costs. 
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Table 2. Symbol Notations 

Symbol Meaning 

Xi,S,t Node vi transmitting at time t 
Xi,R,t Node vi receiving at time t 
Xi,P,t Node vi sleeping at time t 
Xi,L,t Node vi listening at time t 
EP,S Energy consumed from sleeping to transmitting 
EP,R Energy consumed from sleeping to receiving 
EP,L Energy consumed from sleeping to listening 

 
For a given data gathering tree T, the time slot needed to transmit and receive by 

an individual node is fixed because it only depends on the tree structure. So, the 
difference of the energy consumption from different schedules is the cost for the wake 
up and clock synchronization. In our scheduling, there are at most two state switches 
for each node. So, the total number of state switches is at most 2n times of the energy 
consumption for a node to switch the state. That is, ES ≤ 2. n. ES, where ES is the 
energy consumption for state switch of one sensor in our scheduling, and n is the 
number of sensors. Because there is at least one state switch for each node in any 
scheduling, E opt

S ≥ n. ES, where Eopt
S is the optimal energy consumption for state 

switch. ET  is used to denote the total energy consumption in the active states by all 
nodes by our method; E as the total energy consumption in our scheduling and E opt as 
the optimal energy consumption.  

E = ET + ES≤ E OPT
T + 2E OPT

S < 2 E OPT
T + 2E OPT

S = 2Eopt. 

Thus the energy consumption for the scheduling derived by algorithm is at most twice 
of the optimum. 

4 Performance Evaluation  

To perform our simulation analysis, ns2 simulation tool [16] is used.The algorithm is 
experimented with a single cluster, it is assumed the same performance with multiple 
clusters in a densely deployed network. In our experiments, construct two trees for the 
data collection using minimum spanning tree (MST) algorithm. The clustering 
concept is implemented  to one tree and make the root node acts as the PAN 
coordinator and all other nodes operate with a duty cycle for power management.  
Assumed that in the considered radio model, all nodes are in the carrier sensing range 
of each other. This minimizes the probability of collisions due to the hidden node 
problem. The network uses the beacon-enabled mode. The duty cycle is set to about 
1.5%, according to the typical values recommended by the ZigBee standard [3] which 
are in the range 0.1%–2%. Specifically, the Beacon Interval is 125.8 s, while the 
active period is 1.97s. Note that the active period is large enough to let every node 
send its data packets in all the analyzed scenarios, so that the enforced duty cycle does 
not harm the packet transmission process. 

In this simulation, different data rates is used to study how the data rate can affect 
energy consumption. Based on the topology, a sink node (with a fixed position) will 
collect data from the other sensors in the network. Figure.4 show that energy 
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consumption will decrease when the data rate increases, but the reduction is slower 
than the data rate increasing. Among different structures, it has been found that MST 
tree has the smallest time span, and therefore, the less energy consumption, when 
compared to non-tree node distribution. This is because MST tree structure has the 
shortest hops from all other nodes to the sink. 

 

 

Fig. 4. Impact on the energy cost with various data rates in homogeneous networks using 
cluster based MST tree, and non cluster based MST tree 

It is also found that the schedule by our cluster-based method performs much better 
than the node-based method. In cluster-based method, to avoid potentially delaying 
the transmission to the next scheduling period, time slots of a parent node after its 
children nodes’ sending time slots is intentionally scheduled. That is, the 
transmissions are always within one scheduling period. The energy consumption is 
dramatically reduced when scheduling the node to wake up at most twice in a time 
period. The energy consumption in cluster-based method is also much better than 
node-based method, as shown in Figure.4. 

5 Conclusion 

In this paper, a algorithm has been proposed for efficient centralized scheduling  that 
not only remove the unnecessary listening cost, but also reduce the energy cost for 
state switching and clock synchronization. In our protocol, every node needs only to 
wake up at most twice in one scheduling period: one for receiving data from its 
children and one for sending data to its parent. Dynamic routing ability based on the 
power level of the nodes is also been done to balance the overall network power level. 
The simulation result shows that the energy consumption is less for cluster-based 
nodes than non cluster based nodes. This work could also be enhanced for clusters 
with mobile sink. 
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Abstract. This paper describes the design and testing of Web based system for 
online overhead conductor sag measurement of 11V power distribution line 
using Global Positioning System (GPS). The paper shows testing results of GPS 
data transmission from mid span of overhead conductor to substation. 
Maximum utilization of a power line may be achieved using dynamic rating 
algorithm for which conductor sag measurement is important. Raw GPS 
measurements are not so accurate that these are usable for overhead conductor 
sag evaluation. Further signal processing techniques such as bad data 
identification/modification, LSPE method and wavelet analysis required to 
improve accuracy of GPS measurements are discussed in the paper. 

Keywords: GPS, LSPE method, Wavelet Analysis, Web Server, Overhead 
conductor sag, NMEA0183. 

1 Introduction 

GPS is satellite based radio positioning and navigation system. It provides position in 
three dimension and time information to users worldwide with twenty four hours a 
day [2]. It was declared operational for civilian users in December 1993. The 
developments in applications of GPS over last 10 years have done at higher rate than 
advancements in realization of GPS constellation. It is maintained by the United 
States government and every user can freely access this with a GPS receiver.  
According to W. Wooden, the detailed definition of GPS is “The Navstar GPS is an 
all-weather, space based navigation system under development by the Department of 
Defense to satisfy the requirements for the military forces to accurately determine 
their position, velocity, and time in common reference system, anywhere on or near 
earth on a continuous basis”. A GPS receiver calculates its position by precisely 
timing the signals sent by GPS satellites. There may be visible more than four 
satellites but only four satellites are used in position calculation of GPS receiver [3, 
9].The application market for vehicular tracking and monitoring, digital video 
processing, recording and transmission is nowadays considered one of the most 
promising in the security area [8]. Tracking systems were first developed for the 
shipping industry because they wanted to determine where each vehicle was at any 
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given time. But nowadays Automatic Vehicle Location system has been used which   
transmit the vehicle location information in real time. Real time vehicular tracking 
system incorporates a hardware device installed in the vehicle and a remote Tracking 
server [7]. The ability of GPS Technology to provide time synchronization in order of 
nanoseconds over wide area has opened up the usage of GPS in electric power 
systems for its reliable and secure operation [5, 6].  

The most concerned issue about GPS application in measurement of overhead 
conductor sag is its accuracy. There are several factors that affect the accuracy of GPS 
[4]. Various signal processing techniques such as LSPE method and Wavelet Analysis 
using Haar wavelet to improve accuracy of GPS measurements are used in the paper. In 
the paper test system for GPS data transmission to Web Server at 66KV Grid Substation 
Idgah, sector6, Faridabad has been developed. The testing results of GPS data 
transmission from mid span of overhead conductor of 11KV Power distribution line, 
sector 6, Faridabad to substation for sag measurement are also shown in the paper. 

2 Description of System 

The overhead power distribution line online sag measuring system consists of GPS 
receiver at mid span of line,  leaptop on earth below mid span of overhead conductor, 
Web Server e.g. at substation and data communication as shown in figure1. 

 

 
Fig. 1. Conceptual representation of GPS data transmission to Web Server for overhead 
conductor sag measurement 
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The GPS receiver BT359 with proper insulation has been hanged at mid span on 
11KV power distribution line having span length of 60m. GPS data has been collected 
for approximately 300s. The lowermost single phase of line section is considered for 
GPS measurements. Bluetooth link is used to transfer GPS relevant information in 
standard NMEA0183 sentences from GPS receiver to the leaptop placed on earth 
where it is processed using GPS software “NMEA/GPS data logger"  and gives  the 
information of GPS receiver position in the form of latitude(x), longitude(y) and 
altitude (z). The Reliance Netconnect   modem is installed at leaptop placed on earth 
for data connection. 

At substation, Reliance Netconnect   modem has also been installed at personal 
computer/laptop which is used as data collecting and Web Server system. The 
communication between GPS based overhead conductor sag measurement system and 
personal computer/laptop uses the TCP/IP protocol as shown in figure2. 

3 11KV Power Distribution Line – Testing 

The testing of system as shown in figure1 has been done at 66KV Grid Substation 
Idgah, sector6, Faridabad, Haryana, India and 11KV power distribution line, sector 6, 
faridabad is considered for overhead conductor sag measurement. The GPS data 
logging by NMEA/GPS data logger software in leaptop has been shown in following 
figure 2. The figure3 shows synchronization of this logged data to Web Server using 
File Transfer Protocol (FTP). 

 
Fig. 2. Logging of GPS data 
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Fig. 3. Message Window showing GPS data Synchronization  

 

Fig. 4. Communication between Leaptop at field site and Web Server (at substation) 
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The GPS data from Leaptop placed on earth below mid span of overhead conductor 
of 11KV power distribution line has been transmitted to Web Server e.g. at 66KV Grid 
Substation Idgah, sector6, Faridabad, Haryana, India as can be seen from figure4. 

4 Results and Discussion 

At substation after collecting GPS data for some period of time, a module has been 
developed in MATLAB programming environment to process only raw GPS altitude 
data to obtain best estimate of GPS altitude data for particular time instance [9]. The 
altitude information is important for sag measurement. The Altitude obtained by GPS 
receiver is above mean sea level. It is required to take measurements with GPS at 2-3 
places to improve accuracy of GPS measurements. The GPS measurements have been 
taken at mid span and its nearby places. An average of approximately 300 readings 
has been taken at each place. From these GPS altitude measurements taken at three 
places, more accurate measurements are used as controlled data in the LSPE method 
considered to obtain best estimate of raw GPS altitude measurements at mid span. 

The figures 5, 6 & 7 show raw GPS altitude measurements taken at mid span and 
its nearby places (10cm towards right and 20cm towards left). The deviation of raw 
GPS altitude measurements from actual altitude is error in these raw GPS altitude 
measurements which can be seen in following figures 5, 6 & 7. 

The error in raw GPS altitude measurements at mid span has been reduced using 
LSPE method and further reduced using Haar wavelet at level nine as can be seen in 
figure 8 [9]. Furthermore accuracy of GPS altitude measurements is more important 
to evaluate sag of power distribution line. The GPS altitude measurements obtained 
from Haar wavelet is closely matches to actual altitude as compared to those obtained 
from LSPE method. It can be seen from figure8. The wavelet analysis technique may 
be used to process raw GPS altitude measurements directly rather than estimated GPS 
altitude measurements resulting from LSPE method as can be seen from figure9.  
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Fig. 5. Raw GPS altitude measurements at mid span 
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Fig. 6. Raw GPS altitude measurements towards right differ by 10cm from mid span 
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Fig. 7. Raw GPS altitude measurements towards left differ by 20cm from mid span 

The accuracy of observed GPS altitude measurements has not been improved to 
such extent as improved using Haar wavelet to estimated GPS altitude measurements 
resulting from LSPE method as can be seen from figure9. 
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Fig. 8. Comparison of Estimated GPS altitude measurements resulting from LSPE method and 
further using Haar wavelet with actual altitude of conductor at mid span 
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Fig. 9. Comparison of Estimated GPS altitude measurements resulting from Haar wavelet using 
raw GPS measurements with actual altitude of conductor at mid span 
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Thus use of Wavelet analysis to further reduce errors in estimated GPS altitude 
measurements resulting from LSPE method gives better accuracy of raw GPS altitude 
measurements taken for overhead conductor sag measurement in power distribution line. 

5 Conclusion 

It can be concluded that Web based system may be used for online overhead 
conductor sag measurement of 440V power distribution line using Global Positioning 
System (GPS) at substation. It is concluded from the test results that user can access 
GPS data transmitted using TCP/IP for overhead conductor sag measurement at 
anywhere in the world using internet connection. The Least Square Parameter 
Estimation and Wavelet Analysis methods have been used to improve accuracy of 
GPS altitude measurements. These methods reduce error significantly. Better results 
are found using wavelet analysis method if it is used to process estimated GPS 
altitude measurements resulting from LSPE method. The DGPS receiver may also be 
used to get better accuracy as compared to handheld GPS receiver. 
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Abstract. In many applications large scale Wireless Sensor Networks (WSNs) 
use multiple sinks for fast data dissemination and energy efficiency. A WSN 
may be divided into a number of partitions and each partition may contain a 
sink, thereby reducing the distance between source nodes and sink node. This 
paper focuses on partitioning algorithms for WSN. Some existing graph 
partitioning algorithms are studied that can be applied for partitioning a WSN. 
A novel partitioning approach for WSN is proposed along with its modification. 
Simulation of the proposed algorithms has been carried out and their 
performances are compared with some existing algorithms. It is demonstrated 
that the proposed algorithms perform better than the existing algorithms. 

Keywords: Partitioning Algorithms, WSN, Nearest Neighbour Graph.  

1 Introduction 

For early detection of critical events in large scale wireless sensor networks (WSNs), 
multiple sink nodes are required to be deployed. Routing the information regarding a 
critical event only from the source (the node that sensed the event) to its nearest sink 
also reduces energy consumption in an energy constrained WSN. We propose to 
partition the entire network into a number of sub-networks where each sub-network 
contains one sink node and all the sensor nodes in the sub-network forward the data 
sensed by them to the sink contained within it.  

This paper focuses on algorithms for partitioning a network into smaller-sized sub-
networks. A number of graph partitioning algorithms have been proposed in the 
literature. Some of them which are used for partitioning wireless sensor networks 
have been studied in this research work. We also propose a partitioning algorithm 
based on k-nearest neighbour. Another algorithm with some improvements over the 
former algorithm is also described. Both algorithms are implemented in a simulation 
environment and their performances are compared with the existing algorithms.  

The rest of the paper is organized as follows. Section 2 presents the related works. 
The existing and the proposed partitioning algorithms are discussed in Section 3. 
Section 4 presents a comparative study of the existing and proposed algorithms and 
simulation results. Finally, we conclude the paper in Section 5.  
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2 Related Work 

Conventionally, the objective of graph partitioning method is to separate the vertices 
of the graph into a predetermined number of sub-graphs, in which each sub-graph 
consists of an equal number of vertices and the cut sets among these sub-graphs are 
minimized. In the literature many heuristic graph partitioning algorithms have been 
proposed based on spectral, combinatorial, geometric and multilevel techniques.  

Pothen, Simon, and Liou [1] introduce an approach to partition the input graph 
using the spectral information of Laplacian matrix. This technique is referred to as 
recursive spectral bisection (RSB). Eigenvector of the Laplacian matrix is computed 
and using its component the graph is initially partitioned into two sets of vertices. 
Chan and Szeto [3] show the size of the cut sets can be minimized by using the 
second smallest eigenvalue of the Laplacian matrix. They have done this by 
introducing the concept of median cut RSB method. In this method the indices of 
vertices which have values above the median are mapped onto one part and which 
have values below the median are mapped onto the other part. The partitions are then 
further partitioned by recursive application of the same procedure. Another variation 
of RSB method is known as Modified RSB. Here instead of using median value, 
another statistical function quantile is used to split the graph into desired number of 
partitions. The authors in [7] use RSB method for partitioning a WSN into two halves 
and then apply this method recursively to obtain optimal number of clusters.  

In [2], authors propose the approximation of the Maximally Balanced Connected 
Partition problem (MBCP). In [6], the authors used this MBCP to partition the entire 
WSN into 2n equal sized sub-partitions where n is the number of iterations. 

Both MBCP and RSB techniques finally produce 2n equivalent smaller sub-
networks where n is the number of iterations. But our objective is to partition the 
network into any desired number of sub-partitions according to the number of sinks 
available. Each sub-partition will be attached with a sink in the network, so that the 
nodes can interact with that associated sink only. In contrast to the above methods, we 
propose algorithms based on nearest neighbour computation. The main difference 
with the proposed algorithms with other algorithms is that here we make prior 
assumption regarding sink placement which is generally common in WSN.  

3 Existing Partitioning Algorithms 

In this section three popular graph partitioning algorithms are discussed. A novel 
algorithm is also proposed in this section which is based on the nearest neighbour [4] 
concept. Table 1 lists the notations used in different algorithms in this paper. 

3.1 Recursive Spectral Bisection (RSB) [5] 

RSB uses the Laplacian matrix of a graph. The construction of the Laplacian matrix is 
such that its smallest eigenvalue λ1 is zero for connected graph and all the associated 
eigenvectors are equal to one. Except λ1, all the other eigenvalues are greater than 
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zero. The RSB method that we mention here is based on the Fiedler vector of the 
Laplacian matrix of a given graph.  

In the RSB method, the spectral information is used to partition the graph. The 
RSB uses Spectral Bisection algorithm recursively. Initially the algorithm computes 
Laplacian matrix LM of the given graph and the eigenvectors EV corresponding to the 
second largest eigenvalue of LM. Then it computes the median m of EV. The nodes 
whose eigenvectors are less than median m are placed in one partition and the rest are 
placed in the other partition. The partitions are further partitioned by recursive 
application of the same procedure. Above method partitions a graph into power of 2.  

Table 1. List of Notations used in all the algorithms  

Symbol Description 
p total number of sink nodes, SINK={SINK1, .., SINKp } 
NextNode the node used for finding its k-NNG in the next iteration 
Flag used to denote visited or unvisited node 
pre_dist previously stored distances of each node from NextNode 
cur_dist current distance of each node from the NextNode in each partition 

Neighbor_list NNs 
a set of neighbour nodes of each node s generated from k-NNG, 
where k is the pre-defined number of nodes  

dist A vector storing distances of all neighbor nodes of a given node 
Partition_list P   a set of sensor nodes for eachpartition Pp

3.2 Modified Recursive Spectral Bisection (M-RSB) [5] 

Unlike RSB, the modified recursive spectral bisection algorithm partitions a graph 
into any number of sub-graphs. M-RSB also computes LM and EV and bisects the 
graph into two parts based on the value of quantile. In case of RSB, median is used to 
bisect the graph. In case of M-RSB, instead of median, the quantile percentage q of 
EV is calculated and used as the splitting value. The nodes whose eigenvector is less 
than q are placed in one partition and the rest are placed in the other partition. Each 
partition is then further partitioned by recursive application of the same procedure. 
Quantile percentage q of EV determines the number of nodes in each partition.  

3.3 Maximally Balanced Connected Partition (MBCP) [6] 

MBCP finds the maximally balanced connected partition for a graph G(V, E). It 
results in a partition (V1, V2) of V composed of disjoint sets V1 and V2 such that both 
sub-graphs of G induced by V1 and V2 are connected.  

The algorithm starts with two connected partitions V1 and V2 for G. Initially V1 
consists of the single vertex v1 ∈  V near the periphery of the network. V2 consists {V - 
V1}. In the next step, it creates a set V0 by choosing a vertex u from V2 such that (V1 U 
{u}) and (V2 - {u}) would also be a connected partition of G. From V0, a vertex vi is 
selected such that vi is the closest element to V1. This is done by sorting the list of 
candidates according to their distances from V1. The algorithm repeats until the total 
number of vertices in V1 is greater than or equal to half of the vertex in V.  
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3.4 Proposed Algorithm: FN_NNG (Farthest Node in Nearest Neighbor 
Graph) 

The algorithm runs in two phases: Initial Phase and Incremental phase. Initially, there 
are p sink nodes and the algorithm outputs p partitions at the end. In the initial phase, 
each sink generates its k-nearest-neighbors, k-NNG. These are stored in its 
Neighbour_list as well as in the Partition_list associated with it. A Flag is used for 
each sensor node which is set to 'False' initially.  

In the Incremental phase, the farthest neighbour node is found for each sink node. 
These nodes are set as NextNode and their neighbour nodes are found in the next step. 
The k-NNG of each NextNode is generated and these neighbour nodes are stored in 
the Neighbour_list, as well as in the Partition_list. This phase is repeated until the 
union of all the Partition_lists equals total number of nodes deployed. By setting the 
Flag of each sensor node when it is first visited, we can avoid duplication. Thus, each 
Partition_list contains disjoint set of nodes. Whenever a sensor node is included in a 
partition, it stores the id of the corresponding sink as the destination address. 
Algorithm for Incremental Phase is shown in the Fig. 1. 

The following functions are used in FN_NNG algorithm: 
 

FARTHEST selects the farthest neighbour node of Rootp, such that the returned node is 
not SINKp and it belongs to NNp. 
GENERATE returns the k nearest neighbours of a given node and place them in set 
NN. 
FIND returns the k +ith nearest neighbour of a given node if such a node exists, else it 
returns null. 

3.5 Improvement on FN_NNG  

One major problem of using k-NNG is that the algorithm needs global information of 
sensor nodes such as location information. For this reason GPS enabled sensor nodes 
are required which increases the cost of the network. Furthermore, while searching k-
Nearest Neighbour of a node in any partition, we may select a node u for partition P1. 
Later if it is found that the node u is nearer to another node in partition P2, it will not 
be included in partition P2 according to the above algorithm. In such cases the  
region covered by partition P1 is larger than other partitions. This scenario is depicted 
in Fig. 2.  

Thus, some modifications on FN_NNG algorithm are suggested. Instead of using 
k-NNG, the concept of 1_Hop_Neighbour nodes is used. Here the algorithm only 
needs local information in the network. In order to overcome the second problem we 
use a variable pre_dist which stores the calculated distance of each node from the 
NextNode. This algorithm is also run in two phases: Initial Phase and Incremental 
phase. The Initial phase is similar to FN_NNG. The initial value of pre_dist is set to 
infinity. The incremental phase is shown in Fig. 3. 
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Fig. 1. Algorithm of Incremental Phase 

 

Fig. 2. Partitioning Scenario 

In the 1_Hop_Neighbour function, for a particular Neighbour_list p, if the node m is 
not previously selected and the cur_dist is less than the pre_dist then the node is 
assigned into Neighbourp. The pre_dist value is modified by cur_dist value. Now in the 
same iteration if cur_dist value of the node m in another Neighbour_list q, is less than 
pre_dist value, then the node m is deleted from previous Neighbourp and included in 
new Neighbourq. The algorithm for selecting 1_Hop_Neighbour is given in Fig. 4.  

The following additional functions are used in M-FN_NNG algorithms: 

SEARCH returns the 1-Hop Neighbour_list which are within the communication 
range of a node and current distance, cur_dist of each neighbour node. 
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GET picks up an element from distance vector dist that corresponds to the distance of 
node m.  

GETPARTITION returns the partition id of the partition in which the node m has 
already been included. 

  

Fig. 3. Algorithm of Incremental Phase             Fig. 4. Algorithm of 1_Hop_Neighbour 

4 Comparative Analysis and Simulation Results 

Spectral Bisection methods find good partitions and are used in many applications. 
But the calculations of the eigenvector in spectral methods involve expensive 
computation. 

4.1 Comparative Analysis 

Using RSB method the network is partitioned into 2n sub-networks where n is the 
number of iterations. M-RSB partitions the network into any number of partitions. 
Fig. 5 shows the partitioning structure of a given network using RSB method having 
four parts. Fig. 6 shows that six partitions are created using M-RSB.  

All the methods, except M-FN_NNG, need global information of the nodes. M-
FN_NNG needs only 1-Hop neighbour information. Like M-RSB, our proposed 
methods also partition the network into any number of sub-networks. Fig. 7 depicts 
four sub-partitions using FN_NNG method and Fig. 8 shows four sub-partitions using 
M-FN_NNG methods. Fig. 9 and Fig. 10 show six sub-partitions using FN_NNG and 
M-FN_NNG of a given network respectively. 
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Fig. 5.  4-partitions using RSB   Fig. 6.  6-partitions using M-RSB 

 

Fig. 7. 4-partitions using FN_NNG             Fig. 8.  4-partitions using M-FN_NNG 

 

Fig. 9. 6-partitions using FN_NNG            Fig. 10. 6-partitions using M-FN_NNG 

The MBCP method also partitions the network into 2n sub-networks where n is the 
number of iterations. The authors in [6] have not mentioned clearly how the node u is 
chosen from set V0. According to them, node u of V0 is chosen in such a way that u is 
closest to the elements of V1. Thus in most cases this partitioning method generates 
sub-partitions which are not physically separated. This situation is shown in Fig. 11.  

While implementing MBCP, we have made some modifications in the strategy of 
choosing the node u from set V0. We calculate the mean of distances between u and 
each element of V1. Then we choose a node u which has least mean distance in V0. 
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Fig. 11. 4-partitions using MBCP    Fig. 12. 4-partitions using M-MBCP 

Using the new strategy (M-MBCP), the sub-partitions generated by MBCP are shown 
in Fig. 12. In the next section we describe the simulation environment and present the 
experimental results.  

4.2 Simulation Environment and Metrics  

The simulations of the above algorithms have been done in Matlab environment. A 
wireless sensor network deployed in a square region is considered.   

We use four different sensor networks ranging from 100 nodes to 400 nodes. The 
100 node field is generated by randomly placing the nodes in a 200 m x 200 m square 
area. We assume that the area contains homogeneous sensor nodes with a 
communication range of 45m. Other sizes are generated by scaling the square and 
keeping the communication range constant in order to keep average density of sensor 
nodes constant.  

Following metrics are evaluated for performance analysis of the algorithms: 
 

Average Execution Time for a particular method. Execution time needed for 
computation of the sub-partitions in a given network is measured. We have 
considered four sub-partitions for each of the algorithms.  
 
Number of Edge cuts in a particular method. Edge cut is defined as follows:  

|| 'EEC =
, Where E' is the set of edges with one point in V1 and the second point in 

V2. V1 and V2 are the set of vertices of two sub-partitions. 

4.3 Result Discussion 

Execution times needed for partitioning using RSB, M-RSB, MBCP, M-MBCP, 
FN_NNG and M-FN_NNG are compared in Fig.13. It is clear from Fig.13 that 
MBCP needs highest execution time and M-FN_NNG needs lowest execution time. 
Execution time of RSB increases due to its computation of the eigenvalues and 
eigenvectors. M-RSB performs slightly better than RSB. Both MBCP and M-MBCP 
require higher execution time, because time is spent in checking connectivity while 
including a vertex in each partition. Thus, FN_NNG and M-FN_NNG give much 
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better performance among all the methods. Fig.14 compares the number of edge cuts 
for the above mentioned algorithms. RSB and M-RSB return equal number of edge 
cuts. Fig.14 depicts that FN_NNG and M-FN_NNG also give low edge cut in 
comparison with other methods. Fig.15 demonstrates execution time needed to run all 
the methods with different sized networks. As expected, with the increased number of 
nodes, the execution time increases. However, in case of FN_NNG, M-FN_NNG, 
RSB and M-RSB methods, execution time increases slowly. But in case of MBCP and 
M-MBCP, the execution time increases rapidly with the increase in number of nodes. 

 

Fig. 13. Execution time    Fig. 14. Number of Edge-cut 

5 Conclusion  

This paper makes a comparative analysis of different graph partitioning algorithms 
and proposes novel algorithms which can be applied in wireless sensor networks. The 
existing partitioning algorithms partition the network into number of sub-partitions, 
whereas the proposed algorithms partition the network according to the available 
sinks. The simulation results demonstrate that the proposed algorithms have low 
execution time and low edge cut. Since WSN applications need fast response 
therefore the proposed algorithms are suitable for critical WSN applications, like 
disaster monitoring. 

 

Fig. 15. Execution time with different sizes of network 
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Abstract. A broad ranges of vital applications that acquire and process informa-
tion from the corporeal world are in the extensive need of Wireless sensor  
networks. Similarly distributed resource sharing is also in the need of Cloud  
computing which serves as a standards-based approach. Extension of the Cloud 
computing paradigm to the sharing of sensor resources in wireless sensor net-
works results in a much promising technology called Sensor Clouds. The amount 
of data generated from these vast set of sensor applications is huge. These data if 
combined with various web-based virtual communities can prove to be beneficial 
in several significant areas like a virtual community of doctors monitoring patient 
healthcare for virus infection, portal for sharing real-time traffic information, real-
time environmental data monitoring and analyzing, etc. To permit this study, all 
types of sensor data will require for an increasing capability to do analysis and 
mining on-the-fly. Since the applications provided by Cloud computing is plenty; 
it may be combined with Sensor network in the application areas such as envi-
ronmental monitoring, weather forecasting,  transportation business, healthcare, 
military application etc. The idea that WSNs deployed for various applications are 
brought under one roof and then seeing it as a distinct virtual WSN unit through 
cloud computing infrastructure is novel. Sharing and analysis of real time sensor 
data on-the-fly becomes easier when cloud is integrated with WSNs. Added to it 
is the benefit of providing sensor data or sensor event as a service over the inter-
net. In this paper, we have addressed numerous issues and challenges in the de-
sign of Sensor Clouds and we propose a framework called sensor-cloud to enable 
this exploration by integrating sensor networks to the talented cloud computing. 

Keywords: Sensors, Wireless Sensor Networks, Cloud Computing, Sensor-
Cloud, Pub/Sub Agent, Internet. 

1 Introduction 

The mounting fashion of using cloud environments for storage and data processing 
needs has led to the ever-increasing popularity of cloud computing in distributed 
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computing environment. It is a new period of accessing shared computing resources 
through Cloud computing which provides applications, platforms and infrastructure 
over the internet. On the contrary, wireless sensor networks are being seen as one of 
the most crucial technologies for the 21st century where distributed spatially con-
nected sensor node automatically forms a network for data transmission and receiving 
among themselves. This is popularly known as Sensor Network [1]. The applications 
that require the interaction between users and the physical world are deploying Wire-
less sensor networks as the main platform. Important applications of wireless sensor 
networks include environmental and habitat monitoring, healthcare monitoring of 
patients, weather monitoring and forecasting, military and homeland security surveil-
lance, tracking of goods and manufacturing processes, safety monitoring of physical 
structures and construction sites, smart homes and offices, and many other uses. 
Another challenging issue is the communication among sensor nodes using Internet. It 
is quite sensible to integrate sensor networks with Internet [2]. Concurrently the ac-
cessibility of the data of sensor network should be made accessible at any time, at any 
place. Since the assignment of address to the sensor nodes of large numbers is com-
plicated; so sensor node may not necessarily establish connection with internet exclu-
sively. The rising domain of Sensor Clouds extends the Cloud Computing paradigm 
to the sharing of sensor resources in wireless sensor networks. A Sensor-Cloud is the 
result of the integration of wireless sensor networks with the cloud. There are several 
motivations for Sensor Clouds. First, on using the computational and data storage 
resources of the cloud the large amount of data collected by the sensors can be 
processed, analyzed, and stored. Secondly, under flexible usage scenarios the sensors 
can be efficiently shared by different users and applications. Users can be able to run 
a specific application, and to collect the desired type of sensor data by accessing a 
subset of the sensors during a particular time period. Third, it is more proficient to 
offload specialized tasks such as image and signal processing to the sensor devices as 
sensor devices with embedded processors become more computationally powerful. 
Lastly, access to a wide variety of resources in a pervasive manner is also seamlessly 
provided by the Sensor-Cloud. 

This paper is organized as follows: Section 2 and Section 3 present an overview of 
Clouds and Sensor Network. Section 4 outlines various issues and challenges in de-
signing sensor-cloud platform. Section 5 describes the proposed sensor-cloud archi-
tecture and design and finally section 6 concludes the paper.  

2 Cloud: Overview 

Cloud computing is a term used to describe both a platform and type of application. A 
cloud computing platform dynamically provisions, configures, reconfigures servers as 
needed. Servers in the cloud can be physical machines or virtual machines. It is an 
alternative to having local servers handle applications. The end users of a cloud com-
puting network usually have no idea where the servers are physically located—they 
just spin up their application and start working. Advanced clouds typically include 
other computing resources such as storage area networks (SANs), network equipment, 
firewall and other security devices. Cloud computing also describes applications that 
are extended to be accessible through the Internet. These cloud applications use large 
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data centers and powerful servers that host Web applications and Web services. Any-
one with a suitable Internet connection and a standard browser can access a cloud 
application. 

Many formal definitions have been proposed in both academia and industry, the one 
provided by U.S. NIST (National Institute of Standards and Technology) [3] appears 
to include key common elements widely used in the Cloud Computing community: 

Cloud computing is a model for enabling convenient, on demand network access to 
a shared pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction [3]. 

3 Sensor Network: Overview 

A wireless sensor network (WSN) consists of spatially distributed autonomous  
sensors to cooperatively monitor physical or environmental conditions, such as tem-
perature, sound, vibration, pressure, motion or pollutants.[4,5] The development of 
wireless sensor networks was motivated by military applications such as battlefield 
surveillance. They are now used in many industrial and civilian application areas, 
including industrial process monitoring and control, machine health monitoring [6], 
environment and habitat monitoring, healthcare applications, home automation, and 
traffic control [4, 7].Each node in a sensor network is typically equipped with a radio 
transceiver or other wireless communications device, a small microcontroller, and an 
energy source, usually a battery. A sensor network is a computer network composed 
of a large number of sensor nodes. [8] The sensor nodes are densely deployed inside 
the phenomenon, they deploy random and have cooperative capabilities. Usually 
these devices are small and inexpensive, so that they can be produced and deployed in 
large numbers, and so their resources in terms of energy, memory, computational 
speed and bandwidth are severely constrained. There are different Sensors such as 
pressure, accelerometer, camera, thermal, microphone, etc. They monitor conditions 
at different locations, such as temperature, humidity, vehicular movement, lightning 
condition, pressure, soil makeup, noise levels, the presence or absence of certain 
kinds of objects, mechanical stress levels on attached objects, the current characteris-
tics such as speed, direction and size of an object. Normally these Sensor nodes con-
sist of three components: sensing, processing and communicating [9].  

4 Design Issues and Challenges 

This section discusses the important issues and challenges in the design of Sensor 
Clouds. Most of these design issues and challenges arise due to the inherent limita-
tions of sensor devices such as limited processor performance, small storage capacity, 
limited battery power, and unreliable low-bandwidth wireless communication and 
some issue arise due issue de-facto standard of cloud such as reliability, back up, 
privacy, security ownership etc. 
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4.1 Sensor Issues 

1) Power Management: Power management is a major concern as sensor nodes do 
not have fixed power sources and relies on limited battery power. Sensor applica-
tions executing on these devices have to make tradeoffs between sensor operation 
and conserving battery life. The sensor nodes should provide adaptive power 
management facilities that can be accessed by the applications. From the Sensor-
Cloud perspective, the availability of sensor nodes is not only dependent on their 
load, but also on their power consumption. Thus, the Sensor Cloud’s resource 
management component has to account for power consumption. 

2) Scalability: Scalability is the ability to add sensor resources to a Sensor-Cloud to 
increase the capacity of sensor data collection, without substantial changes to its 
software architecture. The Sensor-Cloud architecture should allow multiple  
wireless sensor networks, possibly owned by different virtual organizations, to be 
easily integrated with compute and data cloud resources. This would enable an 
application to access sensor resources across increasing number of heterogeneous 
wireless sensor networks.  

3) Network Connectivity and Protocols: The network connections are usually fast 
and reasonably reliable in cloud. On the other hand, the sensor nodes in Sensor 
Clouds are connected via wireless ad hoc networks which are low-bandwidth, 
high-latency, and unreliable. The network connectivity of sensor nodes is dynam-
ic in nature, and it might be irregular and vulnerable to faults due to noise and 
signal degradation caused by environmental factors. The Sensor-Cloud has to 
gracefully handle unexpected network disconnections or prolonged periods of 
disconnection. Thus, efficient techniques to interface sensor network protocols 
with cloud networking protocols are necessary. 

4) Scheduling: In wireless sensor networks, scheduling of sensor nodes is often 
performed to facilitate power management and sensor resource management. Re-
searchers have developed algorithms to schedule the radio communication of ac-
tive sensor nodes, and to turn off the radio links of idle nodes to conserve power. 
Similarly, for applications like target tracking, sensor management algorithms se-
lectively turn off sensor nodes that are located far away from the target, while ` to 
improve the availability of sensor nodes are necessary. Sensor Clouds should 
support job and service migration, so that a job can be migrated from a sensor 
node that is running out of power or has failing hardware to another node. 

4.2 Cloud Issues 

1) Reliability: Stability of the data storage system is of important consideration in 
clouds. Generally, people worry about whether a cloud service provider is finan-
cially stable and whether their data storage system is trustworthy. Most cloud 
providers attempt to mollify this concern by using redundant storage techniques, 
but it is still possible that a service could crash or go out of business, leaving us-
ers with limited or no access to their data.  

2) Data Backup: Cloud providers employ redundant servers and routine data backup 
processes, but some customers worry about being able to control their own back-
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ups. Many providers are now offering data dumps onto media or allowing users 
to back up their data through regular downloads. 

3) Privacy: The Cloud model has been criticized by privacy advocates for the great-
er ease in which the companies hosting the Cloud services control and monitor 
communication and data stored between the user and the host company lawfully 
or unlawfully. There have been efforts to "harmonize" the legal environment by 
deploying local infrastructure and allowing customers to select "availability 
zones.” 

4) Security: Cloud service providers employ data storage and transmission encryp-
tion, user authentication, and authorization. Many clients worry about the vulne-
rability of remote data to criminals and hackers. Cloud providers are enormously 
sensitive to this issue and apply substantial resources to mitigate this problem. 

5) Ownership: Once data has been relegated to the cloud, some worry about losing 
their rights or being unable to protect the rights of their customers. Many cloud 
providers address this issue with well-skilled user-sided agreements. According 
to the agreement, users would be wise to seek advice from their favorite legal 
representative. 

6) Availability and Performance: Business organizations are worried about accepta-
ble levels of availability and performance of applications hosted in the cloud.  

7) Legal: There are certain points of concern for a cloud provider and a client re-
ceiving the service like location of the cloud provider, location of infrastructure, 
physical location of the data and outsourcing of the cloud provider’s services etc. 

 

Sensor networks is an emerging area and there are many research issues pertaining to 
sensor networks such as energy management, coverage, localization, medium access 
control, routing and transport, security etc. Research in cloud computing is also in 
fantasy stage. It also has a number of research challenges such as efficient resource 
allocation, high resource utilization and security etc. Apart from the afore-mentioned 
research issues in sensor networks and cloud computing, sensor-cloud computing 
gives rise to additional research challenges, especially when it is used in mission-
critical situations. These research challenges are: web services and service discovery 
which work across both sensor networks and the cloud, interconnection and network-
ing, coordinated quality of service (QoS) mechanisms etc. 

5 Sensor- Cloud Architecture and Design 

5.1 Sensor-Cloud Organization 

A Sensor-Cloud consists of wireless sensor networks (WSNs) and cloud resources 
like computers, servers and disk arrays for the processing and storage of sensor data. 
The resources in the Sensor-Cloud are shared by several Organizations and certain 
resources might also belong to more than one organization. Users from various organ-
izations may access the resources in the Sensor Cloud, even if the resources are not 
owned by their organization. 
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Fig. 1. Sensor-Cloud System Model 

Figure 1 consists of WSNs (i.e. WSN1, WSN2, and WSN3), cloud infrastructure 
and the clients. Clients seek services from the system. WSN consists of physical wire-
less sensor nodes to sense different applications like Transport Monitoring, Weather 
Forecasting, and Military Application etc. Each sensor node is programmed with the 
required application. Sensor node also consists of operating system components and 
network management components. On each sensor node, application program senses 
the application and sends back to gateway in the cloud directly through base station or 
in multi-hop through other nodes. Routing protocol plays a vital role in managing the 
network topology and to accommodate the network dynamics. Cloud provides on-
demand service and storage resources to the clients. It provides access to these re-
sources through internet and comes in handy when there is a sudden requirement of 
resources. Combining WSNs with cloud makes it easy to share and analyze real time 
sensor data on-the-fly. It also gives an advantage of providing sensor data or sensor 
event as a service over the internet. Merging of two technologies makes sense for 
large number of application such as Transport monitoring, Weather Forecasting and 
Military Application etc [10]. 

5.2 Sensor-Cloud Platform 

The proposed platform consists of Virtualization Manager, Pub/Sub Broker, Monitor-
ing and metering, System Manager, Service Registry, Stream Monitoring and 
Processing Component and Application Specific Interface. Figure 2 gives an over-
view of the components that constitute the WSN-cloud platform. 
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Fig. 2. Sensor-Cloud Platform 

I. Virtualization Manager 

This component is divided into three subcomponents. They are — Common Interface, 
Data processor and Command interpreter. 

1) Common Interface: Sensor networks are connected with the gateway through 
common interface in different ways (serial, USB and Ethernet). Gateway receives the 
raw data from the communication ports and converts it to a packet. The packet is 
further kept in a buffer for further processing. 
2) Data Processor: This component retrieves the packet from the buffer and 
processes according to its type. The packet type depends on the application being run 
on the platform.  

3) Command Interpreter: This component is responsible for providing reverse com-
munication channel from the gateway to the WSN and for processing and interpreting 
various commands issued from different applications and generates the code that is 
understood by the sensor nodes.  

II. Publish/Subscribe Broker 
This module is responsible for monitoring, processing and delivering events to regis-
tered users through SaaS applications. 

III. Monitoring and Metering (MaM) 
This module tracks the usage of the primary cloud resources. Consumer uses signed 
web service requests to access the data. Role of MaM deals with handling the request 
of consumers, checking of registry manager, keeps track of web services etc. 

 



462 S.K. Dash et al. 

IV. System Manager 
This module is responsible for processing and archiving the sensor data and also man-
ages the system resources. Computation cycles are utilized internally to process the 
data that emanates from the sensors. Storing the sensor data will help to analyze the 
patterns in the data collected over a period of time.  

V. Service Registry 
It maintains the credentials of different consumers’ applications register to publish-
er/subscriber system for various sensor data required. For each application, registry 
component stores user subscriptions, sensor data and sensor event types the applica-
tion is interested in. Each application is associated with a unique application ID along 
with the service level agreement (SLA). SLA provides basis for metering and ac-
counting of services to be used, by covering all the attributes of the service customs.  

VI. Stream Monitoring and Processing (SMP) 
SMP monitors the sensor streams comes in many different forms from different 
sources and invokes correct analysis method. This module is divided into three sub 
components — registry component, analyzer component and disseminator component.  

1) Registry Component (RC): Registry component stores user subscriptions of differ-
ent applications and user specific sensor data types of those users who register to 
Pub/Sub Agent. It also sends all user subscriptions along with application id to the 
disseminator component for event delivery. 

2) Analyzer Component (AC): AC analyzes the incoming sensor data or event to 
match with user subscriptions in the Service registry. If the sensor data matches with 
the interest of the subscriber, the same is handed over to the disseminator component 
to deliver to the appropriate users.  

3) Disseminator Component (DC): DC receives the data or event of interest from the 
analyzer component and delivers the data through SaaS interface to the subscribed 
applications. 

VII. Application Specific Interface 
The interfaces give access to the WSN cloud platform web services. Consumers can 
consume the services through web services that are often referred to as internet appli-
cation programming interface (IAPI). This allows the users to access the remotely 
hosted services over network, such as internet. Consumers can build their customer 
applications by weaving the required services from the WSN cloud platform.  

5.3 Sensor-Cloud Architecture 

This framework aims at bringing sensor data to a pub/sub Agent through gateways. 
Pub/sub agent delivers information to the consumers of applications interfaces. The 
WSN cloud platform web services are granted access through the interfaces built with 
Web 2.0 technologies. The masking of the lower level details of each WSN cloud in 
terms of different platforms, sensors being used, and data being generated is done by 
the Virtualization Manager. The various SaaS applications transfer the information 
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and subscriptions of the registered users to pub/sub Agent registry. Sensor data, on 
reaching the system from gateways, are then determined through stream monitoring 
and processing component (SMPC) in the pub/sub Agent as to whether they need 
processing or just have to be stored for periodic send or for immediate delivery. If in 
case sensor data need periodic/ emergency delivery, the analyzer determines which 
SaaS applications the events belong to and then pass the events to the disseminator. 
The disseminator then delivers the events for use by finding appropriate subscribers 
for each application with the help of event matching algorithm. Computational cycles 
are provided internally by SM as required to process the data emanated from the sen-
sors. SRM manages the users' subscriptions and credentials. MaM calculates the price 
for the offered services. 

 

Fig. 3. Sensor-Cloud Framework 

6 Conclusion 

Combination of the two talented technologies, wireless sensor networks and cloud com-
puting which further results in sensor clouds significantly enhances the prospective of 
these technologies for new and powerful applications. This further explains the reason 
of the widespread adoption of this technique in industries. Thus, we believe that sensor 
clouds will attract growing attention from the research community and the industry. 

In this paper, we have examined the important design issues and challenges for 
sensor clouds. To address these design issues, we proposed a framework for Sensor-
Cloud integration. The success of the sensor-cloud computing approach will depend 
on the ability of the sensor network and cloud computing research communities to 
work together to ensure compatibility in the techniques and algorithms that will be 
developed in the future. 
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Abstract. In this paper, a Game Theoretic Model for selfish node avoidance 
routing is presented. A mathematical framework for rational node that 
maximizes its credits has been developed. Using game theory, it is verified that 
that this proposed model is robust and can achieve full cooperation among 
nodes. The proposed model is simulated using network simulator ns-2  The 
simulation results show that game theoretic model improves packet delivery 
ratio with the increase in number of the routes in the network. It is shown that 
game theoretic model with AODV can achieve higher packet delivery ratio  for  
heavy traffic network in the presence of selfish nodes as compared to the 
original AODV. Further, it is observed that the packet delivery ratio of 
cooperative nodes decreases proportionally when the number of selfish nodes 
increases. Furthermore, it is also shown that game theoretic model with AODV 
gives low routing overheads. 

Keywords: Game Theory, Nash Equilibria, Cooperation, Selfish Node, Ad Hoc 
Network. 

1 Introduction 

Mobile Ad-hoc Networks are infrastructureless networks. These networks have no 
fixed routers, every node could be router. All nodes are capable of free movement and 
can be connected dynamically in arbitrary manner. The responsibilities for organizing 
and controlling the network are distributed among the terminals themselves.  In this 
type of networks, some pairs of terminals may not be able to communicate directly 
with each other and have to relay on some terminals so that the messages are 
delivered to their destinations. These terminals as an evolution of current mobile 
phones, laptops, iPAD and emerging PDAs equipped with wireless interfaces. The 
only external resource needed for their successful operation is the bandwidth. The 
nodes may be located in or on airoplanes, ships, trucks, cars, perhaps even on people 
or very small devices [1].  

In the absence of a fixed infrastructure, the basic network operations of wireless ad 
hoc network rely on cooperation of the nodes. The delivery of packets from source 
node to destination node relies on the several others nodes to help in forwarding the 
packets since destination is the beyond the transmission range of a source node. To 
increase the life time and energy efficiency of the network, it is allowing packets to be 
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delivered over several short transmission links rather than one long transmission link. 
If the destination node is not directly approachable, the intermediate nodes between 
the source and destination make mutual contribution in the transmission by 
forwarding or relaying the packet along the route to the destination. However, the 
nodes in the ad hoc network may belong to different organization, company and 
person, so these nodes are autonomous and functioning for their own self-interest to 
minimize the use of their limited resources like energy, may refuse to forward packets 
for other nodes. This is the fundamental problem of the ad hoc network in which 
nodes are participating with selfish behavior. Selfishness of nodes may lead to 
inefficient use of the network resources since packets may have to be rerouted 
through alternative paths to the destination node or retransmitted when nodes dropped 
packets [2][3]. 

The researchers have addressed the several problems of inspiring the cooperation 
among nodes which promise to forward the packets but do not termed as 
misbehaving. They proposed many game theoretic solutions to enhance the efficiency 
of the networks with autonomous nodes acting on their self-interest to minimize the 
use of their limited resources. These solutions assumed to give nodes credit for packet 
forwarding or relaying for others node. The cooperative nodes earn credit through its 
behavior and use the accumulated credit to buying cooperative behavior from other 
nodes [4], [5] [6]. Another approach to inspiring the cooperation among nodes which 
agree to forward the packets based on the reputation of nodes gathered from 
neighboring nodes. These neighboring nodes continue to monitor the behavior of a 
node whether it is forwarding the packets or misbehaving with the packets [7], [8].   

While the researcher provided many solutions to encourage the cooperation among 
nodes, still there are several possible drawbacks with these solutions. The monitoring 
nodes may be misinterpreting the behavior of nodes, increasing the computation to 
monitor the misbehaviors for other nodes, increasing the overhead on the network by 
consuming the channel capacity, forwarding the reputation information gathered from 
others nodes, and use its limited resources like energy for monitoring the misbehavior of 
others. In this paper, we proposed to use game theoretic approach to minimize the 
routing overheads and preventing the nodes becoming selfish in participating in routing.  

2 Related Work 

In the ad hoc networks, solutions for the problems of selfish nodes have been studied 
either using game theory or reputation systems. Recently there have been a sequence 
of research papers [2],[3],[4],[5],[6],[7], [9], and [10] published in the area of 
communication and  ad hoc networks that made efforts to solve various problems  
introduced by  selfish nodes. A node tries to select a strategy that maximizes its own 
gain called rational node. Some of these studies have a common approach of incurring 
the credits if they are considered to provide the service for others. While others have a 
common approach to motivate the cooperation among nodes by gathering secondhand 
information.   Based on this information of neighboring nodes, a source node decides 
to forward packets through a node having good reputation.   

Authors in [2] provided an introduction to neutral cooperation in the ad hoc network 
which is based on game theoretic analysis of selfishness of the nodes with a focus on the 
packet forwarding and relaying scenarios. Authors explained the two-player packet 
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forwarding scenario and more-player packet forwarding scenario. In [3] a context-free 
(COFFEE) protocol is presented that does not rely on past experience and selfish 
behavior detection. This protocol can send packets through a route without knowing 
whether the intermediate nodes are selfish or not. In paper [4], Wireless nodes are 
considered with the energy constraints. Nodes are assumed to rational. A rational node 
means that its actions are strictly determined by self-interest. Each node is associated 
with a minimum lifetime constraint.  The throughput of each node is measured in terms 
of the ratio of the number of successful rely requests generated by the node. The optimal 
tradeoff between the throughput and lifetime of nodes are studied using the game 
theory. A distributed Generous TFT (tit for tat) algorithms was introduce which decides 
whether to accept or reject a rely request. 

In [5] a game theoretic model to investigate the conditions for cooperation in 
wireless ad hoc networks, without incentive mechanisms has been presented. Several 
theorems for the strategy always defects (AIID) are stated and proved for cooperation, 
considering the topology of the network and the existing communication routes. It is 
concluded that with a very high probability, there will be some nodes that have AIID 
as their best strategy. In [6] a reputation-based system as an extension to source 
routing protocols for detecting and punishing selfish nodes has been introduced. It is 
shown that by punishing these nodes will not benefit them. Instead, being cooperative 
has a better chance to increase their benefit.  In [7], the local reputation information 
is used to decide the reputation value of nodes. Author suggested that every node have 
knowledge of the reputation value of all its neighbor nodes. Three reputation 
thresholds are given to categorize as good, misleading. The reputation of node is 
increased if it forwards a packet otherwise it is decreased.  When the route is initiated, 
a node with good reputation is chosen. Otherwise, if no node is available with good 
reputation, it prefers to choose misleading node. 

In [9] a game theoretic reputation mechanism is introduced to incentivize nodes 
which forward the packet for others, where cooperation is induced by the threat of 
partial or total network disconnection if a node acts selfishly. It is shown that a node 
which is perceived as selfish node due to the problem of packet collisions and 
interference can be avoided. In [10], an approach for detection of selfish behavior in 
the wireless mobile ad hoc networks is presented.  This approach is based on 
Dempster-Shafer theory (DST) named as Dempster-Shafer theory based selfishness 
detection framework (DST-SDF).  After reviewing the related work, it is observed 
that game theory can be used as the tools for analyzing selfishness and complex 
interactions between nodes in ad hoc network.  Above techniques can be combined 
with other schemes, algorithms and analytical tools to derive a new framework for 
routing in wireless ad hoc networks. 

3 Game Theoretic Model for Selfish Node Avoidance 

In this section, a game theoretic model for analyzing the selfishness of nodes in 
forwarding packets is presented. Application of Game theory in this model is based on 
the hypothesis that a node forwards the packets rationally. In other words, each node 
has a utility function that a node tries to maximize with imposed constraints on its 
choices of actions in the game.  
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3.1 Preliminaries 

It is assumed that an ad hoc network consists of two types of nodes - non-selfish node 
and selfish node but not malicious.  These nodes are equipped with a limited power 
battery. A selfish node is a rational user that wants to save its energy by not 
forwarding the packet for others.  The packet forwarding through multi-hop routes 
from the originating node to destination node relies on the intermediate nodes. 
Wireless links are bidirectional. The node listens to all the transmitted packets from 
their neighbors. The dynamic nature of ad hoc networks leads to imperfection or noise 
in transmission observed by a node.   

A node consumes its resources in packets forwarding for others. It is assumed that 
the forwarding/relaying cost is β where β≥ 1. A node receives a reward α when its 
packet is relayed where α ≥ 1. Any two neighbor nodes desired to send the packets to 
each other and also forward each other’s packet.  We can identify such pair of nodes 
and analyze interaction between them as a two-player game. It is reasonable to expect 
that the packet forwarding game between two players play several times since they 
decide whether to drop or forward their respective packets. It also assumed that time 
is divided into slots and a node is able to send sufficiently large number of packets in 
each slot. At the end of the each slot, the node monitors the throughput of its neighbor 
by overhearing. If throughput is below a certain threshold, it stops the transmitting 
packet. The node is denoted by a subscript i and its neighbor by a subscript –i. 

3.2 Forwarding Game Formulation 

This section describes a two player packet forwarding scenario for natural 
cooperation. The natural cooperation between a pair of nodes is affected by different 
assumptions about the selfishness in packet forwarding and noise observed while 
overhearing. 
 

 
 
 
 

Fig. 1. A two player packet forwarding game scenario 

This section describes a two player packet forwarding scenario for natural 
cooperation. In fig. 1, there are four nodes S1 to S4. S1 and S2 are willing to send 
packets to their destination S4 and S3 respectively. Without cooperation of S1, S2 is 
not able to send its packets to S3 and similarly, S1 can’t send packets to S4. The set of 
actions are available to each player are as “forward” or “Do not forward” the packet 
of the other source.  The payoff is defined as the difference between the reward of 
successfully delivered packets minus the cost of the forwarding a packet for the other 
sources. In this scenario, the payoff matrix of two player forwarding game is give in 
Table-1.  

 
 

S2 S3 S4 S1 
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Table 1. Payoff Matrix of Two Player Forwarding Game 

  

 
 

S1 DOES NOT FORWARD(DNF) 

S1 FORWARD(F) 

S2 DOES NOT 
FORWARD(DNF) 

(0, 0) 

(-β, α) 

S2  
FORWARD(F) 

(α, -β) 

(α-β, α-β) 
 

Packet drop due to selfishness in packet forwarding: - The packet forwarding 
through multi-hop routes from the originating node to destination node relies on the 
intermediate nodes. However, the intermediate nodes provide the packet forwarding, 
consume their limited energy resources. Therefore they, in order to conserve its 
limited energy resources could decide not to cooperate in the packet forwarding by 
switching off its interface. If many of them are acting selfishly by changing their 
behavior in this way, may lead to the collapse of the network.  Nodes may choose to 
participate in packet forwarding but uses the minimum transmission power to deliver 
a packet acting as selfishly.  Source node may not overhear this transmission, 
assumed that the packet is dropped by relay node. We define a drop probability  of 
node –i as 0         ,,                                ,     ,,           (1) 

where  is the residual energy,  is the full energy and  is threshold energy ratio.  
The relay nodes monitor its energy level before forwarding a packet, if it is below  
then relay node drop the packet otherwise forward a packet. The  may not be the 
same for all nodes. 

 
Packet perceived to drop due to noise observed in overhearing:-  The nodes overhear 
all the transmitted packets from their neighbors. Due to noise in transmission, it is not 
always possible to detect whether a relay node forwarded a packet or not.  A packet 
may be perceived to drop by -i since node i is not completely overhear the packet 
transmission but it is not dropped.  Let us assume that length of a packet is L bits.  If 
node i did not overhear all L bits of a packet, it is assumed to be dropped by –i. it is 
assumed that the loss probability of a bit is 10 . Probability that node i 
overhear forwarded packet is 1 . Probability that node -i drops a packet at 
time slot t is   1 1 .     (2) 

A packet may be dropped either selfishness in packet forwarding or noise observed in 
overhearing. By overhearing the transmission, node i then estimates the perceived 

dropping probability ̂  of its neighbor at time slot t≥0.  Further, It is assuming that 
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in each slot t, node i wishes to send N packets through node –i to its destination. The 
throughput of node –i estimated by node i in time slot t is can be expressed as  ̂  .                                 1  . 
Substituting  form (2) in above expression, we get  1 1 1        (3) 

We defined the normalize throughput of node –i as ̂              

̂   1 1 1  .           (4) 

The normalize throughput ̂  will be used as input to strategies function of node i. 
The average payoff of the node i at time slot t using the table -1 can be expressed as: 1 1  1 1  . 
By simplifying: 

 1  .   (5) 

A player wishes to maximize its total discount payoff and is given by [2] ∑    .∞          (6) 

where 0 1 is the discount factor.  Substituting the  from (5), the total 
discount payoff of node i can be expressed as ∑ 1  .∞   (7) 

The payoff of node i can be calculated by using the actual value of from equation 
(1).  If the node i supposed to have many chances for future interaction, then  will be 
close to one. 

3.3 Trigger Strategy 

In the repeated game, each player is permitted to use a strategy to deicide its action 
“do not forward” or “forward” packets for others on the information collected in past. 
We define the trigger strategy in the two player repeated packet forwarding game to 
provide cooperation  of a node i in time slot t such that the cooperation of a node -i 

is estimated based on normalized throughput ̂  in the time slot t-1. If the normalized 
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throughput of a node is below a threshold , it is consider a selfish node and node i 
decided to not forward the packet of node –i. Mathematically the trigger strategy is 
defined as: 

  ̂  .          (8) 

where .  is a strategy function of node i. There are many strategies possible. Few 
of them are given below: ̂ 0 ,    Use this function if node-i playing DNF in the first time slot 

̂  0      ̂   ,                     1       ̂ 1 ,              ̂    1  ̂   ,                                            

where DNF means “DO NOT FORWARD”, F means “FORWARD” and TFT (Tit-
For-Tat). It is defined as  a node i is playing this strategy start with F and then playing 
with the same throughput as of node-i in the previous time slot. 

The strategy profile (DNF, DNF) is the only Nash equilibrium of the forwarding 
game with uncertain ending since neither player stands to improve their payoff from 
cooperation with an opponent that always do not forward. The dilemma of this game 
is that both players could receive a better payoff of α-β > 1 if they selected the 
strategy profile (F, F). This strategy profiles is Pareto optimal. 

4 Simulation  

In the simulations, our focus is to study the performance of proposed game theoretic 
model for selfish node avoidance using the AODV protocol.  The model developed is 
simulated in network simulator ns-2. 

4.1 Simulation Setup 

We used the two rays ground radio-propagation model for wireless channel. The 
bandwidth of the wireless channel is 2 Mbps. To propagate the signal in all direction, 
Omni directional antenna has been used. The multiple accesses with collision 
avoidance protocol (802.11) was used at the MAC layer. The physical radio range of 
node is 200 meters.  Routing was performed using the AODV protocol with selfish 
node. The simulation parameters used in the work are shown in table-2.  Initially, in 
the simulation, 10 nodes are randomly placed in an area of 500×500 m2.  We have 
implemented the proposed game theoretic model.  During the simulation run we 
randomly selected 2 nodes that do not implement game theoretic model and behave 
selfishly by dropping all packets that are destined for others. A selfish node means a 
node that drop the packet to save its energy by not forwarding packet for others. A 
cooperative node is one which forwards the packets. Thereafter 20, 30, and up to 80 
cooperative nodes are randomly selected and same number of selfish nodes are also 
selected for the simulation.  
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Table 2. Simulation parameter and its value 

PARAMETER VALUE 
Number of node 100 
Number of selfish node 10%-90% 
Cooperative node 10%-90%  
Area 500x500 m2

Packet size 512 bytes 
CBR 5-30 packets/sec 

Initial Energy Ef 1000 Joules 
Threshold Energy ratio θE  .40  
Threshold Normalize throughput   .60 
Simulation time 500 s 

 
To evaluate the performance of the network in which nodes implement two players 

game theoretic model, the number of forwarded packet are measured. We measured 
the following evaluation metrics - number of routes versus packet delivery ratio, CBR 
versus packet delivery ratio, and percentage of selfish nodes versus packet delivery 
ratio. Further, we also measured the metrics and percentage of selfish nodes versus 
routing overhead. Packet Delivery Ratio is defined as the ratio of the number of 
packet received at the destination node to the number of packets sent by the source 
node. Routing Overhead is defined as the ratio of the amount of routing related 
control packet in bytes (RREQ, RREP, RERR and Game Theoretic AODV) to the 
amount of data packet sent in byte in the network. 

4.2 Simulation Results 

Fig. 2 shows the simulation results obtained for Packet delivery ratio as the number of 
routes varies in the network where 10% nodes are selfish and 90% are cooperative  
 

 

Fig. 2. Packet delivery ratio for the different numbers of routes 
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Fig. 3. Packet delivery ratio for the different packets rates 

 

Fig. 4. Packet delivery ratio for the different number of selfish nodes 
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consume more energy of node. Therefore cooperative nodes are supposed to be acting 
as selfish. This increases the level of retaliation situations in TFT strategies. When the 
number of route is more than 16, the packet delivery ratio starts decreasing since the 
packets are being forwarded by the originating node. But the packets are not 
overheard by the originating node due to bit error in packet overhearing which 
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AODV with selfish nodes falls drastically since nodes do not implement the game 
theoretic model for avoiding the selfishness.  

Fig. 3 shows the simulation results for packet delivery ratios as the rate of CBR 
traffic of source nodes varies. It is observed that when CBR source generates more 
than 15 packets in one second, the packet delivery ratio start decreasing. . This is due 
to fact that when there are more cooperative nodes they might deviate from strategy F 
to strategy TFT to save their energy since forwarding of more packets consume more 
energy.  Therefore cooperative nodes are supposed to be acting as selfish.  Further, 
Packet delivery ratio for AODV decreases faster as the CBR increases compared to 
AODV with game theoretic model. It works efficiently in the heavy loaded network 
as compared to the original AODV in the presence of selfish nodes. 

Fig. 4 shows the simulation results for packet delivery ratio as the percentage of 
selfish nodes and cooperative nodes varies in a network. The percentage of selfish 
nodes in the network is varied from 0 to 70%. The CBR for this simulation is 10 
packets. It is observed that the packet delivery ratio for both strategy F and TFT is 
0.90 and for AODV is 0.80 when none of the node is acting as a selfish node.  
Further, the packet delivery ratio of cooperative nodes decreases proportionally when 
the number of selfish nodes increases. This is happening because of two facts. First, 
as the number of selfish nodes increases, the total number of packets being dropped 
increases proportionally. Second, it decreases as the repeated route request is fired and 
the overheads for searching the alternative route are increased. Compared with the 
original AODV, the game theoretic modeled AODV protocol works better in 
situations where the selfishness among nodes is increasing. For example, there are 
70% nodes are selfish, the game theoretic modeled AODV protocol delivers about 
58% of the data traffic, while the original AODV protocol can only deliver 12%. 

 

 

Fig. 5. Routing overhead for the different number of selfish nodes 
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Fig. 5 shows the simulation results for the routing overhead of the game theoretic 
modeled AODV for the different percentage of selfish nodes and cooperative nodes in 
the network. The percentage of selfish nodes in the network is varied from 0 to 70%. 
The CBR for this simulation is 10 packets. It is observed that the routing overhead 
increases to 7% approximately for the game theoretic modeled AODV while in the 
case of original ADOV it is 5.5% when no node is acting as selfish node. The routing 
overheads for the game theoretic modeled AODV increases very slowly with the 
increase of selfish nodes. While the routing overheads for the original AODV 
increases faster.  This is due to fact that   repeated route request are fired for route 
establishment and overheads are incurred in searching the alternative routes.  For 
example when there are 70% selfish nodes, the overheads for the original AODV are 
8.0%. While for the game theoretic modeled AODV protocol, it is only 7.5% since in 
the original AODV, the nodes do not implement the cooperation mechanisms.  

5 Conclusion  

We have studied how game theoretic model can help for selfish node avoidance 
routing by enforcing cooperation among selfish nodes. A mathematical framework for 
rational node that maximizes its credits has been presented. To enforce cooperation 
among the selfish nodes, two trigger strategies are used; game theoretic model with F 
(forward) and with TFT (Tit For Tat). Further, to explore the usability of this model 
simulations are carried out using NS-2.  From the simulation results, the following 
observations are made: The gap between packet delivery ratio of the two cooperative 
nodes strategies increases with the increase in number of routes. This is happening 
since increase the level of retaliation situations in TFT strategies. The game theoretic 
modeled with AODV achieves higher packet delivery ratio for heavy traffic network 
in the presence of selfish nodes as compared to the original AODV. The packet 
delivery ratio of cooperative nodes decreases proportionally when the number of 
selfish nodes increases. This is happening because of two facts - first, the number of 
selfish nodes increases as the total number of packets being dropped increases, and   
second, firing of repeated route requests and overheads for searching the alternative 
route. The implementation of game theoretic modeled with AODV results in low 
routing overheads.  
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Abstract. Vehicular Ad-hoc Networks (VANETs) is attracting considerable at-
tention from the research community and the automotive industry to improve the 
services of Intelligent Transportation System (ITS). As today’s transportation 
system faces serious challenges in terms of road safety, efficiency, and environ-
mental friendliness, the idea of so called “ITS” has emerged. Due to the expen-
sive cost of deployment and complexity of implementing such a system in real 
world, research in VANET relies on simulation. This paper attempts to evaluate 
the performance of VANET in a realistic environment. The paper contributes by 
generating a real world road Map of JNU using existing Google Earth and GIS 
tools. Traffic data from a limited region of road Map is collected to capture the 
realistic mobility. In this work, the entire region has been divided into various 
smaller routes. Vehicular Traffic Flow on these routes has been created using 
MOVE.  The traffic flow generator model of MOVE generates traces of the traf-
fic flow. These traces of different traffic scenario are subsequently used in NS-2 
which facilitated the simulation of traffic flow of region under study. The realis-
tic mobility model used here considers the driver’s route choice at the run time. 
Finally, the performance of the VANET is evaluated in terms of average delivery 
ratio, packet loss, and router drop as statistical measures. The maximum average 
delivery ratio for varying number of vehicles is observed to be very high as 
compare to the packet loss. Overall, this experiment has provided insight into the 
performance of real life vehicular traffic communication.  

Keywords: Intelligent Transportation System, Vehicular Ad-hoc Networks, 
Geographical Information System, Mobility Model Generator for Vehicular 
Networks, Simulation of Urban Mobility, Network Simulator-2.34.  

1 Introduction 

As per the World Health Organization (WHO) statistics, more than 1.3 million people 
worldwide are estimated to be killed each year out of road accidents. According to an 
online article published in Deutsche Welle [1] by Murali Krishnan dated 29.04.2010, 
“India’s record in deaths has touched a new low, as toll rose to at least 14 deaths per 
hour in 2009 against 13 the previous year”. While trucks/lorries and two-wheelers 
were responsible for over 40% deaths, the rush during afternoon and evening hours 
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were the most fatal phases.[1,2]. Also, as per another article of WHO (article in Times 
of India, Dipak Kumar Dash, TNN, Aug 17, 2009, 04.10am IST) India leads the 
world in road deaths. In addition to this, some of the common problems to tackle with 
are the “Miles of Traffic Jam” on highway and the “Search for best Parking Lot” in an 
unknown city. 

For all the above mentioned reasons, the Government and Automotive Industries 
today pay lot of attention towards traffic management and regulation of a smooth 
traffic. They are investing many resources to slow down the adverse effect of trans-
portation on environment, thereby increasing traffic efficiency and road safety. The 
advancements in technology, in the areas of Information and Communications, have 
opened a new range of possibilities. One of the most promising areas is the study of 
the communication among vehicles and Road Side Units (RSUs), which lead to the 
emergence of Vehicular Network or Vehicular Ad-hoc Network (VANET) into  
picture. [3]. 

VANET is characterized as a special class of Mobile Ad hoc Networks (MANETs) 
which consists of number of vehicles with the capability of communicating with each 
other without a fixed infrastructure. The goal of VANET research is to develop a 
vehicular communication system to enable ‘quick’ and ‘cost-efficient’ transmission of 
data for the benefit of passenger’s safety and comfort. Due to the expensive cost of 
deploying and complexity of implementing such a system in real world, research in 
VANET relies on simulation. However, the simulation depends on the mobility model 
that represents the movement pattern of mobile users including its location, velocity 
and acceleration over time. A mobility model needs to consider the characteristics of 
the real world scenario either by a real world MAP obtained from 
TIGER(Topologically Integrated Geographic Encoding and Referencing) database 
from U.S. Census Bureau or by taking Satellite images of Google Earth into consider-
ation to simulate a realistic network. 

VANET is the ultimate solution to the cooperative driving between communicating 
cars on road. It has particular features like “decentralized and self-organized net-
work”, composed of high speed moving vehicles. Here the vehicular speed and distri-
bution of data are constrained by the underlying dynamic network topology. [4] 

Related work is briefly described in Section 2. In Section 3, the methodology of 
proposed work is explained along with various tools which are used to carry out the 
work. Section 4 further discusses the simulation of established network, results & the 
analysis obtained through simulations conducted. Finally, Section 5 concludes the 
work presented in this paper.. 

2 Related Work 

Research is being carried out in the field of VANET such as Analyzing data dissemi-
nation in VANETs, Identifying and studying routing protocols in VANET in terms of 
highest delivery ratio and lowest end-to-end delay etc. The issues of Security and 
Privacy also demands great attention. The study of Mobility Models and their realistic 
vehicular model deployment is a challenging task.[8] Random way Point(RWP)[9] is 
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an earlier mobility model widely used in MANET in which nodes move freely in a 
predefined area but without considering any obstacle in that area. However, in a 
VANET environment vehicles are typically restricted by streets, traffic light and ob-
stacles. GrooveSim [10] was the first tool for forecasting vehicular traffic flow and 
evaluating vehicular performance. It gives a traffic simulator environment which is 
easy to use for generating real traffic scenario for evaluation. But it fails to include 
network simulator as it was unable to create traces for network. David R. Choffnes et 
al. [11] proposed a mobility model named STRAW (Street RAndom Waypoint). This 
model has taken real map data of US cities and considered the node (vehicle)  move-
ment on streets based on this map. This model also has the functionality to simplify 
the traffic congestion by controlling the vehicular mobility. But still it lacks overtak-
ing criteria that cause convey effect in street as it considered random method which is 
not realistic. Kun-chan Lan et al.[6] describes a realistic tool MOVE for generating 
realistic vehicular mobility model. It is built on top of an open source micro-traffic 
simulator SUMO and its output is a realistic mobility model that can immediately be 
used by popular network simulators such as ns-2 and qualnet. 

3 Proposed Work and Methodology 

To evaluate the performance of VANET, there is a need to deploy a real world scena-
rio with all the vehicular constraints. In this paper the experiment was performed by 
taking a limited bounded region of a real world scenario i.e. “JAWAHARLAL 
NEHRU UNIVERSITY (JNU), NEW DELHI, INDIA” into consideration. The steps 
to implement a VANET simulation in this region are as follows: 

• Generation of JNU Map 
• Creation of Vehicular Traffic flow on this Map  
• Simulation of established Network 

The detailed procedure in implementing such above mentioned steps are explained in 
the rest of this paper.  

3.1 JNU Map Generation 

For creating a real world Map of JNU, Some of the existing tools have been used such 
as Google Earth, ArcGIS 9 (ArcMap version 9.1), MOVE Simulator (v 2.81)[5,6] and 
Adobe Dreamweaver CS4. 

Satellite image of JNU has been taken from Google Earth shown in Figure 1. This 
image was further imported into ArcGIS 9 as depicted in Figure 2. 

ArcGIS is basically a suite consisting of a group of Geographic Information Sys-
tem (GIS) software products.[12] 

NOTE: Google Earth gives latitude and longitude of a particular location whereas 
ArcGIS maps those latitudes and longitudes to the required coordinate plane with the 
desired origin in a Two Dimensional Space.  



480 Nidhi and D.K. Lobiyal 

 

Some of the 2-D Co-ordinates of this Map were not lying in the first quadrant of 
the 2-D Co-ordinate plane. In order to obtain all the co-ordinates in the first quadrant, 
the origin was shifted to an appropriate location. Shifting of the old Co-ordinates (x, 
y) to a new origin (h, k) is given by : 

X= x + h;    Y= y + k ; 

Where (X,Y) represents the translated Co-ordinates in the plane with new origin 
which is further used as the inputs to the Map Node Editor of MOVE Simulator as 
shown in Figure 3. After creating nodes using Map Node editor, numbers of parame-
ters are defined such as edges between nodes, number of lanes, speed and priority of 
roads on which vehicle move, with the help of Road Editor of MOVE simulator as 
shown in Figure 4. Here, a multi-lane scenario of two lanes with 75% road priority 
has been set. The threshold speed has been considered for each lane in a region of 
JNU Map as 40m/s. Next a connection was established between nodes via edges by 
writing an XML code (.con.xml)[16] using Dreamweaver CS4. Finally the nodes, 
edges and connection files are configured into .net.xml by using NETCONVERT to 
create the MAP.  Figure 5 depicts the JNU Map created by the above defined tools. 

 

Fig. 1. Satellite Image of JNU Fig. 2. Imported Image of JNU in ArcGIS 

 

Fig. 3. Map Node Editor of MOVE Fig. 4. Road Editor of MOVE 
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3.2 Traffic Flow 

For generating a vehicular traffic flow on the above created Map, SUMO 0.12.3[17] simu-
lator has been used in addition to MOVE simulator. Initially, the Route File in XML 
(rou.xml) was created, in which acceleration, deceleration, maximum speed, length and 
type of a vehicle were specified (see Table 1). In addition to this, the bounded JNU region 
has been divided into 36 smaller routes which the vehicles can take. Further, the departure 
time of a particular vehicle on a particular route which creates the vehicular traffic flow 
among the nodes has been specified. The vehicle’s destination from the source and their 
turning directions at the intersections, such as right turn, left turn and straight as per their 
destination were also set as per the driver’s route choice at intersection.  

Table 1. Types of Vehicle and their Characteristics 

Vehicle 
Type 

Max.Acc.  
(m/s2) 

Max.Dec. 
(m/s2) 

Length  
(m) 

Max.  
Speed (m/s) 

Sigma 

Car A 3.0 6.0 5.0 30 0.5

Car B 2.0 6.0 7.5 30 0.5

Car C 1.0 5.0 5.0 20 0.5

Car D 1.0 5.0 7.5 10 0.5

Different Route files have been created for varying traffic flow consisting of 
20,40,60,80,100,120,140,160,180 vehicles. This varying flow has been set by keeping 
in mind, a constant deceleration and acceleration model in which vehicles do not 
move and stop abruptly. Map file (.net.xml) and the different Route files (rou.xml) of 
varying traffic flow were configured to create the corresponding trace files (sumo.tr) 
which can be visualized using SUMO simulator. These trace files basically shows the 
JNU Map as shown in Figure 5 and the flow of traffic as depicted in Figure 6. After 
setting the parameters of SUMO, the real world scenario of JNU region can be visua-
lized with vehicles moving on it as depicted in Figure 6 (a), (b) & (c).  

 

Fig. 5. SUMO visualization of JNU Map  
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(a) 

(b) 
 

(c) 

Fig. 6. (a) Vehicular Traffic at intersection, (b) and (c) Traffic Flow 

4 Simulation 

In order to simulate the established network, communication was established among 
the vehicular traffic flow, using Traffic Model Generator of MOVE and Network 
Simulator (NS2.34) [18]. 

The Traffic Model generator of MOVE simulator was used to create the trace file 
of the vehicular flow, by interfacing traffic flow created in section 3.2 with the JNU 
MAP created in section 3.1. The output was a trace file that contains the information 
of realistic vehicular flow of the map, which can be further used in NS2. 

Various parameters were considered for establishing the communication among 
vehicles. For example, a vehicular traffic flow was deployed using 802.11 Ad-Hoc 
radio mode with transmission range of 250 meters. The other parameters used are 
discussed in Table 2. 
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Table 2. Network parameters 

Parameters Values 

Channel Type Wireless Channel

Propagation Model Two Ray Ground Model

Network Interface Type Wireless Phy

MAC Type 802.11

Interface queue DropTail/Pri Queue

Link Layer Type LL

Anetnna Omni Antenna

Ifqlen 50

Varying No. of Nodes 20,40,60,80,100,120,140,160,180 

Routing Protocol AODV

Topology (X,Y) Co-ordinates (659, 911)

Transmit Power, Pt 0.2818

Channel Frequency 2412e+6

RXThresh 3.65262e-10

CSThresh (Expr 0.9 * RXThresh)

As mentioned above, the simulation was conducted using NS2. The simulation 
covers 600349 m2 area and the following parameters has been setup for traffic flow 
between nodes. 

Table 3. Parameters of Traffic Flow between nodes 

Parameters Values 

Agent UDP

Packet_size 1000

Application_Traffic CBR

CBR Rate 64kbps

CBR_max_pkts 2280000

CBR interval 0.05micro sec

Different RNG seed 2,4,6,8,10
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After setting up the network and traffic flow as discussed above, the simulation 
was conducted by taking 3 CBR’s at three different nodes for a traffic scenario of 20 
vehicles initially. Further, all the traffic parameters as given in table 3 were kept con-
stant for varying traffic of 40, 60, 80,100,120, 140,160 and 180 vehicles.  

4.1 Simulation Results 

The impact of realistic vehicular mobility (using various tools as discussed in  
Section 3), on the performance of ad-hoc routing protocols has been evaluated in  
this section. 

The driver route choice behavior has been simulated in a real world, where all 
possible routes from the source to destination are defined and the driver needs to de-
cide about which route has to be taken from among all possible routes at any intersec-
tion. Our simulation concentrates on selecting the probability of choosing a route at 
the intersection. This probability directly determines the number of vehicles on a par-
ticular route. The data in terms of packets are transmitted to facilitate communication 
among vehicles. In order to study the behavior of communication, the parameters like 
delivery ratio, packet loss and router drop has been considered which are discussed in 
the subsequent sections. 

4.1.1 Average Delivery Ratio 
Delivery Ratio implies the ratio of number of packets successfully delivered to the 
number of packets sent.  

For calculating delivery ratio with respect to the number of vehicles, different traf-
fic scenarios were simulated with varying number of vehicles in multiples of 20. For 
each scenario, delivery ratio was calculated for 5 simulation runs by changing the 
seed in multiples of 2.  The Average delivery ratio for each scenario was an average 
of 5 simulation runs and it is calculated as follows: 

APR = ∑ PR for seed 2k /5 

APS = ∑ PS for seed 2k /5 

ADR % = (APR/APS) * 100 

Where, PR = Packet Received, PS = Packet Sent, APR = Average Packet Received 
and APS = Average Packet Sent. 

The summary of results obtained is shown in table 4 and the results are further  
analyzed graphically in figure 7. It can be observed that the choice of route at  
intersection points can significantly affect the simulation results. 
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Table 4. Number of Traffic and Avg. Delivery Ratio (ADR) % 

Vehicular Traffic ADR % 

20 96.6%

40 91.9%

60 91.3%

80 98.5%

100 95.5%

120 93.5%

140 96.7%

160 73.3%

180 95.9%

 

Fig. 7. Number of Traffic Vs Avg. Delivery Ratio% 

4.1.2 Router Drop 
Router Drop for each traffic scenario is calculated by taking the average of Router 
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RD % = 
RDPS  for seed 2k 100 

Where, RD % = Router Drop % 

4.1.3 Packet Loss 
Packet loss is calculated by taking the average of packet loss to the packets sent with 
the multiples of seed values : 

PL= ∑ PS PR for seed 2k 

PL % = 
PLPS  for seed 2k 100 

Where, PL = Packet Loss. 
The results obtained for Router Drop and Packet Loss are summarized in table 5 

for varying vehicular traffic. This is further illustrated in figure 8. 

Table 5. (Number of vehicular traffic) Vs (Router Drop and Packet Loss%) 

No. of Vehicles RD %  PL %  

20 3.39% 3.39%

40 8.24% 8.12%

60 8.61% 8.61%

80 1.49% 1.40%

100 4.59% 4.54%

120 6.57% 6.50%

140 3.52% 3.33%

160 26.72% 26.68%

180 4.23% 4.01%

Our Simulation results suggest that increasing number of vehicular traffic may de-
teriorate packet transmission rate as in case of node 160 shown in Figure 7. This hap-
pens due to the random collision of packets. Further, it was observed that this scenario 
was not linearly increasing or decreasing since the collision of packets completely 
depends on the routes taken into consideration by the driver at run time. Packet deli-
very ratio was always more than 90% except for 160 nodes where the packet delivery 
ratio was observed to be as 73.3%. This phenomenon can be explained by deployment 
and movement of vehicles in a given scenario. It seems that the connectivity between 
the vehicles get reduced for this scenario. 
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Fig. 8. Vehicular Traffic Vs (Router Drop% & Packet Loss%) 

Figure 8 shows the effect of varying number of vehicles on packet loss and router 
drop together. A packet may be dropped by a vehicle or by a router. The packet loss 
percentage is considered as packets dropped by vehicles. Further in figure 8, it is quite 
evident that the percentage of packet loss was slightly more than router drops. This 
happens because of higher chances of packet being dropped at the end rather than 
being dropped at intermediate nodes. Here, again from the figure, it is quite evident 
that both the packet loss and router drops were below 10% except in the case of 160 
nodes. As explained for the case of lower deliver ratio in Figure 7, the drop rate was 
higher due to low connectivity. 

5 Conclusion 

In this paper, we have obtained an in-sight idea of simulating real world scenario of 
VANET. As it is not easy to deploy and implement such a complicated system in real 
world before knowing the impact of all parameters used in VANET, a small real 
world area i.e. our University, JNU itself, was taken into consideration, for studying 
the impact of mobility in the VANET. Traffic movement has been deployed across 
the area under consideration using one of the realistic vehicular mobility models.  The 
behavior of this network was simulated using NS2 to study the impact of driver’s 
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choice on packet transmission over V2V communication using AODV routing  
protocol and IEEE 802.11 standard.    

The performance of the network has been evaluated by taking delivery ratio, packet 
loss and router drop as statistical measures. The average delivery ratio for various 
scenarios such as varying number of vehicles with constant power transmission range 
of 250m and frequency of 2.4GHz was observed to be 92.57% whereas packet loss 
was 7.39%. It is concluded from the results that with the increase in transmission 
range, there would be a corresponding marginal increase in delivery ratio and de-
crease in packet loss. 
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Abstract. Mobile ad hoc networks (MANETs) are autonomous systems
which are comprised of a number of mobile nodes that communicate between
themselves by wireless communication in a peer-to-peer basis. They are
self-organized, self-configured and self-controlled infrastructure-less networks.
Nodes can communicate with each other without any pre-planned or a base sta-
tion. Disseminating information securely between these nodes in such networks
however is a challenging task, particularly when the information is confidential.
Revealing such information to anyone else other than the intended nodes could be
highly damaging, especially in military applications where keeping the message
secret from adversaries is essential. In this paper we present our novel framework
for privacy control in mobile ad hoc networks in which privacy policies are at-
tached to messages as they are send between peers. We evaluate our framework
using the Network Simulator (NS-2) to provide and check whether the privacy
and confidentiality of the originator are met. For this we implemented the privacy
enforcement as an NS2 agent that manages and enforces the policies attached to
packets at every node in the MANET.

Keywords: MANETs, Policy Enforcement Point(PEP), Policy decision
Point(PDP) and Discretionary Access Control (DAC).

1 Introduction

Recently, mobile ad hoc networks received extensive attention in both industrial and
military applications, because of the striking property of creating a network while mov-
ing from one place to another and it does not require any pre designed infrastructure.
The key challenges in designing (MANETs) come from the decentralised nature, self-
organisation, and self-management, since the opportunity of the node movement is
very high. On top of that, all communications are carried out through wireless medium
in short-range communication. These unique characteristics present some security is-
sues for (MANETs), so there have been concerted efforts by the research community
[13,3,14] in message encryption, digital signature, key management etc. Many chal-
lenges especially related to the privacy of originator issues however remain to be solved.
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These existing approaches in security which have been applied to MANETs such as ac-
cess control, digital signature, and encryption focused only in securing the channel,
however how these nodes act after these mechanisms is left.

In this paper we provide a review of the security issues in MANET and survey exist-
ing solutions for this problem and to highlight a particular area which has not been ad-
dressed up to now which is controlling the information flow in mobile ad hoc networks,
and to provide an architecture that allows the policy-based control the dissemination of
data that is communicated between nodes, in order to ensure that data remains confi-
dential not only during transmission but also after it has been communicated to another
peer, to keep message contents private to an originator defined subset of nodes in the
MANET.

We will overview the characteristics in MANETs in Section 2, and focus on secu-
rity issues in Section 3. In Section 4 we present the state of the art work on securing
(MANETs) to which we relate our proposed policy-based architecture and the algo-
rithim chart in Section 5, then the discussion will be presented in section 6. The paper
concludes in section 7 where we summarise our findings and outline our future work in
this area.

2 Characteristics of MANET

A mobile ad hoc network (MANET) is an independent system of mobile nodes linked
by wireless connections. These nodes are thus free to move arbitrarily; therefore, the
topology of wireless networks can be changed swiftly and in an unpredictable manner.
MANETs have therefore many characteristics that make them are distinguished from
other wireless and wired networks [1,9,12,4] which in detail are:

1. Constrained Resources: In general, most MANET devices are small handheld
devices like personal digital assistants (PDAs), laptops and cell phones. These de-
vices indeed have limitations because of their restricted nature battery-operated,
small processing and storage facilities.

2. Infrastructure less(Autonomous): MANETs are created based on the teamwork
between independent nodes, peer-to-peer nodes that need to communicate with
each other for some aim. Without any pre-planned or base station.

3. Dynamic Topology: MANET nodes can move arbitrarily; thus the nodes can be
dynamically inside and outside the network, continually changing its links and
topology, leads to change in the routing information all the time due to the move-
ment of the nodes. Consequently, the communicated links between nodes could be
bi-directional or unidirectional.

4. Limited Physical Security: MANETs are in general more vulnerable to physical
layer’s attacks than wired network; the possibility of spoofing, eavesdropping, jam-
ming and denial of service (DoS) attacks should be carefully considered. However
the self-administration nature of MANET makes them more robust against single
failure points.

5. Short Range Connectivity: MANETs rely on radio frequency (RF) technology
to connect, which is in general considered to be short range communication. For
that reason, the nodes that want to communicate directly need to be in the close
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frequency range of each other. In order to tackle this limitation, multi-hop routing
mechanisms have therefore to be used to link remote nodes through intermediary
ones that operate as routers.

3 Network Security

The distinctive characteristics of MANETs bring a new set of essential challenges to se-
curity design, these challenges noticeably make the looking for security solutions that
perform both data protection and applicable network performance are required [11].
Normally while we addressing the network security, we have to consider the security
requirements to take account of the functionality required to provide a secure network-
ing system.

3.1 Security Requirements

The security requirements specified below specified by International Telecommunica-
tions Union (ITU-T) represented in their recommendation X.805 and X.800 [8,7,11]:

1. Authentication: Authentication is very important to verify the identity of each
node in MANET and its eligibility to access the network. This means that, nodes in
MANETs are required to verify the identities of the communicated entities in the
network, to make sure that these nodes are communicating with the correct entity.

2. Authorisation and Access Control: Each node in MANET is required to have
the access to shared resources, services and personal information on the network.
In addition, nodes should be capable of restricting each other from accessing their
private information. There are many techniques that can be used for access control
such as Discretionary Access Control (DAC), Mandatory Access Control (MAC)
and Based Access Control (RBAC).

3. Privacy and confidentiality: Each node has to secure both the information that is
exchanged between each other; and secure the location information and the data
stored on these nodes. Privacy means preventing the identity and the location of
the nodes from being disclosed to any other entities, while confidentiality means
keeping the secrecy of the exchanged data from being revealed to those who have
not permission to access it.

4. Availability and survivability: The network services and applications in MANET
should be accessible, when needed, even in the presence of faults or malicious at-
tack such as denial-of-service attack (DoS). While survivability means the capabil-
ity of the network to restore its normal services under such these conditions. These
two requirements should be supported in MANET.

5. Data integrity: The data transmitted between nodes in MANET should be received
to the intended entities without been tampered with or changed by unauthorised
modification. This requirement is essential especially in military, banking and air-
craft control systems, where data modification would make potential damage.

6. Non-repudiation: This ensures that nodes in MANET when sending or receiving
data-packets should not be able to deny their responsibilities of those actions. This
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requirement is essential especially when disputes are investigated to determine the
misbehaved entity. Therefore digital signature technique is used to achieve this re-
quirement to prove that the message was received from or sent by the alleged node.

4 State of the Art

Existing approaches in security which have been applied to MANETs. For example,
traditional cryptographic solutions are using public key certificates to maintain trust, in
which a Trusted Third Party (TTP) or Certificate Authority (CA) certifies the identity
associated with a public key of each communicated entities, therefore they can provide
end-to-end secure communication channels. These approaches mainly focused on mes-
sage confidentiality, integrity and non-repudiation, they do not consider however the
trust management of the communicated entities, and how these certified entities act is
left to the application layer [2]. Lidong Zhou et al [14] studied the security threats, vari-
abilities and challenges which faces the ad hoc network, in their work they protected
the packets sent between nodes by choosing the secure routing path to the destination
node based on the redundancies routes between nodes to maintain the availability re-
quirement, because of all key based cryptographic approaches such as digital signature
needs a proper and secure key management scheme to bind between the public and
private keys to the nodes in the network; Lidong Zhou used replication and new cryp-
tographic technique (threshold cryptography) [6,5] to build a secure key management
process to achieve the trust between a set of servers in ad hoc networks by distributing
trust among aggregation of nodes to certify nodes are trustworthy.

Securing the routing in mobile ad hoc network has also given much interest by the re-
searchers; therefore many approaches have been proposed to cope with external attack.
Sirios and Kent [10] proposed an approach to protect the packet sent to multi receivers
by using keyed one-way hash function supported by windowed sequence number to
ensure data integrity . The trust issue systems like in mobile ad hoc network is a chal-
lenging task to achieve. Whilst Public Key Infrastructure (PKI) and cryptography are
achieving kind of a quasi-trust before the communication is start. However how the
nodes act after that will be controversial issue as you cannot predict who is going to be
un trusted node only on the behaviour without using a tracing technique to prove some
nodes are misbehaving in the network and thus they are un trusted anymore.

In our work we show how disclosing private information by a malicious node (inside
the network) to unauthorised nodes will cause a fatal problem and data will be leaked.
Therefore traditional encryption tools are widely used in security systems and it solved
part of the problem by encrypting data exchanged between entities by encrypting in the
public key of the destination node and then decrypting the packet by the destination’s
private key but how the distination behave after is left. However, using the mechanisim
which using the access control to ensure confidentiality is still not been used, so our
work intend to use access control mechanism especially Discretionary Access Control
(DAC) to ensure data confidentiality and privacy of the originator node in MANETs.
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5 Our Proposed Framework

5.1 Scenario

Protecting a message sent in wireless network such as in mobile ad hoc networks
(MANETs) is a very difficult task. For example, in military alliance where some armies
want to share tactical mission information only between themselves and not with other
coalition members.

Considering three nodes A,B,C in Figure 1, where node A and B are allocated to
British and US armies, and C is allocated to Afghan army. Node A wants to send a
tactical message for the mission that says ”‘we are going to start the mission after 8
pm”’ to node B, however node A does not want node B send the message to nodeC
because node C is not trusted by A. How can node A trust node B not to send the
message to node C?

Fig. 1. node B disclose the message to C

Node A sends the message (M) to node B, node B now knows the message (M).
However depend on its policy node B can send the message (M) and disclose it to node
C. Which it is the problem of the node A privacy.

The goal of our proposed approach is to solve this problem by allowing the originator
to specify a high level policy which will automatically apply and enforce itself to all
the communicated entities on the network. This is done by attaching the policy of the
originator (A) with the message (M) to control the access to it, which is capable to define
who are allowed to access that message. In this way the policy of node A attached with
the message (M), tells node B to which node can the message (M) be send to (only
British or US armies can receive the message) as in Figure 2 :

Node A sends the message (M) + policy of node A which tells node B to allow send-
ing the message (M) to any node if its British or US nodes. Here after node A sent the
message (M) to node B attached by the node A policy. node B receives the packet and
now knows the message (M) in addition of that it knows the policy of A‘:

Allow (Node B, Send(M) to S: if S is British or US, where S refers to somebody.
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Fig. 2. Prevention Node B Of Disclosing M to node C

5.2 Our Framework

Figure 3 presents the proposed framework, where policies are used to enforce access
control to such information sent by the originator to other entities in the system, our
framework will be introduced in every entity in the communicated systems.

Our framework is composed of four components as they shown in the Figure 3:

1. policy enforcement point (PEP/OUT): executes and enforces policy decisions in the
sender node, this component installed at the transmitter interface that does merge
system’s policy with the message sent to others systems. In our simulation we con-
figured the send function to achieve the functionalities of this component.

2. policy enforcement point (PEP/IN): executes and enforces policy decisions in the
receiver node, this component installed at the receiving interface that does inverse
process at the receptive system, splitting and dividing the message from the pol-
icy attached. In our simulation we configured the receive function to achieve the
functionalities of this component.

3. Policy decision point (PDP): plays a crucial role in both the sender and the receiver
side in our framework, and helping other components to do their jobs. In our simu-
lation we configured this function at the source to achieve the functionalities of this
component.
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Fig. 3. The proposed framework

4. controller that process and store the information received from the other
components.

In the Figure 4 we show an example of six nodes, assuming that each node in the
system has a grouipid number, that means we are classifying the nodes in our work into
different groups, which in such case are three groups: groupid1, groupid2, groupid3.
The first group has n0,n2,n4 and n5. where as n1 and n3 are in groupid3 and groupid3
respectively. In our work we make n0 broadcast a message to all nodes in the groupid
which specified in the policy file at file0.txt in node n0, and we call this grouipid in
this situation is permitted group as shown in the algorithm chart in Figure 5. If file0.txt
as in the example has 1 that means only nodes in the groupid1 can recieve the pkt.

Fig. 4. Example illustrating the Algorithim chart
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Fig. 5. Our Chart Algorithim and packet structure
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Then n0 will start searching for the adjacent nodes in the range. In this example n0 will
find n1 and n2. dest1=n1 dest2=n2. Now n0 will check if the dest1 in the permitted
group or not and do the same to dest2 also. In the algorithm chart this depicted as
Getgroupid (dest) process and check If groupid=permitted group or not. In this example
it will be yes for n2 as n2 in the groupid1. n0 will send to n2 not only the pkt it also
sends his policy which existed in file0.txt, where as n2 will create a packet handler to
recieve the pkt, once it recieved the policy of n2 will be updated according to policy of
n0 and deletes it’s old policy becuasue it is the originator policy.

Now, when n2 at another time wants to broadcast the message again will start and do
the same process like in n0, however this time n2 will send to n4 but not to n0 becasue
n0 is the originator of the pkt as shown in the algorithm chart in Figure 5, and the system
will continue in the same steps for other nodes.

6 Result and Discussion

In this work we used the Network Simulator (NS2) which is a real network environment
simulator, which showed only intended nodes can recieve the packet which has been
sent by the source. We simulated our approach into multi variable number of nodes
where the originator node disseminate the packet(Data+Policy) to the other nodes. Our
result from the tracing file and the nam showed that only nodes in the permitted groupid
can recieve the packet, because of the restriction which has issued from the originator
node ’not to send the packet to nodes in different groupid ’.

We simulated our agent with the vary number of UDP agents together to check what
if all agents are started in the simulation and how that will be affect the time taken for
a packet to be transmitted across a network from source to destination. In Figure 6 we
measured the delay time versus number of cbr traffics which depicted on the y-axis and
x-axis respectively, the result of this figure showed that as the the number of cbr traffic

Fig. 6. Delay time
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increase, the delay time of both agents will increase, we started with 1 cbr traffic, 2
3 and 4 with and without our agent be started at different sources and destinations to
measure the average of the delay time between them.

7 Conclusion

In this paper we concluded that our framework acheived the source policy to send the
packet for intended nodes only in the network, on top of that we highlighted the special
considerations for security in MANETs and provided an extensive overview of related
work and the state of the art in this area. To our knowledge, none of the related work
addressed the issue of controlling the information flow in mobile ad hoc Networks. We
presented a scenario drawn from the military domain, where the impact of this form
of confidentiality breach is evident and a real risk. We provided an architecture that
addresses this problem by automatically attaching policies to the messages that identify
how the information can be used by the receiver, thus limiting the relay of messages
based on the originator’s confidentiality requirements.

References

1. Al-Jaroodi, J.: Security issues at the network layer in wireless mobile ad hoc networks at
the network layer. Tech. rep., Faculty of Computer Science and Engineering, University of
Nebraska-lincoln, Nebraska, USA (2002)

2. Blaze, M., Feigenbaum, J., Lacy, J.: Decentralized trust management. In: Proceedings of
1996 IEEE Symposium on Security and Privacy, pp. 164–173. IEEE (1996)

3. Burbank, J., Chimento, P., Haberman, B., Kasch, W.: Key challenges of military tactical
networking and the elusive promise of manet technology. IEEE Communications Maga-
zine 44(11), 39–45 (2006)

4. Chadha, R., Kant, L.: Policy-driven mobile ad hoc network management. Wiley-IEEE Press
(2007)

5. Desmedt, Y., Frankel, Y.: Threshold Cryptosystems. In: Brassard, G. (ed.) CRYPTO 1989.
LNCS, vol. 435, pp. 307–315. Springer, Heidelberg (1990)

6. Desmedt, Y.: Threshold cryptography. European Transactions on Telecommunications 5(4),
449–458 (1994)

7. Li, W., Joshi, A.: Security Issues in Mobile Ad Hoc Networks-A Survey (2008)
8. Menezes, A., Van Oorschot, P., Vanstone, S.: Handbook of applied cryptography. CRC

(1997)
9. Murthy, C.S.R., Manoj, B.: Ad Hoc Wireless Networks: Architectures and Protocols. Pren-

tice Hall PTR, Upper Saddle River (2004)
10. Sirois, K., Kent, S.: Securing the nimrod routing architecture. In: SNDSS, p. 74. IEEE Com-

puter Society (1997)
11. Stallings, W.: Cryptography and Network Security: Principles and Practice, 4th edn. Pearson

Education (2005)
12. Toh, C.: Maximum battery life routing to support ubiquitous mobile computing in wireless

ad hoc networks. IEEE Communications Magazine 39(6), 138–147 (2001)
13. Yang, H., Luo, H., Ye, F., Lu, S., Zhang, L.: Security in mobile ad hoc networks: challenges

and solutions. IEEE Wireless Communications 11(1), 38–47 (2004)
14. Zhou, L., Haas, Z.: Securing ad hoc networks. IEEE Network 13(6), 24–30 (1999)



 

N. Meghanathan et al. (Eds.): CCSIT 2012, Part I, LNICST 84, pp. 500–509, 2012. 
© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2012 

Hiding Sensitive Association Rules without Altering  
the Support of Sensitive Item(s) 

Dhyanendra Jain1,*, Pallavi Khatri1, Rishi Soni1, and Brijesh Kumar Chaurasia2 

1 Institute of Technology and Management-Gwalior, (M.P.), India 
2 ITM University, Gwalior, (M.P.), India 

{dhyanendra.jain,rishisoni17,bkchaurasia_itm}@gmail.com, 
pallavi_magic@yahoo.com 

Abstract. Association rule mining is an important data-mining technique that 
finds interesting association among a large set of data items. Since it may dis-
close patterns and various kinds of sensitive knowledge that are difficult to find 
otherwise, it may pose a threat to the privacy of discovered confidential infor-
mation. Such information is to be protected against unauthorized access. Many 
strategies had been proposed to hide the information. Some use distributed da-
tabases over several sites, data perturbation, clustering, and data distortion tech-
niques. Hiding sensitive rules problem, and still not sufficiently investigated, is 
the requirement to balance the confidentiality of the disclosed data with the le-
gitimate needs of the user. The proposed approach uses the data distortion tech-
nique where the position of the sensitive items is altered but its support is never 
changed. The size of the database remains the same. It uses the idea of  
representative rules to prune the rules first and then hides the sensitive rules. 
Advantage of this approach is that it hides maximum number of rules however, 
the existing approaches fail to hide all the desired rules, which are supposed to 
be hidden in minimum number of passes. The paper also compares of the  
proposed approach with existing ones. 

Keywords: Privacy preserving data mining, Association rule, Association rule 
hiding.  

1 Introduction 

Data mining is the knowledge discovery process of finding the useful information and 
patterns out of large database. In recent times data mining has gained immense impor-
tance as it paves way for the management to obtain hidden information and use them in 
decision-making. While dealing with sensitive information it becomes very important 
to protect data against unauthorized access [1], [2]. A key problem faced is the need to 
balance the confidentiality of the disclosed data with the legitimate needs of the data 
users. In doing this it becomes necessary to modify the data value(s) and relationships 
(Association Rules). Obtaining a true balance between the disclosure and hiding is a 
tricky issue [2], [4]. This can be achieved largely by implementing hiding of rules that 
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expose the sensitive part of the data. One such method is hiding of association rule 
because association amongst the data is what is understood by most of the data users. 

Such vulnerability of association rule posses’ a great threat to the data if the data is 
in hands of a malicious user. 

To prevent data from being misused two common strategies exist. First strategy al-
ters the date before delivering it to the data miner [3]. Second strategy releases only a 
subset of the complete data using distributed databases approach. 

Algorithms have been proposed in the literature for hiding of rules. The proposed 
algorithms are based on modifying the database transactions so that the confidence of 
the rules can be reduced. Hiding association rule by using support and confidence is 
discussed in [3], basically this approach algorithm hides a specific rule while associa-
tion rule mining [4] algorithm hide rules with respect to sensitive item(s) either on the 
left or on the right of the rule. However, these approaches fail to hide all the desired 
rules, which are supposed to be hidden in minimum number of passes. 

In this paper, we propose strategies and a suit of algorithms for privacy preserving 
and hiding knowledge from data by minimal perturbing values. The proposed ap-
proach uses the data distortion technique where the position of the sensitive item(s) is 
altered but its support is never changed however the size of the database remains the 
same. The proposed heuristics use the idea of representative rules to prune the rules 
first and then hides the sensitive rules. This approach results in a significant reduction 
of the number of rules generated, while maintaining the minimum set of relevant as-
sociation rules and retaining the ability to generate the entire set of association   rules   
with   respect   to   the   given constraints [1], [2]. Advantages of the proposed ap-
proach is that the support of the sensitive item(s) is neither increased nor decreased as 
done in existing approaches and the size of the database is kept same while the pre-
vious approaches either increase or decrease the size of the database. Support of the 
sensitive item(s) is kept same and simply its position have been changed i.e. it is be-
ing deleted from one transaction and added to some other transaction in which it does 
not exist. Another advantage of this approach is that it hides maximum number of 
rules in minimum number of alterations in the database. An algorithm is also pro-
posed for this work and demonstrated by example. The proposed approach is com-
pared with previously existing approaches [5]. 

The rest of the paper is organized as follows. Section 2 describes the association 
rule mining. In section 3, the association rule is described. Problem definition is given 
in section 4. Proposed scheme is presented in section 5. The scheme is evaluated 
through simulation and results are in section 6; section 7 concludes the work. 

2 Association Rule Mining 

Let },.......,{ 21 miiiI =  be a set of m distinct literals, called items. Given a set of 

transactions D, where each transaction T is a set of items such that iT ⊆ . An associ-

ation rule is an implication of the form YX >−   where IYIX ⊂⊂ ,  and 
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φ=∩YX  X and Y are called antecedent/body and consequent /head of the rule 

respectively [6]. 
Strength of a rule whether it is strong or not is measured by two parameters called 

support and confidence of the rule. These two parameters help in deciding the interes-
tingness of a rule [5], [7]. 

For a given rule YX ⇒  
Support is the percentage of transaction that contains both X and Y or YX ∪  is 

the proportion of transactions jointly covered by the LHS and RHS and is  
calculated as:  

NYXS /∪=  
Where, N is the number of transactions. 

Confidence is the percentage for a transaction that contains X also contains Y or is 
the proportion of transactions covered by the LHS that are also covered by the RHS 
and is calculated as 

XYXC /∪=
 

For the database given in Table1, with a minimum support of 33% and minimum 
confidence 70% following nine association rules could be found: 

   ( ) ( ),%75%,50,,%100%,667.66 CBAAC ⇒⇒  

( ) ( ),%100%,50,,%75%,50, ABCACB ⇒⇒  

,(50%,75%) B =>A C,(50%,75%), BA, => C  

,(50%,75%) B => C(50%,75%),  C => B  

00%)(66.667%,1A  => B  

Table 1. Set of transactional data 

TID ITEMS 

T1 ABC 

T2 ABC 

T3 ABC 

T4 AB 

T5 A 

T6 AC 
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3 Representative Association Rule 

Generally, number of association rules discovered in a given database is very large. It 
is observed that a considerable percentage of these rules are redundant and useless. A 
user should be presented with all of them, which are original, novel and interesting. 
To address this issue, [6] introduced a notion for concise (loss less) representation of 
association rules, called representative rules (RR). RR is a least set of rules that allow 
deducing all association rules without accessing a database. In a notion of cover oper-
ator was introduced for driving a set of association rules from a given association rule.  
The cover C of the rule Y => X , φ≠Y  is defined as follows: 

( )   YVV/Z,=>{Y => XC ⊆∪= YX and  VZ φ=∩ and }φ≠V  
Each rule in ( )Y => XC  consists of a subset of items occurring in the rule 

Y => X . The number of different rules in the cover of the association Y => X  is 

equal to Ym =− ,23 mm . 

In general, the process of generating representative rules may be decomposed in to 
two sub-processes: frequent item-sets generations and generation of RR from frequent 
item-sets. Let Z be a frequent itemset and ZX ⊂≠φ . The association 

rule  Z/X=> X is representative rule if there is no association 

rule /X)' Z'=>(X where Z'Z ⊂ , and there is no association rule ) Z/X'=> (X'   

such that 'X X⊃ . Formally, a set of representative rules (RR) for a given associa-
tion rules (AR) can be defined as follows: 

ARrARrRR ∈¬∃∈= '/{  , ( )} r'Cr and ' ∈≠ rr  

Each rule in RR is called representative association rule and no representative rule 
may belong in the cover of another association rule [8], [9]. 

4 Problem Definition 

The expression ‘Data Mining’ indicates a wide range of tools and techniques to ex-
tract useful information, which can be sensitive (interesting rules) from a large collec-
tion of data. Objective of this work is to propose a new strategy to avoid extraction of 
sensitive data.  Data should be manipulated /distorted in such a way that sensitive 
information cannot be discovered through data mining techniques. While dealing with 
sensitive information it becomes very important to protect data against unauthorized 
access. The key problem faced is the need to balance the confidentiality of the dis-
closed data with the legitimate needs of the data users. The proposed algorithm are 
based on modifying the data base transaction, so that, the confidence of the rules can 
be reduced for this both the approaches either pros or cons the support of the item.  

Following section proposes a algorithm for hiding the sensitive rules (sensitive 
rules are those rules that contain sensitive item(s)). 
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5 Proposed Algorithm 

In order to hide an association rule a new concept of ‘not altering the support’ of the 
sensitive item(s) has been proposed in this work. Based on this strategy an algorithm 
has been proposed .in this assumed that a set of sensitive item(s) is passed and the 
proposed algorithm distorts the original database such that sensitive rules cannot be 
discovered through Association Rule Mining algorithms.  

Input to proposed algorithm is a database, min_supp, min_conf, and a sensitive 
item(s) H(each sensitive item in H is represented by h) to be hidden and the goal is to 
distort the database D such that no association rules containing h ∈H either on the 
left or on the right can be discovered. 
 
ALGORITHM: 
Input  

(1) A source database D 
(2) A min_support. 
(3) A min_confidence. 
(4) A set of sensitive items H. 

 
Output 

A transformed database D’ where rules containing H 
on RHS/LHS will be hidden 
1. Find all large itemsets from D; 
2. For each sensitive item h∈H  { 
3. If h is not a large itemset then H=H-{h}; 
4. If H is empty then EXIT; 
5. Select all the rules containing h and store in U       

                   //h can either be on LHS or RHS  
6. Select all the rules  from U with h alone on LHS 
7. Join RHS of selected rules and store in R;  

                       //make representative rules               
8. Sort R in descending order by the number of sup-

ported items; 
9. Select a rule r from R  
10. Compute confidence of rule r. 
11. If conf>min_conf then   { 

        //change the position of sensitive item h. 
12. Find T1={t in D|t completely supports r ; 
13. If t contains x and h then 
14. Delete h from t 
15. Else                    
16. Go to step 19 
17. Find T1 ={t in D|t does not support LHS(r) and  

partially supports x; 
18. Add h to t 
19. Repeat 
20. { 
21.         Choose the first rule from R; 
22.         Compute confidence of r ;  
23. } Until(R is empty); 
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24. }                   //end of if conf>min_conf 
25. Update D with new transaction t; 
26. Remove h from H; 
27. Store U [i] in R;   //if LHS (U) is not same  
28. i++, j++; 
29. Go to step 7; 
30. }//end of for each h∈H 

 
Output updated  as the transformed database  Proposed algorithm selects all the 
rules containing sensitive item(s) either in the left or right. Then these rules are 
represent in representative rules (RR) format. After this a rule from the set of RR’s, 
which has sensitive item on the left of the RR is selected. 

Now delete the sensitive item(s) from the transaction that completely supports the 
RR i.e. it contained all the items in RR selected and add the same sensitive item to a 
transaction which partially supports RR i.e. where items in RR are absent or only one 
of them is present. 

For example in Table1 at a min_supp  of  33%  and a min_conf of 70 % and sensi-
tive item H={C}, choose all the rules containing ‘C’ either in RHS or LHS 

   ( ) ( ),%75%,50,,%100%,667.66 CBAAC ⇒⇒  

( ) ( ),%100%,50,,%75%,50, ABCACB ⇒⇒  
  ,(50%,75%) B =>A C,(50%,75%), BA, => C  

,(50%,75%) B => C(50%,75%),  C => B  
and represent them in representative rule format. 

Like AC → and BC → can be represented as ABC →  
Now delete C from a transaction where A, B and C are present and add C to a 

transaction where both of them (A and B) are either absent or only one of them is 
present. If transaction T1 is modified to AB and transaction T5 is modified to AC then 
the rules that will be hidden are: 

,BC → AC → , ABC → , ,CB → ,CAB → ,ACB → and BAC →  

i.e. seven rules out of eight rules containing sensitive item(s) are hidden. 

6 Results and Analysis 

We performed our experiments on a Intel PIV workstation with 1.8 GHz processorand 
with 512 MB RAM, under Microsoft Windows-xp operating system using α-minor 
tool. To demonstrate the working of the above algorithm for hiding sensitive items the 
following section shows some results. 
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6.1 For a given database in Table1 with a minimum support of 33% and minimum 
confidence of 70% we hide 7 rules out of 8 rules containing sensitive item(s), if 
transaction T1 is changed to AB and transaction T5 is changed to AC. This has 
been discussed in above section of the paper. 

6.2 For database in Table1. if H={B} i.e. if sensitive item is B and the rule which is 
to be hidden is A => (B  C => B and   C => B represented as   AC) => B  

then change transaction T1 to AC and transaction T5 to AB. 

6.3 For a database given in Table2 with a minimum support of 33% and minimum 
confidence of 70% following association rules are mined: 

B,=>A C,=>A C,=> B A,=> B A,=> C B,=> C  

C,=> AD A=> CD  

Select the rules containing sensitive items either in the LHS or in the RHS 

C,=>A C,=> B A,=> B A,=> C B,=> C C,=> AD A=> CD  

Representation of rules in representative rule format is: 

A,=> C and B=> C can be represented as AB=> C  

Delete C from a transaction in which A and B are present and add it in a transaction 
where both A and B are absent or only one of them is present 

This results in modification of the database by changing the transaction T2 to ABD 
and transaction T5 to CDE. 

Out of 6 rules containing sensitive items all of them are hidden. 

6.4  Similarly for database in Table 2.  if H={B} i.e. and the rule which is to be hid-
den is A=> (B C=> B and C=> B represented as AC)=> B  if sensitive item 

is B then change transaction T2 to ACD and transaction T5 to BDE. 

Out of 4 rules containing sensitive items all of them are hidden. 

6.5 Analysis: This section analyzes some of the characteristics of the proposed  algo-
rithm and it is compared with the existing algorithms. 

First characteristic of proposed algorithm as described in previous section of the 
paper is that support of the sensitive item is not changed. The position of the sensitive 
item is changed only. This characteristic is demonstrated with examples in previous 
section and is summarized in Table 3 and 4. 

The second characteristic we analyze is the efficiency of the proposed algorithm 
with previous approaches. 

For proposed algorithm, the number of DB scans required for Table1 are 4 and 
number of rules pruned are 7.  
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Table 2. Set of transactional data 

TID ITEMS 

T1 ABC 

T2 ABCD 

T3 BCE 

T4 ACDE 

T5 DE 

T6 AB 

Table 3.   Database before and after hiding C and D 

TID D D1(C sensitive) D2(B sensitive) 

T1 ABC AB AC 

T2 ABC ABC ABC 

T3 ABC ABC ABC 

T4 AB AB AB 

T5 A AC AB 

T6 AC AC AC 

Table 4. Database before and after hiding C and B 

TID D D1(C sensitive) D2(B sensitive) 

T1 ABC ABC ABC 

T2 
ABC
D 

ABD ACD 

T3 BCE BCE BCE 

T4 ACDE ACDE ACDE 

T5 DE CDE BDE 

T6 AB AB AB 
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In [3] algorithm DB scans are 4 and number of rules pruned are 0. For Wang’s ap-
proach DB scans are 3 and number of rules pruned are 2. This characteristic is sum-
marized in Table5  and the same characteristics for the database of Table2 is summa-
rized in Table6  and it is clear from  both the tables that the proposed algorithm 
prunes more number of rules in the same number of DB scans[3]. 

One of the reasons that the existing approaches fail is that the approach in tries to 
hide every single rule from a given set of rules without checking if some of the rules 
could be pruned after changing some transactions of all. 

Approach in hides only those rules, which has sensitive item either in the right or 
in the left. It runs two different algorithms depending on the position of the sensitive 
item(s) (whether it is antecedent or consequent). This approach also fails to hide more 
number of rules. 

Table 5. Database scans and rules pruned in hiding item C using proposed algorithm 

 
DB 

scans 

Rules Pruned 
 

Table1 Table2 

Proposed 
algorithm 

4 7 6 

ISLF 3 2 3 

[3] Dasseni 
et al. 

4 0 1 

Table 6. Database scans and rules pruned in hiding item B using proposed algorithm 

 
DB 

scans 

Rules Pruned 
 

Table1 Table2 

Proposed 
algorithm 

4 6 4 

ISLF 3 2 2 

[3] Dasseni 
et al. 

4 1 1 

However, proposed approach hides almost all the rules, which contain sensitive 
item(s) (either on the left or on the right[11], [12],[13], [14] and [15]. 

7 Conclusion 

In this paper, we presented the threats to database privacy and security challenges due 
to rapid growth of data mining. An algorithm for this is also been proposed which is 
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based on modifying the database transactions so that the confidence of the sensitive 
rules can be reduced but without altering the support of the sensitive item, which is in 
contrast with previous algorithms, which either decrease or increase the support of the 
sensitive item to modify the database transactions. The efficiency of the proposed 
approach is compared with the existing approaches. It is observed that number of DB 
scans required by proposed approach is same as in approach in and one more than the 
approach used in but it prunes almost all the desired rules which previous approaches 
fail to do. 
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Abstract. Our research entitled “Designing Dependable Agile Layered Security 
Architecture Solutions” addresses the innovative idea and novel implementa-
tions of Security Engineering for Software Engineering using Agile Modeled 
Layered Security Architectures for Dependable Privacy Requirements, with a 
validation of an exemplar case study of Web Services Security Architectures. 
Securing the Software Architecture in any application at design phase is known 
as Security Architectures, and we focus on authentication and authorization of 
the user. Now a day most of the applications are developed as a Layered Securi-
ty Architecture Pattern, typically we have user presentation layer, Business 
Logic Layer and Database access layer. Now Agile modeling is used in all ap-
plications design (but Agile Modeled Architectures are given little importance) 
because of shortened developed time, with customer collaborations with devel-
opers and importantly with Test Driven Development approaches. Securing 
Agile Modeled architectures, which being an iterative development, will pro-
vide enhanced Dependable Security Requirements in terms of Privacy of user, 
in its successive iterations. All this research paves a way for Secure Web  
Engineering.  

Keywords: Security Architectures, Agile Modeling, Layered Pattern,  
Designing Solutions, Dependable Privacy Requirements, Web Services. 
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1 Research Methodology for Designing Dependable Agile 
Layered Security Architecture Solutions—Web Services Case 
Study 

This paper discusses the latest and advantages in secure software development 
process in an early stage. The primary focus is on security considerations early in the 
life cycle, i.e. at the system architecture stage, which has the potential to improve the 
requirements engineering in software system. The ultimate goal is to have a better 
quality product. Initially we discuss about the Research Methodology for Designing 
Dependable Agile Layered Security Architecture Solutions. Later on we discuss about 
dependability of data and application layers by Agile Modeled Security Architectures, 
validated with a case study of Web Services Security Architectures.   

Research on Security Architectures. Software Engineering covers the definition of 
processes, techniques and models suitable for its environment to guarantee quality of 
results. An important design artifact in any software development project is the Soft-
ware Architecture. Software Architectures important part is the set of architectural 
design rules. A primary goal of the architecture is to capture the architecture design 
decisions. An important part of these design decisions consists of architectural design 
rules. In a Model Driven Architecture (MDA) context, the design of the system archi-
tecture is captured in the models of the system. MDA is known to be layered ap-
proach for modeling the architectural design rules and uses design patterns to improve 
the quality of software system. And to include the security to the software system, 
security patterns are introduced that offer security at the architectural level. More 
over, agile software development methods are used to build secure systems.  There 
are different methods defined in agile development as eXtreme Programming (XP), 
scrum, Feature Driven Development (FDD), Test Driven Development (TDD), etc. 
Agile processing includes the phases as Agile Analysis, Agile Design, and Agile Test-
ing. These phases are defined in layers of MDA to provide security at the Modeling 
level which ensures that, “Security at the system architecture stage will improve the 
requirements for that system”. 

Research Problem Statement. Our research entitled “Designing Dependable Agile 
Layered Security Architecture Solutions” addresses the innovative idea of Security 
Engineering for Software Engineering using Agile Modeled Layered Security Archi-
tectures for Dependable Privacy Requirements with a validation of case study of Web 
Services Security Architectures. The key research questions addressed are: How a 
failure addresses a specific security service at a specific layer impact other (interde-
pendent) layers? Also how successful implementation of a security service had an 
affect on the rest of the system? [2] How can agile methods be used to generate effec-
tive security requirements? In what ways do these agile methods change the develop-
ment of security requirements? How is the outcome of emergent security development 
different from more traditional forms? [3] 
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Organization of Research Methodology. First, we introduce to secure software 
engineering, security architectures design and development, introduction and over-
view of research title, software security architecture using Model Driven Architecture, 
Agile Methods, Case study of Web Services Security Architectures are discussed so 
that the problem statement can be designed. Second, a detailed literature survey was 
conducted on Secure Software Engineering, Model Driven Architecture, Agile me-
thodology, Security Patterns for Agile Layered Security Architectures, UML 2.0, and 
Secure UML, Web Services Security Architectures, to find out basis for the thesis. 
Third, we design Agile Modeled Layered Security Architectures, with validations of 
case study for Web Services Security Architectures, with a initial case study valida-
tions using on simple secure Web Services Design using Agile Modeled Test Driven 
Development. Fourth, we design solutions using Agile Modeling for Layered Security 
Architectures with case study of Web 2.0 Services Security Architectures and its im-
plementations. Fifth, Dependability (regarding Privacy requirements) Agile Modeled 
Layered Security Architectures with a case study of Web Services Security architec-
tures are done, with implementation of a financial application for Secure Stock Mar-
ket using Web Services.  

2 Dependable Solutions Design by Agile Modeled Layered 
Security Architectures 

Software Architecture: An important design artifact in any software development 
project, with the possible exception of very small Projects, is the Software Architec-
ture. An important part of any architecture is the set of Architectural Design Rules. 
Architectural Design Rules are defined as the rules, specified by the architect(s) that 
need to be followed in the detailed design of the system. A primary role of the archi-
tecture is to capture the architectural design decisions. An important part of these 
design decisions consists of architectural design rules. 

Security: Security ensures that information is provided only to those users who are 
authorized to possess the information. Security generally includes the following: 

Identification: This assumes that system must check whether a user really is whom he 
or she claims to be. There are many techniques for identification and it is also called as 
authentication. The most widely used is “Username/Password” approach. More sophis-
ticated techniques based on biometrical data are like retinal fingerprint scan. 

Authorization: This means that the system should provide only the information that 
the user is authorized for, and prevent access to any other information. Authorization 
usually assumes defining “user access rights”, which are settings that define to which 
operations, data, or features of the system the user, does have access. 

Encryption: This transforms information so that unauthorized users (who inten-
tionally or accidentally come into its possession) cannot recognize it. 

Model Driven Architecture: Model-Driven Development (MDD) is a modeling 
approach. The basic premise of Model-Driven Development is to capture all  
important design information in a set of formal or semiformal models, which are kept 
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consistent automatically. To realize full benefits of MDD, formalize architecture de-
sign rules, which then allow automatic enforcement of architecture on the system 
model. There exist several approaches to MDD, such as OMG’s (Object Management 
Group) MDA (Model-Driven Architecture), Domain Specific Modeling (DSM), and 
Software factories fro Microsoft. Model-Driven Architecture prescribes that three 
models or sets of models shall be developed as: 

The Computationally Independent Model(s) (CIM) captures the requirements of 
the system. 

The Platform-Independent Model(s) (PIM) captures the systems functionality 
without considering any particular execution platform. 

The Platform-Specific Model(s) (PSM) combines the specifications in the PIM 
with the details that specify how the system uses a particular type of platform. The 
PSM is a transformation of the PIM using a mapping either on the type level or at the 
instance level. 

MDA does not directly address architectural design or how to represent the architec-
ture, but the architecture has to be captured in the PIM or in the mapping since the CIM 
captures the requirements and the PSM is generated from the PIM using the mapping. 

Agile Methods: Over the past few years, a new family of software engineering meth-
ods has started to gain acceptance amongst the software development   community. 
These   methods, collectively called Agile Methods, conform to the Agile Manifesto, 
which states “We are uncovering better ways of developing software by doing it and 
helping others does it. Through this work we have come to value: Individuals and  
interactions over processes and tools working software over comprehensive documen-
tation customer collaboration over contract negotiation responding to  change over 
following a plan That is, while there is value in the items on the right, we value the 
items on the left more.” The individual agile methods include Extreme Programming 
(XP), Scrum, Lean Software Development, Crystal Methodologies, Feature Driven 
Development (FDD), and Dynamic Systems Development Methodology (DSDM). 
While there are many differences between these methodologies, they are based on 
some common principles, such as short development iterations, minimal design up-
front,  emergent design and architecture, collective code ownership and ability for 
anyone to change any part of the code, direct communication and minimal or no   
documentation (the code is the documentation),  and gradual building of test cases. 
Some of these practices are in direct conflict with secure SDLC processes.  

Security Requirements: Agile information systems and software methods are char-
acterized by nimbleness to rapid changes, multiple incremental iterations and a fast 
development pace. Agile development is defined as a set of principles and practices 
that differs as a whole from traditional planned development. The major principles for 
agile information systems and software methods include:  

Accept multiple valid approaches: A stable architecture, a tool orientation and 
component based development combine to enable a “fluid view” of methodology and 
the value of tailoring the methodology for each development project. Improvisation in 
development approach will help match the methodology to the constraints of the  
project environment. Engage the customer: Close involvement of customers in the 
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project enables accurate and fast requirements elicitation, and the customers again 
immediate satisfaction as their ideas and requirements arise in each new release. 

Accommodate requirements change: Agility means that developers quickly and 
easily respond to the shifting requirements driven by the changing environment for 
which the software is intended. Build on successful experience: The “right” people 
are important for project success in order to foster innovation in software develop-
ment. Courage, specific knowledge, intelligence, and commitment are needed for 
agile development. Develop good teamwork: The right mix of people operating with 
the right process framework means that the right mix of knowledge and working style 
will be present in the project. Agile development teams must often come together 
quickly and be immediately effective. Agile practices include: 

Develop in parallel: Releases may be completely developed in parallel, or staged 
onto the market such that design, development, and quality assurance are all taking 
place simultaneously, but sequentially on different releases. Coding may even begin 
before the requirements are declared. Release more often: Releases are scoped to 
more frequently deliver small sets of new features and fixes. Constant re-prioritization 
of features enables responsiveness to changing requirements and enables features to 
easily slip from one release to the next. Depend on tools: Heavy use of development 
tools and environment that speed up the design and coding process offer much of the 
functionality that used to be custom built. Ideally, agile developers try to avoid wast-
ing time repetitively building features others have already developed. Implant cus-
tomers in the development environment: Fast and intimate access to customer views 
and opinions slashes time, and ensures the high-priority features are built first. When 
customers participate closely in all phases of development, cycle times shorten and 
teams can better chuck requirements into logical releases from customer views. 

Establish a stable architecture: This anchors a rapid development process that is 
never quite stable, yet each release has some similarity and components reuse. As-
semble and reuse components: Never unnecessarily build software from scratch when 
it can be assembled from existing components. It is quicker and equally effective to 
acquire, integrate, and assemble components with wrappers, including business logic 
software, interfaces and back-end infrastructure. 

Ignore maintenance: Building components for short life spans eliminates the need 
for documentation. Assembled software can be thrown away and reassembled with 
greater ease than maintaining complex and custom-build components. Tailor the 
methodology daily: Operating with an overall development framework, but allowing 
project teams to adjust the exact approach to the daily situation, enabled teams to 
meet intense demands for speed by skipping unnecessary tasks or phases. Use just 
enough process to be effective, and no more. 

Security requirements for Agile Security methods and Extant Security methods: 
Requirements for security methods that are targeted to be integrated into agile soft-
ware methods: The security approach must be adaptive to agile software development 
methods. They must be simple; they should not hinder to the development project. 
The security approach, in order to be integrated successfully with agile development 
methods, should offer concrete guidance and tools at all phases of development (i.e., 
from requirements capture to testing). 
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A successful security component should be able to adapt rapidly to ever changing 
requirements owing to a fast-paced business environment, including support for han-
dling several incremental iterations. 

Key Security Elements in Agile Software Development. The key security element 
stems from information security “meta-notation”, or notation for notations, and data-
base security. Apply these key security elements to a process aimed at developing 
secure software in an agile manner. This generic security process consists of these key 
security elements in different phases of software development (requirements analysis, 
design, implementation and testing). These steps are not necessarily sequential and in 
any case, every step is optional. 

Web Services Security Architectures Case Study. This case study is done with a 
research motivation for Secure Service Oriented Analysis and Design and Secure 
Service Modeling. ”Designing Dependable Web Services Security Architecture Solu-
tions” addresses the innovative idea of Web Services Security Engineering through 
(or using) Web Services Security Architectures with a research motivation of Secure 
Service Oriented Analysis and Design. It deals with Web Services Security Architec-
tures for Composition and Contract Design in general, with authentication and  
authorization (access control) in particular, using Agile Modeled Layered Security 
Architecture design, which eventually results in enhanced dependable privacy re-
quirements, Security Policies and Trust Negotiations. All the above findings are vali-
dated with appropriate case studies of Web 2.0 Services, BPEL for Role Based 
Access Control, a secure stock market financial application, and their extensions for 
spatial mobile application for cloud. All this research paves a way for Secure Web 
Engineering (or) Secure Web Science. Key research questions addressed here are: 
How can Agile Modeled Layered Security Architectures design be used for Web Ser-
vices Security Architectures with a motivation of Dependable Privacy requirements? 
How can we extend the above approach for Web 2.0 Services Security Architectures? 
How can we validate this approach for Spatial Mobile Web Services Security Archi-
tectures for Cloud case study? 

Further Extension of this Research Work. Mining approach for Business Intelli-
gence to improve insights of Web Engineering applications deals with an innovative 
idea of Mining for Web Engineering with a case study of Business Intelligence Web 
application. Next generation Business Intelligence web application development uses 
integrated technologies like Web 2.0, Agile Modeling, and Service-orientation (using 
Web Services). We initially validated the Web 2.0 Services and Agile Modeling, for 
insights of Web application security in terms of authentication and authorization for 
Web Engineering. Applying Mining strategies to Web Services will provide valuable 
insights in terms of Service discovery, Service dependency, Service composition etc. 
This approach provides insights of Web application security for Web Engineering. 
These insights are important in maintenance of these developed applications and also 
in their scalability purposes. We validate our approach with a suitable exemplar Se-
cure Web Services for Stock Market application. 
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3 Implementations and Validations   

The section discusses about Implementations and Validations on Web Services Secu-
rity Architectures Case Study.  

SERVICE-ORIENTED computing (SOC) is an emerging paradigm for designing 
distributed applications. SOC applications are obtained by suitably composing and 
coordinating (that is, orchestrating) available services. Services are stand-alone com-
putational units distributed over a network and are made available through standard 
interaction mechanisms. Composition of services may require peculiar mechanisms to 
handle complex interaction patterns (for example, to implement transactions) while 
enforcing nonfunctional requirements on the system behavior, for example, security, 
availability, performance, transactional, quality of service, etc. From a methodologi-
cal perspective, Software Engineering should facilitate the shift from traditional ap-
proaches to the emerging service-oriented solutions. Along these lines, one of the 
goals of this paper is to strengthen the adoption of formal techniques for modeling, 
designing, and verifying SOC applications. In particular, we propose a SOC modeling 
framework supporting history-based security and call by contract. 

The execution of a program may involve accessing security-critical resources and 
these actions are logged into histories. The security mechanism may inspect these 
histories and forbid those executions that would violate the prescribed policies. Ser-
vice composition heavily depends on which information about a service is made pub-
lic, on how those services that match the user’s requirements can be chosen, and on 
their actual runtime behavior. Security makes service composition even harder. Ser-
vices may be offered by different providers which only partially trust each other. On 
the one hand, providers have to guarantee that the delivered service respects a given 
security policy in any interaction with the operational environment, regardless of who 
actually called the service. On the other hand, clients may want to protect their sensi-
tive data from the services invoked. 

Our methodology for designing and composing services is to create new services, 
and to sell it by a package base through a secured media. In particular, we are con-
cerned with Safety properties of service behavior. Services can enforce security poli-
cies locally and can invoke other services that respect given security contracts. This 
call-by-contract mechanism offers a significant set of opportunities, each driving se-
cure ways to compose services. We discuss how we can correctly plan service com-
positions in several relevant classes of services and security properties. With this aim, 
we propose a graphical modeling framework in this project. Our formalism features 
dynamic and static semantics, thus allowing for formal reasoning about systems. Stat-
ic analysis and model checking techniques provide the designer with useful informa-
tion to assess and fix possible vulnerabilities. 

Several approaches have been developed to support the verification of service-
oriented systems. For example, dynamic bisimulation-based techniques have been 
adopted to analyze the consistency between orchestration and choreography of servic-
es whereas state-space analysis has been exploited to check the correctness of service 
orchestration. Our approach allows for synthesizing and checking the correctness of 
the orchestration statically. 



Dependable Solutions Design by Agile Modeled Layered Security Architectures          517 

 

In proposed system, we introduced a UML-like graphical language for designing 
and verifying the security policies of service oriented applications. Another feature 
offered by our framework is that of mapping high-level service descriptions into more 
concrete programs. This can be done with the help of simple model transformation 
tools. Such model-driven transformation would require very little user intervention. 
Here one new framework is introduced called Service Component Architecture 
(SCA). This framework aims at simplifying implementations by allowing designers to 
focus only on the business logic while complying with existing standards. Our ap-
proach complements the SCA view, providing a full-fledged mathematical framework 
for designing and verifying properties of service assemblies. It would be interesting to 
develop a (model-transformation) mapping from our formal framework to SCA. Refer 
to Figure 1 which provides class diagram for Web Services Design Application. 

 

Login.

user_name
password

login()

Service

s_name
s_id
s_provider
s_package

User.

serviceName
servicePackage

service()
encr_service()

Admin.

serviceName
serviceId
serviceProvider

Service_creat()
service_Edit()

 

Fig. 1. Class Diagram for Web Services Application Design 

Role Based Access Control for Web Services Security Policies 
In the computerized world all the data are saved on electronically. It also contains 
more sensitive data. In computer systems security, role-based access control is an 
approach to restricting system access to authorized users. It is a newer alternative 
approach to mandatory access control and discretionary access control. Security criti-
cal business processes are mapped to their digital governments. It needs different 
security requirements, such as healthcare industry, digital government, and financial 
service institute. So the authorization and authentication play a vital role. Authoriza-
tion constraints help the policy architect design and express higher level organization-
al rules. Access is the ability to do something with a computer resource (e.g., use, 
change, or view). Access control is the means by which the ability is explicitly 
enabled or restricted in some way (usually through physical and system-based con-
trols). Computer- based access controls can prescribe not only who or what process 
may have access to a specific system resource, but also the type of access that is per-
mitted. These controls may be implemented in the computer system or in external 
devices. Refer to Figure 2 and Figure 3which provides respectively class diagram and 
sequence diagram and execution screen shot for Role-based access control for Web 
Services policies. 
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Fig. 2. Class Diagram for RBAC Web Services Security Policies 

Admin Edit Information User Job Processing

Create User

Assign Role

Admin Job

Job

 

Fig. 3. Sequence Diagram for RBAC Web Services Security policies  

4 Conclusions  

This paper had discussed about Research Methodology on Designing Dependable 
Agile Layered Security Architecture Solutions – Web Services Case Study. In this 
research the major part is given to model architectural design rules using Model 
Driven Architecture (MDA) so that architects and the developers are responsible to 
automatic enforcement on the detailed design and easy to understand and use by 
both of them. This MDA approach is implemented in use of agile strategy in three 
different phases covering three different layers to provide security to the system. 
With this procedure a conclusion has been given that with the system security the 
requirements for that system are improved. This research summarizes that security 
is essential for every system at initial stage and upon introduction of security at 
middle stage must lead to the change in the system i.e. an improvement to system 
requirements. 
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Abstract. Public key cryptography is based on some mathematically hard prob-
lems, such as Integer Factorization and Discrete Logarithm problems. The RSA 
is based on Integer factorization problem. Number Field Sieve is one of the 
popular algorithms to solve these two problems.  Block Lanczos algorithm is 
used in the linear algebra stage of Number Filed Sieve method for Integer Fac-
torization. The algorithm solves the system of equations Bx=0 for finding null 
spaces in the matrix B. The major problems encountered in implementing Block 
Lanczos are storing the entire sieve matrix and solving the matrix efficiently in 
reduced time. Implementations of Block Lanczos algorithm have already been 
carried out using distributed systems. In the current study, the implementation 
of Block Lanczos Algorithm has been carried out on GPUs using CUDA C as 
programming language. The focus of the present work has been to design a 
model to make use of the high computing power of the GPUs. The input ma-
trices are very large and highly sparse and so stored using coordinate format. 
The GPU on-chip memories have been used to reduce the computation time. 
The experimental results were obtained for the following problems; RSA100, 
RSA110, RSA120. From the results it can be concluded that a distributed model 
over GPUs can be used to reduce the iteration times for Block Lanczos. 

Keywords: Public Key cryptography, RSA, Block Lanczos, GPUs.  

1 Introduction 

Public key cryptography is based on some mathematically hard problems. The  
popular RSA is based on integer factorization and the counterparts ElGamal and Dif-
fie-Hellman are based on discrete logarithm problem. In number theory, integer facto-
rization problem is to factor the given composite number into its factors. The problem 
is found to be hard when the factors are big primes. The best known method to solve 
the above problem is Number Field Sieve.  

The Number Field Sieve consists of two steps, such as sieving and solving. The 
sieving phase generates a large and sparse matrix called as sieve matrix. The solving 
phase, first reduces the large size matrix into small and still sparse matrix and later 
solves the linear system of equations.  

                                                           
∗Corresponding author. 
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The solving phase is the main bottle-neck in the overall process. In the literature, 
many algorithms are reported. The method proposed by Lanczos is widely known and 
attempted method, since it needs less memory and easily adoptable for large and 
sparse matrices.  

Block Lanczos algorithm which is a modified version of Lanczos algorithm used in 
the linear algebra stage of Number Field Sieve (NFS) is proposed in [1]. This algo-
rithm is one of the ideal candidates for parallelization. The algorithm uses subspaces 
instead of vectors for solving the sparse matrix generated in sieving stage, for finding 
null spaces. The subspaces are represented using matrices. The parallel implementa-
tion of Block Lanczos using Mondriaan partitioning for sparse matrices is discussed 
in [2]. In this he discussed about the global-local indexing mechanism, vector parti-
tioning, sparse matrix partitioning, sparse matrix-vector multiplication, AXPY opera-
tions and dense vector inner product computation. Coppersmith et.el., discussed how 
Block Lanczos is much competitive than Gaussian Elimination for solving linear sys-
tem of equations [4]. The paper also discusses that the block operations performed in 
Block Lanczos reduces the 32 matrix-vector operations to one. Nathan Bell et. el., 
reported the different format of representation for sparse matrix to store and perform 
matrix operations on them efficiently [6]. The different formats given by the author 
are DIA, ELL, CSR, COO, hybrid format. The use of COO format shows very little 
variance in efficiency over different data and applications. They also discussed about 
how matrix operations can be performed efficiently on different matrix formats that 
have been discussed in  their previous work [7]. 

In the present study Block Lanczos is implemented on GPUs. The GPUs have larg-
er number of cores on a chip when compared to CPUs. Also the Arithmetic Logical 
Units (ALUs) in case of GPUs are much more than in CPUs. Many-coreprocessors, 
especially the GPUs, have high floating-point performance. As discussed in [4], 
Block Lanczos algorithm is one of the ideal candidates for parallelization. Also from 
[6] and [7] it can be inferred that the sparse matrix operations of Block Lanczos can 
be performed efficiently on GPUs using CUDA. These ideas provided the motivation 
for implementing the Block Lanczos algorithm on GPUs using CUDA C. 

1.1 Integer Factorization 

There are different methods for Integer Factorization like continued fraction method, 
quadratic sieve, and number field sieve. Integer factorization algorithms require several 
nonzero vectors x belonging to Galoise field (GF(2)n ) such that a system of equations 
Bx= 0 is obtained, where B is a given m×n matrix over the field GF(2). This matrix B is 
called sieve matrix and is usually very large and highly sparse with m < n. Suppose, an 

integer M is to be factored, the quadratic sieve method finds congruence’s between  

and product of pi raised to some exponents bij, modulus M. Here pi are primes or -1 and 
the bij are exponents, which are mostly zeroes. The quadratic sieve method then tries to 
find S Є{ 1, 2, - - ,n } such that both sides of the congruence. ∏ ∈ ∏ ∏∈  (mod M)                   (1) 
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are perfect squares. The left hand side product is automatically a square, but the right 
hand side product is a square only if all exponents are even, i.e., if∏jЄS  bij≡ 0 (mod 
2) for 1 ≤ i ≤  m. This is equivalent to the system of equations Bx≡ 0(mod 2), where B 
= (bij), and x= (xj), and where xj= 1 if j ∈ S and xi= 0 if j ∈ S.  

The matrix B that arises in the sieving stage of factoring has a specific structure. 
This matrix is extremely sparse, with around 60-80 non-zero entries per row. It is 
divided into dense block and sparse block.  The dense parts in columns correspond to 
smaller primes and very sparse parts in columns correspond to larger primes. The best 
way to solve the matrix is the combination of Structured Gaussian elimination with 
Lanczos or Wiedemann. The Structured Gaussian elimination algorithm is applied 
first to reduce the large matrix to a comparatively smaller matrix which is still sparse. 
This step is called filtering. After getting the filtered matrix, the Block Lanczos or 
Wiedemann iterations can be applied efficiently on a smaller matrix. 

Wiedemann is found to be slower compared to Lanczos and hence,  Block Lanczos 
algorithm is chosen as the best method for finding the required linear dependencies 
[5, 8, 9, 13]. 

1.2 Block Lanczos 

The Lanczos method is used for solving linear equations Ax=b for finding eigenvec-
tors. But the algorithm fails in GF(2) due to the self orthogonality property of the 
binary vectors. To eliminate this problem, a set of vectors(representing subspaces) 
instead of a single vector were used. Each subspace is represented by a matrix. The 
matrix-vector products in Lanczos are replaced by matrix-matrix products in GF(2n). 
The matrix A can be applied to N (generally 32 or 64) different vectors in GF(2n) at 
once using bitwise operators. This modification is called Block Lanczos. 

The Block Lanczos method, which is a variation of the Lanczos  procedure uses 
block versions of the three-term recursions. As a general thrust, block algorithms 
substitute matrix block multiplies and block solvers for matrix-vector products and 
simple solvers in unblocked algorithms. In other words, higher level block arithmetic 
operations are used in the inner loop of the block algorithms. This decreases the I/O 
costs essentially by a factor of the block size. In addition, the block algorithms are 
generally more robust and efficient for matrices with multiple or closely clustered 
eigen values.  

Suppose A is a symmetric n × n matrix over the field GF(2). The Block Lanczos 

algorithm produces a sequence of subspaces  of GF (2n) which are pair 
wise A−orthogonal. The properties of vectors wi in the Lanczos algorithm ensures the 
finding of a solution vector. These properties were generalized to a A-orthogonal 
subspaces Wi to ensure a solution in the modified sequence of iterations. 

The condition 0 in Lanczos is replaced by a requirement that no non-
zero vector in Wi be A−orthogonal to all of Wi. The subspace W satisfying this prop-
erty is said to be A− invertible.(A subspace W Є Kn is said to be A-invertible if it has 
a basis W of column vectors such that WTAW is invertible). It will have a basis W of 
column vectors such that WTAW is invertible. 
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The property of being A-invertible is independent of the choice of basis, since any 
two bases for W are related by an invertible transformation. If W is A-invertible, then 
any u ∈Kn can be uniquely written as v + w where w ∈ W and WAv = (0). The gene-

ralization to subspaces can be given as,Wi is A-invertible , WTAW 0  for i ≠j , 

and AW C W, where W=W0+W1+...+Wm-1 . 
Assuming the above statement, given b ∈ W, an x ∈ W can be constructed such 

that AX = b. Let x = ∑wj , where wj∈Wj is chosen so that Awj - b is orthogonal to all 
of Wj. If the columns of Wj form a basis for Wj, then x can be given as ∑                                     

(2)
 

Now fix N > 0. At certain step i, an n x N matrix Vis generated, which is A-
orthogonal to all earlier Wj. The initial V0 is taken to be arbitrary. Wi is selected using 
as many columns of Vi as can be possible, subject to the requirement that Wi be A-
invertible. The Lanczos iterations are replaced by    

Wi=ViSi,                                                               (3) V AW S V ∑ W C ,     (i ≥ 0)                            (4) 

wi = <Wi>                                                 (5) 

Iterations are stopped when VTAV 0. suppose this occurs for i = m. In the above 

equation Si is an N x Ni projection matrix which has been chosen so that WTAW  is 
invertible while making Ni≤N as large as possible. The matrix Si should be zero ex-
cept for exactly one 1 per column and at most one 1 per row. These ensure that STS IN  and that S ST is a sub matrix of IN reflecting the vectors selected from 

Vi. The equation Vi+l tries to generalize while ensuring that WjAVi+1= {0} for j ≤i, if 
the earlier Wj exhibits the desired property of A-orthogonality. Then the following 
expression can be used ,                       

(6)
 

The terms Vi -WiCi+l,i select all the columns of Vi not used in Wi; those columns are 
known to be A-orthogonal to W0 through Wi-1, and the choice of Ci+l,i adjusts them so 
they are A-orthogonal to W, as well. Without the Vi term, rank (Vi+l) would be 

bounded by rank(AWiST) ≤ rank(Vi), and would soon drop to zero. After further 
simplification, 

                (7) 
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2 Review of Basic Operations Involved in Block Lanczos 
Algorithm 

2.1 Block Lanczos Algorithm 

The Block Lanczos algorithm is used to solve the linear system of equations Bx=0 for 
finding the null spaces in matrix B. This is achieved by decomposing GF(2)n into 
several subspaces of dimension almost N which are pair wise orthogonal with respect 
to the symmetric n x n matrix A = BT B. In each of the iteration the matrices Band 
BTare applied to an n xN matrix and then a few supplementary operations are per-
formed [12]. 

The pseudo-code for the algorithm is given as Algorithm 1. 

Algorithm 1: Block Lanczos 

Input:Matrices B of size n1 × n2 and Y of size n2 × N 

Output:The matrices X and Vm 

1: Initialization: X = 0 2: V0 = AY = BT * (BY ) 

3: C  = VTAV  = VT(BTB)V0 = (BV0)
T *BV0 4: Compute AV0 = BT *(BV0) 

5: i = 0 

6: while C ≠0 do 

7: compute VTA V  = (AV )T * (AV )  

8: [W  , SST ] = Inverse (VTAV , SST ,N) 

9: X = X + Vi * (W  * (VT * V )) 10: Z  = (VTA V ) * (SST) + C  

11: D IN W  (Z ) 12: E W  (C  * SST) 

13: F W  (IN − C  +W )(Z ) SST 

14: V AV S ST V D V E V F  

15: compute BV   

16: C = VT AV   = (BV )T * (BV ) and AV  = BT * BV  

17: i = i + 1 

18: end while 

19: Return X and Vm 
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The experimental results are carried out on a machine with following characteristics:- 
A system with following configurations 

• Intel i7 740QM processor 

• 4GB DDR3 RAM 

• NVIDIA Ge Force 330M GPU (1 GB) 

• Another system for debugging using SSH portal. 

Software Requirements 

• Operating System: Ubuntu 10.10 
• NVIDIA Developer Driver for Linux (260.19.26) 
• CUDA 3.2 Toolkit 
• SSH server on system with GPU and SSH client on another system 

 

3 Implementation 

3.1 Distribution of Data 

The typical matrices for which the Block Lanczos algorithm is applied are very large 
and mostly sparse. Taking advantage of the latter, the matrix can be stored in a way 
that is much more clever than just explicitly storing every entry in the matrix. Storing 
each entry is already infeasible for a matrix with n of size 500,000, since that would 
need about 32 GB of RAM to store it. Note that this requirement is much too large to 
be fulfilled by the RAM of today’s typical machine. Also the typical n may be two to 
twenty times larger than this, increasing the RAM requirement substantially.  

The matrix corresponding to the system of equations that is generated from the 
number field sieve follows a very predictable pattern. The matrix that is obtained 
from sieving stage is stored by collections of columns, each collection may form a 
dense block or a sparse block. The number field sieve (much like the quadratic sieve) 
uses three factor bases (rational, algebraic, and quadratic characters) in sieving as part 
of the process of factoring a large number. Dense rows of the matrix correspond to the 
smaller primes, and sparse rows correspond to larger primes. These first few rows are 
called dense since they have relatively higher non-zero entries. Once sparsity of the 
matrix increases, it is more worthwhile to store the locations of these entries rather 
than storing all the particular entries.  

The sizes of the sieve matrices are too huge. Hence sometimes it may not be possi-
ble to store the entire matrix on a single device. Hence the need to keep the matrix on 
several devices is arising. So storing the matrix on many number of devices and deal-
ing with them efficiently is necessary. Distributing the matrix uniformly over the 
devices is necessary so as to distribute the computation load uniformly. 

Therefore the matrix B is stored in co-ordinate form with each entry giving the in-
dices of row and column to which then on-zero element belong. The use of coordinate 
format greatly reduces the memory requirements, which is directly proportionate to 
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number of non-zero entries in the matrix. Also an advantage of storing the matrix in 
coordinate format was that no extra memory was used to store the transpose of memo-
ry. Only a slight change in the logic for multiplication of transpose of matrix was 
required. The matrix is being stored in global memory on GPU because this matrix is 
used in all the iterations twice.  The matrix is also divided into strips of size which 
depends on shared memory restrictions of GPU. The strip size of the matrix depends 
on the shared memory because the output of the multiplication of the matrix with 
column vector is being stored in shared memory which greatly reduces the write 
access time costs. The offsets of these strips have also been stored in global memory 
on GPU. These offsets are used in relation to transpose of matrix B. The dense part of 
matrix is stored as an array of bit strings. The data distribution can be found in [3]. 
Programming massively parallel processors is reported in [10] and the GPU pro-
gramming is illustrated in [11] 

3.2 Basic Functions Implemented Using CUDA C on GPUs 

The following are some of the main operations to be computed to carry out the block 
lanczos algorithm.  

 
Random Vector Y, Computation of V0, Computation of Ci, Computation of Vi-

TA2Vi and Computation of Vi+1 

3.2.1 The List of Functions Written in CUDA C 
The algorithm is implemented in CUDA C. The implementation consists of different 
functions on device based on operations that are to be performed in the algorithm. The 
word-size N is 32 bits. A brief description of functions is given below: 

rand_gen( ) This function randomly generates vector Y of size of n x N which is 
represented as n words. To increase the randomness of the data used Y is divided into 
3 blocks and each block uses a different seed. 

strip_mul ( ) This function performs the operation in1 for a block of matrix B of size 
m x n with column vector Y of size n words on the device. The output of this function 
is a partial matrix product that is passed to the reduce() function to get final product. 

reduce( ) This function takes the partial products and performs the XOR operation on 
them to get the final result. 

productBY( ) This function performs the multiplication of matrix B (size m x n) with 
vector Y (size n x N) by calling the function strip_mul( )for each strip in B. It also 
makes use of pthreads and parallely reduces the outputs of strip_mul( ) for the pre-
vious strip. The same function is used for calculating product BV (size m x N) during 
each iteration of the algorithm. 

dense_mul( ) This function computes the product of the dense block of matrix B and 
vector Y which is later on combined with product of sparse block of B with Y. 
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strip_trans_mul( ) This function performs the operation in2 for block of matrix B of 
size m x n with vector V of size n words. The output of this function is a partial ma-
trix product that is passed to the reduce( ) function to get final product.  

productV( ) This function performs the multiplication of matrix BT with vector V by 
calling the function strip_trans_mul( ) for each strip. The same functionis used for 
calculating the product AV during each iteration of the algorithm. 

dev_trans_dense_mul( ) This function computes the product of the dense block of 
matrix BT(size m × n) and vector Y (sizen × N) which is later on combined with 
product of sparse block of BT with Y. 

device_mul_NnnN( ) This function performs operation op2 for matrix AV and its 
transpose. 

dev_mul_nNNN( ) This function performs operation op1. 

mul_NNNN( ) This function performs the operation op3. 

inverse( ) This function implements the algorithm given in algorithm 4 to compute 
Wi

inv,  SSi
T 

The inputs were generated using msieve 1.48 which is developed for factoring 
RSA numbers. Msieve is implemented on pthreads and MPI that make use of multi-
core architecture of CPUs. These matrices that were obtained from Msieve were in 
column-major order format for the sparse part and in bit string representation for the 
dense part of the sparse matrix. These matrices were later on reordered to suit the 
implementation model that was followed in the current work. Block Lanczos was 
carried out for three different matrices that are obtained in three different RSA num-
bers. Details of which are tabulated in following table. 

Table 1. Input matrices dimensions. 

Input Matrix Number of rows Number of columns 
RSA100 186821 186999 
RSA110 346763 346940 
RSA120 736255 736431 

 
The operations were carried out by varying the number of blocks in the grid and al-

so number of threads in each block. The results obtained were as follows: 

Table 2. Experimental results obtained by varying the number of blocks keeping the number of 
threads constant 

Input Matrix Number of Blocks (Number of threads=512) 
8 16 32 64 128 

RSA100 1922 1924 1866 1855 1941 
RSA110 3303 3213 3129 3102 3271 
RSA120 6053 5994 5865 5847 6175 
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These results are single iteration times in milliseconds. 

Table 3. Results obtained on varying the number of threads keeping the number of blocks 
constant 

Input Matrix Number of threads (Number of blocks=64) 
64 128 256 512 

RSA 100 2077 1996 2007 1855 

These results are also single iteration times in milliseconds. 
It can be seen that by varying the number of blocks and threads in all the three cas-

es best results are obtained by keeping number of blocks as 64. Also, the number of 
threads to get the least time possible for this implementation is 512. 

From the results above, it can be concluded that the single iteration times increase 
by a factor of less than 2 for each increase of 10 digits in the RSA number factored. 
Also it was found that the optimum time was reached when the program was executed 
using 64 blocks each of 512 threads. In this way it was found that by focusing on the 
architecture of device an efficient implementation of Block Lanczos algorithm on 
GPUs can be carried out. 
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Abstract. Lattice reduction is a powerful concept for solving diverse problems 
involving point lattices. Lattice reduction has been successfully utilizing in 
Number Theory, Linear algebra and Cryptology. Not only the existence of lat-
tice based cryptosystems of hard in nature, but also has vulnerabilities by lattice 
reduction techniques. In this survey paper, we are focusing on point lattices and 
then describing an introduction to the theoretical and practical aspects of lattice 
reduction. Finally, we describe  the applications of lattice reduction in cryptana-
lysis like subset sum problem of low density, modular equations, Attacking 
RSA with small e by knowing parts of the message and Diophantine  
Approximation using LLL algorithm. 

Keywords: attices, Lattice Reduction, RSA, Coppersmith, Subset Sum,  
Simultaneous Diophantine, Merkle-Hellman.  

1 Introduction 

Lattices are periodic arrangements of discrete points. Apart from their wide-spread 
use in pure mathematics, lattices have found applications in numerous other fields as 
diverse as cryptography/cryptanalysis, the geometry of numbers, factorization of in-
teger polynomials, subset sum and knapsack problems, integer relations and Diophan-
tine approximations, coding theory. In this paper, we survey the main tools which can 
be used to  the verify vulnerabilities of different cryptosystems. 

Lattice reduction is concerned with finding improved representations of a given lat-
tice using algorithms like LLL (Lenstra, Lenstra, Lov´asz) reduction .There are some 
versions for lattice reduction, but people are using the LLL algorithm for theoretical and 
practical purposes.  It is a polynomial time algorithm and the vectors are nearly ortho-
gonal. In section II, we briefly discuss the complexity issues of LLL algorithm and its 
properties. In section III, we discuss the subset sum problem and how lattice reduction 
has been used to get a solution in some instances. This technique, in turn can be applied 
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to break knapsack cryptosystems like Merkle-Hellman knapsack cryptosystem. In  
section IV, we discuss Univaraite polynomial congruence problem and how lattice re-
duction was used to get a solution. This technique, in turn can be applied to check vul-
nerabilities of RSA cryptosystem. In section V, we discuss simultaneous Diophantine 
approximation problem and vulnerabilities of knapsack cryptosystem. 

2 Terminology  

2.1 Lattices  

A lattice is a discrete subgroup of . Equivalently, given  linearly  
independent vectors  ,  ,  , … , , ∈ , the set , , , ,  ∑ | ∈ , is a lattice. The are called basis vectors of  and , , ,  is called a lattice basis for . Thus, the lattice generated by a basis  
is the set of all integer linear combinations of the basis vectors in  . The determinant 
of a lattice, denoted by  is the square root of the gramian 
nant , , , which is independent of particular choice of basis. A general 
treatment of this topic see [1]. 

2.2 Lattice Reduction 

Lattice reduction techniques have a long tradition in mathematics in the field of num-
ber theory. The goal of lattice basis reduction is to find, for a given lattice, a basis 
matrix with favorable properties. Usually, such a basis consists of vectors that are 
short and therefore this basis is called reduced. Unless stated otherwise, the term 
“short” is to be interpreted in the usual Euclidean sense. There are several definitions 
of lattice reduction with corresponding reduction criteria, such as Minkowski reduc-
tion, Hermite-Korkine-Zolotareff reduction, Gauss reduction, Lenstra-Lenstra-
Lov´asz (LLL) reduction, Seysen reduction. The corresponding lattice reduction  
algorithms yield reduced bases with shorter basis vectors and improved orthogonality; 
they provide a tradeoff between the quality of the reduced basis and the computational 
effort required for finding it. Here we consider the LLL reduced, because there is a 
polynomial time algorithm exists and vectors are  near orthogonal and the first vector 
solves the   approximate SVP problem. For good survey on lattice reduction  
algorithms refers [4]. 

2.3 LLL Reduced 

The following LLL reduced version given by Lenstra, Lenstra, Lovasz[1],[2],[3]. 

LLL reduced: A basis , , , ,  of a lattice  is said to be Lovasz-reduced or 
LLL-reduced if 

,   for 1  
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, | |  for 1 .  where the  and ,  are defined by the 

Gram-Schimdt orthogonalization process acting on the . Above in place of   ¾ one 

can replace any quantity 1. 
2.4 LLL Algorithm 

The Lenstra –Lenstra -Lov´asz (LLL) algorithm [1][2][3]  is an iterative algorithm 
that transforms a given lattice basis into an LLL-reduced one. Since the definition of 
LLL-reduced uses Gram-Schmidt process, the LLL algorithm performs the Gram-
Schimdt method as subroutine.  

 
LLL Algorithm with Euclidean norm 

 
Input: , , , , ∈  
Output: LLL reduced basis , , , ,  
1: Compute the Gram-Schimdt basis , , ,  and coefficients ,  for 1 . 
2: Compute ,  for 1  
3:  k=2 
4: while  do 
5:   for 1 downto 1 do 
6:      let ,  and set  

7:      update the values ,  for 1  and  
8:   end for 

9: if , )  then 

10:    1 
11:          else 
12:      Swap  with  
13:              Update the values , , , , ,  and ,   for 1  and                            ,  and ,  for    .      
14:     min 2, 1  
15:         end if 
16:  end while 

 
Let , , , ,  be an LLL reduced basis of a lattice  and , , , be it s 

Gram-Schimdt orthogonalization. Then | | 2  for every ∈  and 0. It can 
be proven that the LLL algorithm terminates a finite number of iterations. Let  be a lattice with basis , , , , , and ∈ , 2 be such that  √  for 1,2, , .  Then the number of arithmetic operations needed for the 
algorithm log ) on integers of size log  bits. 
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3 Solving Subset Sum Problem of Low Density 

Let ,  ,  , … ,  be distinct positive integers. The subset sum problem is, given 
an integer s obtained as a sum of elements , to find ∈ 0,1  for 1,2,  such 
that ∑ . The density of S is defined to be  | . The subset sum 

problem is -complete. 

3.1 LLL Algorithm Solution  

Using LLL algorithm one can find a particular short vector in a lattice[4]. Since the 
reduced basis produced by LLL algorithm includes a vector of length which is guar-

anteed to be within a factor of 2  of the shortest non-zero vector of the lattice. In 
practice, however, the LLL algorithm usually finds a vector which is much shorter 
than what is guaranteed. So the LLL algorithm can be expected to find the short vec-
tor which yields a solution to the subset sum problem provided that this vector is 
shorter than most of the non zero vectors in the lattice. 

3.2 Justification 

Consider the matrix 1 2  matrix 

2 0 00 2 00 0 2 0 00 00 00 0 00 0 0 2 01 1
 

Let  the rows of the matrix B be  ,  ,  , … ,  ,  and L be the lattice gener-
ated by these vectors. If  ,  ,  , … ,  is a solution to the subset sum problem, 
then we have 

  

=(      … - ) 

   (2  1, 2  1, .  .  . , 2 1, .  .   . , 1  

Since (  ,  ,  , … , ) is a solution and each  1  is either 0 or 1, we 

have ∈ 1,1  and 0.  Since .    .   . , the 
vector y is a vector of short length in L.  If the density of the knapsack set is small, i.e 
the  are large, then most vectors in L will have relatively large lengths, and hence y 
may be unique shortest non zero vector in L. If this is indeed the case then there is a 
good possibility of the algorithm finding a basis which includes this vector. Above 
algorithm is not guaranteed to succeed. Assuming that the LLL algorithm always 
produces a basis which includes the shortest non zero lattice vector, then algorithm 
succeeds with high probability if the density of the knapsack set is less than 0.9408. 
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3.3 Application  

This is most powerful general attack known on knapsack encryption schemes[5]. It is 
typically successful if the density of the knapsack set is less than 0.9408. This is sig-
nificant because the density of a Merkle-Hellman knapsack[6] set much be less than 
1, since otherwise there will  be many subsets of the knapsack set with the same sum, 
in which case some cipher texts will not be uniquely decipherable.  

4 Solving Modular Equations 

It is easy to compute the integer roots of a polynomial in a single variable over the 
integers. But the related problem of solving modular equations can be hard. We have 
different tools to solve 0. But one cannot solve 0   efficiently. 
The solution for the above equation was proposed by Coppersmith in the year 
1997[7]. Here we present simple version of Howgrave-Graham[8]. 

Let  be an integer and  ∈   be a monic polynomial of degree . Set 

 for some 0.  Then given , , one can efficiently find all integers | |  satisfying 0   using the LLL algorithm.  This fact claims 
the existence of an algorithm which can efficiently find all roots of  modulo  that 

are less than . As  gets smaller, the algorithm’s runtime decreases. This theo-
rem’s strength is the ability to find out all small roots of polynomials modulo a com-
posite N. The idea is simply reducing the root finding problem in modular equations 
to the case of root finding equations over the integers. Thus one has to construct from 
the polynomial  with the root  modulo  a polynomial of  which has 
the same root  by applying standard root finding algorithms to .  But how can 
be transform  into ?. This transform is exactly the core of the Coppers-
mith’s method. He defines the matrix which has the elements of the form ,

 for 1,  and some choice of  and it has a root  . Then 
every integer linear combination ∑ , ,   , ∈,  of polynomials in G 
also has the root    . Our goal is to find among these linear combinations 
one which has the root  not just modulo  but also over the integers. For this one 
can choose coefficients of  satisfies the relation . This is where the 
lattice reduction algorithm such as LLL comes into the picture. The first vector of a 
reduced basis satisfies the above inequality.  

4.1 Application 1: Attacking RSA with Small e by Knowing Parts of the 
Message 

Suppose that  for some known part  of the message and some unknown 

part . Now one can recover  from above scenario. This situation occurs in 
the case of stereotyped messages. Let ,  be a public key in RSA public key crypto 
system[7]. Furthermore, let   be an RSA encrypted message  
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with known M and unknown ,where | | . Then one can find  in time poly-
nomial in log  and . The above fact is direct application of Coppersmith’s method. 

4.2 Application 2: Repeated Message and Short Pad Attack 

Consider the situation when Bob sends two messages to Alice that only differ by a 
small amount. Also assume that sender is using a public exponent 3. In this case   and   . One can eliminate the M from above 
two equations by using resultants, and is left with the equation 33 7 0  , so one may discover the padding as 

long as | | . It is not obvious that recovering M from the knowledge of x, but 
this is true due to clever trick of Franklin and Reiter[9]. 

5 Simultaneous Diophantine Approximation 

Simultaneous Diophantine approximation is concerned with approximating a 

tor , , ,  of rational numbers by a vector of , , ,  of rational num-

bers with a smaller denominator . Algorithms for finding simultaneous Diophantine 
approximation have been used to break some knapsack public key cryptosystems. The 

vector , , ,  of rational numbers is said to be a simultaneous Diophantine 

approximation of -quality to the vector , , ,  of rational numbers if  

and   for 1,2, ,n. One can reduce the problem of finding a -

quality simultaneous Diophantine approximation to the problem of finding a short 
vector in a lattice [2]. The latter problem can be solved using LLL algorithm. Consid-
er the (n+1) dimensional matrix ,  as   

=    and 1 , 

                                              =0 if i  and , 
       =- if 1 and j 1, 

                       =1 if 1and j= 1 where . 
5.1 Justification 

Apply LLL algorithm to above matrix  and let the rows of the matrix  be denoted by , , , , . Suppose that  , , ,  has a quality approximation , , , .  The vector =, , , , is in L and has length less than approx-
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imately √ 1 . Thus  is short compared to the original basis vectors, which are of 

length roughly . Also, if , , , ,  is a vector in L of length less 

than , then the vector , , ,  defined as above is a  quality approximation.  

5.2 Application  

Given the public knapsack set, this technique finds a pair of integers ′, ′ such that 
′

′ is close to  where  and  are part  of the private key of the Merkle-Hellman 

Cryptosystem  and   and such that the integers ′ ′  , 1
 form a super increasing sequence. This sequence can then used by an adversary 

to decrypt messages [2].  

6 Conclusions 

In this survey paper, we have discussed some Cryptographic attacks using some tricky 
lattice techniques. First one, we solved subset sum problem of low density. Then we 
observe vulnerabilities of Merkle-Hellman knapsack cryptosystem which is based on 
subset sum problem. Second one, we solved univaraite modular polynomial equa-
tions. Using this we check the pitfalls of RSA function in two cases. Finally we dis-
cuss the problem of Simultaneous Diophantine Approximation problem. Again we 
observe vulnerabilities of Merkle-Hellman Cryptosystem. All are implemented in 
NTL number theory [12] library maintaining by victor shoup.  
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Abstract. The National Knowledge Network is an important initiative
of the Government of India approved in the year 2010. This network is ex-
pected to connect over 1500 institutions specializing in higher education,
research and development, health care, agriculture and governance and
provide multi-gigabit connectivity. It is expected to create a revolution
by ushering in technological progress through the rapid spread of knowl-
edge. We look at ways of securing this network. We also study various
security challenges it is likely to face and suggest remedial measures.

Keywords: Security, Knowledge Network, NKN, REN, Computer
Networks.

1 Introduction

The Government of India approved in March 2010 the setting up of the National
Knowledge Network (NKN). According to experts, this network is expected to
be fully operational in 2 or 3 years time. It is currently being built by the
National Informatics Center (NIC). A knowledge network may be considered as
a center of knowledge which helps in the best utilization of available knowledge
in order to bring benefits to its users. Many countries have high speed networks
which connect various organizations and universities. Such networks are known
as research and education networks (RENs). They have become indispensable
all over the world. There are many national research and education networks.
We give a few examples of such specialized networks.

The Internet2 is an American network that connects several thousand col-
leges, universities, government organizations, research institutes, libraries as well
as schools and museums. Within the USA, there is another such network known
as the National Lambda Rail. In Canada, there is a REN known as CANARIE.
In Netherlands, the REN is known as SURFnet. In the UK, the REN is the
JANET. In South Africa, there is a South African National Research Network
(SANReN). ERNET is India’s REN. Japan’s REN is known as SINET. There are
some RENs that span various countries. For example, the GLOBAL RING NET-
WORK FOR ADVANCED APPLICATIONS DEVELOPMENT (GLORIAD)
network connects scientists in US, Russia, China, Korea, Canada, Netherlands,
India, Egypt, Singapore, and Nordic Countries. The Trans Eurasia Informa-
tion Network (TEIN3) connects researchers in China, India, Indonesia, Japan,
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Korea, Laos, Malaysia, Nepal, Pakistan, the Philippines, Singapore, Sri Lanka,
Taiwan, Thailand, Vietnam and Australia. Other countries such as Bangladesh,
Bhutan and Cambodia are in the process of joining TEIN3. The GEANT is a
pan-European REN. Such RENs may also have connectivity to other RENs. For
example, TEIN3 has connectivity to GEANT.

2 Architecture of the NKN

The NKN will have three layers: a high-speed core (supporting speeds in excess
of 10 Gbps), a distribution layer (to support the core), and an edge layer having
more than 1500 nodes. The connections to the NKN will be provided through
either the core layer or through the distribution layer. NKN will connect edu-
cational institutions (such as IITs), research and development institutions (such
as CSIR), libraries, laboratories, and nuclear, space and defense research organi-
zations (such as BARC, ISRO, DRDO). NKN will provide a variety of services
including Internet, intranet, e-mail, messaging and caching gateways, Domain
Name System, Web hosting, Voice over IP, video portals and video streaming.
NKN will support IPv4 as well as IPv6 protocols. NKN is a IP-MPLS network
that has already connected over 360 institutions (as on Sep 29, 2011). On com-
pletion, it will connect more than 1500 institutions. There are many criteria
that must be fulfilled by organizations willing to join the NKN. These include
compliance with policies for security and malware filtering among others.

3 Security Issues

One unfortunate aspect of the NKN design is that it depends on multiple band-
width providers since no single provider has the geographical spread for creating
a pan-India network. It should be emphasized that while the NKN will take care
of the security of its core layer, it will not be able to address the security aspects
of its numerous end nodes. The end nodes have to troubleshoot applications
themselves. Since there are going to be over 1500 end nodes this only means
that a large number of people specializing in information security are needed.
They are currently unavailable and are unlikely to be available even after 2 or
3 years time. This only means that the potential users of the NKN must be
provided information security education.

Various threats such as worms and viruses have shown that they can spread
rapidly in networks and from one network to another network. Connecting net-
works benefits users, however, it also brings its own drawbacks such as the po-
tential for the rapid spread of viruses, worms, spyware and malware. So the NKN
must deal with all these threats. Since the NKN will be set up on commercial IP-
MPLS networks and since there will be Virtual Private Networks (VPNs) based
on these networks, the security aspects of such VPNs must be well studied. The
NKN will be a massive network so it will be hard to say how secure it will be.
Paraphrasing the well-known adage, we can say that the security of a network
will only be as much as its weakest link. If a huge network such as the NKN is
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going to be designed using network components (such as routers and switches)
not produced indigenously it will be hard to ensure its security as there could be
Trojans, backdoors, spyware and malware in such network components. It must
be ensured that at least core routers and switches are produced indigenously.
But that is not going to be an easy task.

There is no doubt that the end nodes of the NKN must protect vital data
using anti-virus and anti-malware packages, and by employing firewalls. The
deployment of unified threat management systems for securing the NKN must
be explored. Open source security software must be studied and developed for
utilization by the NKN. It should be noted there is hardly any worthwhile open
source anti-virus package. Such specialized software is produced by vendors with
huge market presence. So issues such as licensing come into the picture. Updating
anti-virus, anti-malware, anti-spyware packages is no easy task. Such updates
are currently possible only by accessing the servers of some commercial vendors.
We should also note that strict security policies (for say anti-virus, firewalls,
anti-spyware, anti-malware) only retards the speed at which applications can be
executed. We must also note that Network Address Translation has a similar
effect on the performance of applications. However, we should also note that
there can be no compromise on security at any point of time.

The NKN should have a dedicated Computer Emergency Response Team
(CERT) (such as CERT-IN) on the lines of the emergency response teams of
other RENs. The CERT must be responsible for security on a daily basis. Se-
curity policy for the NKN should be well-defined and those responsible for its
compliance must be identified. Authentication, authorization and access control
issues must be taken care of at all points in the network. Security features of the
NKN must be clearly established. Security aspects of newer technologies and
protocols such as MPLS and IPv6 must be well understood. Spam should be
controlled so that it does not spread through the NKN. Denial-of-service attacks
should be handled effectively. Hacking of core components on the NKN must be
prevented. The principle of least privilege should be used when necessary. Special
tools must be developed for checking the health of the NKN. Strong password
policies must be used all through the NKN.

Packet filtering should be used wherever needed. Secure shell access must be
restricted. Illicit traffic on the NKN must be handled effectively. Vulnerabilities
of equipment to denial-of-service attacks should be monitored carefully. Core
routers should be well protected from various types of attacks. Intrusion detec-
tion systems and intrusion prevention systems should be deployed. Attempted
attacks on the NKN infrastructure must be spotted. Ways of protecting core
equipment must be thoroughly studied. Anti-spoofing measures should be em-
ployed. Network performance must be monitored and poor performance detected
and remedial measures should be taken. Packets exceeding rate-limiting thresh-
olds must be observed. There should be notifications when such thresholds are
exceeded. The security of roaming access services should be studied before they
are deployed. Digital certificates issued by certification authorities must be used
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to guarantee secure communication between servers, between users, or between
a server and a user.

Secure authentication procedures should be employed before allowing access
to grid resources especially at sensitive locations (such as BARC). In the future,
mobility of users will become paramount so the security of wireless local area net-
works will become an important concern. Computer security incidents require
fast as well as effective response from the organizations concerned. Computer
Security Incident Response Teams (CSIRTs) are responsible for responding to
computer security incidents. International collaboration is essential to CSIRTs
and much depends on their willingness to trust one another. The issue of privacy
of users is often overlooked in huge networks. It must be ensured properly in the
NKN. System administrators, site security teams and CERTs must receive ade-
quate training and they should be familiar with the latest trends in the security
arena. We should remember that security does not come gratis and also that it
makes life more complex and difficult. Since RENs such as the NKN connect with
other RENs located elsewhere this only implies that close co-operation between
their respective CERTs will be required for successfully handling incidents.

4 Conclusion

We have seen that security is a complex subject and this is true for huge research
and education networks such as the National Knowledge Network. The current
shortage and possible future shortage of skilled information security professionals
could be a major impediment for ensuring the security of the NKN. We have
studied various ways of making the NKN a more secure and more profitable
network.
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Abstract. Intrusion detection aims at distinguishing the behavior of
the network. Due to rapid development of attack pattern, it is necessary
to develop a system which can upgrade itself according to new attacks.
Also detection rate should be high since attack rate on the network
is very high. In response to this problem, Pattern Based Algorithm is
proposed which has high detection rate and low false alarm rate. The
work is divided into three parts: supervised approach, semi-supervised
and unsupervised approach. Besides supervised learning approach, semi-
supervised learning has attracted much attention in pattern recognition
and machine learning for intrusion detection. Most of the semi supervised
algorithms used for intrusion detection are binary classifiers, but our
approach is to classify the data into multiclass. Our experimental results
on KDD cup data set shows that the performance of the proposed method
is more effective.

Keywords: Intrusion Detection System, Pattern Based Algorithm, Se-
curity, supervised learning, semi-supervised learning, Machine Learning,
Neural Networks.

1 Introduction

There are two main approaches to design IDS: misuse based IDS and anomaly
based IDS [20]. Both misuse and anomaly detection approaches are typically
presented in terms of distinct training and testing phases.

Modern IDS’s are extremely diverse in the techniques they employ to gather and
analyze data. Rule-based analysis depends on sets of predefined rules that are pro-
vided by an administrator. This design approachusually results in an inflexible de-
tection system that is unable to detect an attack if the sequence of events is slightly
different from the predefined profile [5, 14]. The principal constituents of soft com-
puting techniques areFuzzy Logic (FL), Artificial Neural Networks (ANNs), Prob-
abilistic Reasoning (PR), and Genetic Algorithms (GAs) [2].

In this paper we propose three approaches: supervised , unsupervised and
semi supervised approach for intrusion detection. In the supervised approach
we use the labeled data for training and unlabeled data for testing. However,
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supervised learning approach requires labeled ground truth data. With the im-
mense amount of network and host data available, expert labeling of the data
is very expensive and time consuming. The labeled data available is often from
controlled environments. This proves to be a bottleneck in applying supervised
learning methods to detect novel or unknown attacks. Relying only on supervised
learning methods which require a large amount of labeled data is impractical for
real network environment. This motivates a need for a new and more practical
learning framework.

Semi-supervised learning approach can leverage unlabeled data in addition to
labeled ones. They have received significant attention, and are more suitable for
real network environment because they require a small quantity of labeled data
while still taking advantage of the large quantities of unlabeled data.

Several algorithms have been proposed for semi-supervised learning which is
naturally inductive. Usually, they are based on an assumption, called the clus-
ter assumption [9]. It states that the data samples with high similarity between
them, must share the same label. This may be equivalently expressed as a con-
dition that the decision boundary between the classes must pass through low
density regions. This assumption allows the unlabeled data to regularize the
decision boundary, which in turn influences the choice of classification models.

Many successful semi-supervised algorithms like TSVM and Semi-supervised
SVM [3] follow this approach. These algorithms assume a model for the deci-
sion boundary, resulting in an inductive classifier. Manifold regularization [16]
is another inductive approach, which is built on the manifold assumption. It
attempts to build a maximum-margin classifier on the data, while minimizing
the corresponding inconsistency with the similarity matrix. This is achieved by
adding a graph-based regularization term to an SVM based objective function.
A related approach called LIAM [16] regularizes the SVM decision boundary
using a priori metric information encoded into the Graph Laplacian, and has a
fast optimization algorithm.

The proposed semi supervised learning approach can use small amount of
labeled data and large amount of unlabeled data for learning, and gives perfor-
mances similar to supervised learning approach which using much larger amounts
of labeled data.

The rest of the paper is organized as follows. Section 2 describes the related
work about intrusion detection system. Section 3 describes our proposed ap-
proach for all the three approaches. Section 4 describes experiments and results
followed by a conclusion in Section 5.

2 Related Work

2.1 Supervised Learning Based Approaches

In recent years, methods from machine learning and pattern recognition have
been utilized to detect intrusions. Both supervised learning and unsupervised
learning are used. There are mainly supervised neural network (NN)-based
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approaches [15], [19], and support vector machine (SVM)-based approaches [12]
are used in supervised learning for intrusion detection.

NN-based approaches: Many approaches have been proposed in neural net-
work to distinguish between the behaviors of intrusions and normal. They unify
the coding of categorical fields and the coding of character string fields in order
to map the network data to the neural network. Some approaches propose hier-
archical neural networks and evolutionary neural networks to detect intrusions.

SVM-based approaches: Mukkamala et al. [16] use SVMs to distinguish be-
tween normal and intrusions network behaviors and further identify important
features for intrusion detection. The TreeSVM and ArraySVM have been pro-
posed for solving the problem of inefficiency of the sequential minimal optimiza-
tion algorithm for the large training data set in intrusion detection. Zhang and
Shen [21] propose an approach for online training of SVMs for real-time intru-
sion detection based on an improved text categorization model. Also for intrusion
detection, decision tree and discriminate analysis are applied. Comparisons be-
tween different classifiers and fusion of multiple classifiers for intrusion detection
are studied in [18], [19], and [17].

2.2 Unsupervised Learning Based Approaches

Supervised learning methods for intrusion detection can only detect known in-
trusions. Unsupervised learning methods can detect the intrusions that have not
been previously learned. K-means-based approaches and self-organizing feature
map (SOM)-based approaches are the examples of unsupervised learning for
intrusion detection [3].

K-means-based approaches: For intrusion detection, Guan et al. [22] propose
a K-means-based clustering algorithm, which is named Y means. Xian et al. [23]
combine the fuzzy K-means method and a clonal selection algorithm to detect
intrusions. Jiang et al. [9] use the incremental clustering algorithm that is an
extension of the K-means algorithm to detect intrusions.

SOM-based approaches: Pachghare et al. [3] gives various approaches of
SOM like hierarchical SOM.

While these existing methods can obtain a high detection rate (DR), they
often suffer from a relatively high false positive rate (FPR), which wastes a
great deal of manpower. Meanwhile, their computational complexities are also
oppressively high, which limits their applications in practice, because IDS would
affect the regular tasks of the target systems if it employs too much resource.
Adaboost is one of the most prevailing machine learning algorithms in recent
years. Its computational complexity is generally lower than SOM, ANN and SVM
in the case that the size of the data set is voluminous while the dimensionality
is not too high. For this and other advantages, we employ Adaboost algorithm
for our Pattern-based network security.
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2.3 Semi-supervised Learning Based Approaches

Graph-based approaches represent both the labeled and the unlabeled examples
by a connected graph, in which each example is represented by a vertex, and
pairs of vertices are connected by an edge if the corresponding examples have
large similarity. The well known approaches in this category include Harmonic
Function based approach, Spectral Graph Transducer (SGT), Gaussian process
based approach, Manifold Regularization and Label Propagation approach [11].
The optimal class labels for the unlabeled examples are found by minimizing
their inconsistency with both the supervised class labels and the graph structure.

3 Proposed Algorithms

3.1 Supervised Algorithm

The framework of proposed algorithm is explained in our previous work [1].

Weak Classifier Design: A group of weak classifiers has to be prepared as
inputs of Adaboost algorithm. They can be linear classifiers, ANNs or other
common classifiers. In our algorithm, we select decision stumps as weak classi-
fiers due to its simplicity. For every feature f, its value range could be divided
into two non overlapping value subsets Cf

p and Cf
n , and the decision stump on

f takes the form as follow:

hf (x) =
{

+1 x(f) ∈ Cf
p

−1 x(f) ∈ Cf
n

where, x(f) indicates the value of x on feature f .

Algorithm: In the AdaBoost algorithm, weak classifiers are selected iteratively
from a number of candidate weak classifiers and are combined linearly to form
a strong classifier for classifying the network data. In the AdaBoost algorithm,

Fig. 1. Architecture for supervised IDS
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weak classifiers are selected iteratively from a number of candidate weak clas-
sifiers and are combined linearly to form a strong classifier for classifying the
network data.

Let H =
{
h̃f

}
be the set of constructed weak classifiers. Let the set of train-

ing sample data be {(x1, y1) , ..., (xi, yi) , ...., (xn, yn)} , where xi denotes the ith

feature vector, yi ∈ {+1,−1} is the label of the ith feature vector, denoting
whether the feature vector represents a normal behavior or not; and n is the size
of the data set. Let {w1, ..., wi, ..., wn} be the sample weights that reflect the
importance degrees of the samples and, in statistical terms, represents an esti-
mation of the sample distribution. The AdaBoost-based algorithm for intrusion
detection is described as follows:

1. Initialize Weights as:

wi(1) (n = 1, 2, ..., n)
satisfying

∑n
i=1 wi = 1

2. Observe the following for (t = 1...T ).
(a) Let εj be the sum of the weighted classification errors for the weak clas-

sifier hj

εj =
n∑

i=1

wi (t) I [yi 	= hj (xi)] (1)

where,

I[γ] =
{

1 γ = true
0 γ = false

(2)

Choose, from constructed weak classifiers, the weak classifier h(t) that
minimizes the sum of the weighted classification errors

h(t) = arg minh,j∈H εj (3)

(b) Calculate the sum of the weighted classification errors ε (t) for the chosen
weak classifier h (t).

(c) Let
α (t) = 1/2 log ((1 − ε (t))/ε (t)) (4)

(d) Update the weights by

wi (t + 1) =
(
wi (t) exp (−α (t) yih (t) (xi)) /Z (t)

)
(5)

where,

Z (t) =
n∑

k=i

exp (−α (t) yih (t) (xk)) (6)

3. The strong classifier is defined by

H (t) = sign

(
T∑

t=1

α (t)h (t) (x)

)
(7)
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We explain two points:

• By combining the decision stumps for both categorical and continuous fea-
tures into a strong classifier, the relations between categorical and continu-
ous features are handled naturally, without any forced conversions between
continuous and categorical features.

• The decision stumps minimize the sum of the false-classification rates for
normal and attack samples. It is guaranteed that the misclassification rates
for the selected weak classifiers are lower than 50.

3.2 Semi-supervised Algorithm

The algorithm for Semi-supervised approach is given as:

1. Train the system with supervised approach using only label data from the
mixed data.

2. Give unlabelled data from mixed data for testing.
3. If the confidence of data is above the threshold value then add data with

label into the training data set.
4. Train the system with this new data.

Fig. 2. Architecture for semi-supervised IDS

3.3 Unsupervised Algorithm

Heirarchical SOM have been proposed and implemented in our previous work
[3].Specific attention is given to the hierarchical development of abstractions,
which is sufficient to permit direct labeling of SOM nodes with connection type.
Hierarchical SOM for intrusion detection use the classification capability of the
SOM on selected dimensions of the data set to detect anomalies. Their results
are among the best known for intrusion detection.
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4 Results

We utilize the KDD CUP 1999 data set [17] for our experiments.There are four
general types of attacks appeared in the data set: DOS (denial of service), U2R
(user to root), R2L (remote to local) and PROBE. In each of the four, there
are many low level types of attacks. Detailed descriptions about the four general
types can be found in [31]. The number of samples of various types in the testing
data set is listed in Table 1.

Table 1. Performance of supervised algorithm in Testing Data Set

Normal DOS R2L U2R PROBE %

Normal 97218 19 9 0 32 99.93

DOS 20 391413 3 4 18 99.98

R2L 15 0 1102 4 5 98.04

U2R 5 0 0 45 2 88.46

PROBE 40 11 9 0 4047 98.53

First, we run the classical Adaboost algorithm, whose result is shown in
Table 2.

The data set for testing semi-supervised approach contains 11000 labeled data
out of which 10000 are considered as unlabeled. Now, we run the semi-supervised
algorithm on testing data set, whose result is shown in Table 5.

Table 6 gives the detection rate and false alarm rate for both the approaches.

Table 2. Performance of supervised algorithm in Testing Data Set

Normal DOS R2L U2R PROBE

97218 19 9 0 32

20 391413 3 4 18

15 0 1102 4 5

5 0 0 45 2

40 11 9 0 4047

Table 3. Testing Data Set for semi-supervised approach

Labeled data Unlabeled data Total data

1000 10000 11000

Table 4. Number of samples in testing data for semi-supervised

Normal Attack Total
DOS U2R R2L PROBE
7392 86 446 137

1939 8061 10000
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Table 5. Performance of Semi-supervised algorithm in Testing Data Set

Normal DOS U2R R2L PROBE %

Normal 1884 22 2 11 20 97.16

DOS 159 7033 45 106 49 95.15

U2R 7 24 48 2 5 98.23

R2L 28 353 23 22 20 98.23

PROBE 11 19 2 1 104 97.07

Table 6. Number of Samples in Data Set for Un-supervised approach

Normal Attack Total
DOS U2R R2L PROBE

386 162 54 118 132 852
466

Table 7. Number of Samples in Performance of Un-supervised approach

Normal DOS U2R R2L PROBE %

Normal 380 3 1 0 2 98.44

DOS 1 159 0 0 1 98.14

U2R 3 2 0 48 1 88.88

R2L 2 1 114 0 0 96.61

PROBE 3 2 1 1 125 94.69

Table 8. Detection Results in Testing Data Set

Approach Testing Set
FPR(%) DR(%)

Supervised 0.06 99.7

Semi-supervised 0.028 96.90

Unsupervised 1.57 95.35

5 Conclusion

In the last twenty years, Intrusion Detection Systems have slowly evolved from
host and operating system specific application to distributed systems that in-
volve a wide array of operating system. The challenges that lie ahead for the
next generation of Intrusion Detection Systems are many. Traditional Intrusion
Systems have not adapted adequately to new networking paradigms like wireless
and mobile networks. Factors like noise in the audit data, constantly changing
traffic profiles and the large amount of network traffic make it difficult to build
a normal traffic profile of a network for the purpose intrusion detection.
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A perennial problem that prevents widespread deployment of IDS is their in-
ability to suppress false alarms. Therefore, the primary and probably the most
important challenge that needs to be met is the development of effective strate-
gies to reduce the high rate of false alarms.

The experimental results show that the proposed algorithms have very low
false alarm rate for training and testing. The semi-supervised algorithm shows
better results for training and testing. The proposed algorithms have a competi-
tive performance as compared with the published intrusion detection algorithms
on the benchmark sample data.
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Abstract. We propose the design of a Session Transfer Protocol (STP) that 
allows a client to download a large file replicated across several servers. STP 
runs at the session layer, on the top of the standard Transmission Control 
Protocol (TCP). A client can sequentially download the entire file from one or 
more servers, from one server at a time, with just one TCP session. A STP 
Server, currently sending the contents of a file to a client, can proactively detect 
congestion in the network and transfer a file download session to another peer 
STP Server that is located in a different network. At any stage (initial session 
establishment or session transfer), the STP Client chooses a particular server by 
executing certain selection tests among the servers in the list sent by the STP 
Gateway, which is the public face of the cluster of STP Servers in the Internet. 
Unlike the traditional File Transfer Protocol (FTP) that requires users to 
repeatedly initiate the entire download process upon the failure of each FTP 
connection, STP is seamless, incremental and provides improved Quality of 
Service while downloading a large file. The user working at the STP Client is 
unaware of the congestion and resulting session transfer to a different STP 
Server. STP is security-aware and has appropriate encryption, authentication 
and anti-spoofing features incorporated at different stages of its execution. 

Keywords: Session Transfer Protocol, Sequential Download, Large File 
Download, Quality of Service, Secure Download. 

1 Introduction 

With the phenomenal growth in the Internet and the diversity of consumer 
applications, the size of the files being downloaded keep increasing from KB through 
MB to GB. The traditional File Transfer Protocol (FTP) with a single server that runs 
on the top of the connection-oriented Transmission Control Protocol (TCP) [10] is 
often considered unsuitable for downloading larger files over the Internet. A 
commonly employed strategy to counter the single server bottleneck problem is to 
employ multiple mirror servers and let the client choose one of these servers for 
download. Even in this scenario, once a server is chosen, the client has to stay with 
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that server for the entire download process. If a client starts experiencing more delay 
in the download process and wishes to download from another server, the client has 
no option other than completely disconnecting from the first server and opening a new 
TCP connection with the second server and starting the download all over again from 
the first byte of the file. For example, if a client is downloading a huge file (such as an 
.iso file for virtual machine operating systems) that is in the order of GB and if 
network congestion sets in after half of the file has been downloaded and the client 
apparently sees no appreciable progress in the download, it becomes quite 
exasperating for a client to start the process all over again with a new server. There is 
no guarantee that the client will not again experience the same problem with the new 
server after a while. 

To counter the problem of relying on a single client - single server model, 
downloading in parallel has been considered as a viable alternative (e.g. [1][2]). Here, 
the distinct segments of a file are downloaded in parallel from multiple servers and 
the downloaded contents are merged at the client to reconstruct the original file. 
However, parallel downloading has several drawbacks. A critical drawback is the 
requirement to maintain multiple TCP connections at the client side, with each of the 
parallel servers from which the file is being downloaded. It becomes tedious for thin 
clients (client machines with very limited resources) to maintain multiple TCP 
connections and the associated memory buffers for a download session. The client is 
overloaded until the download is completed. In addition, proper security features need 
to be embedded in the parallel downloading schemes. 

Another strategy that is gaining prominence in recent times is peer-to-peer file 
sharing with technologies such as the BitTorrent protocol [9]. Here, files are no longer 
hosted at a particular server or a mirror of servers. A file is broken into pieces and 
distributed among several machines across the Internet; the information about these 
machines is stored as part of a metadata for the file. An interested client wishing to 
download a file contacts the machines listed in the metadata of the file. As the 
different pieces of the file get downloaded, the client itself becomes a host from 
which other interested peer clients can download. Peer-to-peer file sharing again 
requires the client to re-order the downloaded pieces of the file before being delivered 
to the application and it is highly prone to out-of-order packet arrival. Hence, peer-to-
peer file sharing systems are not typically suitable for streaming applications that 
require progressive or contiguous downloading. 

We propose a novel Session Transfer Protocol (STP) for downloading a huge file 
over the Internet in a sequential fashion using just one TCP session at any given time 
(between the client and a chosen server) while providing improved Quality of Service 
(QoS) and a secure (reliable) download. The STP runs at the session layer, on top of 
TCP at the transport layer. Here, we conceptualize a cluster of cooperating file 
servers, each of which hosts the entire file. The cluster is publicly identified through a 
gateway, which is the initial point of contact for an interested client. The gateway, by 
itself, does not store any file – however, it maintains a database (STP database) that 
has information about the cooperating servers hosting each of the files. The gateway 
merely forwards this information to the requesting client in the form of a secure STP 
ticket, which has to be used by the client to initiate a download session with any of 
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the cooperating servers of the file. During the download process, as the client sends 
out Acknowledgments for the last packet that has arrived in-order, the server 
evaluates the variance in the round-trip times (RTT) of the acknowledgment packets. 
If the RTT starts to increase beyond a threshold, the server considers this as a sign of 
impending congestion on the path to the client. As a proactive measure, the server 
decides that the client has to choose some other server to continue the session and 
hands-off by sending an encrypted ‘Transfer Session’ message that includes the 
session details (such as last byte acknowledged, window size, etc); the client selects 
the next suitable server from the list of cooperating servers for the file through a ping-
request-reply cycle [10] and forwards the encrypted Transfer Session message and the 
STP ticket originally sent by the gateway. If the chosen server can accommodate the 
new session with the required QoS, it responds positively. Otherwise, it rejects the 
connection request.  

The STP Client maintains a list of overloaded and unavailable servers and updates 
this list based on the recent STP sessions it has gone through. After a server positively 
responds to the session transfer, the STP Client continues to download the remainder 
of the file from that server. If the session has to be further transferred to another 
server, the above process is repeated. However, we anticipate that there will not be 
several session transfers as a STP Server accepts a connection request only if it is able 
to provide the required QoS in terms of maintaining the same sender window size, 
etc. The only unknown parameter here is the network bandwidth. The bandwidth on 
the path between the client and server may be sufficient at the beginning of the 
session transfer or session initiation. But, after a while, the intermediate networks and 
the routers on the path between the client and server may be overloaded with traffic, 
necessitating a session transfer for quick, real-time download. However, at any time, a 
client has to run only one TCP connection and has to deal with only one server. 
Hence, STP is perfectly suitable for thin clients. The File Transfer Protocol (FTP) that 
runs at the application layer, on the top of TCP, can be suitably modified to run STP 
at the Session layer. We will refer to the modified FTP as STP-aware FTP.  

The rest of the paper is organized as follows: Section 2 analyzes related work on 
parallel downloads and motivates the need for a secure sequential download, 
especially for thin clients, and at the same time provides the required QoS. Section 3 
presents a detailed design of the proposed Session Transfer Protocol (STP) and 
provides a qualitative comparison with that of the traditional FTP. Section 4 
concludes the paper and discusses future work. 

2 Related Work 

In [1], the authors propose a Parallelized-File Transfer Protocol (P-FTP) that 
facilitates simultaneous downloads of disjoint file portions from multiple file servers 
distributed across the Internet. The selection of the set of parallel file servers is done 
by the P-FTP gateway when contacted by a P-FTP client. The number of bytes to be 
downloaded from each file server is decided based on the available bandwidth. We 
observe the following drawbacks with P-FTP: (1) The P-FTP client would be 
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significantly overloaded in managing multiple TCP sessions, one with each of the 
parallel file servers. Thus, P-FTP cannot be run on thin clients that are limited in the 
available memory and resources to run concurrent TCP sessions for downloading a 
single file. (2) If the path to a particular file server gets congested, the P-FTP client is 
forced to wait for the congestion to be relieved and continue to download the 
remaining bytes of the portion of the file allocated for download from the particular 
file server. The QoS realized during the beginning of the download process may not 
be available till the end due to the dynamics of the Internet. (3) P-FTP has no security 
features embedded in it. Hence, it is open for spoofing-based attacks on the 
availability of the parallel file servers by unauthorized users/clients who simply 
launch several parallel download sessions that appear to originate from authentic 
users/IP addresses.     

In [2], the authors propose a Dynamic Parallel Access (DPA) scheme that is also 
based on downloading a file in parallel from multiple servers, but different from P-
FTP in the sense that the portion of the file and the number of bytes to be downloaded 
from a particular file server is not decided a priori; but done dynamically based on the 
response from the individual servers. In this scheme, the client chooses the set of 
parallel servers to request for the file. The download is to be done in blocks of equal 
size. Initially, the client requests one block of the file from every server. After a client 
has completely received one block from a server, the client requests the particular 
server for another block that has not yet been requested from any other server. Upon 
receiving all the blocks, the client reassembles them and reconstructs the whole file. 
Unlike P-FTP, DPA is less dependent on any particular mirror server as it requests 
only one block of the file from a server at a time and does not wait for several blocks 
of the file from any particular server. However, with DPA, the client cannot close its 
TCP connections with any of the mirror file servers until the entire file is downloaded. 
This is because, if a client fails to receive a block of the file from a particular mirror 
server and has waited for a long time, then the client has to request another peer 
mirror server for the missing block. In order to avoid opening and closing multiple 
TCP connections with a particular mirror server, the client has to maintain the TCP 
connection with each of the file servers until the entire download is completed. The 
client has to keep sending some dummy packets to persist with the TCP connections. 
On the other hand, a P-FTP client can close the TCP connection with a P-FTP server 
once the required portions of the file are downloaded as initially allocated from the 
particular mirror server. DPA also does not have any security features embedded in it. 

Many other related works (e.g., [3][4][5]) on simultaneous partial download have 
also been proposed in the literature for better QoS. All of these schemes use parallel 
downloading to fasten the throughput and minimize the delay. But, this will be a 
significant overhead on the part of the client. Also, as mentioned above, the parallel 
download schemes rarely take into account incorporating modules that will address 
the security issues. In [6], the authors analyzed (through simulations) the impact of 
large-scale deployment of parallel downloading on the Internet as well for network 
dimensioning and content distribution service provisioning. They show that with 
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proper admission control and dimensioning, single-server downloading can perform 
just as well as parallel downloading, without the complexity and overhead incurred by 
the latter. The above observation forms the motivation for our work in this paper. 
Ours is the first novel approach to expedite file download in a sequential fashion by 
incorporating the idea of a secure session transfer protocol that can be run on thin 
clients, with just one TCP connection for the entire download process, and is also 
adaptive to the congestion in the Internet.  

3 Design of the Session Transfer Protocol 

The Session Transfer Protocol (STP) will run at the session layer on the top of TCP. 
To use STP at the application layer, the traditional FTP Protocol has to be modified to 
run on the top of STP. The modified FTP can be referred to as the STP-aware FTP 
and it needs to run on a separate port number. In other words, the STP-aware FTP 
would be an alternate to the standard FTP. If a client does not want to go through the 
file transfer that could potentially involve more than one server, then the client can 
use the standard FTP; if the client wants to use STP in order to get better QoS and be 
able to successfully transfer the files even in the presence of network congestion, then 
the client can use the STP-aware FTP. Figure 1 illustrates the TCP/IP protocol stack 
for the standard FTP and the STP-aware FTP. 

There are three entities involved in the STP protocol: (i) STP Server Cluster – A 
group of servers, each located in different networks, one or more of which are 
involved in the file download session with a client. Note that, only a subset of the 
cluster might carry a specific file and this information resides in the STP Gateway 
Server. (ii) STP Client – A client machine that runs the STP protocol and is involved 
in downloading a file from the STP Server Cluster. (iii) STP Gateway Server – The 
public face of the STP Cluster. The STP Client first contact the STP Gateway Server 
to initiate the file downloading process. The STP Server Cluster and STP Gateway 
Server are organization-specific. There could be multiple STP Server Clusters and an 
appropriate STP Gateway Server (one for each organization) running in the Internet. 

 

                                        
                    Traditional FTP                                STP-aware FTP 

Fig. 1. TCP/IP Protocol Stack for the Traditional FTP and the STP-aware FTP 
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3.1 STP – Details 

1. The STP Client initiates the download session by contacting the STP Gateway 
Server. The client passes the username and password to first get authenticated by 
the Gateway Server. Once authenticated, the client sends the path and the name of 
the file to download. We assume the file hierarchy for a particular user is 
maintained the same across all STP Servers. The Gateway server resolves the tuple 
<username, path> in its database and extracts the list of STP Servers that store the 
file. The STP Servers are ranked in the order of the number of hops from the client 
network.  

2. The Gateway server creates a STP Ticket that contains the username, path of the 
file requested, filename, IP address of the client machine, the byte number in the 
file (set to 0) and the time of contact information. The time of contact information 
is included to avoid any replay attack. STP Tickets lose their validity beyond a 
certain time after their creation. All of the above information in the STP Ticket is 
encrypted using a secret key that is shared by all the STP Servers and the Gateway 
Server. Along with this information, the Gateway also includes the set of IP 
addresses of the STP Servers in the increasing order of the hop count from the 
client network. For security purposes, the IP address list of the candidate STP 
Servers is encrypted through a key that is derived (using a Key Derivation 
Function agreed upon by the user while creating an account at the Gateway 
Server) based on the user password. Figure 2 illustrates the contents of the STP 
Ticket along with the STP Server IP address list. We show only the payload 
portion of the Ticket message; we do not show the standard IP header (containing 
the STP Gateway IP address as the sender address and the STP Client address as 
the destination address) that is part of the message. 

 

 

Fig. 2. Structure of STP Ticket along with the List of Server IP Addresses 

3. The client decrypts STP Server List and pings the top three servers in the list by 
sending four short “Echo Request” messages to each of these servers. The client 
measures the Round Trip Time (RTT) of the “Echo Reply” ping messages. The 
STP Server that returns the Reply message at the earliest (i.e., incurred the lowest 
RTT) is selected. Ties are broken by the lowest hop count and other predefined 
criteria. 
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Fig. 3. TCP SYN Message with the Payload STP Ticket and SIM 

 
4. The STP Client attempts to establish a TCP Session with the chosen STP Server 

and sends a TCP SYN message (structure shown in Figure 3) – the payload of 
which includes the STP Ticket and a Session Initiation Message (SIM) containing 
the username, path, filename and the byte number, starting from which the 
download is requested. The STP Server first decrypts the STP Ticket using the 
secret key shared among the servers in the STP Cluster as well as the Gateway 
Server. If the extracted contents of the Ticket matches with the username and file 
path (sent by the client) as well as the IP address of the client machine, then the 
STP Sever accepts the TCP connection request (sends a TCP SYN/ACK message) 
if it can allocate the required resources for the file download session. Otherwise, 
the STP Server sends a ‘Connection Request Reject’ message. Once the STP 
Server has accepted for the TCP session, the STP Client begins to download the 
contents of the requested file using TCP. In order to avoid any IP-spoofing 
triggered session transfers, we recommend the STP Client and STP Server to form 
an IPSec security association (SA) before establishing a TCP session. One of the 
pre-requisite steps for establishing an IPSec SA is to run an Internet Key protocol 
Exchange (IKE) session between the concerned Client and Server machines and 
exchange their public-key certificates. All subsequent communications, including 
the TCP session establishment messages, packets of the file being downloaded and 
the Transfer Session message – all of these could be encrypted at the sender using 
the public key of the receiver and decrypted at the receiver using its private key. 

5. If the STP Server denies the TCP connection request, the STP Client includes the 
STP Server to the ‘Overloaded List of STP Servers’ and then tries to establish a 
TCP Session with the STP Server that responded with the next lowest RTT. If all 
the three first-choice STP Servers deny the connection request, the STP Client 
chooses the next three STP Servers in the list sent by the Gateway Server and 
pings them. This procedure is repeated until the STP Client manages to 
successfully find a STP Server; otherwise, the STP Client returns an error message 
to the user indicating that the file cannot be downloaded.  

6. After receiving a packet in-order, the STP Client acknowledges for all the packets 
that have been received in-order and not acknowledged yet. The STP Server 
measures the RTT for the acknowledgment packets received from the STP Client. 
If the RTTs start increasing significantly for every acknowledgment received (the 
actual rate of increase of the RTT is an implementation issue), then the STP Server 
decides to handoff the session to another peer STP Server. 
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7. To handoff the session, the STP Server sends a ‘Transfer Session’ message to the 
STP Client and includes the sequence number of the last byte whose 
acknowledgment has been received by the Server and the position of this byte (i.e., 
the byte number) in the actual file being downloaded. The STP Server also updates 
the STP Ticket with the byte number that was last sent to the Client and 
acknowledged by the latter. The STP Server encrypts the updated STP Ticket 
using the secret key shared among all the servers in the STP cluster. The updated 
STP Ticket along with the Transfer Session message is sent to the STP Client. 

8. After receiving the Transfer Session message, the STP Client confirms about the 
last byte number that was received in-order from the previous STP Server (which 
is now added to the Overloaded list). The STP Client now goes through the 
original Server List sent by the STP Gateway Server. Unlike the previous 
procedure adopted (i.e., to look for potential STP Servers in the increasing order of 
the number of hops), the STP Client randomly permutes the list and pings all the 
Servers in the Cluster, except those in the locally maintained Overloaded list.  

 

Fig. 4. Contents of the Transfer Session Message Sent by an STP Server 

9. The STP Server that responds back with an “Echo Reply” at the earliest is chosen 
as the next Server to transfer the session. The STP Client attempts to open a TCP 
session with the new chosen server by sending a TCP SYN message – the payload 
of which includes the STP Ticket received from the previous STP Server as well 
as a ‘Transfer Request’ message containing those forwarded to the first STP 
Server: username, path, filename and the byte number (one more than the previous 
value), starting from which the download is requested.  

 

Fig. 5. TCP SYN Message with the Payload – Updated STP Ticket and Transfer Request 
Message 
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10. Once the newly chosen STP Server receives the STP Ticket along with the 
Transfer Request message, it decrypts the STP Ticket using the secret key for the 
STP Server cluster and compares the contents of the STP Ticket with those in the 
Transfer Request message. If everything matches and it is ready to allocate the 
required buffer space for this session and offer the requested window size, the new 
STP Server agrees to continue with the download session and sends a TCP 
SYN/ACK message; otherwise, it sends a Connection Request Reject message.  

11. The STP Client adds the last chosen STP server that sent the Connection Request 
Reject message to the Overloaded list. Another STP Server that is not in the 
Overloaded list is contacted and this procedure is repeated until a new STP Server 
to transfer the session is found. If unsuccessful over the entire STP Server List, the 
STP Client quits and reports an error message to the user.  

12. Once the new STP Server has accepted the TCP connection request and to 
continue with the transferred session, the STP Client begins to download the 
subsequent contents of the file. A secure-TCP session established on the top of 
IPSec is recommended.   

13. After a while, if the new STP Server decides to handoff the file download session, 
then Steps 7 through 12 are again followed. 

3.2 Qualitative Comparison with Standard FTP 

FTP does not support session transfer during the middle of a file download. If a client 
or server experiences frequent timeouts and/or packet loss due to network congestion, 
the TCP session running as part of FTP has to be discontinued and a new TCP session 
has to be established. Nevertheless, we cannot be sure whether the new TCP session 
would be of any remedy to the network congestion problem as packets are more likely 
to be again routed through the same set of congested routers (and networks) as long as 
the server and client remain the same. STP handles the network congestion problem 
by initiating the transfer of a session to another server. This transfer is done in a 
secure fashion, through the encrypted session transfer ticket, in order to avoid the 
scenarios wherein an attacker initiates the transfer without the consent or knowledge 
of the actual server or the client. There could be some delay involved in transferring a 
session from one server to another server. However, the transfer delay is expected to 
be smaller enough to offset the delay incurred if the packets are continued to be sent 
on a congested route without any session transfer.  

STP sincerely attempts to avoid session thrashing wherein a newly transferred 
session to a server I does not get immediately transferred to some other server J. Note 
that in Step 10, the STP Server receiving the Transfer Request message accepts the 
message only if it can allocate resources and offer the download service as requested. 
However, from a network congestion point of view, we cannot guarantee that session 
thrashing will be totally avoidable. As IP works on a per-packet basis, it is possible 
that after the session transfer is implemented, one or more networks on the route 
between the client and the server start to get congested and the session has to be again 
transferred to some other server within the set of clusters.  
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4 Conclusions and Future Work 

The high-level contribution of this paper is the design of a secure Session Transfer 
Protocol (STP) that can be used even by thin clients to download a large file, 
distributed across several servers that constitute the STP Server Cluster. If there is an 
impending congestion on the path between a STP Client and the STP Server, the latter 
proactively initiates a session handoff by sending a Session Transfer message with the 
details on the last byte acknowledged and etc., updated in the STP Ticket. The STP 
Client contacts the other STP Servers in the list originally sent by the STP Gateway 
(during the authentication phase) and chooses the best alternate STP Server that 
agrees to continue with the download session. The user working at the STP Client is 
totally unaware of this session transfer process among the servers in the STP Cluster. 
The entire session transfer will occur in a secure manner with no scope for any denial 
of service or spoofing attacks, if the TCP session is run on the top of IPSec. 
Throughout the download session, an STP Client is required to maintain only one 
TCP connection – a feature that suits thin clients, unlike the protocols for parallel 
download that require a client to simultaneously run/maintain multiple TCP 
connections. Compared to the parallel and peer-to-peer download schemes, STP can 
be the preferred choice for streaming applications, of course with some jitter 
experienced during session transfer. Faster the session transfer, smaller is the delay. 
Our strategy to let the STP Client randomly choose STP Servers (from a list of 
putative servers) to contact for session transfer helps to minimize the session transfer 
delay. Also, because of sequential download, data packets of the file are highly likely 
to arrive in-order at the client. In the near future, we plan to implement STP, first as a 
prototype in a laboratory scale, simulating with client-server programs and then 
implement in a larger network with traffic actually sent over the Internet. Through 
simulations, we plan to compare the performance of STP with that of the P-FTP and 
DPA parallel download protocols as well as the BitTorrent peer-to-peer protocol. 
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Abstract. Spammers are constantly evolving new spam technologies, the latest 
of which is image spam. Till now research in spam image identification has 
been addressed by considering properties like colour, size, compressibility, en-
tropy, content etc. However, we feel the methods of identification so evolved 
have certain limitations due to embedded obfuscation like complex back-
grounds, compression artifacts and wide variety of fonts and formats .To over-
come these limitations, we have proposed a 4-stage methodology which uses 
the information of low level features and content of the spam images. The me-
thod works on images with and without noise separately. Also colour properties 
of the images are altered so that OCR (Optical Character Recognition) can easi-
ly read the text embedded in the image. The proposed method is tested on a da-
taset of 1984 spam images and is found to be effective in identifying all types of 
spam images having  (1) only text, (2) only images or (3) both text and images. 
The encouraging experimental results show that the technique achieves an accu-
racy of 92%. 

Keywords: Low level feature, anti obfuscation technique, noise. 

1 Introduction  

Image spam is a kind of spam in e-mail where the message text of the spam is pre-
sented as an image file. Anti spam filters label an e-mail (with image attached) as 
spam if they find suspicious text embedded in that image. For that, the filters employ 
OCR that reads text embedded in images. It works by measuring the geometry in 
images, searching for shapes that match the shapes of letters, then translating a 
matched geometric shape into real text. To defeat OCR, spammers upset the geometry 
of letters enough—by altering colours, for example—so that OCR can't "see" a letter, 
even though the human eye easily recognize it. To overcome this falsity, low level 
features of images are extracted as they are effective against randomly added noises 
and simple translational shift of the images. We now review the prior significant work 
in the area of image spam identification. 
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2 Prior Work 

Till now spam identification has been carried out by considering the following spam 
image properties.  
 

1. Content (C) 2. Metadata features (M) 3. Low level features (L) 4. Text region (T) 
The following matrix shows the properties as used in the previous works. Whereas the 
left most column shows the reference numbers, the top most row 1 shows the proper-
ties employed as given above. Numerals ‘1’ and ‘0’ mean that the given property is 
used and not used respectively. 

 
In [1], a scheme is proposed which implements a spam filter based on both the text in 
the subject and body fields of e-mails, and the text embedded into attached images. 
The traditional document processing steps (tokenization, indexing and classification) 
are improved upon in [1] by employing text extraction using OCR from attached im-
ages. SpamAssassin (SA)[2] is a widely deployed filter program that uses OCR soft-
ware to pull words out of images and then uses the traditional text based methods to 
filter spam. This happens to be an improvement of the earlier. 

In the year 2008, a spam filtering technique has been proposed in [3] that uses im-
age information (metadata features) such as file size, area, compressibility etc., and 
states a characteristics that appears for each information entity.  

On the contrary, [4] identifies spam using a probabilistic boosting tree based on 
global image features (low level features), i.e. colour and gradient orientation histo-
grams. In the year 2010, a feature extraction scheme that concentrates on both low-
level and metadata features is proposed in [5].It does not rely on extracting the text.  

In [6], a mechanism is proposed to ascertain spam embedded main body e-mail file, 
called as Partial Image Spam Inspector (PIMSI). The significant feature of this method 
is that it evaluates both low level features and metadata features to confirm whether a 
mail is spam or not. It analyses spam images by dividing it into 2 databases. Database of 
object image spam consists of images and its properties such as RGB colours, contrast, 
brightness. In the database of Vocal Spam, all keywords of the advertised spam images 
are recorded and are compared with the text extracted using OCR.  

To overcome the shortcomings of the methods mentioned above, a spam identifica-
tion model has been proposed in [7] which does not exploit low level features and OCR 
to extract text from images. Instead, it identifies spams by using the visual-BOW 
(VBOW) based duplicate image detection and statistical language model. Computation-
efficient edge-detection method is used to locate possible text regions, and then text 
coverage rate in an image is calculated. Text region in a large majority of normal image 
is less than 15%, while text region in most spam is larger than such a threshold. 
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2.1 Motivation 

The following drawbacks in prior related works have motivated us to develop a me-
thod that mitigates them. 

Nowadays, spammers use different image processing technologies to vary the 
properties of individual messages e.g. by changing the foreground colours, back-
grounds, font types or even rotating and adding artifacts to the images. Thus, they 
pose great challenges to conventional spam filters.  

[4][6][5][8] use colour histograms to distinguish spam images from normal images.   
Colour histograms of natural images tend to be continuous, while the colour  
histograms of artificial spam images tend to have some isolated peaks. We point out 
however that the discriminating capability of the above feature is not likely to be sa-
tisfactory, since colour distribution is solely dependent on the format of the image. 
Figures 2 and 3 illustrate the difference between the colour histograms of a single 
image shown in Figure 1 but saved with different formats (gif and jpeg). 

 

           Fig. 1. Image             Fig. 2. Colour histogram in jpeg    Fig. 3. Colour histogram in gif 

[3][5][6] use metadata features. Different images can have similar (even same) me-
tadata features. This technology of image spam detection may be wrong and has low 
accuracy rate. After carrying out experiments we have found that 58.65% of spam 
images and 44.28% of normal images are smaller than 10KB. It implies that metadata 
features can be similar for both kind of images. Hence it is not a reliable method to 
distinguish between spam images from normal images. 

The method mentioned in [7] has helped achieve significant results in identifying 
spam images which contain only text. However, few spam images contain both text 
and images. Figures 4 and 5 show that edge detection is not able to distinguish be-
tween text and images. Also edge detection will detect noise and treat it as text. 

      

        Fig. 4. Original Image             Fig. 5. Edge Detection of Figure 4 
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3 System Architecture 

Figure 6 depicts the System Architecture of the proposed approach. 

 

Fig. 6. System Architecture 

3.1 Stage I (Identification of Noise) 

Canny’s edge detection [9] is used to identify noise in images. Images with noise are 
stored in set A and images without noise are stored in set B. Edge detection highlights 
even the slightest of noise added in an image. Images in Set A are more likely to be 
spam images. Set A is further classified into databases, namely -(A1) Dots & Dashes 
(A2) Lines. This classification is done on the basis of type of noise usually found in 
spam images. Figures 8 and 10 show a sample image for each kind of noise found in 
Figures 7 and 9 respectively. They also display the difficulty to identify noise without 
edge detection.  

 

Fig. 7. Sample Image 1 Fig. 8. Image 1 noise Fig. 9. Sample Image 2 Fig. 10. Image 2 noise 

3.2 Stage II (Extraction of Low Level Features) 

In this stage, all the input images pass through Intensity Plotter [9], which plots the 
variation of intensity along a line segment or a multiline path of an image. Since spam 
images are artificially generated, we expect their low level features to be different 
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from those of images typically included as attachments to personal e-mails. The plots 
thus obtained do not change on varying the format of the image (from gif to jpeg or 
vice versa). Stage II has two sub stages. 

3.2.1 Sub-Stage II (a) 
Images without noise are classified into two sets, S and C. The classification is based 
on the difference in the shape of the plots obtained. Figures 11 and 12 show the inten-
sity plots of normal and spam images respectively. Herein X and Y are two element 
vectors specifying X and Y data of the image. Images common to both Set B and Set 
C are labelled as normal images and are not processed further. Images in set S are 
directly passed to stage IV. 

3.3 Sub-Stage II (b) 

Images with noise are classified (as mentioned above) on the basis of plots obtained 
in two sets, S1 and C1. Images in set S1 and C1 are passed to stage III. 

 
Fig. 11.  Intensity plot for normal images           Fig. 12.  Intensity plot for spam images 

3.4 Stage III (Removal of Noise) 

Spammers add noise in images so that it becomes difficult for OCR to read the em-
bedded text. To overcome this difficulty, obfuscation techniques are applied. There-
fore, only images with noise are passed through this stage. In this technique we alter 
the RGB properties of the images. Images thus obtained are stored in set D. Table 1 
shows a comparison between the words identified by OCR before and after applying 
stage III on Figure 13. 

 
Fig. 13. Original Image  
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Table 1. Comparison between the words identified by OCR before and after stage III 

Text identified in Fig. 13 before applying 
anti obfuscation technique 

Text identified in Figure 13 after applying 
anti-obfuscation technique 

 
DEMDEAG ERANDE ING 
ClTC:DMGB,PI( —~,I,._- 
Teda•,r's Breaking news sent shares up 
+122% in 
just a few minutes, revelutienaryr new pre-
duet in 
eenstruetien. r___..F-—— u_\ 
Huge PR campaign is under wa•,r, eemhined 
with 
teda•,r's news there's ne telling where this 
stuck is 
geing te end up, —— 

DEMOBAG BRANDS INC
OTC:DMGB.PK 
Today's Breaking news sent shares up  
+122%   in 
Just a few minutes,  revolutionary new 
product in 
construction. 
Huge PR campaign is under way, combined 
with 
today's news there's no telling where this 
stock  is 
going to end up,  

3.5 Stage IV (Content Extraction Using OCR) 

Input to this stage comprises of images in set S and D. Images are passed through 
OCR, which identifies embedded text and compares it with a list of keywords. If text 
identified matches with the list of spam words, then the image is labelled as spam 
image else it is a normal image. If OCR fails, then the graphs plotted in stage II are 
considered. Images in sets S1 and S are labelled as spam images. Images in set C1 are 
labelled as normal images. 

4 Experiments and Results 

We have collected two sets of images to test the filter: spam images and normal im-
ages. The dataset consist of spam images in gif and jpeg format. A set of 1984 images 
are taken out of which 802 are normal images and 1182 are spam images from [12]. 
Experiments are performed on a system with the following specifications: 32- bit 
operating system, 2.40 Ghz processor and 4 Gb  RAM. Matlab version 7.7 is used. It 
employs image processing techniques like Canny‘s edge detection and intensity plot-
ter. For applying anti obfuscation techniques, we make use of an online editor [11].  
Free OCR V3 is used to extract the content of the spam image. The experiment has 
shown that our technique is effective in identifying spam images in any format. Ac-
cording to the experimental results, detection rate of the new system is 0.92, false 
positive rate is 0.0064 and false negative rate is 0.059 by calculation. The following 
are the results. 

4.1 Result I 

Figures 14 and 15 show the efficiency of spam and normal images which were cor-
rectly identified by using our methodology. We have tabulated the results by classify-
ing hams and spam images into the following categories. 
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Spam Images: Advertisement, URL (Uniform Resource Locator), Pornography, Stock. 

Normal Images: Only Text, Text and Images, Only Images. 

 

Fig. 14.  Efficiency of spam images            Fig. 15.  Efficiency of normal images 

4.1.1   Discussion  
Hams with only images are easiest to identify because the range of colour components 
used is quite vast. Their intensity plots are curved and continuous. Their plots are 
easily distinguishable from those of spam images. Hams with only text consist mostly 
of survey forms, documents and newspaper articles. Due to the use of limited colours 
(mostly black and white) intensity plots of these images may be similar to that of 
spam images. Hence their efficiency is less than that of hams with only images. How-
ever hams with only text have efficiency higher than that of hams with both text and 
images because the former can be easily read by OCR .The presence of colourful 
images in the background of the latter makes it difficult for OCR to read the embed-
ded text. Spam images concerning Advertisements are made attractive by adding 
colourful images and text so that they look like real advertisements. Hence, they are 
often confused with hams with both text and images and are toughest to identify. 

4.2 Result II  

We have taken five samples of a single image and increased its brightness from 20% 
to 80%. Table 2 shows that OCR depends on the brightness of images. Tick (✓) 
shows images that OCR could read, cross (×) shows images that OCR could not read 
and P shows images that OCR could partially read. 

Table 2. Effectiveness of OCR on varying brightness of images 

Type of images 20% 35% 50% 65% 80% 

URL Spam   × ✓ ✓ ✓ × 
Stock Spam × ✓ ✓ P × 
Vulgar Spam × ✓ ✓ P × 
Advertisement Spam × ✓ P P × 
Noise Spam × ✓ ✓ ✓ × 
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4.2.1   Discussion  
OCR reads successfully the embedded text in an image if its brightness is confined to 
a particular range. However, it fails if brightness of an image deviates from a particu-
lar threshold having both upper and lower limit. 

4.3 Result III 

We have varied the background colour of an image keeping its font colour constant. 
We have set the font colour at [R:255 G:0 B:0] and decreased the background colour 
from [R:255 G:240 B:240] to [R:255 G:0 B:0] in sets of 30 keeping R constant. Fig-
ure 16 shows that the detection rate of OCR decreases as background colour ap-
proaches font colour. Black dots ( ) show that OCR has failed. Red dots ( ) show 
that OCR has been successful. The largest circle is [R:255 G:0 B:0]. 

 

Fig. 16. Detection rate of OCR decreases as background colour approaches font colour 

4.3.1   Discussion  
OCR reads successfully the embedded text in an image if there exists a dissimilarity 
between font colour and background colour. As font colour approaches background 
colour it becomes difficult for OCR to read text. 

4.4 Result IV 

We have artificially added 'salt & pepper' noise in spam image, and have gradually 
increased the amount of noise added from 0.005 to 0.020. On increasing noise, distor-
tion in the graphs obtained by intensity plotter also increases. 

4.4.1. Discussion  
Intensity plot of artificial spam images tends to be straight. Intensity plotter gives 
correct plot for spam images till a particular amount of added noise, above that it 
gives a distorted plot for spam images. 
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5 Conclusion and Future Work 

In this paper we present a method for addressing image spam problems. It takes into 
account some of the recent evolutions of the spammers tricks in which obfuscation 
techniques are used to the extent that standard OCR tools become nearly ineffective. 
The paper proposes a method for identifying spam images by exploiting low level 
features and content of an image. Also anti-obfuscation techniques are applied to 
improve text filtering performance of the system. 

According to the experimental results, we have concluded that the detection rate 
depends on the type of spam images, i.e. whether it contains only text, text and im-
ages or images only. Spammers add noise and changes brightness of an image till an 
extent only because then it hampers the clarity of the images and the user is unable to 
read the text. 

Therefore, we aim to extend the proposed methodology by implementing a more 
efficient algorithm for Intensity Plotter so that it gives appropriate results for images 
with low signal to noise ratio. 
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Abstract. Network Services universally rely upon Authentication and  
Authorization mechanisms to ensure secure and personalized service provision. 
Protocols, such as Diameter provides a reliable framework for efficient access 
control to network services utilized by network devices. This framework can 
also encompass application level services e.g. web applications accessed via 
web browsers [1]. On the other hand, the prevalence of Internet based servic-
es and applications have brought about the burden of identity management 
among distributed security domains, an issue not specifically addressed by 
protocols such as Diameter. Efforts such as OpenID alleviate this difficulty by 
proposing an application level framework based on open standards to realize 
single sign on/off [ 2 ]

 
semantics with regard to application level services. 

However, these technologies do not build upon existing security infrastructure, 
require significant investment in terms of technology adoption and have yet 
to receive industry wide acceptance and support. This paper presents Diame-
ter Single Sign On – a framework that provides single sign on/off semantics in 
the context of network and application level services by harnessing the 
strengths of existing and proven authentication and authorization infrastructure. 
Because of combination of the Diameter protocol with Single Sign On and Ope-
nID the proposed architecture overcomes the problem of identity management 
and also builds on existing security infrastructure. 

Keywords: Diameter, OpenID, Authentication, Authorization, Single Sign On. 

1 Introduction 

As Internet becomes a popular medium of doing everyday works, ensuring security to 
the users to access a network or application level resources is a raising question in the 
modern world. Furthermore, providing privileges to the users for accessing resources 
as well as storing users history about their usage of the resources is also taken the 
concern. AAA (Authentication, Authorization, Accounting) security services provide 
the primary framework through which a network administrator or a service provider 
can set up access control on network points of entry or network access servers, or set 
up an access control on applications [10]. Authentication checks the identity of the 
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users, Authorization confirms the proper access control rights of the users, and Ac-
counting declares the history of the users [11]. The core elements [11] of AAA are: 
Clients for authentication (itself or another user); Policy Enforcement Point (Authen-
ticator),  provides the constraints for a client access to the resources; Policy Informa-
tion Point (PIP), stores information about devices or user access requests and helps to 
make the access decision; Policy Decision Point (AAA Server), takes final decision 
about a resource access and takes the access request from the clients through PEP and 
queries for relevant information to the PIPs for decision making; Accounting and 
Reporting System, records usage of the resources with details information, such as – 
who are using the resources now, from where the resources are accessed, who are 
granted to access the resources, etc. 

In recent times each and every user has a large number of accounts for using dif-
ferent types of web applications or network resources. It is quite natural that a single 
user may not have the same user ID in all of these accounts and that’s why, it is diffi-
cult for that user to manage all of his IDs (combination of both user name and pass-
word). To solve this identity management problem an open decentralized, true 
framework is introduced named OpenID, [12]

 
which offers the way of authentication 

to a user for several services by providing his OpenID password only once.  
Diameter [3] is a network protocol that provides AAA to the end users. Because of 

the flexibility of this protocol it can be used efficiently for the basic purpose of the 
AAA realm. Although this protocol has reliable framework, efficient access control 
and support for the application level services, it suffers from lack of identity man-
agement capabilities. However, Single sign On [6] with OpenID solve this problem of 
identity management by authenticate users by providing their passwords only once. 
But it does not build upon existing security infrastructure and requires significant 
investment in terms of technology adoption. 

Motivated by identifying these problems I proposed a framework Diameter Single 
Sign On for secure and personalized service provision via authentication and authori-
zation in this paper. It provides single sign on/off semantics in the context of net-
work and application level services by harnessing the strengths of existing and proven 
authentication and authorization infrastructure.  

The remainder of the paper is organized as follows: In Section 2, I present the re-
lated work. Section 3 represents the detailed description of my solution and Section 4 
illustrates possible future research directions. Finally, section 5 presents the conclu-
sions of this paper by including the achievements. 

2 Related Work 

2.1 Network Service Authentication and Authorization with Diameter 
(RADIUS X 2) 

The Diameter [3]
 
is a network protocol for centralized Authentication, Authorization 

and Accounting. It is an application layer protocol that handles the communication be-
tween clients and servers through reliable transport. It is an upgrade to the RADIUS [4] 
(Remote Authentication Dial in User Service) protocol that is in wide use for access 
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control to various network services including local area networks, wireless networks 
and the Internet. Fig. 1 illustrates a typical Diameter deployment scenario. 

In a typical Authorization and Authentication transaction [5], the following se-
quence of events takes place. 

1. User via User Agent (UA) initiates authentication procedure with the Network 
Access Server (NAS) to access a   network service. 

2. NAS Diameter client forwards Access-Request with user credentials to the Di-
ameter Server. 

3. Diameter Server checks the authenticity of user credentials and responds with 
Accept or Reject. 

4. Based on the type of response and associated attribute value pairs, the Di-
ameter client provides appropriate services to the User. 

 

Fig. 1.  Network Service Authentication & Authorization with Diameter 

Although Diameter provides an efficient access control to network and application 
level services, the issue of identity management in Internet-based applications is not 
addressed properly. 

2.2 Single Sign On with Open ID  

Single sign on [6] refers to the facility that allows a user to a number of appli-
cation services by providing his/her credentials only once. OpenID realizes Single 
Sign On / Off [7] by allowing a    user to authenticate with multiple security domains 
using a single identity such that the security domains trust certain authentication 
authority. Fig. 2 illustrates a higher level view of Single Sign On with OpenID. 

After the user has established a trust relationship with an OpenID Identity Provider 
/ Server (e.g.provider.com by registering an OpenID Identifier (an unique URL e.g. 
bob.provider. com), the following sequence of steps takes place while signing in. 
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Fig. 2.  Single Sign On with Open ID  

1. UA requests a resource hosted by a relying party Web Server and presents an 
OpenID identifier. 

2. The Web Server determines the OpenID Identity Provider from the presented 
Open ID Identifier and determines its Service URL. The Web Server and the 
Identity Provider establish a shared secret. The Web Server then redirects UA to 
the Identity Provider. 

3. The User via UA provides authentication credentials to the Identity Provider. 
4. Having successfully authenticated the user, the Identify Provider forwards us-

ers identity credentials to the Web Server with the user's consent. 
5. The Web Server verifies the authenticity and integrity of received identity in-

formation using the shared secret established earlier. Upon successful verifica-
tion, the requested resource is presented to the user. 

However, Open ID does not build on existing security infrastructure and therefore, 
requires an industry wide accepted standard infrastructure. 

3 Solution 

Single Sign On Service that allows manageable and end user friendly access control 
f o r  network and application level services can benefit from the reliability and mass 
deployment of Diameter / RADIUS infrastructure. In the  proposed framework,  end  
user security credentials and associated information including preferences as well as 
access rights are stored in a data store (LDAP,  RDBMS) connected  to the Diameter 
Server. Each user is uniquely identified by an identifier of the form Us-
er@SecurityDomain, where SecurityDomain represents the globally unique identifier 
(URI) of the Diameter Server and User represents a unique user name within the 
security domain. Thus, a trust relationship is established between the user and the 
Diameter Server.  Fig. 3 depicts an envisioned deployment of my proposed architec-
ture. Among other benefits, the proposed architecture provides a uniform mechanism 
for gaining access to  b o th  ne t wo rk  and  application level services.  Below, I detail 
the flow of events associated with access control of network and application level 
resources.  
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Fig. 3. Diameter Single Sign On 

3.1 Network Service Single Sign on 

1. User via UA communicates with the NAS to access a network service. 
2. Diameter client on NAS initiates a Challenge Handshake Authentication proto-

col with the Diameter Server on behalf of UA. 
3. Depending upon result of authentication process, the Diameter Server responds 

with Accept or Reject. 
4. Based on the type of response and associated attribute value pairs, the Di-

ameter client provides appropriate services to the User. 

3.2 Application Service Single Sign On  

1. User via UA requests a resource hosted by a Web Server and presents his/her 
unique identifier. 

2. The Web Server determines the Diameter Server from the suffix of the pre-
sented Identifier and determines its Service URL and initiates a Challenge 
Handshake Authentication Protocol with the Diameter Server on behalf of UA. 

3. Having successfully authenticated the user, the Diameter Server forwards user's 
identity credentials to the Web Server. 

4. The Web Server presents the requested resource to the user. 

Furthermore, I define two modes of Single Sign On for the Diameter Server i.e. 
Active and Passive. In active mode, the Diameter Server actively signs in the user 
to a set of previously specified services. In this case, the user may access all services 
from the set by only specifying user's unique identifier to the Service Provider. In 
passive mode, the Diameter Server provides the user's identity information to a 
Service provider only when the user chooses to request for the service. In both cases, 
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Fig. 4. Diameter Single Sign On Roaming 

the Diameter Server and Service providers must ensure that only the authenticated 
user may access the available services by reliable and appropriate techniques such 
as checking for IP Address or Certificates. 

3.3 Architecture 

The Diameter provides a rich framework sufficient to implement my proposed architec-
ture. Being a Peer-to-Peer architecture [8], a Diameter node can create, send, forward, 
modify and receive Diameter protocol messages. It is of interest for the purpose of this 
text to signify the following Diameter node / agent types and concepts. 

• A Relay Agent forwards messages. 
• A Proxy Agent forwards and optionally modifies messages. 
• A Redirect Agent assists with routing messages. 
• A Peer Table is kept at every Diameter node and lists particulars such as 

address and capabilities of all known Diameter nodes. 
• A Peer Routing Table is kept at every Diameter node and specifies the cor-

rect processing for a received message, that is, forward, modify, redirect 
or process locally. 

I illustrate, in Fig. 5, a basic yet  comprehensive scenario  that  depicts  the  feasi-
bility of the Diameter framework for implementing my proposed architecture. I ag-
gregate the various possible User Agent entities into one entity specified as User 
Agent which could be software or a device. Similarly, various Diameter clients  
providing a variety of services have been collectively represented as Client. The 
scenario depicts the basic interaction between a User Agent and a Service Provider, 
whereby the User Agent is interested in a privileged resource available at the Ser-
vice Provider. The Service Provider ensures authenticated and authorized access to 
the resource by taking on the role of a Diameter Client node as outlined below. 
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Fig. 5. Diameter Interaction Scenario 

1. User Agent (UA) requests access to a service S along with its unique identifier 
U I D  ( and security credentials encrypted with server's Public Key if PKI is 
used). 

2. Client creates an Authentication and Authorization Request (AAR) on behalf 
of the UA and sends the AAR to the Diameter node indicated by the Peer 
Rout ing Table for t he  Realm and Application indicated by the requested 
service S and User Agent’s UID.  

3. The Next Hop of the AAR, in this case a Proxy / Relay Agent, might determine 
that the AAR is to be   forwarded to another realm and that it requires routing in-
formation from a Redirect Agent to accurately forward the message. 

4. The Redirect Agent would return redirection information sufficient for accurate 
routing of the AAR. 

5. Having received the necessary routing information, the AAR would be relayed 
to the appropriate Diameter Server. 

6. After having recognized that the message should be processed locally, t he  
Server node  would return the appropriate Authentication and Authorization 
Answer (AAA), based on the received AAR, to the Relay/ Proxy agent. 

7. The Proxy / Relay Agent would then forward the AAR to the Client. 
8. The Client would inspect the AAR and grant or deny access to service  

accordingly. 
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The sequence of steps outlined above presents a bare bones interaction among partici-
pating entities and a number of interactions involving connection and session set-up, 
capabilities negotiations and session tear down have been omitted for sake of simplicity. 

3.2 Security Considerations 

Diameter Base Protocol [9] mandates support for TLS and IPsec at Diameter Serv-
ers and IPsec at all Diameter nodes thereby ensuring ample on the wire security for 
Diameter protocol messages. Though the security mechanism (CHAP and PAP) pro-
vided by Diameter Base Protocol for securing user credentials are sufficient, usage 
of Public Key Infrastructure is recommended in order to reduce the complexity of 
interactions among User Agent and various Diameter nodes. 

4 Future Work 

The framework presented in this paper is the first step to build an Authentication 
and Authorization framework to provide single Sign On/off for network and appli-
cation level services. Therefore, as a future work, I plan to focus on a detailed eval-
uation of the proposed architecture against different security threats to compare 
robustness of the architecture against contemporary schemes.  

5 Conclusions 

The demand for an Authentication and Authorization framework that leverages the 
capabilities of exiting AAA infrastructure to provide single sign on/off for network 
and application level services has been widely felt. The Diameter protocol provides 
ample support to serve as the foundation for a candidate architecture that meets 
these criteria. The proposed architecture benefits from the elements of the Diameter 
framework including Diameter Agents, Protocol Messages as well as Security  
Mechanisms. 
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Abstract. Intrusion Detection System (IDS) can handle intrusions in computer 
environments by triggering alerts to help the analysts for taking actions to stop 
the possible attack or intrusion. But, the IDS make the job of analyst more diffi-
cult by triggering thousands of alerts for any suspicious activity. In this paper, 
an anomaly based network intrusion detection system using a genetic algorithm 
approach is adopted. The proposed method is efficient with respect to good de-
tection rate with low false positives. The experimental results demonstrate the 
lower execution time of the proposed algorithm GANIDS (Genetic Algorithms 
based Network Intrusion Detection System) when compared with PAYL [1].  
The proposed payload based IDS uses an adaptive genetic algorithm for both 
learning and detection. The proposed GANIDS is benchmarked with PAYL [1] 
using the 1999 DARPA IDS dataset. 

Keywords: Intrusion Detection Systems, Genetic Algorithms, Anomaly  
Detection. 

1 Introduction 

An intrusion detection system is used to detect many types of malicious activities in 
network traffic and computer usage. Typically, the types of attacks include network 
attacks against vulnerable services, data driven attacks on applications, host based 
attacks such as privilege escalation, unauthorized logins and access to sensitive files. 
An IDS monitors network traffic and monitors for suspicious activity and alerts the 
system or network administrator. In some cases the IDS may also respond to anomal-
ous or malicious traffic by taking action such as blocking the user or source IP ad-
dress from accessing the network. IDS come in a variety of flavors and approach the 
goal of detecting suspicious traffic in different ways. There are IDS that detect based 
on looking for specific signatures of known threats similar to the way antivirus soft-
ware typically detects and protects against malware; there exist IDS that detect based 
on comparing traffic patterns against a baseline and looking for anomalies [2-5]. 

NIDS: Network Intrusion Detection Systems are placed at a strategic point or points 
within the network to monitor traffic to and from all devices on the network. Ideally 
you would scan all inbound and outbound traffic; however doing so might create a 
bottleneck that would impair the overall speed of the network [9].  
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HIDS: Host IDS are run on individual hosts or devices on the network. A HIDS mon-
itors the inbound and outbound packets from the device only and will alert the user or 
administrator of suspicious activity is detected. The other classifications of intrusion 
detection systems are signature based and anomaly based [13].  

Signature based systems: A signature based IDS work with an intrusion database 
populated offline by knowing of the characteristics of the attack. Thus the IDS have to 
compare the input and classify it into normal and abnormal categories. A signature 
based IDS will monitor packets on the network and compare them against a database 
of signatures or attributes from known malicious threats. This is similar to the way 
most antivirus software detects malware. The problem is that there will be a lag be-
tween a new threat being discovered in the wild and the signature for detecting that 
threat being applied to the IDS under consideration. During that lag time the IDS 
would be unable to detect the new threat.  

Anomaly Based Systems: An Intrusion Detection System (IDS) which is anomaly 
based will monitor network traffic and compare it against an established baseline. The 
baseline identifies normality for that network with respect to the sort of bandwidth to 
be generally used, the protocols to be used, the ports and devices to connect to each 
other, and finally alerts the administrator or user when the traffic is detected with 
anomaly, or significantly different than the baseline. Anomaly based systems have 
only the normal behaviors in their profiles and any deviation above a threshold is 
signaled as an anomaly. Unlike signature based systems which give low detection 
rates and low false positive rates anomaly based system suffer from high false-
positive rates; however they have a good detection rate [14]. 

Signature based systems cannot detect new attacks until they are known and added 
to the database. This results in lower detection rates. Signature based systems are 
preferable to detect attacks on the operating systems. However, anomaly based sys-
tems have the ability to detect zero-day worms. And hence are preferable for network 
related attacks. Most of the systems used till now are predominantly signature based 
however a considerable amount of research is going on for reducing the false positive 
rates and increasing the detection rates in anomaly based systems. An anomaly based 
system can classify the input based on either the header information or the payload. In 
this paper we describe a payload based IDS with applied Genetic Algorithms.  

Contribution: In this paper, a genetic algorithm based approach to network intrusion 
detection system is adopted. The literature demonstrates that the Genetic Algorithms 
provide better and faster classification than any neural network architectures, and also 
takes less time for training and gives detection rate. Since GANIDS is payload based, 
it uses only the destination address and the service port numbers for building profiles 
and all the other header information is ignored. Further, it uses a single tier architec-
ture where a GA is used for both classification and detection. We have benchmarked 
our system with respect to PAYL using the 1999 DARPA IDS dataset. On this dataset 
the proposed system shows a reasonable detection rate with low false positives and a 
faster running time than PAYL. 
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2 Related Works 

Genetic Algorithms belong to the evolutionary algorithms and is very efficient in 
machine learning. Genetic algorithms are search procedures often used for optimiza-
tion problems. The genetic algorithm works by slowly evolving a population of chro-
mosomes that represent better and better solutions to the problem. It has emerged to 
be a very effective tool in data mining applications. Since in an IDS the incoming 
packet needs to be classified into normal and abnormal categories a GA functions best 
in this job since it can classify with a higher accuracy than any other methods for 
example Neural Networks etc. The objective of using a GA is to obtain a better classi-
fication of the input data resulting in higher detection rates with lesser false positives, 
which is a major concern for an Anomaly Based IDS. In addition to that genetic algo-
rithms are relatively faster than neural networks and requires less time for training and 
hence the performance of the system increases considerably [15]. Neural networks are 
trained to detect intrusion systems. An n-layer network is constructed and abstract 
commands are defined in terms of sequence of information units, the input to the 
neural in the training data. Each command is considered with pre-defined w com-
mands together to predict the next coming command expected from the user. After 
training, the system will have the profile of the user. At the testing step, an anomaly is 
said to occur as the user deviates from the expected behavior [16]. Evolving fuzzy 
classifiers have been studied for possible application to the intrusion detection prob-
lem. System audit training data is used to extract rules for each normal and abnormal 
behavior by the genetic algorithm. Rules are represented as complete expression tree 
with identified operators, such as conjunction, disjunction and not [8].  

An efficient and biologically inspired learning model for anomaly intrusion detection 
in the multi-agent IDS is designed for decentralized intrusion detection and prevention 
control in large switched networks. The proposed model called Ant Colony Clustering 
Model improves the existing ant-based clustering approach in searching for near-
optimal clustering heuristic. The multiple agent technology and Genetic programming 
(GP) are used to detect network attempts. Each agent monitors one parameter of the 
network packet and GP is used to find the set of agents that collectively determine ano-
malous network behaviors. This method has the advantage of using many small auto-
nomous agents, but the communication among them is still a problem. Also the training 
process can be time consuming if the agents are not appropriately initialized [7, 11]. 
Researchers in [6, 7, 8,9,10, 12] have proposed paradigm consist from; neuro-fuzzy 
network, fuzzy inferences, and GA to detect intrusion activities in networks. This me-
thod firstly used a set of parallel nero-fuzzy classifiers (five layers 4- for type of attack, 
and one for normal). Then fuzzy inference used the output from classifiers to take a 
decision whether the current action is normal or not. The role of GA was used to optim-
ize the classifier engine to give the right decision. This Method also used the same data 
KDD CUP 99 for training and for testing the system.  

3 Architecture 

The architecture of GANIDS is as shown in the Figure 1. An initial population of 
chromosomes is generated randomly where each chromosome represents a possible 
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solution to the problem (an set of parameters).The incoming traffic is first captured 
using a packet capture engine which is then used to extract the payload by removing 
all the header information present in the packet and the payload is given as input to 
the genetic algorithm which in the training phase uses it to build profiles. 

Two Point Crossover: In our system we use a two point crossover scheme where the 
two parents crossover at two different points producing a total of eight off springs out 
of which two are replicas of the parents itself which are discarded. The remaining two 
are then tested for fitness. If they are fit enough then they are added to the population 
else they are not. Selection of the parents for crossover is done by finding the fittest 
chromosome from the existing population and the input data forms the other parent. 
Since the input data is used to construct profiles the network behavior will be mapped 
on to the profiles efficiently.  

Replacement Strategy: There are mainly two types of replacement techniques that are 
widely used viz. Complete Replacement and Partial Replacement. Complete replace-
ment though easy to implement lose some of the fittest members in the population. 
However it is desirable for some of the chromosomes that are fit to survive in the 
population, hence we use a partial replacement technique where only some of the 
members are replaced and the rest are retrieved as it is. In our system we use a steady 
state replacement technique which is a partial replacement technique where the off 
springs replace the parents in the population. Also in our system parents that are una-
ble to produce an offspring that is fit enough to be added to the population will also be 
removed from the population. 

 

 

Fig. 1. GANIDS Architecture  

Mutation: Mutation is very necessary in a genetic algorithm because it enables the 
algorithm to explore the search space more effectively and hence produces better 
results. In our system we perform mutations based on a mutation probability which 
varies dynamically during the course of execution.  The algorithm used in the pro-
posed system is presented below. 

Problem Definition: Let xi be the input payload at time instance i, then the problem is 
to find the Chromosome c which yields the lowest value for the computation manhat-
tan_distance (c.weight[ ] , xi )  

Pseudo code: Here we give the pseudo code for crossover and mutation functions and 
finally the pseudo code for the genetic algorithm that we have used. If pm is the  
mutation probability and G the number of generations and nci the number of crossover 
points is two.  

The algorithm given below is used during the training phase i.e. the machine learn-
ing phase of the IDS. In the training phase, the input from the training data is used to 
build profiles. The machine learning phase functions as follows. First the input payl-
oad is used to find the fittest chromosome. Then the fittest chromosome and the payl-
oad itself are crossed to produce a total of eight offsprings out of which two of them 
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are the replicas of the parents itself which are discarded. The remaining six children 
are checked for fitness and checked against a threshold value. Only children which 
are fit enough are added to the population and others are discarded. Also if none of 
the six children are fit enough to be added to the population then even the parents are 
also removed from the population. 
 

CROSSOVER 
Input:  

 xi - payload at time i. 
fittest – fittest chromosome 

Output:  
children created and added if fit. 

begin 
Children[6]=Cross(fittest,xi) 
for all c ε Children  

 find the fitness of c 
 if fitness(c) > threshold 
            add_to_population(c) 

remove(fittest) 
end 

MUTATION 
Input: 
 c – Chromosome 
Output: 
 c1 – mutated chromosome 
begin 

r=random() 
if  r > pm then 

  mutate(c) 
end 
 

Genetic Algorithm: 
Input: 
 xi – payload at time i 
Output: 
 fittest – the fittest chromosome 
begin 

for i=0 to G do 
  min_dist = INFINITY 
  fittest = 0  
  for every c ε Chromosome do  
    dist = manhattan_distance( c , xi ) 
   if dist ≤ min_dist then 
    fittest = i 
    min_dist = dist 
  crossover( fittest , xi ) 
  for every c ε  Chromosome 
   mutation(c) 
end 

 
Then mutation is applied in order to explore the search space better. Mutation is 

done as follows; a random number r is generated for every chromosome in the popu-
lation. If the value of r is greater than the mutation probability then some random 
numbers of weights are changed to some random values. In the testing phase the  
fittest chromosome is found as in the algorithm but the crossover and mutation opera-
tions are not performed. Instead when the fittest chromosome is found, the minimum 
distance obtained is checked against a threshold and if it is higher than the threshold 
then it is flagged off as an anomaly. 
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4 Performance Analysis 

The two architectures GANIDS and PAYL are benchmarked using the same data used 
by PAYL, the DARPA 1999 data set. This standard data set is used as reference by a 
number of researchers and offers the possibility of comparing the performance of 
various IDS. This data set has been criticized because of the environment in which 
data were collected, but it is possible to tune an IDS in such a way that it scores par-
ticularly well on this particular data set: some attributes – specifically: remote client 
address, TTL, TCP options and TCP window size – have a small range in the DARPA 
simulation, but have a large and growing range in real traffic. IDS which take into 
account the above-mentioned attributes are likely to score much better on the DARPA 
set than in real life. Since our system does not consider these attributes, we can legi-
timately expect that the system in real life performs as well as it does on the DARPA 
benchmark. The GANIDS is trained using internal network traffic of week 1 and 
week 3. Then, the same data is used to build PAYL models taking advantage of the 
classification given by the neural network. After this double training phase, it is poss-
ible to use the testing weeks (4 and 5) to benchmark the network intrusion detection 
algorithm. This data contains several attack instances (97 payload-based attacks are 
detectable applying the same traffic filter mentioned above), as well as legal traffic, 
directed against different hosts of the internal network: the attack source can be si-
tuated both inside and outside the network. Figure 2 shows the graph of percentage of 
false positive packets versus percentage of instances of detected attacks on FTP pack-
ets on port 21 of DARPA. The percentage of true negatives in case of GANIDS is 
almost 10% less on average when compared to PAYL. Similar graph in Figure 3 
shows better performance of GANIDS when compared to PAYL when test on 
TELNET packets on Port 23. False Positive attack instances was found to be linearly 
increasing with increase in detected attack instances on the application on GANIDS 
which was an improvisation over the existing performance. 
 

 

Fig. 2. A comparison of PAYL and GANIDS in terms of percentage of true negatives (reported 
on y axis) w.r.t the percentage false positives(x axis) 
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Fig. 3. A comparison of PAYL and GANIDS in terms of percentage of true negatives (reported 
on y axis) w.r.t the percentage false positives(x axis) 

The experiments on SMTP and HTTP packets on Ports 25 and 80 also demon-
strates better performance of GANIDS when compared to PAYL as shown in Figure 4 
and Figure 5. 

 

Fig. 4. A comparison of PAYL and GANIDS in terms of percentage of true negatives (reported 
on y axis) w.r.t the percentage false positives(x axis) 

Table 1 reports a summary of these results: the first column reports PAYL’s statis-
tics and the second column reports the result of GANIDS. It is possible to observe 
that GANIDS overcomes PAYL on every benchmarked protocol: there is a remark 
about FTP protocol. During FTP protocol benchmarks we found a high rate of false 
positives both with PAYL and with GANIDS: all these packets are sent by the same 
source host, which is sending FTP commands in a way that is typical of the Telnet 
protocol (one character per packet, with the TCP flag PUSH set). These packets are 
marked as an attack because the training model does not contain this kind of traffic 
over the FTP control channel port, although it is normal traffic. During our experi-
ments with PAYL we found the same behavior. 
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Fig. 5. A comparison of PAYL and GANIDS in terms of percentage of true negatives (reported 
on y axis) w.r.t the percentage false positives(x axis) 

We trained our intrusion detection models, i.e., the base models and the meta-level 
classifier; using the 7 weeks of labeled data, and used them to make predictions on the 
2 weeks of unlabeled test data (i.e. we were not told which connection is an attack). 
The test data contains a total of 38 attack types, with 14 types in test data only (i.e., 
our models were not trained with instances of these types). The reason for high false 
positive rate in GANIDS using was due to the obsolete nature of the DARPA 1999 
dataset. 

Table 1. Comparison between PAYL and GANIDS; DR stands for detection rate, while FP is 
the false positive rate 

Architecture Used PAYL GANIDS 

HTTP 
DR 
FP 

89.00% 
0.17% 

95.00% 
0.01% 

FTP 
DR 
FP 

95.50% 
1.23% 

98.00% 
1.00% 

Telnet 
DR 
FP 

54.17% 
4.71% 

85.12% 
6.72% 

SMTP 
DR 
FP 

73.34% 
3.08% 

95.00% 
3.69% 

5  Conclusions 

It is often difficult to know which items from an audit trail will provide the most use-
ful information for detecting intrusions. The process of determining which items are 
most useful is called feature selection in the machine learning literature. We have 
conducted a set of experiments in which we are using genetic algorithms both to  
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select the measurements from the audit trail that are the best indicators for different 
classes of intrusions and to “tune” the membership functions for the fuzzy variables. 
GANIDS is a Genetic Algorithm based approach for anomaly based Network Intru-
sion Detection systems. The experiments on the DARPA set show that this approach 
reduces the number of profiles used by PAYL (payload length can vary between 0 
and 1460 in a Local Area Network, while the proposed approach considers less than 
one hundred nodes). The experiments show that PAYL three times more the profiles 
as with the GANIDS. We benchmark GANIDS extensively against the PAYL algo-
rithm and performance analysis shows a higher detection rate and lower false posi-
tives rate. 
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Abstract. In this paper a new Symmetric Key Cryptosystem, based on Feistel 
Networks has been proposed. The Cryptosystem demonstrates a few effective 
features like variable size key, variable size plain text encryption depending on 
data and key, padding by random variables etc. The cryptosystem is designed to 
be efficient on processors using simple operations. 

Keywords: Symmetric Key Cryptography, Encryption, Decryption, Feistel 
Networks, Avalanche Effect. 

1 Introduction 

Secure communication and secure data storage is a necessary part of our everyday 
lives. A few examples are ecommerce, phone calls, transfer or storage of proprietary 
information, email, secure money transfers and military applications. It has all 
become possible because of the evolution of cryptography over the past couple of 
decades. Originally cryptography dealt with the science of secret writing, whence its 
name is derived. The first major step in the development of modern cryptography was 
Shannon's concept of perfect secrecy based upon an information theoretic model [1]. 

In this paper a new secret key cryptosystem is presented. The major points taken 
into consideration while designing the algorithm were 

• It should guarantee substitution and permutation for all bits in each round. 
• It should guarantee some randomness which will cause an unpredictable 

change on every encryption.  
• It should be able to encrypt a block of variable plaintext. The size of the 

plain text to be encrypted should be determined on a dynamic basis. 
• It should use a variable size key. 
• It should be a word-oriented algorithm. 
• It should use operations which are comparatively efficient on processors. 

1.1 Symmetric Key Cryptography 

Symmetric-key algorithms are a class of algorithms for cryptography that use 
identical cryptographic keys for both encryption and decryption and therefore 
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sometimes called secret-key cryptography. In contrast public-key algorithms, uses two 
keys - a public key to encrypt and a private key to decrypt messages. Symmetric Key 
Cryptosystems consists of the following five ingredients: 

• Plaintext: This is the original intelligible message or data that is fed to the 
algorithm as input. 

• Secret Key: The secret key is also input to the encryption algorithm. The exact 
substitutions and permutations performed depend on the key used, and the 
algorithm will produce a different output depending on the specific key being used 
at the time. 

• Encryption Algorithm: The encryption algorithm performs various substitutions 
and permutations on the plaintext. 

o Input: (M, K) 
o C ← EncK(M) 
o Output: (C) 

• Cipher text: This is the scrambled message produced as output. It depends on the 
plaintext and the key. The cipher text is an apparently random stream of data, as it 
stands, is unintelligible. 

• Decryption Algorithm: This is essentially the encryption algorithm run in reverse. 
It takes the cipher text and the secret key and produces the original plaintext. 

o Input: (C, K) 
o M ← DecK(C) 
o Output: (M) 

The main advantages of symmetric-key cryptography are 

• High speed of data encryption. 
• Shorter keys compared to public key algorithms. 
• Symmetric-key ciphers can be used as primitives to construct various 

cryptographic mechanisms (i.e. pseudorandom number generators). 
• Ciphers can be combined to produce stronger ciphers. 
• Symmetric-key encryption is perceived to have an extensive history. 

1.2 Feistel Network 

A Feistel network is a general method of transforming any function into a permutation. 
It was invented by Horst Feistel and has been used in many block cipher designs [2, 3]. 
The most important part of a Feistel Network is a non-linear and irreversible function 
F. The function F of a general Feistel Network can be expressed as 

F: {0, 1}n/2 * {0, 1}k → {0, 1}n/2 

Where n is the size of the block, F is the function taking n/2 bits and k bits of key of 
key as input and producing an output of length n/2 bits. One round of a general Feistel 
network can be described as 
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Xi+1= (Fki (msbn/2(Xi)) XOR lsbn/2(Xi)) || msbn/2(Xi) 

Here Xi is the input to the round and Xi+1 is the output. Ki is the key, n is the block 
length, lsbu and msbu are the least and most significant u bits of the block X 
respectively, XOR indicates modulo 2 addition and || indicates concatenation. 

Diagram of a general Feistel round in given in Figure 1. The working of a Feistel 
Network is given below:  

• Split each block into halves  
• Left half becomes new right half  
• New left half is the final result when the right half is XORed with the result of 

applying F to the Left half and the key. 

 
                           (a)                                                                  (b) 

Fig. 1. a) Feistel Encryption Round b) Feistel Decryption Round     

 
Let F be the round function and let k0, k1, k2….kn be the sub-keys for the 

rounds r0, r1, r2 … rnrespectively. Then the basic operation is as follows: 
Split the plaintext block into two equal pieces (L, R) 
For each round ri where i= 0, 1, 2… n compute 

Ri+1 = Li 
Li+1 = Ri XOR F (Li, Ki) 
The cipher text is (Ln + 1, Rn + 1). 
Decryption of a cipher text (Ln + 1, Rn + 1) is done by computing for round ri where i=n, 
n-1, n-2,…0 
Li = Ri+1  
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Ri = Li+1 XOR F (Ri+1, Ki)  

Then (L0, R0) is the plaintext. 

1.3 S-Box Design 

The substitution layer in a Substitution-Permutation Network (SPN) is of critical 
importance to security since it is the primary source of nonlinearity in the algorithm 
(permutation is a linear mapping from input to output). S-Box substitutes the input 
with the output such that any change to the input results in a random-looking change 
to the output. Research into cipher design and analysis [4, 5, 6] suggests that s-boxes 
with specific properties are of great importance to avoid certain classes of attacks. 
However, it can be very difficult (and, in some cases, impossible) to satisfy some of 
these properties using "small" s-boxes. 

Four general approaches can be made [12] 

• Choose Randomly. It is clear that small random S-boxes are insecure, but large 
random S-Box may be good. 

• Choose and Test. Some ciphers generate S-Boxes and then test them for the 
required properties. 

• Man Made. This technique uses little mathematics: S-Boxes are generated using 
more intuitive techniques. 

• Math made. Generate S-Boxes according to mathematical principles so that they 
have proven security against linear and differential cryptanalysis and good 
diffusive property. 

2 Proposed Design: PDFN 

The name “Parallel Dependent Feistel Network” is given to the algorithm since the 
algorithm can be viewed as two or three Feistel Networks working in parallel and are 
dependent on the each other. The proposed design PDFN encrypts variable size plain 
text and has variable length key and data dependent circular shift operation. The 
proposed design PDFN encrypts 128 bit block. 

In the block size of 128 bits, the 96 higher order bits are plain text bits and the 
remaining 32 bits is a combination of plain text bits and random bits selected by the 
sender. This feature increases the security of the algorithm since the attacker, despite 
of the knowledge of the algorithm, is not able to predict the actual size of the plain 
text being encrypted. The size of the plain text is determined by the 96 higher order 
bits and the key. We calculate N where N= (96 plain text bits + Key) MOD 32. In the 
next 32 bits of the block, N bits are plaintext bits and rest 32 – N bits are random bits 
depending on the encoder. The same calculation is done by the decoder and the last 
32-N bits are discarded after decryption. 

It can be observed that during encryption, every time the algorithm encrypts a 
block of different size and the random bits used for padding results in a random 
change in the value of data in every round. When the algorithm is used in Cipher 
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Block Chaining mode (CBC) the Initialization Vector (IV) can be used to influence 
the value of N. 

There are total 14rounds and each round uses 5 sub keys hence 70 sub keys each 
for both encryption and decryption. The large number of sub keys increases the 
security of the algorithm. The advised minimum length of key is 320 bits and the 
upper limit is 2240 bits which is very large making it unrealistic for a brute force 
attack. 

The keys are calculated before encryption or decryption. 

• Each Sub Keys is of 32 bit and are named as: 
SK0, SK1, SK2, SK3,……, SK69 

• There are four 32-bit S-boxes with 256 entries each: 
S1,0, S1,1,S1,2,......, S1,255 
S2,0, S2,1,S2,2,….., S2,255 
S3,0, S3,1,S3,2,......, S3,255 
S4,0, S4,1,S4,2,….., S4,255 

2.1 Encryption Process 

For encryption there are 14 identical rounds. Each round divides the 128 bit block into 
four 32 bit words which are XORed with the corresponding sub key. Each of these 
words then undergoes a cyclic shift operation where the number of shifts is governed 
by the data and the sub key. The next part of the encryption process is a Feistel 
Network [2, 3]. The algorithm for encryption round is as follows  

Encryption_PDFN (128 bit data block X)       /*Round i*/ 
{ 
128 bit data block B is divided into four 32 bit blocks: A, B, C and D 
A = A XOR SK5i+0 
B = B XOR SK5i+1   // round i 
C = C XOR SK5i+2  
D = D XOR SK5i+3 
A = A << (B XOR SK5i+4)  //circular shift operations 
B = B << (C XOR SK5i+4) 
C = C << (D XOR SK5i+4) 
D = D << (A XOR SK5i+4) 
A = A XOR F (B) 
B = B XOR F (C) 
C= C XOR F (D) 
TEMP = A 
A = B 
B = D 
D = C 
C = TEMP 
Return X 
} 
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The block diagram for encryption is given in figure 2. 

 

Fig. 2. Block diagram of PDFN Encryption 

2.2 Decryption Process 

For decryption there are 14 identical rounds. The algorithm for decryption round is as 
follows  

Decryption_PDFN (128 bit data block X)       /*Round i*/ 
{ 
128 bit data block B is divided into four 32 bit blocks: A, B, C and D 
TEMP=D 
D=B 
B=A 
A=C 
C=TEMP 
C=C XOR F (D) 
B=B XOR F (C) 
A=A XOR F (B) 
D = D >> (A XOR SK5i+4) 
C = C >> (D XOR SK5i+4) 
B = B >> (C XOR SK5i+4) 
A = A >> (B XOR SK5i+4) 
A = A XOR SK5i+0 
B=B XOR SK5i+1 
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C=C XOR SK5i+2 
D=D XOR SK5i+3 
Return X 
} 
 

The block diagram for encryption is given in figure 3 

 

Fig. 3. Block diagram of PDFN Decryption 

2.3 Function F 

The most important part of a Feistel Cipher is the non-reversible function. This 
function uses simple operations like XOR and Modular Addition. The algorithm for 
function F is given below 

Function_PDFN (32 bit block) 
{ 
32 bit block is divided into four 8 bit blocks: A, B, C and D  
Val_A= S_BOX_1 [A] 
Val_B= S_BOX_2 [B] 
Val_C= S_BOX_3[C] 
Val_D= S_BOX_4 [D] 
Val_AB= Val_A XOR Val_B 
Val_CD= Val_C XOR Val_D 
Val_F = (Val_AB+Val_CD) mod 32 
Return Val_F  
} 
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Fig. 4. Block diagram of PDFN function F 

2.4 Sub Key and S-Box Generation 

Sub Key and S-Box generation play a very important role providing high security to a 
symmetric key cryptosystem. The key schedule should satisfy completely or partially 
Strict Avalanche Criterion (SAC) [3, 6] and Bit Independence Criterion (BIC) [3, 6] 
in order to avoid certain key clustering attacks. Grossman and Tuckerman [7] showed 
that cryptosystems like the Data Encryption Standard (DES) where the key does not 
vary with successive rounds can be broken. It is therefore required that the primary 
key bits used to create sub key for a particular  round i are different from those used 
in round i+1. PDFN uses 70 Sub Keys and four S-Boxes of dimension [1x256] of 32 
bit each for encryption and decryption. The algorithm for Sub Key and S-box is as 
follows 

 
SK_SBox_PDFN (variable size key) 
{ 
Step1. Initialize each element of the four [1x256] S_Box, 70 Sub keys SK and 128 

bit block B i.e. 4 words in order with decimal values of eπ. 
Step2. Initialize array X of size 1098 words with decimal values of exponential e. 
Step3. Initialize array Y of size 1098 words with decimal values of pi. 
Step4. Initialize array SEQ of size 35136 bits or 1098 words by using key as a 

trajectory to select bits from X and Y. Repeat the key if necessary. Exp: If 
key bit is 0 select bit from X, if 1 select from Y. There are two approaches 
while selecting bits from X and Y which are described later. 

Step5. XOR every element of S-Box, Sub key and B with SEQ. 
Step6. XOR consecutive word (32 bits) of key with consecutive sub key i.e. XOR 

first 32 bits of key with the first sub key, second 32 bits of key with second 
sub key and so on. Repeat key if necessary.  
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Step7. Encrypt block B with same algorithm and sub keys to get 128 bit cipher text 
i.e. 4 words.XOR the 4 cipher text words with S-Box and repeat step 6 
using 128 bit cipher text block B until   all the elements of S-Box and Sub-
Key have been XORed. 

} 
 

Selection of bits from array X and Y as stated above, can be done in two ways which 
differ in speed and security of the algorithm. 

• FixedBitPosition: In this approach, the ith bit of trajectory Key determines the 
selection between jth bits of array X and Y where j= n *length (key) + i and n is the 
number of times the key is repeated. This selection process can be executed 
effectively using parallelism but has a weakness - if the bit is 0 or 1 in both X and 
Y then the value of bit in SEQ is predetermined. 

• NextBitPosition: In this approach, the ith bit of the trajectory SEQ determines the 
selection between the p+1th and q+1th bits from array X and Y where p + q = i and 
p, q are the bit positions from where the last bit was selected from X and Y 
respectively. This selection process is sequential but distributes the entropy of the 
key throughout SEQ. 

3 Analysis 

• Parallel dependent Feistel network is designed in such a way that every higher 
order 32 bit gets affected by lower order 32 bits and the sub keys thus increasing  
the security of PDFN.  

• The algorithm encrypts variable plain text size on every encryption even if the key 
is same because the size of plain text to be encrypted depends upon both key and 
plain text. 

• Data and Key dependent cyclic shift operations makes the algorithm more secured. 
• Function F is non-reversible in nature which gives PDFN quality avalanche effect. 
• Use of four different S-boxes avoids symmetries when input bytes are equal. 
• The key-dependent S-boxes protect against differential and linear cryptanalysis. 

The structure of the S-boxes is unknown to the attacker. Key-dependent S-boxes 
are easier to implement and can be created on demand, reducing the need for large 
data structures stored with the algorithm.  

• The sub key generation process is designed in such a way that all the sub keys are 
affected by the key. One major advantage of the sub key generation algorithm is 
that parallel execution can be done for Step 4, Step 5 and Step6. 

• If compared to Blowfish, PDFN uses key dependent string to encrypt and finalize 
the S-Boxes and sub key.  

• Padding is done by random values known only to the sender which causes random 
change in the data which adds to the strength of the algorithm. 
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4 Future Work 

• In proposed system the Key Generation algorithm can be modified for achieving 
more parallelism.  

• The algorithm could be modified for variable number of rounds.  
• The function F could be modified for better speed and security.  

5 Conclusion 

In this paper a new cryptosystem based on Feistel network has been proposed. The 
algorithm exploits Feistel structure to provide better security. Its variable size key 
makes the key space very large and hence brute force attack is not possible. Variable 
block size makes it difficult for the attacker to guess the size of the plaintext. Padding 
by random variables causes an undeterministic change in data in all rounds of 
encryption. Its testing against Differential and Linear attacks is yet to be done. 
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Abstract. With explosive growth of plant species, it is becoming difficult for 
the botanists to manage the details of leaf. Moreover, extracting the specific leaf 
from the huge collection is a big job. Hence, an effort is done so as to help the 
botanists identify the specific leaf. The basic approach for leaf identification is 
based on textual information. But the effort involved in manual annotation is 
comparatively tedious and moreover it is impossible to represent the vast fea-
tures of the image in limited keywords. Fundamentally, the identification of a 
plant is based on leaf. We present a summary of different boundary based me-
thods for image retrieval of leaf. The methods have been explored for maple 
leaf and advantages and disadvantages have been highlighted. 

Keywords: Image Retrieval, Image Processing, Leaf  Identification, Boundary 
Based Identification, Shape Representation. 

1 Introduction 

With the emergence of multiple digital devices like cameras, mobiles etc, there have 
been a huge collection of digital images. However, this ever increasing digital collec-
tion has put forth a challenge for image retrieval. For image retrieval, textual annota-
tion could be a possible option. But the issues like manual annotations and incomplete 
representation makes textual representation ineffective. Another option which defines 
retrieval based on image features is referred to as Content Based Image Retrieval 
(CBIR) CBIR provides retrieval based on image details like color, texture, color 
layout and shape. Considering human perspective, shape is a strong descriptor of 
image features.Shape is probably the most important property that is perceived about 
objects. Shape allows predicting more facts about an object than other features, e.g. 
colour. Thus, recognizing shape is crucial for object recognition. In some applica-
tions, it may be the only feature present which would help in recognising the shape 
e.g. logo recognition. Elaborate work has been proposed for many applications like 
face recognition, iris recognition, fingerprint recognition. 



 Survey of Shape Based Boundary Methods for Leaf Retrieval 603 

The main focus of this paper is on image retrieval based on shape for identification 
of leaves. Looking into the surroundings, there exist millions of varieties of plant 
species. Managing this huge information in digital format requires lot of efforts. 
However, it has been explored that identification of leaf is very helpful in recognizing 
the plant. But identification of leaf is not an easy task. The reason behind this is that 
the contour of a leaf remains the same for same species. So besides contour, it is im-
portant to get into the interior details of leaf for recognizing the leaf appropriately. 

For efficient retrieval, it is important that shape representation should be invariant 
of basic transformations and should be able to deal with noise. The effectiveness of 
shape based image retrieval system depends on the features used for representing the 
shape, the type of queries and the effectiveness of shape matching strategies. The 
steps required for shape based image retrieval are: 

a) Convert image into binary form. 
b) Use suitable edge detectors to extract edges from binary image. 
c) Represent edges as feature vectors. 
d) Match feature vector of query to that of database images to generate similar set 

of images.  
 

In above steps identified, third point defines shape representation and fourth point 
defines shape matching. An effective shape representation is helpful in visual image 
information representation. 

2 Classification and Approaches of Shape Representation 

Shape representation can be classified into: Boundary Based Image Representation 
and Region Based Image Representation. Boundary based approach helps in repre-
senting information of image only at boundaries whereas region based approach 
represents details of image, including the interiors of the contour. 

Various papers have been referred in context to Shape Based Image Retrieval for 
different applications. The approaches have been analysed and implemented for iden-
tification of leaves. 

2.1 Tangent Angle Approach 

In this approach, the image is broken into line segments and the curvature of the line 
segments is measured at the boundary points[1]. The tangent angle function at any 
point P(xn,yn ) is defined by the tangential direction of the contour. The formula for 
tangent angle approach is as follows: 

 

where w is the small window to calculate tangential angle θn   accurately. The tangen-
tial representation can be done by generating a plot of the length of the segment along 
the x-axis and the curvature of the segment along the y-axis.[2] 
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The image shows the boundary points highlighted. 
Thereby, at the boundary points, moving anticlock-
wise, tangential vectors are drawn and angles are 
measured. Also the distance between the consecutive 
points is measured. 

Thus, the values are in the form of magnitude and an-
gles, when started referring anticlockwise is as follows: 

50 121o, 33 22 o, 21 40 o, 31 43 o 

This method is able to maintain the details of the shape boundary by accumulating the 
values of curvature and magnitude [3]. To make the approach rotation invariant, cu-
mulative angular function is calculated as follows: 

Cumulative Angular Function= θ(n)- θ(ref)  

where θ(n) is the angle measured at the shape boundary and  θ(ref) is the reference 
angle value. The additional advantage of this approach is that it is possible to regene-
rate the shape by reading the magnitude and angle values. The approach is scale, rota-
tion and position invariant and the computational complexity is low. 

2.2 Triangle Area Representation 

In this method, the area is computed from the area of triangle formed by taking into 
consideration three consecutive boundary points [4]. The area  is useful to calculate 
the curvature of the boundary shape. 

Let the consecutive boundary points be Pn-ts(xn-ts, yn-ts), Pn(xn, yn) and Pn+ts(xn+ts, 
yn+ts) where n belongs to [1,N] and ts belongs to [1,N/2 -1] is even. Thus the area for 
these consecutive points would be given by: 

 

where the  boundary points are traversed in clock-
wise direction and the values of TAR help to judge 
the contour. Positive TAR values refer for convex, 
negative TAR values refer for concave and zero 
values for straight line.  

The array of the concave, convex and straight 
lines helps to understand the curvature of the boun-
dary. A matrix is generated by taking 3  
consecutive boundary points in anticlockwise direc-
tion and determinant value is calculated.  
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Mathematically, 
 

 

TAR(, ts)=   1      142      114       1  
                    2      143      109       1 

                  147        99       1 

 
= 142(109-99)-143(114-99)+147(114-109) 
=142*10-143*15+147*5 
=1420-2145+735=10(+ve value) 

 
The value of the determinant helps to judge that the curve generated by the combina-
tion of 3 points(142,114) (143,109) and (147,99) is a convex curve. In this way, the 
complete shape is analyzed to be defined in the form of concave, convex or straight 
line and the output is an array of concave, convex and straight line representing the 
boundary. The method is scale, translation and rotation invariant [5]. 

2.3 Adaptive Grid Resolution (AGR) 

In AGR, a square sufficient enough to cover the whole image is considered and over-
laid upon the image [6]. The resolution of the grid cells varies from one portion to 
another according to the content of the portion of the shape. The interior dense portion 
of the image requires the higher resolution, thus smaller grids are required to 
represent the boundary whereas the areas of the image with coarser regions are 
represented with relatively big grids. 

To represent the AGR image, quad tree is applied. Each node in the quad tree cov-
ers a square region of the bitmap. The level of the node in the quad tree determines 
the size of the square. The internal nodes represent ‘partially covered’ regions. 

 

 

Image 1 Image 2 
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Image 3 Image 4 Image 5 

As shown in the above sequence of the leaf images, the Image 1 depicts the image 
represented using minimum bounding box and a centroid at the centre. The Image 2 
depicts the image represented as a grid of 4 cells. The centre of the bounding box is 
defined using centroid. The Image 3 depicts the grid cells further refined. Here grid 
11 is segmented into four grids 111,112, 113 and 114. At the next level of defining 
grid cells, only those grid cells are sub-divided where the boundary pixels are promi-
nent. The cell 114 need not to be divided as there are no pixels in the cell. In Image 4, 
the cell 111 is further divided into 1111, 1112, 1113 and 1114. Cell 112 is further into 
1121, 1122, 1123 and 1124.The sub-division into further grid cells manages the accu-
racy of the depiction of data. Below a quad-tree has been generated using the grid 
based representation. Only those nodes are darkened where there is existence of pixels 
in the grids. 
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This approach is translation, scale and rotation invariant and the computational 
complexity is also low. This approach is important where the image boundaries are 
required to be explored in great details. 

2.4 Bounding Box Approach 

Bounding box approach computes homomorphism between 2D lattices and its shapes. 
To make bounding box, first the shape is normalized [7]. Then the image is broken 
into n columns, such that the dimensions of the columns overlap the image exactly, 
thus chopping the extra dimensions of the columns. The column segmented image is 
superimposed by m rows. The row dimensions are chopped which extend beyond the 
image. Then bounding box of each resulting pixel is calculated. 
 

  
Image 1 Image 2 Image 3 

 

 
Image 4 Image 5 

 
The images above show the implementation of the bounding box method. Image 1 

shows the bounding box for the image. The Image 2 is broken into n columns. The 
Image 3 shows the columns being chopped depending on the image boundaries. The 
Image 4 depicts the image segmented into m rows. Thus boundary box representation 
is a simple computational geometry approach to compute homomorphism between 
shapes and lattices. It is storage and time efficient. It is also invariant to rotation, scal-
ing and translation invariant and has relatively higher computational complexity[11]. 
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2.5 Directional Fragment Histogram (DFH) 

A generic shape descriptor is computed using the outline of a region. The contour is 
defined to be formed of m elementary components. These elementary components are 
merged to form line segments having approximately same slope [8]. Thus the elemen-
tary components can be line segments or pixels. The computational details of the 
method are as given below: 

Contour C= ec1,ec2, ec3, ec4, ec5…………. ecn 

where ec1,ec2, ec3, ec4, ec5…………. ecn  are elementary components. 
Segment 1= ec1,ec2, ec3 

Segment 2= ec4, ec5, ec6 

………. 

Segment n= ec7, ec8…………. ecn. 

Thus the contour is identified as combination of line segments which are represented as: 
Contour C= Segment 1 , Segment 2, Segment 3……. Segment n . Such groups are 

called directional fragments[10]. 
Image 1 shows the elementary components. Image 2 represents the image as seg-

ments (red) and vertices (blue).The relative lengths of the individuals segments and 
their relative angles are calculated. The values can be tabulated as, magnitude of 
length of line segments along x-axis and angle between the line segments along y-axis 
where the angles are merged into 8 directions. 

 
 

 
Image 1 Image 2 

 

Directional Fragment Histogram provides two kinds of information. At local level, 
it codes the relative length of elementary components within a given segment. At 
global level, DFH codes the elementary component’s frequency distribution. The 
advantage of this method is that relative directions allow the representation to be rota-
tion invariant by focusing on only directional changes. 
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To make the approach scale invariant, the length of the segment should be 

represented as ratio of the length of the segment to the total length of the contour. The 
drawback of the approach is that it approximates the directional values and hence 
does not capture accurate information like Chain code. 

3 Summary and Conclusion 

Several image retrieval methods have been discussed and their advantages and disad-
vantages of each have been mentioned after analyzing the methods in detail. For any 
boundary based shape representation, it is important that the description should be 
translation, scale and rotation invariant and should handle noise effectively. Feature 
vectors extracted to represent the shape boundary should be stored in  such a manner 
that it reduces space complexity but improves efficiency in image retrieval. We can 
say that it is a process of making a trade-off between space and effectiveness. 

Summarizing the results, we come to the conclusion that the tangent angle ap-
proach is an accurate approach for representing information. But it is too tedious to 
calculate the angles at each pixel and would also increase the space complexity. The 
triangle area representation makes a good representation of boundary contours in the 
form of concave, convex and straight line and overcomes the drawback of tangent 
angle by reducing the space complexity though both the methods are affine invariant. 
Adaptive Grid Resolution method has the advantage of matching the shape contour 
iteratively, grid wise. Thus, it’s possible to match the shape contour at each level  
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depending on the level of the accuracy required. Boundary box approach segments the 
image contour into small cells and is highly space and time efficient. Directional 
Fragment Histogram approximates the direction and magnitude values representing 
the boundaries. 

Among the approaches discussed above, it is impossible to identify a method 
which can be defined as perfect for boundary representation, as every method 
represents the processing of pixels coordinates in an exclusive way. Moreover, the 
effectiveness of any approach depends upon the complexity of the leaf image.  
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Abstract. In this work, we have proposed modified chain code his-
togram (CCH) based feature extraction method for handwritten char-
acter recognition (HCR) applications. This modified approach explores
the dynamic nature of directional information, available in character pat-
terns, by introducing the Differential CCH which is termed as Delta (Δ)
CCH. A comparable and higher recognition rate is reported which em-
phasizes that the dynamic nature of directional information captured by
the ΔCCH is as important as that of CCH. All the experiments are con-
ducted on MNIST handwritten numeral database. Finally, an improved
recognition rate is observed at higher end by using combination of both
the features which shows the effectiveness of dynamic directional feature
in the classification of handwritten character patterns.

Keywords: Differential Chain Code Histogram, Handwritten Character
Recognition, Misclassification Rate, Feature combination.

1 Introduction

Handwritten character recognition is an important application of human com-
puter interface. The most significant part of any character recognition system is
feature extraction which affects the recognition performance to an extent. The
feature selection should be such that it holds all the variations of handwriting
and hence makes it invariant with respect to shape variations caused by individu-
als. Chain code histogram (CCH) is one of the most successful feature extraction
technique in character recognition task. The directional information captured by
the CCH is the key method in identifying the exterior information of any shape
or pattern. Hence, it has been widely used in Japanese, Devnagari, Oriya, Arabic
handwritten character recognition applications with the higher recognition rate
[1,2,3,4,5].

Dynamic information, i.e. the way feature vectors vary with respect to time,
is also very much important in pattern classification as observed in automatic
speech and speaker recognition tasks [6]. A very good performance is reported
in all these tasks by using the dynamic information derived from the cepstral
domain features like first and second derivative of mel-frequency cepstral coef-
ficients [6,7,8]. Motivated by this approach, here we have proposed differential
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CCH feature extraction method by taking the successive derivatives of CCH fea-
ture which captures the dynamic nature of directional information available in
character patterns.

In this work, we have developed a handwritten character recognition system by
using the modified CCH feature. Differential CCH feature is computed by block
processing approach and performance of the proposed feature is evaluated on
MNIST handwritten numeral database [9]. The different information contained
in CCH and differential CCH features are further exploited to make the character
recognition system more robust and accurate by using score level fusion. Here
we have used the well known vector quantization (VQ) based nonparametric
modeling and nearest neighbor classification technique for pattern matching [10].

The organization of the remaining work is as follows: Section 2 describes
the modified directional feature extraction technique. Section 3 describes the
different stages of handwritten character recognition system based on modified
CCH feature. Experimental results and discussion are presented in Section 4 and
finally summary and future work are provided in Section 5.

2 Modified Chain Code Histogram (CCH) Feature
Extraction

CCH is an extensively used technique in character recognition tasks. Considering
the importance of dynamic directional information, a modified technique is used
for finding the differential characteristics of CCH feature. Both the methods are
explained in the following sections.

2.1 CCH Feature

The CCH method utilizes the contour shape of character pattern for feature
extraction. In this method, the directional information of all contour points are
captured. The complete steps involved in CCH feature computation are described
below.

1. Step 1: Find out the contour representation of character pattern.
2. Step 2: Divide the complete image into a particular number of blocks by

using a fixed block size.
3. Step 3: Compute the directional information of each contour pixel by con-

sidering the 8-directions as shown in Fig. 1 by using top-to-bottom or left-
to-right traversing approach.

Fig. 1. Chain code directions (adopted from [3])
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4. Step 4: The above step is repeated for each block by using block processing
approach.

5. Step 5: Hence we get 8-directional CCH feature vector for the complete
character image.

6. Step 6: Finally assuming direction 1 and 5, 2 and 6, 3 and 7 and 4 and 8,
as same, we get 4-directional CCH feature vector.

Fig. 2. (a) and (b) Contour and Chain code histogram representations for the symbol
+, (c) and (d) Contour and Chain code histogram representations for the symbol ×

The CCH representations of the symbols + and × are shown in Fig. 2. As
the major object part of the symbol image + is in the horizontal and vertical
directions, so we find higher values at feature indices 1 and 3 i.e. more number of
object pixels, in CCH representation of symbol + as shown in Fig. 2(b). On the
other hand, we get more no. of object pixels at feature indices 2 and 4 in case
of the symbol image × as the major object part is in slanted directions. As the
object part is almost absent in horizontal and vertical directions so we get a few
no. of object pixels at feature indices 1 and 3 for the same as shown in Fig. 2(d).
This clearly illustrates the effectiveness of CCH in directional representation.

2.2 Differential CCH Feature

CCH feature provides the directional information of character patterns, but it
does not convey any information about the variations available in the directional
information with respect to spatial co-ordinates. This can give an additional
level of information to discriminate any handwritten shape. To get this dynamic
directional information, we have derived the differential CCH feature by taking
the successive derivatives of the conventional CCH feature.
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The differential CCH is computed from the 4-directional CCH feature vec-
tor by using the following polynomial approximations of the first and second
derivatives [11].

Δc(n) =

r∑
i=−r

i.c(n + i)

r∑
i=−r

|i|
(1)

ΔΔc(n) =

r∑
i=−r

i2.c(n + i)

r∑
i=−r

i2
(2)

where c(k) represents the 4-directional CCH feature vector of kth block, i shows
the position of preceding and succeeding blocks, and r shows the total no. of
preceding or succeeding blocks to be used in Δ and ΔΔ computation.

The CCH and ΔCCH feature representations of numeral images 0 and 8 are
shown in Fig. 3. As the patterns of these numerals are almost confusing so we
get a look like CCH feature representations in this case as shown in Fig. 3(b)
and (e). Again we can clearly observe that variations of CCH feature lies only in
positive range where as ΔCCH contains variations in both positive and negative
range as shown in Fig. 3(c) and (f). This shows the bipolar characteristic of
ΔCCH in comparison of unipolar CCH. This makes the differential CCH robust
for classification of degraded characters. For instance, if a character image is
degraded with noise or blurred, it may add some extra undesirable directional

Fig. 3. CCH and ΔCCH feature representations for numerals 0 and 8; (a), (b), and (c)
contour, CCH, and ΔCCH representations of numeral image 0, respectively; (d), (e),
and (f) contour, CCH, and ΔCCH representations of numeral image 8, respectively.
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information in case of CCH feature but this extra information is nullified in case
of ΔCCH due to the differentiation operation.

3 Modified CCH Based Handwritten Character
Recognition

The block diagram of modified CCH based handwritten character recognition
system is shown in Fig. 4. The different stages used in this system are illustrated
in the following sections.

Fig. 4. Block diagram of the modified CCH based handwritten character recognition
system

3.1 Contour Extraction

In this stage, the incoming gray scale images of characters are converted to binary
images and resized to a default dimension. Here we take pixel value 1 as an object
point and pixel value 0 as a background point. For contour extraction, consider
a 3× 3 window surrounded to every object point in the image. If any one of the
four neighboring directions excluding corner directions has a background point
then that object point is considered as a contour point. For instance, extracted
contour of numeral image 5 is shown in Fig. 4.

3.2 Modified CCH Feature Extraction

In the feature extraction stage, modified CCH features are computed from the
incoming contour image of the character. To capture the directional information
of the contour, we have used the conventional CCH approach as described in
Sec. 2.1. After getting the CCH features of the complete image, differential CCH
features i.e. ΔCCH and ΔΔCCH are computed by taking the first and second
derivatives of the same as discussed in Sec. 2.2.
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3.3 Pattern Matching

In the training phase, models are built for every individual class from their
respective features. The extracted modified CCH features of each character class
are fed to vector quantization (VQ) modeling stage. It builds a defined size of
codebook for every character class by using binary split and k -mean clustering
algorithm.

In testing stage, after finding the test feature set by using the same feature
extraction technique, euclidean distances of this feature set is computed from all
the code-vectors of the each character model. Then the test image is identified
by using nearest neighbor classifier which works on minimum euclidean distance
criterion.

4 Experiments and Outcomes

A robust character recognition system should be able to identify an unknown
character image by classifying it to the correct character class. Generally per-
formance of such a recognition system is measured in terms of recognition rate.
Recognition rate is defined as the percentage of total number of samples of a class
which are correctly classified. Again the percentage of total number of samples
which are misclassified is termed as misclassification rate.

4.1 Experimental Details

For the present work, we have considered MNIST handwritten numeral database
which includes 60, 000 training images and 10, 000 testing images. We have used
64×64 resized numeral images for our recognition task. For 4-dimensional CCH
computation we have considered block size of 16×16 by taking the neighborhood
object pixels in available directions as described in Sec. 2.1. Hence, we get total
16 no. of 4-dimensional feature set for CCH, 14 no. of 4-dimensional feature set
for ΔCCH and 12 no. of 4-dimensional feature set for ΔΔCCH in each image,
respectively. In the VQ modeling stage, total 9 no. of 512-size codebooks are
built for all numeral classes.

4.2 Experimental Results and Discussions

The performance of handwritten numeral recognition system for CCH, ΔCCH
and ΔΔCCH feature extraction techniques, in terms of recognition rate is given
in Table 1. We can clearly see from the Tabel 1 that the performance of ΔCCH
and ΔΔCCH is almost comparable to that of CCH based recognition system. It is
also observed from Table 1 that for some numerals like, 2, 6, and 9 the recognition
rate is high in case of ΔCCH as compared to CCH, where as for remaining
numerals we get better recognition accuracy in case of CCH feature. It shows
that the dynamic information captured by the differential CCH is as significant
as that of the directional information captured by CCH for the classification of
handwritten numeral patterns.
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Table 1. Individual recognition rate of handwritten numerals for CCH, ΔCCH and
ΔΔCCH features

Numeral Recognition Rate (in %)

Class CCH feature ΔCCH feature ΔΔCCH feature

0 98.50 98.20 98.00

1 98.94 98.76 98.76

2 92.80 93.60 93.70

3 94.09 93.31 90.79

4 95.20 94.70 94.30

5 96.52 95.71 95.02

6 98.32 98.72 97.73

7 93.74 93.08 93.08

8 93.75 92.27 88.98

9 90.49 90.80 90.70

Table 2. Misclassification rate of some misclassified numerals for CCH feature

Misclassified Misclassification Rate (in %)

Class 0 1 2 3 4 5 6 7 8 9

0 – 0.00 0.30 0.10 0.10 0.00 0.20 0.10 0.40 0.30

2 0.60 1.00 – 1.70 1.10 0.20 0.30 0.60 0.80 0.90

5 0.00 0.00 0.12 1.51 0.00 – 0.58 0.12 0.70 0.46

6 0.49 0.49 0.00 0.00 0.49 0.10 – 0.00 0.00 0.10

8 1.17 0.32 0.64 0.53 0.85 0.53 0.64 0.32 – 1.27

9 0.31 0.31 0.20 0.31 3.37 0.00 0.10 4.70 0.20 –

Misclassification rate of some numerals with each numeral class is given in
Table 2 and 3 for CCH and ΔCCH features, respectively. It is observed that the
misclassification rate of numeral 0 with that of numeral class 3, 5, 6, and 9 is
less in case of CCH than ΔCCH. But, for the numeral classes 2 and 8, the mis-
classification rate of the numeral 0 is less in case of ΔCCH. It shows that both
the features carry some different information. This type of dissimilarity in mis-
classification rate of CCH with that of ΔCCH feature is also observed for other
numeral classes like, 2, 5, 6, 8, and 9, as shown in Table 2 and 3. These observa-
tions strongly validates the point that the dynamic feature carries some different
information in comparison to that of directional feature. Hence, the combination
of CCH and ΔCCH features may give a better improved performance in pattern
classification task.

The average recognition rate of complete handwritten numeral set for different
feature extraction techniques is given in Table 4. The recognition rates of ΔCCH
and ΔΔCCH features are nearly equal to that of CCH feature over the huge
MNIST handwritten numeral database. This shows the effectiveness of dynamic
directional information in feature representation of handwritten characters. As
discussed earlier, the different information representation of all these features is
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Table 3. Misclassification rate of some misclassified numerals for ΔCCH feature

Misclassified Misclassification Rate (in %)

Class 0 1 2 3 4 5 6 7 8 9

0 – 0.00 0.10 0.50 0.10 0.10 0.40 0.10 0.10 0.40

2 0.50 0.90 – 1.60 0.60 0.40 0.50 0.60 0.80 0.50

5 0.35 0.23 0.12 1.39 0.00 – 0.35 0.23 1.04 0.58

6 0.30 0.30 0.00 0.00 0.39 0.00 – 0.10 0.20 0.00

8 1.06 0.53 0.21 1.27 0.74 1.48 1.53 0.53 – 1.38

9 0.41 0.20 0.00 0.61 3.68 0.00 0.10 3.78 0.41 –

Table 4. Average recognition rate of handwritten numerals for different features

Feature Extraction Recognition Rate

Technique (in %)

CCH 95.24

ΔCCH 94.92

ΔΔCCH 94.11

CCH+ΔCCH+ΔΔCCH 96.09

exploited by using the score level fusion of CCH, ΔCCH and ΔΔCCH. We have
used the max normalization technique to compensate the different range of scores
followed by the simple sum rule of fusion. Finally, an improved recognition rate
of 96.09% is reported in case of feature combination which gives an improvement
of nearly 1% over the classical CCH approach. It is also significant from the fact
that the reported improvement of 1% in recognition rate is nearly equals to
100 handwritten numeral examples over the 10, 000 numeral samples of MNIST
testing set.

5 Summary and Conclusions

We have presented modified chain code histogram feature extraction technique
for handwritten character recognition task. A handwritten numeral recognition
system is developed by using conventional CCH and differential CCH features
and a comparable recognition rate is reported. All the experimental results show
the effectiveness of dynamic directional information available in character images
captured by differential CCH features. The different information available in
CCH and differential CCH feature extraction techniques are exploited by score
level fusion of CCH, ΔCCH, and ΔΔCCH features. The improved performance
justifies the importance of the proposed features extraction techniques over the
large MNIST handwritten numeral database.

In future we may try to make the character recognition system more robust
and accurate by exploring different classification techniques. Future work may
include to find a better feature representation of character images by using dif-
ferent level of fusion.
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Abstract.  The Edge Detection is used in wide range of applications in image 
processing such as object detection, recognition, automated inspection of ma-
chine assemblies, diagnosis in medical imaging and topographical recognition. 
An efficient algorithm for extracting the edge features of images using simpli-
fied version of Gabor Wavelet is proposed in this paper. Conventional Gabor 
Wavelet is widely used for edge detection applications. Due do the high compu-
tational complexity of conventional Gabor Wavelet, this may not be used for 
real time application. Simplified Gabor wavelet based approach is highly effec-
tive at detecting both the location and orientation of edges. In this approach, 
Simplified Gabor Wavelet features are employed for two different scales and 
four different orientations. The results proved that the performance of proposed 
Simplified version of Gabor wavelet is superior to conventional Gabor Wavelet 
and other edge detection algorithm. And also the required run time for proposed 
work is faster than all other edge detection methods. 

Keywords: Gabor wavelet, Simplified Gabor wavelet, edge detection, Peak 
Signal to Noise ratio. 

 

1 Introduction 

Edges are predominant features in images and their analysis and detection are an es-
sential goal in computer vision and image processing [1].Edge detection is one of the 
key stages of image processing and objects recognition [2]. An edge is defined by a 
discontinuity in gray level values. In other words, an edge is the boundary between an 
object and the background. The shape of edges in images depends on many parame-
ters: geometrical and optical properties of the object, the illumination conditions, and 
the noise level in the images [3].  

Research in automatic edge detection has been active because of this topic’s wide 
range of applications in image processing, such as automated inspection of machine 
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assemblies, diagnosis in medical imaging, and topographical recognition [4].  
Edge detection is a very difficult task. When viewing an image, humans can easily 
determine the boundaries within that image without needing to do so consciously. 
However, no single edge-detection algorithm, at present, has been devised which will 
successfully determine every different type of edges [5].Many edge detection algo-
rithms have been proposed and implemented. These algorithms differ from each other 
in many aspects such as computational cost, performance and hardware implementa-
tion feasibility. 

Simplified version of Gabor Wavelets (SGW) is proposed in this work, whose fea-
tures can be computed efficiently and can achieve better performance for edge detec-
tion. Proposed SGWs can replace the GWs for real time applications. 

1.1 State of the Art  

An edge is in general a border which separates the adjacent zones of image having 
distinct brightness. The development of an edge detector is often based on a specific 
characteristic of the image [6].First generation of edge detection algorithms are 
represented by Gradient operators such as Sobel’s, Robert’s and Prewitt’s opera-
tor[7].The drawbacks of these operators are their inability to detect weak edges and 
their inability to detect weak edges and their poor performance in the presence of 
noise. Compass operators are enhanced version of the gradient operators. More com-
putations are required in the compass operators in order to detect more edges and 
produce better results [2]. 

Another well known operator, based on the occurrence of zero crossings after ap-
plying LOG filter is Marr’s operator, known as Laplacian of Gaussian [7]. Since not 
all zero-crossings correspond to edges, some false edges may be introduced. Canny’s 
operator [1] is one of the most widely-used edge detection algorithms in the computer 
vision community because of its performance. In this algorithm, edge pixels are de-
tected based on first derivative of that pixel. In addition, two thresholds are applied to 
remove false edges. The problem with this operator is that these two thresholds are 
not easily determined and low threshold produces false edges, but a high threshold 
misses important edges. 

Brannock and Weeks [3] have proposed an edge-detection method based on the 
discrete wavelet transform (DWT), which combines DWT with other methods to 
achieve an optimal solution to edge-detection algorithm. Y.P.Guan [8] has proposed a 
multiscale wavelet edge detection algorithm for lip segmentation. In noiseless images 
with high contrast, Canny’s edge detection has proven to be very successful [1].But 
that algorithm is not efficient for noisy image. For noisy images, Lu and Zhang has 
proposed algorithm to detect diagonal edge information, based on the wavelet trans-
form with shifted coefficients [3]. 

The section 2 describes conventional Gabor Wavelet and edge detection using Ga-
bor wavelets. Section 3 describes about proposed methodology of this work. Section 4 
discusses about the obtained results and conclusion the work. 
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2 Conventional Gabor Wavelet 

Gabor Wavelets (GWs) [9] are commonly used for extracting local features for vari-
ous applications such as object detection, recognition and tracking. The human visual 
system can be viewed as composed of a filter bank. The responses of the respective 
filters can be modeled by Gabor functions of different frequencies and orientations. 
The Gabor features have been found to be particularly appropriate for texture repre-
sentation and discrimination and have been successfully applied to texture segmenta-
tion, face recognition, handwritten numerals recognition, and fingerprint recognition. 
In the spatial domain, a 2D Gabor filter is a Gaussian kernel function modulated by a 
sinusoidal plane wave as follows: 

G(x, y)=exp ⎥
⎦

⎤
⎢
⎣

⎡ +−
2

22

2σ
yx

exp[jω(xcos θ+ y sin θ)]            (1) 

Where σ is the standard deviation of the Gaussian function in the x- and y-directions 
and ω denotes the spatial frequency. Family of Gabor kernels can be obtained from 
eqn.(1) by selecting different center frequencies and orientations. These kernels are 
used to extract features from an image. 

2.1 Edge Detection Using Conventional Gabor Wavelet 

Gabor wavelets can effectively abstract local and discrimination features. In textural 
analysis and image segmentation, GW features have achieved outstanding results, 
while in machine vision, they found to be effective in object detection, recognition 
and tracking. The most useful application of the Gabor Wavelets is for edge detection 
[10].For given an input image I(x, y), the Gabor Wavelet features are extracted by 
convolving I(x,y) with G(x,y) as in equation (2). 

Φ(x, y) = G(x, y) ⊗ I (x, y)                                                                               (2) 

Where ⊗ denotes the 2-D convolution operation [8]. The  Gabor  wavelets (GWs)  
respond strongly  to edge if  the  edge  direction  is  perpendicular  to  the  wave  vec-
tor (ω cos θ, ω sin θ). When hitting an edge, the real and imaginary parts of Φ(x, y) 
oscillate with the characteristic frequency in- stead of providing a smooth peak. 

3 Proposed Work 

The computation required for Gabor Wavelet based feature extraction is very intensive. 
This in turn creates a bottleneck problem for real time processing. Hence, an efficient 
method for extracting Gabor features is needed for many practical applications. 
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3.1 Simplified Gabor Wavelets 

Wei Jiang.et.al.[9]have proposed that the imaginary part of a Gabor filter is an efficient 
and robust means for edge detection. The imaginary part of a GW is as in equation (3): 

S(x, y) = exp ⎥
⎦

⎤
⎢
⎣

⎡ +−
2

22

2σ
yx

sin [ω(x cos θ + y sin θ)]                  (3) 

Edges can be detected by using this simplified Gabor Wavelet. Set of Simplified Ga-
bor kernels can be obtained from eqn. (3) by selecting different center frequencies and 
orientations. These kernels are used to extract features from an image. This method is 
known as Simplified Gabor wavelet. 

3.2 Shape of an SGW 

The equation for 1-D Gabor Wavelet is shown in equation (4). 
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The values of imaginary part of 1-D GW are continues one. Its values are quantized to 
a certain number of levels. The same number of quantization levels is used for the 
positive and the negative values of the Gabor function because it is antisymmetrical 
[4]. For 2-D cases, the imaginary part of a 2-D GW, with the gray-level intensities 
representing the magnitudes of the Gabor function. 

3.3 Determination of Quantization Levels 

The determination of the quantization levels for an SGW is the same as that in [10]. One 
of the quantization levels of the SGW is set to zero. As the imaginary part of a Gabor 
function is antisymmetrical, the number of quantization levels for the positive and nega-
tive values are equal and are denoted as n1. Then, the total number of quantization levels 
is 2n1+1. Suppose that the largest magnitude of the GW is A, the corresponding quanti-
zation levels for positive levels and negative levels are as in equation (5) 
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where k = 1. . . n1. These SGWs are then convolved with an image to extract the SGW 
features at different center frequencies and orientations to form a simplified Gabor jet. 

3.4 Determination of the Parameters 

The values of important parameters for the GWs or SGWs are determined for edge  
detection, which are the values of ω, σ, and θ. Edges of an image can be detected in 
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different directions, by setting different values for θ [11]. Computational can be reduced 
by setting four values for θ.Hence, the number of orientations used in this proposed 
work is four,i.e.,θk=kπ/4 for k=0,1,2,3.As edges are very localized feature of an image, 
the value of ω should be small when compared to that for face recognition[4]. So, in this 
proposed work edges can be detected efficiently by setting ω = 0.3 π and 0.5π. 

3.5 Efficient Edge Detection Using SGWs 

Edge detection can be done efficiently by using SGWs of two different scales (ω) and 
four different orientations (θ). The convolution of an SGW of scale ω and orientation 
θ with the image I(x,y) generates the SGW features and is denoted 

as ),(' , cc yxθωφ .The resulting SGW feature ),('' , cc yxθωφ at a pixel position 

),( cc yx is equal to the absolute maximum of the eight ),(' , cc yxθωφ , i.e., 

}3,...,01,0),,('max{),('' ,, === andjiyxyx ccjicc θωθω φφ               (6) 

where ω0 = 0.3 π, ω1 = 0.5 π, and θj = jπ/4, for j = 0, . . . , 3. The SGW feature 

),(' , cc yxθωφ  is computed by convolving the image I(x, y) with the SGW whose 

patterns are dependent on the scale ω and the orientation θ. As edges are much loca-
lized in an image, so the window size of the patterns is either 3 × 3 or 5 × 5. The 
SGWs are formed using two levels of quantization for the positive and the negative 
magnitudes of the GWs.These two quantization levels are denoted as q1 and q2 with 
q2 > q1 for positive magnitudes and the corresponding quantization levels for the 
negative magnitude are −q1 and −q2, respectively. Two different scales and four dif-
ferent orientations are adopted for this proposed work. The required computation for a 

),(' , cc yxθωφ is not more than 2 multiplications and 22 additions. Hence the compu-

tational cost is very lower than conventional Gabor Wavelet [11]. 

4 Result and Discussion 

The performance of the proposed SGW based approach with different scales and dif-
ferent orientations are evaluated. Then relative performance with the use of the GW 
features and the SGW features will be compared. Finally, performance of the Canny, 
Sobel, Robert, and Prewitts and conventional Gabor wavelet operators are compared 
with SGW based Edge Detection Algorithm.  

4.1 Performance Analysis of SGWs with Different Quantization Levels  
for Edge Detection 

The effect of the number of quantization levels on edge detection using Simplified 
Gabor Wavelet can be evaluated using three, five and seven quantization levels. In 
this analysis, the coins images and cameraman images are used as shown in Fig.1 and 
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Fig 2. The edge detection results based on SGW with ω=0.3π and three different 
quantization levels for coin image are shown in Fig.1(a) - 1(d).And for the same im-
age, result for ω=0.5 π and three different quantization levels are shown in Fig.1(e) - 
1(g). Fig.2(a)-2(g) shows the results for cameraman image for ω=0.3π and ω=0.5π 
with three different quantization levels. 

From Fig.1 and Fig. 2, the performance of edge detection using SGWs of five and 
seven quantization levels are better than three quantization levels, while the perfor-
mances of five and seven quantization levels are very similar. More computation can 
be required for higher number of quantization levels. Hence, five quantization levels 
are chosen in this proposed work. 

4.2 Performance Analysis of SGWs with Different Scales for Edge Detection 

The most promising performance in terms of accuracy and computation can be 
achieved by using SGWs with five quantization levels, which is proved in Sec 4.1. 
This section evaluates the effect of SGWs with five quantization levels and with dif-
ferent scales ω=0.125 π, ω=0.3 π, ω=0.5 π and ω=0.65 π. The edges of the cameraman 
image and coins image based on SGW features of the four different scales are shown 
in Fig 3 and Fig 4. The edge detection results   based on SGW with five quantization 
levels and four different scale ω=0.125π, ω=0.3π, ω=0.5π and ω=0.65π. of camera-
man image are shown in Fig 3(a) - 3(e). And the Fig. 4(a)-4(e) shows the results of 
coin image for ω=0.125π, ω=0.3π, ω=0.5π and ω=0.65π with five different quantiza-
tion levels. From this comparison, two scales ω=0.3π, ω=0.5π can be identified for 
better performance. 

4.3 Comparing the Performance of SGWs with other Edge Detection 
Algorithms 

The performance of SGWs based edge detection algorithm are compared with some 
conventional edge detection algorithms, such as  Canny, Sobel, Prewitt, Robert and 
conventional Gabor Wavelet methods. In order to get best performance, the SGWs 
with two scales ω=0.3π, ω=0.5π, four orientation θ = {0, π/4, π/2, 3π/4}, and five 
quantization levels are used for this comparision.Fig.5 shows the results of various 
edge detection algorithm for cameraman image, coins image, Angiogram brain image 
and pears image. This result comparison proved that proposed Simplified Gabor 
Wavelet is an efficient algorithm for all type of images. 

4.4 Comparison of Quantitative Analysis for SGWs with Other Edge 
Detection Algorithms 

The performance comparison was discussed in last section. The Quantitative meas-
ures for all the edge detection algorithm is described in this section. For quantitative 
analysis of the proposed method performance measures for cameraman image such as 
average run time and PSNR are calculated and are tabulated in Table 1 and Table 2  
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Fig. 1&2. SGW based edge results for different quantization levels 
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Fig. 3&4 SGW based edge detection results for different values of ω 
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Fig. 5. Comparison of Simplified Gabor Wavelet results with different algorithms 
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for different edge detection algorithms respectively. The average runtime required by 
SGWs is compared with other conventional methods. This comparison is tabulated in 
Table1. The run time required by SGW based edge detection algorithm is smaller than 
that required by conventional Gabor Wavelet and Canny edge detection methods.  
The average run time is similar to that of Prewitt and Roberts’s method, but compared 
with their performances the proposed Simplified Gabor Wavelet is superior to all  
other methods.  

Table 1. 

S.No Algorithm Run Time 
1 Canny 76.5 ms 
2 Prewitt 23.4 ms 
3 Roberts 21.8 ms 
4 Sobel 78 ms 
5 Gabor Wavelet 47 ms 
6 Simplified Gabor 

Wavelet  
31 ms 

Peak Signal to Noise Ratio is measured between edge images of original image and 
noisy image. In this PSNR measure, Gaussian noise is added to the original image and 
that is considered as noisy image. PSNR values for different algorithms are compared 
with proposed SGW based edge detection. Those measures are tabulated in Table.2.  

Table 2. 

S.No Algorithm PSNR in 
db 

1 Canny 8.45  
2 Prewitt 17.45  
3 Roberts 16.61  
4 Sobel 17.77  
5 Gabor Wavelet 25.23 
6 Simplified Gabor 

Wavelet  
33.41  

From this quantitative analysis the proposed Simplified Gabor Wavelet based edge 
detection provides better performance than other conventional methods. Fast run time 
of proposed work realize that it is most suited for real time application. 

5 Conclusion 

In this paper, an efficient algorithm for edge detection using simplified version of 
Gabor Wavelets is proposed. Proposed work is based on the conventional Gabor 
wavelet, but it can detect more edge pixels than the conventional one. The various 
experiments prove that   proposed algorithm clearly outperforms other edge detection 
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methods. The proposed algorithm very effectively used for biomedical images also. 
The results prove that the edge features of angiographic brain images using proposed 
Simplified Gabor Wavelet are better than other conventional methods. The quantita-
tive measures show that proposed SGW based edge detection is fast and better PSNR 
than other conventional methods. The performance comparisons and quantitative 
analysis proves that the proposed Simplified Gabor Wavelet based edge detection is 
very much suited for real time applications.   
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Abstract. In this paper, we present design and FPGA implementation of a low 
power fractional bit encoded (FBE)–spatial modulation (SM) based transmitter 
for the multiple-input multiple output (MIMO) systems. This Modulation 
scheme includes the data dependency check before the spatial multiplexing. The 
proposed data dependency check allows efficient selection of antennas for 
parallel transmission of data. The Fractional bit encoding is modulus conversion 
scheme which convert the incoming bit stream to numbers in an arithmetic 
base, or modulus, that is not a power of 2 .When applied to SM, FBE results in 
a more versatile system design allowing transmitter to be equipped with an 
arbitrary number of antennas for a wider range of spectral efficiencies given 
restrictions on space and power consumption. The synthesis results of the 
implementation of transmitter on FPGA are included in the paper 

Keywords: Low power, data dependency, Fractional Bit Encoding (FBE), Inter 
Channel Interference (ICI), Multiple input multiple output (MIMO) system, 
Spatial modulation (SM). 

1 Introduction 

Multiple Input Multiple Output (MIMO) transmission systems have been proposed to 
significantly increase the spectral efficiency of future wireless communications. A 
spectral efficiency of 20-40 bps/Hz can be achieved in the Vertical Bell Laboratory 
Layered Space Time (VBLAST) architecture when considering an indoor rich 
scattering propagation condition [1]. VBLAST is used in the multi user diversity 
scenario and various studies are reported in relation to it [2][3] . However, 
simultaneous transmission on the same frequency from multiple transmitting antennas 
causes high interchannel interference (ICI). This significantly increases system 
complexity as the number of transmitting antennas increases [2]. SM avoids ICI and 
the need of accurate time synchronization amongst antennas by making only one 
antenna active at any instant of time and employing the antenna index as additional 
source of information [4]. The use of transmit antenna number to convey information 
increases the spectral efficiency by a factor equals to log2 (the number of transmit 
antennas) [5].  In SM any group of information bits is mapped into two constellations; 
signal constellation based on the type of modulation and space constellation to encode 
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the transmit antenna number [4, 5]. At the receiver, maximum ratio combing is used. 
The detection process consists of two steps. The first one is the transmit antenna 
estimation while the second one is the transmit symbol estimation.  

In SM, the number k of information bits that are encoded in the spatial domain is 
directly related to the number M of transmit antennas, in particular M = 2k. This 
means that the number of transmit antennas must be a power of two. This paper 
implement a solution to this limitation in SM which increases the granularity of the 
data encoding process in the spatial domain by using fractional bit encoding; the  
method is called FBE–SM [8].These schemes do not consider the data dependency on 
the switching of antennas from  the low power perspective. As shown in the present 
paper that by exploiting the data dependency with spatial multiplexing it is possible to 
achieve higher bit rate at low power consumption. 

FPGA implementation of MIMO systems is reported in [9] while [10] reports 
FPGA based implementation of the VBLAST MIMO architecture. The aim of this 
paper is to implement and FPGA based FBE-SM transmitter which overcomes the 
limitation on the number of transmit antennas in SM and allow the transmitter to be 
equipped with an arbitrary number of antennas. In [11] a low power MIMO signal 
processor is designed however it was specific to the Ethernet application only. A 
layered based approach was suggested in [12]. The proposed approach divided the 
signal processing regions in the low power and high power however it do not discus 
about the data dependency on the power consumption. To the best of the authors 
knowledge this is the FPGA based implementation reported in literature.  

The paper is organized as follows. In Section 2, the theory of  fractional bit 
encoding is given. In Section 3, the FBE–SM scheme is introduced. In section 4 
numerical results are shown to analyze the performance of FBE–SM, Section 5 gives 
the details of digital implementation of FBE-SM modulator and FPGA synthesis 
results and section 6 concludes the paper. 

2 The Fractional Bit Encoding 

Application of FBE to a pulse amplitude modulation (PAM) communication system is 
reported in [13]. It reports two ways of fractional bit encoding: 

1)Constellation switching-It alternates between the transmission of  D and D+1 bits 
per symbol to achieve the FBE. This approach suffers from the inherent bit shift that 
results from incorrectly decoded symbols making it prone to error propagation effects.  

2)Modulus conversion- This approach minimize the error propagation effect that 
afflicts the performance of the constellation switching method [14]. In this paper the 
theory of modulus conversion is applied to SM.  

Modulus conversion achieves fractional bit rates by converting the incoming 
bitstream to numbers in an arithmetic base, or modulus, that is not a power of 2. In 
particular, the modulus converter operates as follows: i) Extracting the blocks of PU 
bits from the incoming bitstream, where U is  the desired fractional bit rate and P  is a 
positive integer; ii) The extracted block is converted to P numbers of base R. The 
modulus is defined as the smallest integer number, R , such that R ≥ 2k . 
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Though the theory of modulus conversion can be used to achieve an arbitrary 
fractional bit rate, yet by choosing both R and P are positive integer numbers limits its 
application to only rational bit rates. However by using the inequality (1) it is possible 
to closely approximate U, with Ũ given as the ratio of two positive and relatively 
prime integers x and y. 

                        0 ≤ nU-⌊nU⌋ ≤ 1 => 0 ≤U - ⌊nU⌋/n   ≤1/n (1) 

where ⌊.⌋  denotes the floor function and  n is an arbitrary and positive integer number. 

From (1), it follows that  PU ≅  P Ũ = P(⌊nU⌋/n), which, according to the theory of 
modulus conversion, must be a positive integer. It is worth mentioning that, in 
general,  P ≠ n. From (1) it can found that by selecting larger n is, the approximation 
error( U- Ũ ) can be minimized. On the other hand larger P is, leads to greater error 
propagation within each block of bits[9].Accordingly, for any given U and provided 

that P(⌊nU⌋/n)  is a positive integer, n and P should be chosen as large and as small as 
possible, respectively. 

3 The Fractional Bit-SM Scheme 

As mentioned earlier FBE–SM scheme avoids fundamental constraints on the number 
of transmit antennas that can be used by classical SM systems. The fractional bit coding 
is done in the spatial domain, while the encoding process in the signal domain is left 
unchanged. Following guidelines can be used for designing a FBE-SM system [9]: 

1)As per the system constraints(bit rate, cost, available space  etc.) chose the 
desired number of transmit antennas, M, 

2) Set the modulus R equal to M.. 
3) Compute the maximum spatial multiplexing gain offered by the system as  

U= log2(M). 

4) Choose the pair (P,n) P(⌊nU⌋/n)  is a positive integer and following the design 
guidelines described in Section II, i.e.: 

(a) Optimize  Ũ = (⌊nU⌋/n), such that it is as close as possible to U This allows 
the system to approach the spatial multiplexing gain offered by the M 
transmit antennas. This is achieved, in general, for larger values of n. 

 (b) Optimize  P such that it is as small as possible: this reduces the decoding 
delay and, more importantly, minimizes  error propagation in the decoded 
bitstream. 

5) Map each of the P base–M  encoded numbers in the transmission block to a 
transmit antenna index in the range[0,M-1]. 

Since at each time instant, only one transmit antenna of the set will be active. The 
other antennas will transmit zero power. Therefore, ICI at the receiver and the need to 
synchronize the transmit antennas are completely avoided. At the receiver, maximum 
receive ratio combining (MRRC) is used to estimate the transmit antenna number, 
after which the transmitted symbol is estimated. These two estimates are used by the 
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spatial demodulator to retrieve the block of information bits. The spatial constellation 
points (the base-M encoded numbers) are grouped into blocks of P points each, and 

each block is converted to the equivalent base–2 bitstream of P(⌊nU⌋/n)  bits each.  
Let us consider a simple example with M=6 .Thus, we have U = 2.5850  By 

choosing, e.g. (P,n)=(4,4), we get Ũ=2.50, which closely approaches U and is greater 
than the spatial multiplexing gain offered by a system with M = 4. If, for instance, 
the block of P Ũ bits is equal to (1010111011)2, then the modulus converter will 
return an (P Ũ)M   block equal to (3123)6 where (x)b denotes the base- b representation 
of x Then, the output of the modulus converter is mapped to a spatial  constellation 
point. First, the antenna with index 3 transmits an  energy signal, then the antenna 
with index 1 transmits the same signal, etc. 

 The receiver will estimate each received antenna  index by using MRRC. After 
decoding the antenna indexes, ideally with no errors, it will recover the original data 
stream as: (3123)6  = (1010111011)2.  

At Fig.1 and Fig 2 shows FBE-SM Transceiver architecture. We use the following 
notations: bold and capital letters denote matrices, bold and small letters denote 
vectors, (.) H and (.)T denote Hermitian and transpose of a vector or matrix, 
respectively. The FBE block encode numbers in the transmission block to a transmit 
antenna index in the range[0,M-1] while the signal domain encoding remain 
unchanged. . Then it maps the resultant symbols into a vector:x=[x1 x2 ....xNt] , where 
it is assumed that Ex [x

Hx]=1; i.e  unity channel gain. Since only one antenna is active, 
only one of xj is nonzero in the vector x. For the jth active transmit antenna and the qth 
symbol from M-ary constellation, the output of the SM  mapping can be written as : x 
jq =[0 0 0…xq 0 0 ..0]T[6]. This output of is fed to digital modulator to transmit the 
information to jth subchannel. The signal is transmitted over a MIMO channel H=[ h1 
h2 ….  hNt ] and the corresponding Channel vector from the jth  transmit antenna to all 
receive antennas is   hj=[hj, 1  h 2, j…h Nr,j]

T   Each channel in the system can be 
modeled as Rayleigh flat fading Channel. The received signal y =Hx + n , where n is 
Nr dimension additive white Gaussian (AWGN) noise n= [n1,n2…nNr]

T The 
detection of information bits can be achieved by first estimate the antenna number 
then estimate the transmitted symbol according to the following rule [4, 6]: 

 

Fig. 1. FBE-SM Transmitter 
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ĵ = argj max | h j
H  y | (2) 

                                            ĝ= argq  max Re{( h ĵ xq)
 H y} (3) 

where ĵ and ĝ are the estimated Antenna number and transmitted symbol respectively. 

 

Fig. 2. FBE-SM Receiver 

These two estimates are used by the spatial demodulator to retrieve the block of 
information bits. In the bit-extractor The spatial constellation points (the base-M 
encoded numbers) are grouped into blocks of P points each, and each block is 

converted to the equivalent base–2 bitstream of P(⌊nU⌋/n)  bits each.   

4 Algorithm for the Data Dependent Antenna Selection 

The proposed algorithm for data dependency check is given below. Input stream (I) is 
generated from LFSR. Total number of available antennas is known by its base value 
(B). Selection of antennas is also depends upon the input data stream as mentioned 
earlier . If the input is less than base value only one antenna is activated. For larger 
number base value several antennas will activate simultaneously. Thus checking the 
available free antenna can be utilized for next input stream of data. This can be done 
with parallel mode, so that the utilization of antennas will be more efficient than 
normal way of approach. This proposed algorithm is suitable for low power design 
approach of spatial modulation. 

Algorithm DataDependencyCheck ( I, B, A[], N, F[]) 

Input: LFSR input stream (I), Base value (B) 
Output: Selection of antennas A[] with No. of Antennas N, 
   List of antennas F[] freely available for next Input Stream INEXT 

Find the decimal equivalent (D) of input stream (I) 
If D is less than or equal to B then 
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Assign D to A[0] 
Count the number of antennas N as 1 

       Else 
  Find Base B of D ( DB ) 
  Store the digits of DB in A[]  
  Store the number of digits of DB in N 
       End if 
       Find the free Antennas F[] from A[] 
       The Antennas in F[] can be used in next Input Stream INEXT  
End  

5 Performance Analysis of Scheme  

The following system setup is considered: i) Each transmit antenna, when activated, 
transmits a 4–QAM (quadrature amplitude modulation) signal. ii) The channel is 
assumed to be Rayleigh distributed with uncorrelated fading among the wireless links. 
It is static and flat-fading for the duration of a transmission block. iii) The noise at the 
receiver input is assumed to be white complex Gaussian, with zero-mean and 
mutually independent samples. iv) The receiver is equipped with 6 antennas and uses 
a MRRC detector to jointly detecting spatial and signal constellation points. 

Two performance metrics will be investigated: 1) the symbol–error–ratio (SER), 
which is defined as the average probability of incorrectly detecting a constellation and 
signal point  and 2) the bit–error–ratio (BER), which is defined as the average 
probability of incorrectly detecting a bit in the decoded bitstream In Figs. 3 and 4, we 
show the SER and BER of FBE–SM for various antennas at the transmitter, 
respectively. If M = 2j, the system reduces to conventional SM. As expected Fig. 3 we 
notice that the SER gets monotonically worse for increasing values of M. However, 
this leads to an increase in the system bit rate When looking into Fig. 4  we observe 
that the BER does not get worse monotonically for increasing value of M. This is 
mainly due to the error propagation effect of the FBE process.  

 

Fig. 3. SER of FBE–SM. for different values of transmit antennasM   Setup: i) P= 4, and ii) n= 4 
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6 FPGA Implementation of FBE-SM 

The implementation of FBE-SM transmitter is done on Cyclone-II EP2C35F672C6  
family of  FPGAs . The modulus conversion module which is integral part of the 
Fractional Bit encoding is replaced by the look up table. The approach to implement 
modulus converter as suggested by [11] require embedded multiplier and dividers 
which not only consume more silicon area but also consumes more power.  

 

Fig. 4. BER of FBE–SM for different values of transmit antennas M Setup: i) P = 4, and ii) n= 4 

 Further more with the increase in the number of antennas, modulus converter size 
increases in turn it will require more number of multipliers and dividers and the 
highest speed to be achieved by the FBE-SM system will be limited by the size of 
modulus converter [8]. The look up table based approach is more area efficient and 
consumes less power. The reduction in power consumption is achieved by not using 
embedded multipliers and also with the help run time reconfiguration [13] design 
flow it is possible to update this look table for any arbitrary base at run time. A 
controller is designed to synchronize the operation of the FBE-SM transmitter 
module.The modulation scheme used is the  4-QAM (Quadrature amplitude  
 

 

Fig. 5. Post Layout simulation Results for the Cyclone-II FPGA  
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Table 1.  Resource Utilization Summary for Cyclone-II 

SN. Resource Consumption
1 Logic Elements 546
2 Combinational Functions 497
3 Logic registers 280

modulation ) or QPSK(Quadrature phase shift keying) .The modulator uses unrolled 
pipelined CORDIC structure which allows it to operate at the higher frequencies than 
the non pipelined CORDIC structure[14]  . The intermediate operating frequency 
forthe transmitter is chosen to be 12.5 MHz. This can be up-converted to the desired 
frequency by using suitable RF front end. Table 1  shows the FPGA resources 
consumed by the FBE-SM transmitter. Fig. 5 shows the post layout simulation results 
of the FBE_SM implemented on the FPGA. The channel 5,6,7,8,9  are showing the 
output of FBE-SM transmitter for the antenna number one to five.  

For the five antenna system the traditional FBE-SM transmitter consumes 6 mW 
dynamic power however the proposed solution consumes only 4mW dynamic power. 
Thus one third of dynamic power consumption can be reduced through this scheme. 

7 Conclusion 

In this paper we have implemented a more versatile low power SM scheme called 
FBE–SM on the FPGA. The method relies on the application of modulus conversion 
to achieve fractional bit rates, and allows any SM–MIMO wireless system to use an 
arbitrary number of antennas at the transmitter. By exploring the data dependency on 
antenna selection a higher data rate with low power consumption is achieved. 
MATLAB results for the SER and BER shows its viability for the design of compact 
mobile devices using SM. The proposed method offers the desired degrees of freedom 
for trading–off performance, low power consumption, highest achievable bit rates, 
and cost. 
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