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Foreword

Advanced software engineering and its applications, disaster recovery and
business continuity and education and learning are all areas that attract many
professionals from academia and industry for research and development. The
goal of the ASEA, DRBC and EL conferences is to bring together researchers
from academia and industry as well as practitioners to share ideas, problems and
solutions relating to the multifaceted aspects of these fields.

We would like to express our gratitude to all of the authors of submitted
papers and to all attendees for their contributions and participation.

We acknowledge the great effort of all the Chairs and the members of Advi-
sory Boards and Program Committees of the above-listed event. Special thanks
go to SERSC (Science and Engineering Research Support Society) for supporting
this conference.

We are grateful in particular to the speakers who kindly accepted our invi-
tation and, in this way, helped to meet the objectives of the conference.

December 2011 Chairs of ASEA 2011, DRBC 2011 and EL 2011



Preface

We would like to welcome you to the proceedings of the 2011 International
Conference on Advanced Software Engineering and Its Applications (ASEA
2011), Disaster Recovery and Business Continuity (DRBC 2011) and Educa-
tion and Learning (EL 2011) — the partnering events of the Third International
Mega-Conference on Future-Generation Information Technology (FGIT 2011)
held during December 8-10, 2011, at Jeju Grand Hotel, Jeju Island, Korea.

ASEA, DRBC and EL are focused on various aspects of advances in soft-
ware engineering and its application, disaster recovery and business continuity,
education and learning. These conferences provide a chance for academic and
industry professionals to discuss recent progress in the related areas. We expect
that the conferences and their publications will be a trigger for further related
research and technology improvements in this important subject.

We would like to acknowledge the great efforts of the ASEA 2011, DRBC 2011,
and EL 2011 Chairs, International Advisory Board, Committees, Special Session
Organizers, as well as all the organizations and individuals who supported the idea
of publishing this volume of proceedings, including the SERSC and Springer.

We are grateful to the following keynote, plenary and tutorial speakers
who kindly accepted our invitation: Hsiao-Hwa Chen (National Cheng Kung
University, Taiwan), Hamid R. Arabnia (University of Georgia, USA), Sabah
Mohammed (Lakehead University, Canada), Ruay-Shiung Chang (National Dong
Hwa University, Taiwan), Lei Li (Hosei University, Japan), Tadashi Dohi (Hi-
roshima University, Japan), Carlos Ramos (Polytechnic of Porto, Portugal),
Marcin Szczuka (The University of Warsaw, Poland), Gerald Schaefer (Lough-
borough University, UK), Jinan Fiaidhi (Lakehead University, Canada) and
Peter L. Stanchev (Kettering University, USA), Shusaku Tsumoto (Shimane
University, Japan), Jemal H. Abawajy (Deakin University, Australia).

We would like to express our gratitude to all of the authors and reviewers of
submitted papers and to all attendees, for their contributions and participation,
and for believing in the need to continue this undertaking in the future.

Last but not the least, we give special thanks to Ronnie D. Caytiles and
Yvette E. Gelogo of the graduate school of Hannam University, Korea, who
contributed to the editing process of this volume with great passion.

This work was supported by the Korean Federation of Science and Technology
Societies Grant funded by the Korean Government.

December 2011 Tai-hoon Kim
Hojjat Adeli

Haeng-kon Kim

Heau-jo Kang

Kyung Jung Kim

Akingbehin Kiumi

Byeong-Ho Kang



General Co-chairs

Haeng-kon Kim
Heau-jo Kang

Kyung Jung Kim

Program Co-chairs

Tai-hoon Kim
Akingbehin Kiumi
Byeong-Ho Kang

Publicity Co-chairs
Tao Jiang

June Verner
Silvia Abrahao
Muhammad Khurram Khan

Publication Chairs

Byungjoo Park
Rosslin John Robles
Maricel B. Salazar
Yvette E. Gelogo
Ronnie D. Caytiles
Martin Drahansky
Aboul Ella Hassanien

Organization

Catholic University of Daegu, Korea

Prevention of Disaster with Information
Technology RIC, Korea

Woosuk University, Korea

GVSA and University of Tasmania, Australia

University of Michigan-Dearborn, USA
University of Tasmania, Australia

Huazhong University of Science and
Technology, China

University of New South Wales, Australia

Camino de Vera, Spain

King Saud University, Saudi Arabia

Hannam University, Korea

University of San Agustin, Philippines
University of San Agustin, Philippines
Hannam University, Korea

Hannam University, Korea

University of Technology, Czech Republic
Cairo University, Egypt

International Advisory Board

Aboul Ella Hassanien
Byeong-Ho Kang
Ha Jin Hwang

Jose Luis Arciniegas Herrera
Tien N. Nguyen

Cairo University, Egypt
University of Tasmania, Australia
Kazakhstan Institute of Management,
Economics and Strategic
Research (KIMEP), Kazakhstan
Universidad del Cauca, Colombia
Towa State University, USA



X Organization

Wai Chi Fang
Young-whan Jeong

Adrian Stoica

National Chiao Tung University, Taiwan

Korea Business Continuity Planning Society,
Korea

NASA Jet Propulsion Laboratory, USA

Samir Kumar Bandyopadhyay University of Calcutta, India

Program Committee

Abdelouahed Gherbi
Abdelwahab Hamou-Lhad]j
Agustin Yagiie

Ami Marowka
Ashfaqur Rahman
Abdullah Al Zoubi
Ali Moeini

Amine Berqia
Andrew Goh

Anita Welch

Asha Kanwar

Birgit Oberer

Bulent Acma
Carmine Gravino
Chamseddine Talhi
Chia-Chu Chiang
Chima Adiele

Cheah Phaik Kin
Chitharanjandas Chinnapaka
David Guralnick
Dinesh Verma
Doo-Hwan Bae
Emilia Mendes
Emiliano Casalicchio
Erol Gelenbe

Fabrizio Baiardi
Fausto Fasano

Florin D. Salajan
Francisca Onaolapo Oladipo
Gabriele Bavota
Giuseppe Scanniello
Gongzhu Hu

Harvey Siy

Hironori Washizaki
Hyeon Soo Kim
Istvan Siket

Jennifer Pérez Benedi

Jiro Tanaka

Jonathan Lee

Jongmoon Baik

Jose L. Arciniegas
Joseph Balikuddembe
Juan Garbajosa

Jacinta Agbarachi Opara
Jeton McClinton

John Thompson

Karel Richta

Kendra Cooper

Kin Fun Li

Kurt Wallnau Khitam Shraim
Mads Bo-Kristensen
Marga Franco i Casamitjana
Michel Plaisent

Mohd Helmy Abd Wahab
Laszlo Vidacs

Laurence Duchien

Lerina Aversano

Lirong Dai

Luigi Buglione

Maria Bielikova

Maria Tortorella
Mokhtar Beldjehem
Morshed Chowdhury
Mona Laroussi

Olga Ormandjieva
Osman Sadeck

Pankaj Kamthan

Philip L. Balcaen
Praveen Ranjan Srivastava
Rattikorn Hewett
Ricardo Campos

Rita Francese

Robert Glass

Robin Gandhi



Rocco Oliveto
Riidiger Klein
Ramayah Thurasamy
Robert Wierzbicki
Rozhan Mohammed Idrus
Rudolf Ferenc
Salahuddin Al Azad
Satoshi Takahashi
Shawkat Ali

Simin Nadjm-Tehrani
Silvia Abrahao
Sokratis Katsikas
Sandro Bologna
Snjezana Knezic
Stefan Brem

Stefan Wrobel

Special Session Organizers

Yong-Kee Jun
Shouji Nakamura
Toshio Nakagawa
Woo Yeol Kim

R. Young-chul Kim

Organization

Stella Lee

Sapna Tyagi
Satyadhyan Chickerur
Selwyn Piramuthu
Sheila Jagannathan
Sheryl Buckley

Soh Or Kan
Takanori Terashima
Teodora Ivanusa
Tokuro Matsuo
Tae-Young Byun
Toor, Saba Khalil
Yana Tainsh
Vincenzo Deufemia
Wuwei Shen

Yijun Yu

XI



Table of Contents

A Novel Web Pages Classification Model Based on Integrated
OntologY . oottt
Bai Rujiang, Wang Xiaoyue, and Hu Zewen

AgentSpeak (L) Based Testing of Autonomous Agents ................
Shafig Ur Rehman and Aamer Nadeem

A Flexible Methodology of Performance Evaluation for Fault-Tolerant
Ethernet Implementation Approaches...............................
Hoang-Anh Pham, Dae Hoo Lee, and Jong Myung Rhee

Behavioral Subtyping Relations for Timed Components ...............
Youcef Hammoal

A Quantitative Analysis of Semantic Information Retrieval Research
Progressin China ......... . . i
Xiaoyue Wang, Rujiang Bai, and Liyun Kang

Applying Evolutionary Approaches to Data Flow Testing at Unit
Level ..o
Shaukat Ali Khan and Aamer Nadeem

Volume-Rendering of Mitochondrial Transports Using VIK ...........
Yeonggul Jang, Hackjoon Shim, and Yoojin Chung

Model Checking of Transition-Labeled Finite-State Machines ..........
Viadimir Estivill-Castro and David A. Rosenblueth

Development of Intelligent Effort Estimation Model Based on Fuzzy
Logic Using Bayesian Networks ... .. ... ... ...
Jahangir Khan, Zubair A. Shaikh, and Abou Bakar Nauman

A Prolog Based Approach to Consistency Checking of UML Class and
Sequence Diagrams. ... ... .. ...
Zohaib Khai, Aamer Nadeem, and Gang-soo Lee

A UML Profile for Real Time Industrial Control Systems .............
Kamran Latif, Aamer Nadeem, and Gang-soo Lee

A Safe Regression Testing Technique for Web Services Based on WSDL
SPECHICatION . ...ttt
Tehreem Masood, Aamer Nadeem, and Gang-soo Lee

11

21

26

36

46

56

61

74

85

97



X1V Table of Contents

Evaluating Software Maintenance Effort: The COME Matrix .......... 120
Bee Bee Chua and June Verner

COSMIC Functional Size Measurement Using UML Models ........... 137
Soumaya Barkallah, Abdelouahed Gherbi, and Alain Abran

Identifying the Crosscutting among Concerns by Methods’ Calls
Analysis .. ..o 147
Mario Luca Bernardi and Giuseppe A. Di Lucca

A Pattern-Based Approach to Formal Specification Construction. . ... .. 159
Xi Wang, Shaoying Liu, and Huaikou Miao

A Replicated Experiment with Undergraduate Students to Evaluate

the Applicability of a Use Case Precedence Diagram Based Approach

in Software Projects ...... ... 169
José Antonio Pow-Sang, Ricardo Imbert, and Ana Maria Moreno

Automated Requirements Elicitation for Global Software Development

(GSD) Environment . .........oooiiiiii i 180
M. Ramzan, Asma Batool, Nasir Minhas, Zia Ul Qayyum, and
M. Arfan Jaffar

Optimization of Transaction Mechanism on Java Card ................ 190
Xiaoxue Yu and Dawei Zhang

SOCF: Service Oriented Common Frameworks Design Pattern for
Mobile Systems with UML . ...... ... .. i 200
Haeng-Kon Kim

Double Layered Genetic Algorithm for Document Clustering .......... 212
Lim Cheon Chot, Jung Song Lee, and Soon Cheol Park

Multi-Objective Genetic Algorithms, NSGA-IT and SPEA2, for
Document Clustering . ... ... ... 219
Jung Song Lee, Lim Cheon Choi, and Soon Cheol Park

Implementing a Coordination Algorithm for Parallelism on
Heterogeneous Computers. . .. ..ottt 228
Hao Wu and Chia-Chu Chiang

Efficient Loop-Extended Model Checking of Data Structure Methods ... 237
Qiuping Yi, Jian Liu, and Wuwei Shen

The Systematic Practice of Test Design Automation.................. 250
Oksoon Jeong

Application Runtime Framework for Model-Driven Development .. ... .. 256
Nacha Chondamrongkul and Rattikorn Hewett



Table of Contents

The Fractal Prediction Model of Software Reliability Based on
Wavelet . .. ..o
Yong Cao, Youjie Zhao, and Huan Wang

Source Code Metrics and Maintainability: A Case Study ..............
Péter Hegedis, Tibor Bakota, Ldszlo Illés, Gergely Laddnysi,
Rudolf Ferenc, and Tibor Gyimdthy

Systematic Verification of Operational Flight Program through Reverse
Engineering .. ... ...
Dong-Ah Lee, Jong-Hoon Lee, Junbeom Yoo, and Doo-Hyun Kim

A Study on UML Model Convergence Using Model Transformation
Technique for Heterogeneous Smartphone Application ................
Woo Yeol Kim, Hyun Seung Son, and Robert Young Chul Kim

A Validation Process for Real Time Transactions ....................
Kyu Won Kim, Woo Yeol Kim, Hyun Seung Son, and
Robert Young Chul Kim

A Test Management System for Operational Validation ...............
Myoung Wan Kim, Woo Yeol Kim, Hyun Seung Son, and
Robert Young Chul Kim

Mobile Application Compatibility Test System Design for Android
Fragmentation . ...... ...
Hyung Kil Ham and Young Bom Park

Efficient Image Identifier Composition for Image Database ............
Je-Ho Park and Young Bom Park

A Note on Two-Stage Software Testing by Two Teams................
Mitsuhiro Kimura and Takaji Fujiwara

Cumulative Damage Models with Replacement Last ..................
Xufeng Zhao, Keiko Nakayama, and Syouji Nakamura

Periodic and Random Inspection Policies for Computer Systems .. .....
Mingchih Chen, Cunhua Qian, and Toshio Nakagawa

Software Reliability Growth Modeling with Change-Point and Its
Goodness-of-Fit Comparisons. . ........... ...
Shingi Inoue and Shigeru Yamada

Replacement Policies with Interval of Dual System for System
Transition. ... ..o
Satoshi Mizutani and Toshio Nakagawa

Probabilistic Analysis of a System with Illegal Access.................
Mitsuhiro Imaizumi and Mitsutaka Kimura

XV



XVI Table of Contents

Bayesian Inference for Credible Intervals of Optimal Software Release
Time . .o

Hiroyuki Okamura, Tadashi Dohi, and Shunji Osaki

A Note on Replacement Policies in a Cumulative Damage Model . . . .. ..
Won Young Yun

Reliability Consideration of a Server System with Replication Buffering
Relay Method for Disaster Recovery ......... .. ... .. ... .. .. ....
Mitsutaka Kimura, Mitsuhiro Imaizumi, and Toshio Nakagawa

Estimating Software Reliability Using Extreme Value Distribution ... ..
Xiao Xiao and Tadashi Dohi

Program Conversion for Detecting Data Races in Concurrent Interrupt
Handlers . ... ..o o
Byoung-Kwi Lee, Mun-Hye Kang, Kyoung Choon Park,
Jin Seob Yi, Sang Woo Yang, and Yong-Kee Jun

Implementation of an Integrated Test Bed for Avionics System
Development ... ... ... e
Hyeon-Gab Shin, Myeong-Chul Park, Jung-Soo Jun,
Yong-Ho Moon, and Seok-Wun Ha

Efficient Thread Labeling for On-the-fly Race Detection of Programs
with Nested Parallelism.......... .. . .. . . . i i
Ok-Kyoon Ha and Yong-Kee Jun

A Taxonomy of Concurrency Bugs in Event-Driven Programs..........
Guy Martin Tchamgoue, Ok-Kyoon Ha, Kyong-Hoon Kim, and
Yong-Kee Jun

Efficient Verification of First Tangled Races to Occur in Programs with
Nested Parallelism . ...... ... i i
Mun-Hye Kang and Young-Kee Jun

Implementation of Display Based on Pilot Preference .................
Chung-Jae Lee, Jin Seob Yi, and Ki-1l Kim

A Study on WSN System Integration for Real-Time Global
Monitoring . . . .. .o
Young-Joo Kim, Sungmin Hong, Jong-uk Lee, Sejun Song, and

Daeyoung Kim

The Modeling Approaches of Distributed Computing Systems .........
Susmit Bagchi

Event-Centric Test Case Scripting Method for SOA Execution
Environment .. ... ... .
Youngkon Lee



Table of Contents  XVII

bQoS(business QoS) Parameters for SOA Quality Rating ............. 497
Youngkon Lee

Business-Centric Test Assertion Model for SOA . ..................... 505
Youngkon Lee

Application of Systemability to Software Reliability Evaluation ........ 514
Koichi Tokuno and Shigeru Yamada

‘Surge Capacity Evaluation of an Emergency Department in Case of

Mass Casualty’ . ... ...t 522
Young Hoon Lee, Heeyeon Seo, Farrukh Rasheed, Kyung Sup Kim,
Seung Ho Kim, and Incheol Park

Business Continuity after the 2003 Bam Earthquake in Iran ........... 532
Alireza Fallahi and Solmaz Arzhangi

Emergency-Affected Population Identification and Notification by
Using Online Social Networks .......... ... .. 541
Huong Pho, Soyeon Caren Han, and Byeong Ho Kang

Development and Application of an m-Learning System That Supports
Efficient Management of ‘Creative Activities’ and Group Learning. ... .. 551
Myung-suk Lee and Yoo-ek Son

The Good and the Bad: The Effects of Excellence in the Internet and

Mobile Phone Usage. ...t 559
Hyung Chul Kim, Chan Jung Park, Young Min Ko,
Jung Suk Hyun, and Cheol Min Kim

Trends in Social Media Application: The Potential of Google+ for

Education Shown in the Example of a Bachelor’s Degree Course on

Marketing. .. ..o 569
Alptekin Erkollar and Birgit Oberer

Learning Preferences and Self-Regulation — Design of a Learner-Directed
E-Learning Model. . ... ... . 579
Stella Lee, Trevor Barker, and Vive Kumar

Project Based Learning in Higher Education with ICT: Designing and
Tutoring Digital Design Course at M S R I T, Bangalore.............. 590
Satyadhyan Chickerur and M. Aswatha Kumar

A Case Study on Improvement of Student Evaluation of University
Teaching . ... .. o 998
Sung-Hyun Cha and Kum-Taek Seo

An Inquiry into the Learning Principles Based on the Objectives of
Self-directed Learning ... ....... ... 604
Gi-Wang Shin



XVIII Table of Contents

Bioethics Curriculum Development for Nursing Students in South
Korea Based on Debate as a Teaching Strategy ......................
Kuwisoon Choe, Myeong-kuk Sung, and Sangyoon Park

A Case Study on SUID in Child-Care Facilities ......................
Soon-Jeoung Moon, Chang-Suk Kang, Hyun-Hee Jung,
Myoung-Hee Lee, Sin-Won Lim, Sung-Hyun Cha, and Kum-Taek Seo

Frames of Creativity-DESK Model; Its Application to
‘Education 3.07 ... ...
Seon-ha Im

Blended Nurture . . ...
Robert J. Wierzbicki

University-Industry Ecosystem: Factors for Collaborative
Environment ... ... e
Muhammad Fiaz and Baseerat Rizran

Role Playing for Scholarly Articles ............. .. ... ... .. ... ......
Bee Bee Chua

Statistical Analysis and Prior Distributions of Significant Software
Estimation Factors Based on ISBSG Release 10 ......................
Abou Bakar Nauman, Jahangir khan, Zubair A. Shaikh,
Abdul Wahid Shaikh, and Khisro khan

Virtual FDR Based Frequency Monitoring System for Wide-Area
Power Protection ........... . .. . e
Kwang-Ho Seok, Junho Ko, Chul-Won Park, and Yoon Sang Kim

Engaging and Effective Asynchronous Online Discussion Forums .. ... ..
Jemal Abawagjy and Tai-hoon Kim

Online Learning Environment: Taxonomy of Asynchronous Online
Discussion Forums . ......... ..
Jemal Abawagjy and Tai-hoon Kim

Erratum

University-Industry Ecosystem: Factors for Collaborative
Environment ... ...
Muhammad Fiaz and Baseerat Rizran

Author Index . ... . .

613

622

627

643

651

662

675

687

695

706

El



A Novel Web Pages Classification Model
Based on Integrated Ontology

Bai Rujiang, Wang Xiaoyue, and Hu Zewen

Institute of Scientific & Technical Information, Shandong University of Technology,
Zibo 255049, China
{brj,wangxy,hzw}@sdut.edu.cn

Abstract. The main existed problem in the traditional text classification me-
thods is can’t use the rich semantic information in training data set. This paper
proposed a new text classification model based SUMO (The Suggested Upper
Merged Ontology) and WordNet ontology integration. This model utilizes the
mapping relations between WordNet synsets and SUMO ontology concepts to
map terms in document-words vector space into the corresponding concepts in
ontology, forming document-concepts vector space, based this, we carry out a
text classification experiment. Experiment results show that the proposed me-
thod can greatly decrease the dimensionality of vector space and improve the
text classification performance.

Keywords: Ontology integration, Text classification model, Word vector space,
Concept vector space.

1 Introduction

With the rapid development of computer technology and internet, the increase veloci-
ty of digital document information gross is very fast, so the large scale text processing
has became a challenge that we face at present. A core difficulty of mass text
processing is the high-dimensionality of feature space. The traditional text classifica-
tion algorithms based on machine learning or statistics, such as K-nearest neighbor
(KNN),support vector machine (SVM), neural network algorithm, naive bayes algo-
rithm etc, although are of some advantages, such as simpleness and easy to learn, fast
training velocity, high classification performance etc[1], these algorithms mainly aim
at the small scale corpus, utilize word vector space to carry out the training of text
classification model. Obviously, text classification methods using only words as fea-
tures exhibit a number of inherent deficiencies[2]:

(O Multi-Word Expressions with an own meaning like “HIV (Human Immunodefi-
ciency Virus)” are chunked into pieces with possibly very different meanings,
such as in this example, concept “HIV” is separated into three different meanings
words: Human, Immunodeficiency and Virus that easily make documents classify
into the wrong category.

T.-h. Kim et al. (Eds.): ASEA/DRBC/EL 2011, CCIS 257, pp. 1110] 2011.
© Springer-Verlag Berlin Heidelberg 2011



2 B. Rujiang, W. Xiaoyue, and H. Zewen

© Synonymous Words like “Computer”, “Pc”, “Laptop”, “Notebook”, “Desktop”,
“Dell”, “Lenovo”, "HP” etc are mapped into different features.

@ Polysemous Words are treated as one single feature while they may actually have
multiple distinct meanings.

@ Lack of Generalization: there is no way to generalize similar terms like “gold” and
“silver” to their common hypernym “precious metal”.

In order to solve the existed problems in the traditional text classification methods
based bag-of-words vector space and semantic vector space. This paper takes SUMO
and WordNet as research objects, proposes a text classification model based on
SUMO and WordNet ontology integration. This model firstly carries an integration to
WordNet and SUMO ontology by using the mapped relations between WordNet
synsets and SUMO ontology concepts, forming integrated ontology library containing
WordNet synsets and corresponding SUMO ontology concepts; Then based this inte-
grated ontology library, maps the traditional high-dimensionality word vector space
into the low-dimensionality concept vector space to carry the training of text classifi-
cation model.

The rest of the paper is organized as follows. In section 3, we introduce the concept
of semantic pattern. In section 4, an automatic text classification model based on se-
mantic pattern vector space is given. In section 5, in order to verify performance of
model, we make a text classification experiment. Finally, we make a conclusion and
point out the directions of future work.

2 Text Classification Model Based SUMO and WordNet
Ontology Integration

According to the above works, we propose a kind of novel automatic text classifica-
tion model based on SUMO and WordNet ontology integration (as shown in
Figure.1). The proposed mode is composed of the following four parts: (D The con-
struction of integrated ontology library; @ The mapping of word vector space to
concept vector space; (3 the generality of concept vector space; @ the training and
experience of classification model. The basic processes of model operation are as
follows: Firstly, we compile the regular expressions to extract WordNet synsets 1D,
synsets, and the corresponding SUMO ontology concepts, forming integrated ontolo-
gy library containing one to one mapping relations between WordNet synsets and
corresponding SUMO ontology concepts; Then based on this integrated ontology
library, map the different feature terms in the traditional word vector space into the
corresponding synset fields in the integrated ontology library, afterwards, map the
synset fields into SUMO ontology concepts, afterwards, map the concrete concepts
into the general concepts, forming the low-dimensionality concept vector space to
carry out the training of text classification model; Finally, carry out the same
processing to test corpus and form concept vector space to carry out text classification
experience and results evaluation.
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Fig. 1. Text semantic classification model based SUMO and WordNet ontology integration
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2.1  The Construction of Integrated Ontology Library

We design an integration algorithm to carry out an integration to WordNet synsets
and the corresponding SUMO ontology concepts, forming integrated ontology library
containing one to one mapping relations between WordNet synsets and corresponding
SUMO ontology concepts . The basic processes of the integrated algorithm are
as follows: Firstly, acquire the mapping files between WordNet synsets and SUMO
ontology  concepts  from  http://sigmakee.cvs.sourceforge.net/sigmakee/KBs/
WordNetMappings/WordNet; Then compile the regular expressions according to the
mapping characteristics between synsets and concepts; Finally, utilize regular expres-
sions to extract synsetID, synsets and the corresponding SUMO ontology concepts
from the acquired mapping files, and save them into the constructed mapping ta-
ble: "WSMap”.
The core codes of integrated algorithm are as follows:

The core codes of integrated algorithm
Input: The mapping files;
Output: The mapping table: “WSMap”
0 Sstrsl=file($Sfilename) ; //grant the name of the
mapping file to variable: “strsl”
1 Scon="/.+@/";

2 $synID="/~[0-9]1{8}/"; //regular expression of
extract synset ID
3 $syset="/(la-z]{2,}_*[a-z]*)+/"; // regular

expression of extract synsets

4 Sconcep="/&%([a-zA-Z]1{2,}_*[a-z]*)+/";

5 Sconcepl="/[la-zA-Z]1{2,}/"; // regular expression
of extract concepts
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6 for($i=0;Si<count(S$strsl);S$i++) //carry out a
circulation to every line in file
{$line[S$il=trim(Sstrsl[$i]); //after trimming space save
into array: “$line[$i]”

preg_match_all (Scon,$line[$i], $Scons); //extract contents
that regular expression: “Scon” represents from $line[$i]
and save them into array: “Scons”
preg_match_all ($Sconcep, $line[$i], Sconce); //extract
contents that regular expression: “Sconcep” represents
from $line[$i] and save them into array: “Sconce”

Sc=$cons[0][0]; //initialize array S$cons and grant it to
variable: “Sc”
Sd=$conce[0][0]; // initialize array S$Sconce and grant it

to variable: “$d”

preg_match_all (SsynID, Sc, $synid); //match contents that
$synID represents from $c and grant them to synset ID
array: “$synid”

preg_match_all (Ssyset, $Sc, Ssynset); // match contents
that Ssyset represents from $c and grant them to synsets
array: “$Ssynset”

preg_match_all (Sconcepl, $d, Sconcept); // match contents
that S$Sconcepl represents from $d and grant them to
concept array: “Sconcept”

$set=serialize($Ssynset[0]); //serialize S$synset and
grant it to variable: “Sset”

$ids=$synid[0][0]; S$cs=Sconcept[0][0]; //initialize
array: “$synid” and S$concept and grant them to

variables: “$Sids” and “Scg”

$sgl="INSERT INTO WS .  WSMap'

(*synID® , “synset’ , concept’)VALUES ('S$ids', 'S$Sset',6 'Scs') on
duplicate key update synID='$ids'"; // save the ex-
tracted contents into “WSMap” }

Some results of “WSMap” are shown in Figure 2.

=1 sSynset concept
ooo01F40 @1 0S5 e ntity I} Physical
00001930 @1 0is 1S phvsical  entity™ Phvsical
oooo=137 aizi{ii0;s:11: abstraction ii1:s: 1S5 abstract_ent . Physical
oooozasz @10 s 5T thing ™ Corpuscularobisct
oooozssa =20 is S obisct il s 15 " physical_objsot ik Corpuscularcbisct
oooo3553 @20 s ST wwhole s . CorpuscularObisct
ooooz993 @1 {ii0;s: 8B congener 3 familyRelation
ooooa=zss aizigrois I Iving_thin CorpuscularSDlect
[sTeTeTo e g @iz {ii0;s: S organism Crganism
oooosTeT @1 {Ii0is T Tbenthos"3 Crganism
oooosazo0 @1 0SS dwwarrt Human

oooos02a @:1:{ii0is: 11 heterctroph ™3 Crganism
oooos150 @1 {iIi0s: 6 T parent i} parsnt

oooos2e9 @1 {0 s AT liTe Ty Crganism
O0oO0S5200 @1 :{ii0;s: 5 "biontT} Crganism

[sTsTeToT-tew 0wy @1 {ii0is 4mce T3 cen

[sTeTeTo i gty @z {i0is 12 " causal_agent s S cause RS Agent

ooooOTSas a5 {ii0s 6 personTiii1:s:1 naividualTii2is: Hurman

oooais=ss QrEfii0is: S anim o1 2a. = il

oool1T=222 @30S S Tplantiiilis: 5 flora™ i 2is 10 pla. Plant

Fig. 2. Some results in “WSMap”
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2.2 The Mapping of Word Vector Space to Concept Vector Space

Generally, a concept can contain the meaning of many words , concepts are the ab-
stract of words, so we can’t directly map words into concepts, we need a bridge.
WordNet synsets almost covers all the natural language words, besides, there existed
the mapping relations between WordNet synsets and SUMO ontology concepts,
which can be taken as a bridge to map words into concepts. So we design a mapping
algorithm based on the constructed mapping table: “WSMap” in section 2.1, which
can map words into SUMO ontology concepts by the synset field in the “WSMap” .

The concrete descriptions of the mapping algorithm are as follows:

Input: the constructed mapping table: “WSMap” in section 2.1 and the document-
word vector space: Di=(T1,Wil;T2,Wi2; ;Tj, Wij), where Wij denotes term Tj in the
document Di.

Step1. For each term Tj in the document-word vector space, carrying out a judgement
sentence: “is term Tj existed in the synset field of WSMap?”. If existed, replacing
term Tj with the corresponding concept field in the WSMap, the weight Wij of term
Tj is taken as concept’s weight; if not exsited, removing term Tj; exit for. At last,
forming a new document-concept vector space: Di =(C1,Wil;C2,Wi2; ;Cn, Win),
where Win denotes the weight of concept Cn in the document Di;

As the many-to-many relations among term Tj, synset field and concept field, there
are very many repeated concepts in the mapped document-concept vector space. Gen-
erally speaking, the higher concepts’ repeated frequency is, concepts can reflect the
subjects of documents or classes more, the higher concepts’ weight should be. So in
the next step, we mainly make a statistic to the frequency that concepts repeat, re-
move the repeated concepts from the document-concept vector space, readjust the
weight of concepts.

Step2. For each concept Cn in the document-concept vector space, firstly, combining
the same concepts as a concept and assigning it to the variable Ck; Then making a
statistic to the repeated frequency of Ck and assigning it to the variable CFk; Finally
utilizing the following formula to compute the weight of concept Ck:

CF CF
CWik =( SWijp +CF)/ | S W2 +CE?
n=1 n=1 (1)

where CWik denotes the weight of the concept Ck in the document Di, denotes the
weight sum of the concept Ck and the same concepts as it (as terms of mapping into
concepts are different, even the same concepts, their weights are also different, so in
the process of removing the repeated concepts, we make the weight sum of the same
concepts as the weight of the combined concept Ck) , CFk indicates not only the fre-
quency of concept Ck, but also the number of the same concepts, the denominator is
the normalization factor;

Output: the low-dimensional document-concept vector space after removing the
repeated concepts and readjusting concepts’ weight: Di=(C1,CWil;C2,
CWi2; ;Ck,CWik).
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2.3  The Generalization of Concept Vector Space

There existed the hypernymy- hyponymy relations among concepts, so we need to
carry out a generalization to concept vector space. The basic processes of the genera-
lization are as follows:

@ input the concept description file of SUMO ontology: “SUMO.owl”, utilize the
Image GraphViz.class[7] in the GraphViz.php file to visualize the “SUMO.owl”
and form the hierarchy structure map of ontology concepts(OC-HSM); For each
concept Ck in the document-word vector space, we carry out a judgement

@ sentence: “is the concept Ck existed in the OC-HSM?”. If not existed, we reserve
the original concept Ck, then carry out a judgement to the next concept; if ex-
isted, we acquire the layer of concept Ck and grant it to the variable: L(Ck), then
we judge whether the concept Ck exists the direct epigyny concept in the L(Ck)-
r( r is a adjustive parameter of layer) layer, if existed, replace concept Ck with the
epigenous concept Cm, and utilize the following formula to compute the weight of
concept Cm:

1
CSWj, =L CWix + ————
im = Log10(CWik + LCr)-r xp) o

Where CSWim is the weight of concept Cm, Logl0 is the normalization function,

1
Lcp)-ris the layer weight of concept Cm , p is the adjustive parameter; If not existed,
we reserve the original Ck and utilize the following formula to adjust the weight of
concept Ck:

CSWjk = Log1o(CWik +————Xp)

LCk) 3)
At last, forming the lower-dimensionality concept vector space: Di=(C1,CSWil;
C2,CSWi2; ;Cm,CSWim).

As the many-to-many relations between hypogyny concepts and epigyny concepts,
there are very many repeated concepts in the process of the generalization of con-
cepts. Generally speaking, the higher concepts’ repeated frequency is, the more sub-
concepts of reflecting this concept subject are, the stronger the differentiation degree
of the class of this concepts, the higher the weight of this concept should be. So in the
next step, we mainly make a statistic to the frequency that concepts repeat, remove
the repeated concepts from the document-concept vector space: Di=(C1,CSWil;
C2,CSWi2; ;Cm,CSWim), readjust the weight of concepts.

Step2. For each concept Cm in the document-concept vector space, firstly, combin-
ing the same concepts as a concept and assigning it to the variable Cl; Then making a
statistic to the repeated frequency of Cl and assigning it to the variable CFl; Finally
utilizing the following formula to compute the weight of concept Cl:
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ChH ChH
CCSWjj = ( SCSWip, +CR) / .| 3 CSW2 +CF?
m=1 m=1 4)

CH
where CCSWil denotes the weight of the concept Cl in the document Di, Zcswi,

m=1
denotes the weight sum of the concept Cl and the same concepts as it, CFl indicates
not only the frequency of concept Cl, but also the number of the same concepts, the
denominator is the normalization factor;
Output:  the  lower-dimensionality = document-concept  vector  space:
Di=(C1,CCSWil;C2,CCSWi2; ;Cl,CCSWil).

2.4  C(lassification Experiment and Evaluation

Once the training and testing document corpus have been represented as vector space
model, we select a kind of text classification algorithm, such as support vector ma-
chine (SVM), k-Nearest-Neighbor (KNN), Naive Bayes et al, carry out the training of
text classification model. Then based on the trained text classification model, we clas-
sify the testing document corpus into their appropriate categories. Finally, we select a
kind of evaluation index, such as Accuracy, Recall, precision and F1 value et al to
carry out an evaluation to the results of classification.

3 Experiment and Result Analysis

3.1 Experiment Design

Experiment Data Set. We used the second version: “20news-bydate.tar.gz” of the 20
Newsgroups  data set as  experimental data set (available at:
http://people.csail.mit.edu/~jrennie/20Newsgroups/). This version is divided into 20
classes by news topic. We select 8 classes from 20 classes as class labels, the class
names of 8 classes are as follows: alt.atheism, comp.graphics, comp.os.ms-
windows.misc, comp.sys.ibm.pc.hardware, comp.sys.mac.hardware, comp.windows,
x,misc.forsale, rec.autos, their class labels are respectively setted as
N1 ,N2 ,N3 ,N4 ,N5 ,N6 ,N7 ,N8. We respectively extract 300 news documents as
experimental training set from the training set of every class in 8 classes, extract 100
news documents as experimental test set from the test set of every class in 8 classes,
so the size of training set is 2400 news documents, test set is 800 news documents.

Experiment Method. We use SVM as the learning algorithm of text classification,
carry out a contrast experiment to the classification accuracy of the following two
document representation model: the traditional word vector space model (WVS) and
the proposed concept vector space model (CVS). In the experiment, we set the type of
SVM as the C-support vector classification (C-SVC), the penalty value C of SVM as
3.0, the kernel type of SVM as the linear kernel function.
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Experiment Evaluation Index. We use the most common evaluation index: Accura-
cy, Recall(R), Precision(P), F1 value to evaluate the performance of two kind of vec-
tor space model.

3.2  Experimental Result Analysis

Experimental results are shown in Table 1 and Figure 3. Table 1 shows the Recall(R),
Precision (P), F1 value and their overall average of two kinds of classifiers when the
size of train set is 960. We can see from TABLE 1 that CVS-based SVM classifier is
of the higher Recall, Precision, F1 value and the lower dimensionality than
WVS-based SVM classifier. Such as, compared with the traditional WVS-based SVM
classifier, the overall average of Recall, Precision or F1 value of CVS-based SVM
classifier respectively increased from 55.75%, 56.03%, 55.89% to 82.61%, 84.52%,
82.19%, respectively having a 26.86%, a 28.49% and a 26.30% relative increase. By
carrying out a semantic processing to the traditional bag-of-words vector space and
converting them into the concept vector space, the dimensionality of vector space also
has decreased from 11178 to 3360, having a 7872 decrease.

Figure 3 shows the comparison of the classification accuracy of two kinds of clas-
sifier under the different train set size. As we see from Figure 3, compared with the
traditional WVS-based SVM classifier, the classification accuracy of CVS-based
SVM classifier have a great improvement, the overall average accuracy of 10 experi-
ments with two kinds of classifiers has increased 19.06% to 67.19%, having a 48.13%
increase. When the train set size reaches to 960 news texts, the classification perfor-
mance of two kinds of classifiers is the optimal, at this point, the accuracy of WVS-
based SVM classifier is 55.75%, the accuracy of CVS-based SVM classifier is
82.61%, having a 26.86% increase.

Table 1. the comparison of classification performance of two kinds of classifiers (the size of
train set: 960)

Class WVS-based (Dimensionality: | CVS-based (Dimensionality:
labels 11178) 3360)
R P F1 R P Fl1

N; 82.00% 96.47% 88.65% 81.33% 69.95% 75.21%
N, 93.00% 51.96% 66.67% 99.00% 100.00% | 99.50%
N; 74.00% 73.27% 73.63% 98.74% 83.76% 90.64%
Ny 63.00% 63.64% 63.32% 56.90% 90.00% 69.72%
N 57.00% 48.31% 52.30% 100.00% | 89.39% 94.40%
N 43.00% 40.57% 41.75% 87.96% 62.99% 73.41%
N 14.00% 18.42% 15.91% 76.25% 86.50% 81.05%
Ng 20.00% 55.56% 29.41% 60.68% 93.57% 73.62%
Overall 55.75% 56.03% 55.89% 82.61% 84.52% 82.19%
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Fig. 3. The comparison of the classification accuracy of two classifiers under different train set
size

4 Conclusions and Future Research Directions

For solving the existed problems in the traditional bag-of-words vector space model
and the current vector space model of intensifying semantic information. We pro-
posed a new text classification model based SUMO and WordNet ontology integra-
tion, this model utilizes the mapping relations between WordNet synsets and SUMO
ontology concepts to map terms in document-words vector space into the correspond-
ing concepts in ontology, forming the lower-dimensionality document-concept vector
space, based this, we carry out a text classification experiment. Experimental results
show that, compared with the traditional text classification method based on the bag-
of-words vector space, the classification performance of our proposed method have a
great improvement, the dimensionality of vector space also have a great decrease.

Our future research directions are to apply our proposed model in the layer classi-
fication of texts and further improve the classification performance of our proposed
model and the the effect of the reduction of vector space dimensionality when the size
of train set is comparatively large.
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Abstract. Autonomous agents perform on behalf of the user to achieve defined
goals or objective. Autonomous agents are often programmed using AgentSpeak
language. This language is rich enough to provide necessary support to gain
proper functionality within certain environment. Testing of agents programmed in
AgentSpeak language is a challenging task. In this paper testing of agents
programmed in AgentSpeak has been proposed by deriving AgentSpeak code into
goal-plan diagram. Certain coverage criteria have been defined based on the goal-
plan diagram. Test cases meeting the defined coverage criteria are used to test the
AgentSpeak program with respect to expected functionality.

Keywords: AgentSpeak (L), Autonomous Agent Testing.

1 Introduction

Agent systems are used widely to operate in dynamic environment. Agents perceive
their environment and respond accordingly to meet their goal. Autonomy is the
agent’s ability to operate independently, without the need for human guidance or
intervention [1]. The term autonomy refers to the goal oriented behavior. Autonomous
agents are programmed to perform automatically in order to achieve certain goal. All
of their activities converge towards achieving their defined goal.

AgentSpeak is the language used to program agent’s expected behavior within
certain environment. Belief, desires and intentions are used in AgentSpeak to express
certain states of the agent and it operational knowledge. Agent needs some
environmental knowledge to start its operation within a certain environment. Belief
base contains the initial beliefs an agent has about itself, operational environment and
other agents [2]. Beliefs can be added or deleted as new information or knowledge is
perceived and also update as some new state is achieved by the agent. Belief base can
be used to check the current state of the agent and retrieve relevant details required for
the operation. Agent has certain goal referred to as achieve goal and test goal, achieve
goal change the state of the system after certain operation while test goals are used to
retrieve information from the belief base [3]. Goals are achieved by successful
execution of the plans in AgentSpeak (L). Intentions are active plans that are used to
achieve certain goal. A plan consists of a triggering event, used to initiate the plan.
Events can be external, by perceiving the environment and internal, triggered as part

T.-h. Kim et al. (Eds.): ASEA/DRBC/EL 2011, CCIS 257, pp. 11 2011.
© Springer-Verlag Berlin Heidelberg 2011



12 S. Ur Rehman and A. Nadeem

of an active plan. Every plan has precondition or context which should be satisfied
before execution of the plan; context is checked from the belief base [3].

Our aim in this paper is to test the AgentSpeak program; we will represent the
behavior of the AgentSpeak program in form of a diagram. An agent achieves its
goal with the help of plans written in AgentSpeak language. Main goal may have
some sub-goals contributing their part in achieving the objective. A goal-plan diagram
is used to describe the behavior of the agent showing all relevant sub-goal and actions
to be performed during the execution. We are aiming to define our own coverage
criteria that are used to test the autonomous agent based on selected testing criteria.

Section two covers background, section three describes related work and section
four describes our proposed approach for testing autonomous agents. Section five
describes conclusion and future directions for our proposed approach.

2 Background

This section gives an overview of different types of agents. Earlier BDI agents have
been widely used for performing tasks, later AgentSpeak (L) language has been
introduced covering additional properties for agent programming including working
of agent in multi-agent environment.

2.1 BDI Agents

In this subsection we give an overview of BDI agents. Belief-Desire-Intentions (BDI)
properties are used to program intelligent agents. BDI agents have been widely used
since last two decades and various researchers have explored their behavior [2]. It
does not support the efficient theorem proven for BDI logic [2]. BDI agents are
deployed in continuous changing environment; there are also various implementation
of BDI agent [20, 21, and 22].

2.2 AgentSpeak (L)

This subsection describes the semantics of AgentSpeak (L). AgentSpeak (L) is a
language used to program autonomous agents [4]. Testing of AgentSpeak (L)
program is getting its importance to attain the desired goals. Rao gives the idea of
AgentSpeak (L) language syntax. AgentSpeak (L) agent is developed by containing
several plans used to achieve defined goals. To properly understand the AgentSpeak
(L) plan, meeting the certain goals we include a simple example containing two
agents rl and r2 [4]. The purpose of both agents is to clean an area from garbage,
where rl collects the garbage found on the territory and takes it towards the position
where 12 is located, 12 burns the garbage and rl resumes its searching for garbage
from the position where he found the garbage.

Belief base has the knowledge about the current position of the r2 and makes sure
that r1 agent’s intention is to check the slot for the garbage is set to true. Fig. 1 shows
the actual syntax of the cleaner agent rl. R1 starts with initial beliefs and time to time
beliefs are added and deleted as program executes, -b and +b are used to add and
delete the beliefs respectively. Achieve goal and test goal are represented by ! and ?
signs respectively [3].
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Agent r1

Beliefs
pos(r2,2,2).
checking(slots).

Plans
#+pos(rl,X1,Y1) : checking(slots) & not garbage(ri) (pl)
<- next(slot).

+garbage(rl) : checking(slots) (p2)
<- lstop(check);
!take(garb,r2);
Icontinue{check).

+!stop(check) : true (p3)
<- ?pos(rl,Xi,¥Y1);
+pos(back,X1,¥1);
-checking(slots).

+ltake(5,L) : true (p4)
<- lensure_pick(S);
1go(L};
drop(8) .

+lensure_pick(S) : garbage(r1) (p5)
<- pick(garb);
lensure_pick(S).

+lensure_pick(S) : true <- true. (pb)
+!continue(check) : true (p7)
<- !go(back);
-pos(back,X1,Y1);
+checking (slots);
next(slot).
+!go(L) : pos(L,X1,Y1) & pos(ri,X1,Y1) (p8)
<- true.
+1go(L) : true (p9)

<- 7pos(L,X1,Yl);
move_towards(x1,Y1),
tgo(L).

Fig. 1. Syntax of cleaner agent r1 in AgentSpeak (L) [4]

Plan is the major part in AgentSpeak (L). AgentSpeak plan consists of triggering
event, context and set of actions [6]. Plan is triggered with any triggering event;
context of plan should be true before the plan start. Jason Interpreter has been used to
execute the AgentSpeak (L) program [6]. To execute the agent, user needs to create
the environment which is created in Java [19].

3 Related Work

This section gives a brief overview of the existing testing work done to test the quality
of autonomous agents. Bordini et al. presented a framework to verify multi agent
programs written by applying BDI properties and also claimed to add missing
properties to verify the AgentSpeak program [4]. AgentSpeak (F) code has been
translated into Java code as it is very close to agent programming and then apply
SPIN or JPF2 model to check the results [4].
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Zhang et al. presented an automated unit testing approach for a single agent by
using testing framework used to develop agent system. Testing framework caters the
different sequence of agent program execution. Fault directed testing approach is used
by first Identifying appropriate units of the agent and test the unit with the defined
mechanism [5]. It considers the plan as a single unit then it is checked whether the
plan is triggered by the appropriate event or not, checks its precondition, cycles in
plan and plan completeness etc. [5].

Zheng and Alagart proposed a method for conformance testing of agent’s BDI
properties as alternative to formal verification [8]. Test cases are generated to check
the implementation with respect to specification. Low et al. [11] presented method to
automatically generate test cases for multi agent system based on BDI properties,
nodes and plan based criteria are covered for test case generation. Different plan and
node coverage criteria subsume each other, numbers of test cases generated for each
criterion and subsumption hierarchy are used to select best criterion.

Winikoff and Cranefield [12] discussed the implication of analyzing the size of
behavior space for BDI agent and found that failure handling has larger impact on
size of behavior space. Goal-plan tree can transform sequence of actions, which is a
combination of “and” or “or” predicates. Either one plan can be activated or all sub-
plans are activated and successful execution of plan produces execution trace of the
selected goal while in case of failure all remaining plans are executed for the
respective goal.

Goal-plan diagram for the AgentSpeak (L) have not been used to test the agent’s
behavior although the idea of goal-plan tree has been explored by [13] and [14]. Our
focus is on testing AgentSpeak (L) program by first transforming the AgentSpeak (L)
program into relevant goal-plan diagram, and then applying our identified coverage
criteria to test AgentSpeak (L) programmed agent’s behavior with test data.

4 Proposed Approach

In this section we discuss our proposed approach for testing of autonomous agents
which are programmed in AgentSpeak (L). Fig. 2 describes the overall architecture of
proposed technique for testing an AgentSpeak (L) program.

Our proposed technique has three main processes namely goal/plan generator, test
path generator and test data generator. Goal/plan generator generates goal/plan
diagram by using AgentSpeak (L) program. Different coverage criteria will be used as
input to test path generator, coverage criteria have been defined in section 4.2.1, based
on those coverage criteria, test paths are generated meeting the specified coverage
criteria. Test cases are meant to make the context of selected plan true by making
desired changes in belief base. Test data generator will take test paths as input and
produce test cases, based on the test case design. The subsequent subsections describe
the detail of the three main processes of our approach.
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AgentSpeak (L)
Program

Goal/Plan
Generator

Geoal/Plan Diagram

Test Path
Generator

Coverage Criteria

Test Data
Generator

Fig. 2. Proposed technique architecture

4.1 Goal/Plan Generator

In this subsection we discuss first process of our proposed approach, i.e. goal/plan
generator. Goal/plan generator helps to identify different plans associated with each
goal. Dependencies between different sub-goals are also presented in graphical form.
Goal/plan generator takes AgentSpeak (L) program as input and goal/plan diagram is
produced as output of this process.

We support our discussion with cleaner agent example. Syntax of cleaner agent rl
written in AgentSpeak (L) has been transformed into goal-plan diagram in Fig. 3.
Goal-plan diagram of agent rl consists of 16 node representing different goal and
plans. Rectangle shape represents the plans and goals are represented with rounded
rectangles. The graph in Fig. 4 contains two types of nodes, one for the goal
representation and other for plan representation. The idea of goal-plan diagram has
been taken from [12, 13, 14] as they represent goal-plan tree for Prolog language. One
goal may have more than one plan and executes a specific plan depending upon the
context conditions. Plan nodes also store the relevant context conditions and
triggering event as they are mandatory for each plan described in AgentSpeak (L).
Graphical representation inform of goal/plan diagram for the AgentSpeak (L)
program makes it convenient to identify and trace a path and validate the path with
some given test data.
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Fig. 3. Goal-plan diagram for agent r1

4.1.1 AgentSpeak (L) Plan Execution

Plans are executed to achieve goals. Whenever agent starts its execution, it will have
some perceived environmental information stored in its belief base. Different plans
are executed to achieve the defined goal.

Start—> Belief set = Plan = Goal

An agent have more than one plan which are executed subsequently to achieve
different sub-goal, which ultimately support the achievement of main or root goal.

4.2  Test Path Generator

In this subsection we describe second process of our proposed approach named Test
Path Generator. Test path generator take goal/plan diagram and coverage criteria as
input and generates test paths for the program. Goal/plan diagram is generated with
goal/plan generator and coverage criteria have been defined in following section.

4.2.1 Test Coverage Criteria

Our aim of this paper is to test the AgentSpeak program, for this purpose we have
developed goal-plan diagram represented in fig. 4 showing dependencies between
different goals and plans of AgentSpeak. We have defined following test coverage
criteria based on the goal-plan diagram to test AgentSpeak program.
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1) Top level goal coverage

2)  All achievement goal coverage
3) All plans coverage

4)  All paths coverage

Set of test case (TC) and set of test paths (TP) are used to cover different test
coverage criteria, following is the precise details of every defined coverage criteria.

4.2.1.1 Top Level Goal Coverage. First criterion is top level goal coverage which is
defined as: A set of test case (TC) is said to satisfy top level goal coverage criterion if
it achieves the top level goal of the goal plan diagram.

In our example AgentSpeak (L) program the top level goal, in case of agent r1 is to
collect garbage. It is not necessary that all nodes are covered in meeting first coverage
criteria.

4.2.1.2 All Achievement Goal Coverage. Achievement goal are the state of system
that agent want to achieve which is defined as: A set of test cases (TC) is said to
satisfy all achievement goal coverage criterion if each achievement goal is covered by
at least one test case.

In case of Agent rl, we have five achievement goals need to be covered in
achievement goal coverage criteria. While meeting the all achievement goal coverage
criterion, test cases will be used to cover all achievement goals of agent rl.

4.2.1.3 All Plans Coverage. A Plan is a sequence of actions an agent will take or
trigger sub-plans in order to achieve certain goal. This coverage criterion is defined
as: A set S of test cases (TC) are said to satisfy all plans coverage criterion if each
plan in the program is executed by at least one test case.

AgentSpeak (L) language syntax has different plans to achieve the certain goals.
Different plan supports different goals. Agent rl has 9 plans used to achieve different
achievement goals. All plan coverage criteria will test the AgentSpeak program in
such a way that all plans must be covered at least once.

4.2.1.4 All Paths Coverage. A path in goal/plan diagram may contain more than one
plan and combines their context conditions which have to be true for successful
traverse of a path. This criteria is defined as: A Set S of test paths (TP) is said to
satisfy all path coverage criterion if every path of goal/plan diagram is included in S.

Goal-plan diagram contains more than one path to meet the desired functionality.
Different path contained in goal-plan diagram will be explored with different test
cases. Goal-plan diagram of agent rl represented in fig. 4 has different paths of
execution. Achieve goal ensure_pick and go both have recursion in their plans. Path
covering node 10 and 12 of fig. 4 may have more than one repetition or cycle in any
path extracted from goal-plan diagram, same is the case for the node 11 and 14.

Path 1: 1-2-16
Path 2: 1-2-3-4-7-5-8-10-13-11-14-6-9-11-14
Path 3: 1-2-3-4-7-5-8-10-12-10-13-11-15-11-14-6-9-11-15-11-14



18 S. Ur Rehman and A. Nadeem

4.3 Test Data Generator

Test path generated by test path generator are used as the input along with
AgentSpeak (L) program to test data generator. Test data generator generates test data
to traverse the path on AgentSpeak (L) code. Test data consists of inputs for the plan
execution e.g. triggering events. Each path is having path conditions which must be
met in order to successful trace of path. AgentSpeak (L) plans have predicate which
are combined to form a path condition for a respective path.

We propose to use evolutionary approach which support automatic and dynamic
test data generation satisfies any given path [23, 24]. Genetic algorithms are used for
test data generation instead of classical testing approaches because autonomous
agents have dynamic behavior and control flow graph of agent cannot be formed.
Environment may behave differently in different interactions. Belief perception make
is possible to perceive the changes made to the environment. Chromosome consists of
input values required for AgentSpeak (L) program testing. Chromosome has two parts
one containing necessary belief addition/deletion in order to make context true and
second part contains goal to be achieved. Any path in goal/plan diagram consists of
different plans and each plan needs some inputs which are generated by chromosome.
Input can be by perception or from belief base and fitness of each test case depends
upon the context conditions involved in each path.

Chromosome designing and fitness function definition has its importance for
successful testing. Test data generator process of our approach generates the test cases
which are applied to AgentSpeak (L) program with different test path to successfully
test the agent’s behavior.

5 Conclusion and Future Directions

In this paper we have presented a novel approach to test autonomous agent which are
programmed in AgentSpeak (L). AgentSpeak language has been used to program the
desired behavior of autonomous agent. A goal-plan diagram has been developed
showing the dependencies between different goals and plans of AgentSpeak (L)
program. A plan is initiated upon any triggering event and will start execution with
the belief base, meeting the context conditions. Belief base will change after every
internal or external event occurrence.

We have defined some coverage criteria, based on those coverage criteria;
AgentSpeak (L) program will be tested. We are aiming to design test case using
genetic algorithm, chromosome structure and other necessary steps used to properly
design the test case and test the AgentSpeak (L) in future. Test case designing will be
purely based on the concept of deriving goal-plan diagram from the AgentSpeak (L)
program. Test cases meeting the different defined coverage criteria will be designed.
Chromosome designing will be important task to accomplish. We are looking to
enhance our proposed testing technique based on the defined coverage criteria to
properly test the AgentSpeak (L) program.
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Abstract. In this paper, we propose a flexible methodology which is applicable
to performance evaluation for various Fault-Tolerant Ethernet (FTE)
implementation approaches including two conventional approaches, the
software-based and the hardware-based ones. Then, we present performance
analysis results in terms of fail-over time for a redundant Ethernet network
device by using our methodology.

Keywords: Fault-Tolerant Ethernet (FTE), Fail-over Time, Performance
Evaluation.

1 Introduction

Fault tolerance is a key design issue required by mission-critical systems. In this
paper, we focus on a fault-tolerant Ethernet (FTE) implementation for mission-critical
network-based systems. Various research, development, and standardization efforts
have been made to add fault-tolerance capabilities to Ethernet-based networks. The
approach for FTE implementation depends on the network architecture. In general,
there are three distinct network models, introduced by Song et al [1] for FTE
implementation. Among these, in our research, we deal with the single network with
redundant cables model on which there are at least two conventional approaches that
an Ethernet based network can be used to adapt to failure including hardware-based
approach and software-based approach. The advantages and disadvantages of two
conventional approaches were discussed in [3].

Fail-over time for fault detection and fault recovery is a key factor for FTE design
and implementation [4]. For each mission-critical system, there is an upper limit of
fail-over time to satisfy the performance requirement. Performance analysis for FTE
implementation allows us to determine the fail-over time whether it meets the
performance requirements.

In this paper, we propose a methodology for FTE performance evaluation. Our
methodology is independent of and applicable to various approaches for FTE
implementation. The remainder of this paper is organized as follows. In Section 2 we
present the framework of our methodology for FTE performance evaluation. In
Section 3 we present a study on performance analysis to determine the fail-over time
of a redundant Ethernet network device. Finally, we summarize our work and future
study in Section 4.

T.-h. Kim et al. (Eds.): ASEA/DRBC/EL 2011, CCIS 257, pp. 21-023] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 A Flexible Methodology for FTE Performance Evaluation

2.1 Network Model for FTE Performance Evaluation

Our methodology is based upon a network model depicted in Fig. 1. The model
consists of three nodes: (1) FTE Node; (2) Data Generator node; and (3) Evaluator
node. They are inter-connected via a switch which can support mirroring function.

Data Generator FTE Node

PORT A I
| I PORTB

SWITCH/’“‘ y

. Mirroring

PORT A PORT B

Evaluator

Fig. 1. Network Model for FTE Performance Evaluation

The FTE implementation, which needs to be evaluated, is installed at the FTE
Node. As previously mentioned, in our research we deal with the network model in
which each FTE node has redundant network connections [1,3]. In Fig. 1, the FTE
Node has two network connections via PORT A and PORT B respectively. The FTE
function depends on the specific approach for FTE implementation.

For software-based approach, both network ports used in the FTE Node appears as
two single network devices to the application layer. A software or middleware will
create a virtual interface by bonding two physical network devices. The FTE software
performs the algorithms for fault detection and fault recovery.

For hardware-based approach, both network ports are accommodated in a single
network device, for example, multi-port network interface card (NIC) that appears to
the application layers at the FTE Node as a single network interface. The
corresponding firmware is provided for fault detection and fault recovery.

The performance is evaluated based on data analysis. The data is sent by the Data
Generator node and received by the FTE Node. The data analysis depends on the
specific approach for FTE implementation being used in the FTE Node. For various
approaches, various tools for data analysis are needed to be developed for
performance evaluation. Therefore, in order to minimize that effort, we propose an
intermediary node which is called Evaluator shown in Fig. 1.

The Evaluator node has two single network ports corresponding to two network
ports in the FTE Node. PORT A and PORT B at the Evaluator are configured as the
mirrors of PORT A and PORT B in the FTE Node, respectively. Therefore, the data
stream arriving at the Evaluator is similar to the data stream arriving at the FTE Node.
Instead of doing data analysis directly on the FTE Node, the data analysis has been
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made at the Evaluator which is independent of the FTE approach being used in the
FTE Node.

2.2 Data Analysis for Performance Evaluation in Terms of Fail-Over Time

At the FTE Node, let us assume that PORT A is active at the beginning. Then PORT
B is on standby and it is activated when there is fault on PORT A. The fail-over time
includes the time for fault detection on PORT A and the time for fault recovery to
activate PORT B becoming new active port.

According to our methodology, the data stream generated by the Data Generator is
sent to the FTE Node of which the data stream is only received on the active port.
When there is fault on the current active port, the data stream is redirected to standby
port after it was activated as new active port.

Again the data analysis has been performed in the Evaluator instead of the FTE
Node because the data stream arriving at the FTE Node is similar to data stream
arriving at the Evaluator. A software toolkit has been developed for monitoring
incoming packets which arrive at the two network interfaces at the Evaluator. This
toolkit helps us to detect when the data stream was redirected from the active port to
standby port.

Fig. 2 shows an illustration to determine fail-over time. The last data (packet)
received on PORT A at time Tx immediately before there is fault on PORT A. The
first data (packet) received on PORT B at time 7), immediately after PORT B has
become active port. Then, the fail-over time T}, can be practically approximated as
follows:

Tfor =Tyu-Tk (D

Network fault occurs on PORT A

* Time

PORT A T, T, T.
/ S/
Data Stream |DATA1| |DATAZ| @ @ ® [DATAK| @ @ @ [DATAM| | D" | @ @ @
SN N
PORT B Tw Tt
3 Timz

PORT B becomes active port

Fig. 2. lllustration to determine fail-over time

Performing the same scenarios with various data patterns generated by the Data
Generator is to get the average value of fail-over time.
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3 Experiment

In this section, we present experimental results on performance analysis in terms of
fail-over time for a redundant network device Intel PRO1000MT which supports two
ports in a single NIC and FTE function.

Based on the proposed network model shown in Fig. 1, Intel PRO1000MT was
installed in the FTE Node. The Cisco Catalyst 3560 series switch has been used for
our experiment. The TCP and UDP applications have been developed for data
transmission at the Data Generator and for data reception at the FTE Node. The
toolkits for packet monitoring and data analysis have been also developed and used at
the Evaluator.

By applying our methodology to determine the fail-over time which is illustrated in
Fig. 2, the experimental results in terms of fail-over time of Intel PRO100OMT are
presented in Table 1. Our results are compatible to the results presented by Kim et al
[5] who also evaluated same device.

Table 1. Experimental results for fail-over time of Intel PRO1000MT

Fail-over time (millisecond)
Max 509
Min 233
Average 338

4 Conclusion

In this paper we have proposed a methodology for FTE performance evaluation.
Because the Evaluator in our methodology is independent of the FTE approaches
being used at the FTE Node, our methodology is flexible and applicable to various
approaches for FTE implementation. Further, the performance evaluation on the FTE
Node can be performed under various platforms meanwhile there is no needs to
modify the tool for data analysis at the Evaluator. It is fair and reasonable to do
performance comparison for various FTE implementation approaches by same
methodology and framework.

In this paper, only the performance evaluation in terms of fail-over time has been
presented. However, the proposed methodology can be easily extended to develop
other analysis tools for evaluating other network performance metrics [6-7]. For
example, based on the illustration shown in Fig. 2, the number of packet loss during
the fail-over switching from PORT A to PORT B can be determined. Then, the
network throughput can be measured as the ratio of the number of received packets to
the number of transmitted packets.
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Abstract. This paper deals with the behavioral substitutability of active compo-
nents where services availability is a critical criterion for safety-properties pre-
servation. Some timed subtyping relations are given and discussed in relation
with the compatibility issue of active components.

1 Introduction

Software components are always refined and changed to depict intended behaviors of
new components linked by refinement/substitution relationships to their predecessors.
However, we have to ensure full services availability in new critical-safety compo-
nents in such a way that their combination does not lead the system to erroneous sta-
tuses. For this end, we propose to enhance the subtyping relations of components
defined yet in [7] with timing constraints such that these would cope efficiently with
service availability issue in respect of both untimed and timed semantics. The substi-
tutability relations are based on “strong” variants of branching bisimulation we pro-
pose to strengthen the service availability require