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Abstract. As the use of the Internet has recently increased, the demand for opi-
nion information posted on the Internet has grown. However, such resources 
only exist on the website. People who want to search for information on the In-
ternet find it inconvenient to visit each website.  

This paper focuses on the opinion information extraction and analysis system 
through Web mining that is based on statistics collected from Web contents. That 
is, users' opinion information which is scattered across several websites can be 
automatically analyzed and extracted. The system provides the opinion informa-
tion search service that enables users to search for real-time positive and negative 
opinions and check their statistics. Also, users can do real-time search and moni-
toring about other opinion information by putting keywords in the system.  

Keywords: Motoring Search System, Opinion Information Automatic Extrac-
tion, Web Contents Mining, Opinion Information Monitoring.  

1 Introductions 

As the use of the internet gradually gets active lately, many people tend to express 
their opinions on the internet through the media such as Blog and Wiki[1]. And, in 
evaluating the value of the specific information, such demand for referring the opi-
nion information other people put online is increasing. However, such opinions exist-
ing on the internet exist only at individual web site, and the user is to search all of 
such individual web sites manually in order to use such opinion informations. To 
settle this problem, technology for extracting the opinion of the user is actively being 
studied in home and foreign academics, and various technologies are being studied in 
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a field of information retrieval by great improvement from early 2000[1,3,5]. But the 
existing information retrieval technology is simply providing retrieval based on in-
formation having a keyword, and not being able to provide high-dimensional retrieval 
based on contents rated positively / negatively in document and sentence which each 
keyword appears. Recently an attempt to apply the technology for extracting the opi-
nion of the user on information retrieval is in progress, but is in level of simply sepa-
rating positive, negative document yet. 

This thesis suggests web contents mining system for real-time monitoring of  
opinion information to settle this problem. Suggesting system provides opinion  
information information retrieval service able of retrieval and statistics in each posi-
tive/negative opinion by automatically extracting and analyzing opinion information 
of user from web contents scattered in many websites existing on internet. As a result, 
opinion retrieval users easily can use the system searching and monitoring opinion 
information of other users on the specific keyword readily at eye, and the function of 
automatically extracting and analyzing opinion information real-time in web contents 
is provided. 

Construction of this thesis is as follows. In chapter 2, existing web mining tech-
nique, opinion extracting technique and theoletical background of multilingual lin-
guistic dictionary are examined and the problem is examined for theoletical inquiry of 
this thesis. In chapter 3, plan and design method of web contents mining system able 
to collect and analyze opinion information on the internet is suggested. Finally in 
chapter 5, conclusion Is formed. 

2 Relevant Study 

2.1 Web Mining Technique 

Web Mining is aimed at all data originated on the web or existing on the internet, and 
indicates the process of extracting and analyzing useful information by applying data 
mining technique based on such data. That is the application which data mining tech-
nique is applied to the web, massive data assembly [2,4,5]. Such web mining uses 
data mining technique to find and extract information automatically from web docu-
ment and service. So, it can be defined as the process of finding useful information 
and knowledge not known previously from web data. 

Field of study of web mining is holding in common much parts studied in the field 
of Information Retrieval or Information Extraction [3,4,5].  

2.2 Opinion Extracting Technique 

This is the study of opinion classification in which unit of document and sentence is 
classified more in detail into unit of phrase and word. Study of classifying opinion at 
the unit of phrase and word is studied by the method based on rule at the beginning, 
and the machine learning method of studying information around phrase and word 
and deciding polarity of phrase and word is studied afterward [7,8].  
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2.2.1   Rule-Based Model 
Study of Nasukawa and Zhongchao Fei is done as the study of extracting opinion in 
unit of phrase based on rule-based method [9,10]. Part of speech information and 
polarity information of each word are put together with that word and tag is attached 
[11,12]. Polarity information is determined to three, good, bad, neutralm, and word 
part of speech being object is determined to adjective, noun, adverb and verb. Tag is 
attached on positive verb and negative verb. At this point, tag is attached on one per-
tinent word or also on phrase forming one expression with that word and showing 
specific polarity. 

2.2.2   Machine Learning Based Model 
It was mainly focused on the method of manually constructing opinion expressing 
resource at previous rule-based method. Machine learning is carried out using Corpus 
tagged to positive or negative expression part in sentence on the machine learning 
method. 

After automatic construction of tagged Corpus, the machine learning for opinion 
classification of word / phrase unit using this Corpus is done. HMM (Hidden Markov 
Model) is used as machine learning for opinion classification [16]. 

 

 

Fig. 1. Probabilistic Parameters at HMM  

2.2.3   Pros and Cons of Prior Method 
Prior rule-based method has merit of showing high accuracy on corresponding pattern. 
So it can be the good method to approach if many opinion patterns could be con-
structed delicately. But, as the problem the rule-based method was constantly being 
pointed out, in case of rule-based method, there is weak point of which reproducibility 
drops sharply in case pattern already constructed come out in transformed form, and 
there is limit of not being able to reflect surrounding context information to studying. 
Constructing and maintaining this opinion pattern on all other domains and linguistic 
range is the hard work necessary of much manpower and time.  

There is difficult which opinion resource is to be constructed manually in both 
rule-based method and machine learning based method for opinion classification of 
word / phrase. For the opinion classifying of word / phrase unit is possible if such 
opinion resource is constructed, one of the most important problems in opinion classi-
fying of word / phrase unit could be seen as construction of Corpus which opinion 
pattern construction or opinion expression is tagged.  
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2.3 Multilingual Linguistic Dictionary 

2.3.1   Foreign Words Automatic Transcribing Model 
Study on automatically constructing translation knowledge used in application of 
natural language such as machine translation and information retrieval of cross lanu-
gage actively has been progressed [6,7]. 

Phonetic translation means of generally transcribing English word in language of 
non-English-area based on pronunciation. Many of the words phonetic translated are 
not registered in dictionary for many of them are coined words showing new ideas. 
Therefore automatically obtaining translation knowledge of phonetic translation is 
very important to build effective translation knowledge. We have automatic phonetic 
translation and phonetic translation interlinear pair extraction, etc. as the study of 
obtaining phonetic translation interlinear words on given English words. Automatic 
phonetic translation is the technique of phonetic translating given English word into a 
word of non-English-area [7]. 

Phonetic translation interlinear pair extraction, the study of automatically extract-
ing English and phonetic translated word corresponding to English from the form 
bilingual corpora to widen applicative range of translation dictionary, and the transla-
tion knowledge is limited to phonetic translation interlinear pair. Automatic phonetic 
translation and phonetic translation interlinear pair extraction are actively being pro-
gressed as the method of handling phonetic translated word, but the study of integra-
tively using these two methods is not thoroughgoing enough.  

2.3.2   Statistics Based Phonetic Translation Model 
Generally Roman notation of Chinese characters or Pinyin is used in comparing with 
English in Chinese phonetic translation interlinear pair extraction [15]. With assump-
tion of E as English, C as Chinese, TU (Translation Unit) as phonetic translation unit 
in statistics based phonetic translation model, conditional probability P(C|E) is substi-
tuted with P(Chinese|English) and can be converted to the problem of seeking P(C|E) 
probability. And, Unigram, Bigram, Trigram for English, and Pinyin's first syllable, 
last syllable or the whole Pinyin for Chinese are used as TU.  

Method of automatically presuming parameter by applying EM(Expectation Max-
imization) algorithm [13] without pronouncing dictionary is used, and match type 
information is added to phonetic translation model. With adding match type (M) to 
P(C|E) formula, we have formula 1.  

P(C|E) ≒ max P(C|M,E)P(M|E) ≒ max P(C|M,E)P(M)     (formula 1) 

3 Web Contents Mining System for Real-Time Monitoring  
of Opinion Information 

3.1 Outline of System 

Web contents mining system for real-time monitoring of opinion information is the 
system to automatically extract and analyze opinion information in web contents, and 
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that platform is as figure 2. Proposed system is the system that provides opinion  
information searching service able to check search and statistics in each posi-
tive/negative opinion by automatically extracting and analyzing user opinion informa-
tion from web documents scattered over many websites existing on the internet.  
Positive opinion and negative opinion are automatically extracted.  

Proposed system of figure 2 is formed by including data collection processing, 
opinion/non-opinion automatic construction, Opinion information resources, indexing 
transaction, opinion indexing information resources, opinion expression machine 
learning, multilingual linguistic dictionary automatic registration, multilingual opi-
nion information resources, opinion search transaction and user terminal, etc. are 
included in forming.  

 

 

Fig. 2. Opinion information automatic extraction web mining system platform 

3.2 Data Collection Processing 

Data collection processing performs function of collecting various web contents exist-
ing on the internet. So, data collection processing downloads HTML(Hyper Text 
Markup Language) information of each Web Site existing on the internet in real time. 
Moreover, data collection processing can extract information data of at least one 
among necessary information such as text, image or video, etc. from web contents 
downloaded as above and store in separate data storing module. 

Data collection processing can sort and collect web contents including opinion in-
formation data (that is general sentence/document data and information data with 
positive/negative valuation on it) as table 1. Object data collected through data collec-
tion processing as shown in table 1 is the opinion information data that is the  
general sentence/document data and the information data with positive/negative  
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Data collected by data collection processing is stored in opinion information re-
sources data structure like table 2 to express in the set of opinion point {(data, point), 
(data, point), ... (data, point)} used in this thesis like chart 1. Table 2 is showing field 
name of opinion information resources data structure, data type on pertinent field and 
explanation on field. 

Table 2. Opinion Information Resources Data Structure 

id user_id date topic sentence polarity ..... 

bigserial 

(PK) 

char  

varying(200) 
bigint 

char  

varying(200) 

char  

varying(1000) 

char  

varying(10) 
..... 

 

This thesis has automatically building study corpus which opinion information 
"word/phrase" is tagged as an object. Thus opinion information "word/phrase" is au-
tomatically classified through machine learning method using corpus automatically 
built. At this time, data collection processing collects data which positive/negative 
opinion information in blocks of sentence easily sought in the internet is expressed 
using opinion information data structure of formula 2 and table 2 to automatically 
built corpus that opinion information "word/phrase" is tagged. 

3.3 Opinion/Non-opinion Automatic Construction 

Method of simply using the number of times appealing in positive/negative document 
based on rule like formula 2 is inaccurate on data in form of point like 1~10 point. 
And in case of using the absolute number of times appealed when the number of posi-
tive document and negative document are different, there is the problem of having the 
point leaned to the pertinent data set collection of bigger size. 

Method of automatically constructing opinion/non-opinion information resources 
in this clause has feature of automatically seeking through interpolation the posi-
tive/negative probability and the probability of appearing in opinion sentence of can-
didate word to be used after generating possible opinion information expressions by 
the whole dictionary based N-Gram analyzers. Opinion intensity of various point 
collection like 1~10 point is reflected in process of seeking positive/negative  
probability and probability of appealing in opinion sentence, and normalization is also 
proposed to settle the problem of point leaning of data size itself of specific point 
collection has grown. 

3.3.1   Word Point Calculating Method of Proposed Method 
Data which opinion is indicated in sentences is used in this clause to automatically 
construct opinion information word resource. After that, the point on N-Gram of each 
morpheme is sought after dividing sentence into morphemes. 
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3.4 Opinion Expression Machine Study 

After opinion/non-opinion tagging corpus is automatically constructed, the machine 
learning for opinion classification in word/phrase is done. HMM described in relevant 
study of chapter 2 is used as machine learning for opinion classification. But there are 
evaluation problem, decoding problem and estimation problem to be settled for HMM 
to be actually applied [16].  

Evaluation problem to be settled first is the problem of how to seek the probability 
of data observed in the model when sequence O=O1O2...Or and 

model of the observed symbol is given. Decoding problem to be settled 
second is the problem of what the optimum state transition sequence 

is when sequence  
O=O1O2...Or and model of observed symbol is. Estimation prob-

lem to be settled third is the problem of deciding model parameter 
showing the biggest .  

Three problems above can be settled by Forward Algorithm, Viterbi Algorithm and 
Baum-Welch Algorithm each. In this thesis, state transition probability, observation 
probability and initial state probability which is the model parameters are obtained 
from the tagging corpus collected from opinion/non-opinion automatic construction 
module. 

3.5 Indexing Transaction 

Indexing transaction performs the function of indexing for the opinion informations of 
pertinent web contents to be stored in opinion indexing information resource in lin-
guistic qualities of opinion sentence sorted from opinion/non-opinion automatic  
construction. Opinion indexing information resource here performs the function of 
summary information of relevant opinion sentence of linguistic qualities of each opi-
nion sentence indexed through indexing transaction and basic and opinion informa-
tions of relevant web contents to be stored as database. 

Table 3. Opinion Indexing Information Resource Data Structure 

id 
comm 
entct 

date snippet data 
pola 
rity 

topic url ... 

big 
serial 
(PK) 

char 
varying 

(50) 
bigint 

char 
varying 
(200) 

char 
varying 
(2000) 

char 
varying 

(10) 

char 
varying 

(10) 

char 
varying 
(200) 

... 

 

Opinion indexing information resource which opinion informations of pertinent 
web contents are to store in linguistic qualities classified from opinion/non-opinion 
automatic construction is stored in data structure like table 3. Table 3 shows the ex-
planation on field name of opinion indexing information resource data structure, data 
type on pertinent field and field. 

)|( λOP O
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Fig. 3. Large Classification Indexing 

Indexing process is constituted of the large classification indexing process to im-
prove search speed and the detailed classification indexing to use in actual informa-
tion search process by indexing guide word and contents information of each docu-
ment. Large classification indexing shows the document including technical terms. 
Figure 3 below shows composition of large classification index. 

 

 

Fig. 4. Detailed Classification Indexing 

Detailed classification indexing is the process of forming document table to search 
actual documents including the keyword user presented. Information such as subject 
information, File name (storing channel), document contents and major related key-
word included in document contents are stored in document table. Movie related key-
words are extracted and stored through inquiring movie review sentence in analyzing 
morpheme here. Figure 4 below shows composition of detailed classification indexing. 
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3.6 Multilingual Linguistics Dictionary Automatic Registration 

In this clause, Effect of drastically reducing human power compared to existing pas-
sive linguistics dictionary constructing method is obtained by proposing the method 
of automatically constructing multilingual linguistics dictionary at double language on 
the internet using statistics based phonetic translation model. 

This clause suggests the phonetic translation interlinear pair extraction method at 
mass comparative corpus using phonetic translation frequency and phonetic similarity 
based on dynamic window and tokenizer technique applied to parallel corpus.  

 

 

Fig. 5. Phonetic Translation Interlinear Pair Extraction Process in English-Chinese Corpus 

English-Chinese phonetic translation automatic extraction model proposed in this 
clause first extracted proper noun applying proper noun recognizing module on  
English sentence of English-Chinese parallel corpus, chose only English words to be 
phonetic translated among them and extracted phonetic translation word from corres-
ponding Chinese sentence. Figure 5 shows the process of extracting phonetic transla-
tion interlinear pair from English-Chinese parallel corpus, and the parallel corpus data 
structure is as table 4. 

Table 4. Multilingual Opinion Information Resource Data Structure 

id 
from 

language 
to 

language 
from_text to_text ... 

bigserial 
(PK) 

char  
varying(50) 

char  
varying(55) 

char  
varying(2000) 

char  
varying(2000) 

... 
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As observed in related study of chapter 2, error frequently occurs in extracting 
phonetic translation interlinear pair applying statistics based phonetic translation 
model if Chinese string similar in pronunciation with English word given in one sen-
tence exist a lot. This thesis proposes dynamic window technique and tokenizer tech-
nique, non phonetic translation technique using entropy, and phonetic translation 
extraction technique using similarity and frequency of voice to settle error.  

3.7 Opinion Information Search Transaction 

Opinion information search transaction provided of specific opinion information or 
type information of user transmitted through web server and linked with indexing 
transaction or opinion indexing information storing resource, carries out function of 
searching indexing informations related with specific opinion search keyword or type 
information, and forwarding to web server to be transmitted to pertinent user. 

4 Conclusion 

Opinions existing on the internet exist only in individual web sites, so the user has to 
search such individual web sites one by one manually in case of using such opinion 
informations. Web contents mining system for real-time monitoring of opinion infor-
mation is proposed in this thesis to settle such problems. Proposed system provides 
opinion searching service that can check retrieval and statistics in positive/negative 
opinions by automatically extracting and analyzing user opinion informations from 
web contents scattered in several web sites existing on the internet.  

Expected effect of the proposing system is that the users are able of easy and at a 
glance searching and monitoring of opinion information of other uses on the specific 
keyword and the time spent for searching opinion of other uses can be greatly short-
ened by automatically extracting and analyzing user opinion informations scattered in 
several web sites existing on the internet and providing opinion searching service to 
be able to check searching and statistics in positive/negative opinions.  

As the tasks to be solved, the web contents opinion searching system for the com-
plete monitoring search engine is to be made by adding multilingual (Korean, Chi-
nese, Japanese, English) search and machine translation function to solve language 
barrier on the internet and to be able of monitoring foreign informations in native 
language, and the reliability on opinion monitoring is to be verified. 
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