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Foreword

Future generation communication and networking is an area that attract many
professionals from academia and industry for research and development. The
goal of the FGCN conference is to bring together researchers from academia and
industry as well as practitioners to share ideas, problems and solutions relating
to the multifaceted aspects of future-generation communication and networking.

We would like to express our gratitude to all of the authors of submitted
papers and to all attendees for their contributions and participation.

We acknowledge the great effort of all the Chairs and the members of Advi-
sory Boards and Program Committees of the above-listed event. Special thanks
go to SERSC (Science and Engineering Research Support Society) for supporting
this conference.

We are grateful in particular to the speakers who kindly accepted our invi-
tation and, in this way, helped to meet the objectives of the conference.

December 2011 Chairs of FGCN 2011



Preface

We would like to welcome you to the proceedings of the 2011 International
Conference on Future Generation Communication and Networking (FGCN 2011)
— one of the partnering events of the Third International Mega-Conference on
Future-Generation Information Technology (FGIT 2011) held during December
8–10, 2011, at Jeju Grand Hotel, Jeju Island, Korea.

FGCN 2011 focused on various aspects of advances in future-generation com-
munication and networking. It provided a chance for academic and industry
professionals to discuss recent progress in the related areas. We expect that the
conference and its publications will be a trigger for further related research and
technology improvements in this important subject.

We would like to acknowledge the great effort of the FGCN 2011 Chairs,
International Advisory Board, Committees, Special Session Organizers, as well
as all the organizations and individuals who supported the idea of publishing
this volume of proceedings, including the SERSC and Springer.

We are grateful to the following keynote, plenary and tutorial speakers
who kindly accepted our invitation: Hsiao-Hwa Chen (National Cheng Kung
University, Taiwan), Hamid R. Arabnia (University of Georgia, USA), Sabah
Mohammed (Lakehead University, Canada), Ruay-Shiung Chang (National Dong
Hwa University, Taiwan), Lei Li (Hosei University, Japan), Tadashi Dohi (Hi-
roshima University, Japan), Carlos Ramos (Polytechnic of Porto, Portugal),
Marcin Szczuka (The University of Warsaw, Poland), Gerald Schaefer (Lough-
borough University, UK), Jinan Fiaidhi (Lakehead University, Canada) and
Peter L. Stanchev (Kettering University, USA), Shusaku Tsumoto (Shimane
University, Japan), Jemal H. Abawajy (Deakin University, Australia).

Last but not the least, we give special thanks to Ronnie D. Caytiles and
Yvette E. Gelogo of the graduate school of Hannam University, who contributed
to the editing process of this volume with great passion.

We would like to express our gratitude to all of the authors and reviewers of
submitted papers and to all attendees, for their contributions and participation,
and for believing in the need to continue this undertaking in the future.

December 2011 Tai-hoon Kim
Hojjat Adeli
Wai-chi Fang

Thanos Vasilakos
Adrian Stoica

Charalampos Z. Patrikakis
Gansen Zhao

Javier Garćıa Villalba
Yang Xiao
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Abstract. In recent years, Wireless Multimedia Sensor Networks (WMSNs) 
attracted researchers’ attention. This has led to an advancement made at both 
levels: hardware design and open source libraries to capture and process sound and 
image on sensor motes. WMSNs have the potential for real time object detection 
and recognition. It can be used to locate misplaced items, assisted living, helping 
people with cognitive impairments, species detection, and provide real time images 
for many other surveillance-based application. The WMSN research domain is 
relatively new, therefore many people fail to fully recognize the potential of 
WMSNs. In this paper, we provide a detail description of various state-of-the-art 
WMSNs testbeds. We categorize these testbeds in two classes: hardware-based 
testbeds and software-based testbeds. Furthermore, we list state-of-the-art in 
wireless multimedia sensor motes hardware. The objective of this paper is 
threefold:  unleash the potential application areas of WMSNs, attract new 
researchers to the WMSNs domain, and provide a guideline for proper hardware 
selection keeping in mind the type of research that needs to be carried out.   

Keywords: Wireless Multimedia Sensor Network (WMSN), Wireless Sensor 
Network (WSN), Testbed, Multimedia Sensor Mote. 

1    Introduction 

WMSNs are composed of audio/video sensing devices that are capable of retrieving 
and transmitting multimedia content such as audio, video and still images. 
Furthermore, such sensing devices can capture temperature, humidity, light intensity, 
and many other environment-related readings. The concept of WMSNs can best be 
understood as the convergence between wireless sensor networks and distributed 
smart cameras. WMSNs is a multidisciplinary research area and the advancements 
made in hardware design, signal processing techniques, coding theory, wireless 
networking, and control theory have made WMSNs a reality. 

Ordinary sensor nodes such as MICAz  and TelosB are equipped with insufficient 
capabilities to process multimedia data. Executing Digital Signal Processing (DSP), 
coding, and compression algorithms on these motes can result in short-lived WMSNs. 
Furthermore, due to the computational overhead, the effectiveness of the deployed  
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system may be reduced. The stated reasons prompted manufactures and researchers to 
provide solutions like Cyclops [1], Stargate [2] and Imote2 [2]. These hardware 
boards provide separate processors to handle multimedia data, moreover they can be 
interfaced with sensor motes, cameras, and a Personal Computer (PC). 

WMSNs need to provide the following functionalities: (a) timely delivery of real time 
data, (b) differentiated services support, (c) reliability, (d) bulk storage capacity especially 
at the sink nodes, (e) implementation of state-of-the-art compression algorithms on sensor 
motes, (f) separate microcontrollers on sensor motes for DSP related processing, and (g) 
support for a multimedia database at sink nodes. 

We have organized this paper as follows. In Section 2, we present a detailed 
description of different hardware and software-based WMSNs testbeds. State-of-the- 
art hardware for WMSNs is analyzed in Section 3 and finally, we conclude this paper 
in Section 4.    

2    Wireless Multimedia Sensor Networks Testbeds 

Invariably, researchers use mathematical modeling and simulations to evaluate the 
performance of different networking protocols for WMSNs. Sometimes these evaluation 
methods are misleading due to a lack of a detailed and accurate communication model. 
Therefore, to accurately analyze the system behavior and convince people that WMSNs 
are real, a number of WMSN testbeds have been developed. In this section, we elaborate 
on existent hardware-based and software-based WMSN testbeds. 

2.1    Hardware-Based Testbeds  

Hardware-based testbeds deploy hardware devices such as sensing motes and integrate 
them with other devices e.g., cameras and microphones. Hardware-based testbeds for 
WMSNs use ordinary sensor nodes, sophisticated sensing platforms, and medium 
resolution and high resolution cameras. Sophisticated sensing platforms such as 
Stargate and Imote provide powerful processing and relatively good storage capacities. 
Some hardware-based testbeds provide libraries to carry out image processing related 
functions. In the remaining section, we describe various hardware- based testbeds for 
WMSNs in more detail.  
 
Georgia Institute of Technology BWN-Lab Testbed. The BWN-Lab testbed at 
Georgia Tech [4] consists of commercial off-the-shelf advanced devices and the 
purpose is to demonstrate the efficiency of algorithms and protocols for multimedia 
communication through wireless sensor networks. The testbed comprises of 
heterogeneous sensors nodes such as iMote and MICAz. The testbed also includes 
three different types of multimedia sensors: low end imaging sensors, medium quality 
webcam-based multimedia sensors, and a pan-tilt camera mounted on a mobile robot. 
The low end cameras are integrated with MICAz motes, the medium end video 
sensors are interfaced with the Stargate platform. The high end pan-tilt camera is 
installed on an Acroname GARCIA robotic platform. Each sensor runs a TinyOS-
based protocol stack that allows to create a multihop data path to the sink. Sinks are 
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Stargate boards that receive sensor information through MICAz motes.  The mobile 
sink is able to track the position of any MICAz node deployed in the testbed. If any 
such node reports abnormal readings, the mobile sink moves to the location of the 
mote, captures and transmits a video stream.  

Characterizing Energy Consumption in a Visual Sensor Network Testbed. The 
main focus of the work reported in [5] is to characterize the energy consumption of a 
visual sensor network testbed. Energy consumption depends on the target application 
of the WMSN. The energy consumption is influenced by the processing, flash 
memory access, image acquisition, and communication over the network. This work 
further characterizes energy consumption depending upon different hardware states 
the system switches through as it executes benchmark applications used in this 
testbed. The benchmark application uses idle, processing intensive, storage intensive, 
communication intensive, and visual sensing processes. The testbed consists of eight 
visual sensor nodes and one sink node. A Dell Inspiron 4000 laptop with PIII CPU, 
512 MB memory, and 20 GB hard disk is used as the sink. It runs the Linux (Kernel 
2.4.20) and uses an IEEE 802.11b wireless card for communication. A visual sensor 
node is composed of a Stargate board with an XScale PXA255 CPU (400 MHz), has 
32MB flash memory and 64MB SDRAM, and provides PCMCIA and compact Flash 
connectors on the main board. The Quickcam webcam is used with resolution of up to 
640 x 480 pixels.  
 
Explorebots: A Mobile Network Experimentation Testbed. Work presented in [6] 
demonstrates expandable, vision and sensor-equipped wireless robots called 
Explorebots. The work is based on MICA motes. The testbed supports experimental 
analysis of protocols for mobile multi-hop networks. The contribution of the work are: 
localization and tracking algorithms for WSNs and routing algorithms for hybrid i.e., 
cellular ad-hoc networks. The major features of Explorebots are: powerful on board 
microprocessor for accurate robotic movement control, interface with MICA wireless 
sensor nodes to provide sensing and communication facility, build in electronic 
compass and ranging device that can be used for navigation, and an on-board camera 
with wireless transmitter.   
 
A Lightweight Camera Sensor Network Operating on Symbolic Information. 
The testbed described in [7] primarily focuses on camera sensor networks for 
behavior recognition. It is based on biologically inspired address event image sensors 
(the main functionality of such sensors is to pick the useful information from the 
scene to reduce the bandwidth requirement. Outputs are supplied in an address event 
scheme that preserves privacy). The application of the resulting system in assisted 
living is also explained. This testbed makes use of overhead Hitachi KP-D20A 
imaging devices that operate at a 768 x 494 pixel resolution. It uses Stargate boards 
along with the MICA2 motes. Additional features include mobile robots and remote 
reconfiguration. 
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IrisNet: A Low Cost Embedded Color Vision System. IrisNet [8] is a heterogeneous 
WMSN platform. This platform allows the user to perform queries over the video 
sensors distributed worldwide. The hardware components used in this testbed are: 
Logitech Quick Cam Pro 3000 cameras working at a resolution of 640 x 480 pixels 
along with the high end Stargate platform. This video sensor network can be queried 
worldwide, therefore the system maintains a log of events. Once they are collected, 
IrisNet provides two tools to process and replay the logs for visualization: a trace 
generator is used for sorting the logged events in ascending order and a trace animator 
displays the topology. 

SenseEye: A Multi-tier Camera Sensor Network. SenseEye [9] is a multi-tier 
heterogeneous camera-based surveillance network. It makes use of the low fidelity camera 
sensors at the second tier to view an object. To view an object at comparatively high 
fidelity, cameras at tier three perform object tracking. The hardware used in this testbed 
consists of Cycops, CMUCam, and pan-tilt-zoom webcams. The image resolution is set to 
352 x 288 pixels. Stargate and MICA2 platforms are used along with mobile robots. 

Wireless Line Sensor Network for Distributed Visual Surveillance. The testbed 
described in [10] is developed for object detection using an efficient distributed visual 
surveillance system. In WSNs with scarce resources, abundant  bandwidth is required for 
multimedia transmission, moreover the image processing algorithms can consume a 
significant amount of energy on the sensor motes. Therefore, this testbed implementation 
uses a line sensor architecture capable of capturing a continuous stream of temporal one-
dimensional images. The image processing algorithms for one-dimensional data are much 
faster, require less memory, and can work in limited-bandwidth environment. This testbed 
includes hardware and software modules, description of these modules are given below. 

This testbed uses the CMOS camera module HV7131GP. This camera module is 
capable of capturing images at a maximum resolution of 640 x 480 pixels. The camera 
module contains image processing capabilities such as Gamma correlation, color 
interpolation and auto white balance. It provides an adjustable frame rate of up to 30 
frames per second. The sensor uses an I2C communication channel to send and receive 
commands and transfer bit map images to the end devices.  The main setup uses the Flex 
board [8] with the camera attached to a breakout board and a serial to TTL converter.  
 
Hierarchical Character Oriented Wildlife Species Reorganization through 
Heterogeneous Wireless Sensor Networks. [11] describes the deployment of a WSN 
based video camera system in Henry Doorly Zoo, Omaha, USA for animal species 
detection. Animal species recognition is done through heterogeneous wireless sensor 
motes. The contribution of this work is integration of a WSN with in-network distributive 
image recognition functionality. The authors have proposed new HIerarchical Scalarized 
Character Oriented DEtection (HIS-CODE) algorithm and architecture. The HIS-CODE 
algorithm is implemented on each sensor mote deployed in the testbed. This work leads 
to the realization of a fully automated camera array system that takes advantage of 
distributive processing and image recognition within a tiered heterogeneous WSN. 
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TinyEARS: Spying on House Appliances with Audio Sensor Nodes. Tiny Energy 
Accounting and Reporting System (TinyEARS) [12] is a system capable of generating 
device-level power consumption reports. Power reports are being generated based upon  
the acoustic signature of household devices. This testbed makes use of the iMote2 sensor 
mote which is integrated with a microphone to capture the sound generated by household 
appliances. Sensor motes are required to perform signal processing operations e.g., Fast 
Fourier Transform, feature extraction, and classification. The results obtained through this 
audio sensor network show that the system is capable of reporting power consumption of 
household appliances with an error margin of 10%. 
 
Design and Implementation of Dual Camera Wireless Sensor Network for Object 
Retrieval. [13] presents the design and implementation of a dual camera sensor network. 
The purpose of the work is to develop a memory assistance tool for assisted living. Its 
authors have focused on low power camera sensors that can be distributed in a home 
environment to facilitate retrieval of misplaced objects. The rational presented for this 
work is that small battery powered cameras are portable, easy to deploy, and can be 
densely deployed for better coverage. The main contributions of this work are: energy 
efficient region of object estimation, energy efficient algorithms for object recognition, 
and incorporation of user feedback. The two cameras in the dual camera system are 
placed close to each other so that they both share the same Field of View (FoV). User can 
query the system through a PC or a PDA that is connected to the IEEE 802.15.4 wireless 
radio.  

The operation of the overall system is divided into three main components: object 
detection, object recognition, and object retrieval. Object detection is done by tier 1 
cameras, object recognition is done by tier 2 cameras, on the request of tier 1 camera. 
Finally, the detection of an object is communicated to the BS using the IEEE 802.15.4 
radio. Tier 1 comprises of Cyclops camera connected to a MICAz mote. Tier 2 
comprises of an Enalab camera and an iMote2.  
 
Design and Implementation of a Sensor Based Wireless Camera System for 
Continuous Monitoring in Assistive Environments. The basic idea in the testbed 
described in [14] is to develop a camera-based surveillance system to monitor someone 
who may have physical or cognitive impairments. The developed testbed has been 
deployed in home and office environments to check the system performance under 
different interference scenarios. The proposed system is called Sensor Integrated Camera 
Surveillance (SICS). The basic idea is to equip the subject under observation with 
wearable wireless sensors and deploy the wireless routers in the observed environment. 
Routers form the mesh network and as the subject moves, automatic handover takes 
place between the router that was previously serving the subject and the router that is 
about to start servicing the subject. Cameras are deployed with the wireless routers. The 
wireless router sends the images to the sink by traversing the wireless backbone. SICS 
uses an on board image compression algorithm to reduce the bandwidth consumption. 
SICS allows a human operator to only watch a single screen to track a subject as she 
moves around. Wireless sensors being worn by the subject provide the location 
information that helps in selecting the camera. The main contributions of this work are: 
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a) The first measurement study of a wireless camera network deployed both in 
residential and office environments. 

b) The demonstration of wireless sensor-based localization for a surveillance 
system.   

c) Quantitative performance evaluation of automatic camera hand-off through 
empirical implementation of the SICS architecture.    

The following hardware equipments are being used in the home-based testbed. Each 
wireless node is an ASUS WL-500g Premium wireless router, with 266 MHz CPU, 8 
MB flash, 32 MB RAM, and one Broadcom 4318 IEEE 802.11b/g radio. The ASUS 
operating system is being replaced with OpenWrt Kamikaze 7.09. The server is an IBM 
ThinkPad T42 laptop, which has a PCMCIA IEEE 802.11a/b/g card bus adaptor with 
Atheros AR5213 chipset and Madwifi 0.9.4 wireless driver.  

The following hardware equipment are being used in the office-based testbed. Each 
wireless node is a RouterBOARD 532A device, which has a MIPS 400 MHz CPU, 64 
MB RAM, and 2 GB Compact-Flash disk. Each node can have one or two Mini PC 
wireless radio cards, for which Wistron Neweb CM9 with Atheros AR5213A chipset 
is used. All wireless nodes use omni-directional antennas that have 3 and 5 dbi gains 
at the 2.4 and 5 GHz frequencies respectively.  

Distributed Search in Sensor Networks. The work reported in [15] focuses on the 
design and implementation of a distributed search system over a camera sensor network, 
where each node is a search engine that can sense, store and search information. 
Furthermore, this research also focuses on local storage, local search, and distributed 
search. These features are designed to be efficient under a resource constraint WSN. A 
testbed implementation is provided on a number of iMote2 sensor nodes equipped with 
low power camera and extended flash storage. The main motivation for this work was: 
instead of deploying an application-specific camera sensor networks, there is a need for a 
general purpose image search paradigm that can be used to recognize a variety of objects, 
including new types of objects, that can be detected. The search engine implementation is 
made possible by the use of compact image representation called "visterms" for efficient 
communication and search, and the re-design of fundamental data structures for efficient 
flash-based storage search. In short, key contributions of this work are: efficient local 
storage and search, distributed image search, and application case studies.  

From an implementation point of view the system has three major modules: Image 
Processing Module (IPM), Query Processing Module (QPM), and Communication 
Processing Module (CPM). The IPM captures images using the camera periodically, 
reads the captured image and saves it into the flash memory. The QPM module 
processes ad-hoc queries and continuous queries from the proxy. CPM handles the 
communication to other sensors and the proxy.    

The developed testbed consists of six iMote2 sensor nodes and a PC acting as a central 
proxy. Each iMote2 is equipped with Enalab camera and 1 GB SD card, runs arm-Linux 
and communicates with other motes using the TOSMAC driver, which is compatible 
with the TinyOS wireless protocols. 
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Fusion of Audio and Image Information for Efficient Object Detection and Capture. 
[16] presents a demonstration of an integrated audio-image WMSN for object detection 
and capture. It has been shown that based on the multi-modal information, it is possible to 
effectively and efficiently localize objects using relatively cheap audio and camera 
sensors. The system used for demonstration consists of audio nodes, camera nodes, a base 
station for centralized control, and a personal computer for real time observations. Each 
node present in the WMSN uses a wireless mote and DSP for communication and signal 
processing, respectively. The mote used is the CSIRO developed FleckTM 3B. The DSP 
used is an Analog Devices 600 MHz ADSP-BF537 Blackfin processor. The BlueTechnix 
BF537E board is used which has a CPU with 132 KB SRAM, 32 MB external SDRAM 
and 4 MB flash. The camera daughterboard contains the sensor chip i.e., an OV7648 
Color CMOS from OmniVision Technologies. The audio nodes use an omni-directional, 
high sensitive electret capsule microphone (a type of condenser microphone which 
eliminates the need for a polarizing power supply using permanent charged material) for 
sound capture, and an Analog Devices AD73311 codec IC for analog to digital 
conversion.  

Audio nodes send sound event detection information to the base node. The Python 
application on the base node performs arbitration required to determine the camera 
that is closest to the sound source, and then coordinates the camera nodes to 
effectively localize and capture an image of the object of interest. This demonstration 
consists of three pairs of co-located audio and camera nodes. Each node is connected 
to a PC with Ethernet back link. 

Demonstration of Image Compression in a Low-Bandwidth Wireless Camera 
Network. A demonstration of a low bandwidth, wireless camera network is given in 
[17]. In this demonstration, image compression is performed at each node. 
Furthermore, this demonstration introduces the FleckTM hardware platform that has 
been developed by the authors to run image compression algorithms on each node. 
This demo shows real time image data coming back to the BS from the deployed 
WMSN. 

2.2    Software-Based Testbeds 

Software-based testbeds provide Application Programming Interface (API) libraries 
and software driver interfaces to facilitate rapid application development and 
deployment of WMSNs. Software libraries provide an abstraction layer to the 
researchers and developers. It hides the low-level details of the devices, hence 
facilitates the rapid evaluation of protocols for WMSNs. In this section, we summarize 
the software-based testbeds for WMSNs.  
 
WiSNAP: An Image Sensor Network Application Platform. WiSNAP[18] is a 
MATLABTM based software testbed for WMSNs. This testbed provides high level 
APIs that can be used by the developers to evaluate applications and protocols for  
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WMSNs. These APIs hide the low-level device details and provide users with a 
powerful framework to interact with sensor motes. Moreover, it provides excellent 
APIs for image processing. WiSNAP includes device libraries for Agilent's ADCM-
1670 camera module, Agilent's ADNS-3060 optical mouse sensor, and Chipcon's 
CC2420DB IEEE 802.15.4 radio. Since it is an open source architecture, it can be 
extended for other hardware types. WiSNAP provides two set of APIs: image sensor 
API and wireless mote API. The image sensor API provides support for capturing 
images from the sensor mote and other image processing related functionalities. The 
wireless mote API provides support for initializing a mote, and transmitting and 
receiving a MAC level packet. In [18], the authors have given two examples for using 
the provided APIs. One example explains the event detection mechanism and the other 
demonstrates a node localization mechanism. 
 
Address Event Imagers for Sensor Networks: Evaluation and Modeling. [19] 
describes a software testbed based on Address Event Representation (AER) of an image. 
AER is used with the address event sensors. The main goal for developing address event 
sensors it to preserve energy and bandwidth. Therefore, address event sensor are 
intelligent enough to extract the required features from the image and then  represent 
them in symbolic form called address event representation. Finally, these symbols are 
transmitted to the sink. This results in less bandwidth consumption and privacy. The 
testbed provides an implementation of an emulator of AER imagers that has been written 
in Visual C++ and runs under the Windows operating system. The purpose of the AER 
emulator is to take an 8 bit grayscale input stream from a commercial of-the-shelf USB 
camera and to output a queue of events in a text file.  

3    State-of-the-Art Wireless Multimedia Sensing Motes  

In this section, we present state-of-the-art multimedia sensing motes. We examine 
processing capabilities, available memory, multimedia support, and radio technology 
supported by the contemporary wireless multimedia sensing motes.  

3.1    Stargate  

Stargate [2] is being manufactured by MEMSIC. It comes with an Intel PXA-255 Xscale 
processor that operates at 400 MHz. It has 64 MB of SDRAM and 32 MB of flash 
storage. Its processor can execute advanced image processing algorithms. It supports the 
embedded LINUX (kernel 2.4.19) operating system. It supports two radios i.e., the IEEE 
802.11 and the IEEE 802.15.4. Furthermore, it can be interfaced with MICAZ motes, 
Ethernet, Serial, JTAG, USB, PCMCIA, and Compact Flash Connector. A Stargate is 3.5 
x 2.5 inches in size. The functionalities supported by Stargate make it an ideal choice to 
act as a base station, especially when it provides the IEEE 802.11 radio that can be used 
to create a wireless backbone. 
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Table 1. Comparison of Hardware-based Testbeds 

 

 

WMSN 
Testbed 

Service 
Differentiation 

Bulk 
Storage 

Capacity 

Compression 
Algorithms 

DSP 
Processor 

Multimedia 
Database 

BWN-Lab 
Testbed [4] 

NO YES NO YES NO 

Energy 
Consumption in 
Visual Sensor 
Networks [5] 

NO YES NO Powerful 
Single 

Processor 

NO 

Explorebots [6] NO YES NO Powerful 
Single 

Processor 

NO 

Lightweight 
Camera 

Network [7] 

NO NO YES NO NO 

IrisNet [8] NO YES NO YES YES 

SenseEye [9] NO YES YES YES NO 

Wireless Line 
Sensor Network 

[10] 

NO YES YES YES NO 

 Wild Life 
Species 

Recognition[11] 

NO YES YES Powerful 
Single 

Processor 

NO 
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Table 1. (continued) 

 

3.2    Imote2  

Imote2 [2] is developed by the Intel Corporation and it is being manufactured by 
MEMSIC. It is an advanced platform especially designed for sensor network 
applications requiring high CPU/DSP and wireless link performance and reliability.  

The Imote2 contains an Intel XScale processor, PXA271. It comes with an IEEE 
802.15.4 radio (TI CC2420) with an onboard antenna. It has two basic sensor board 
interfaces, consisting of two connectors. Moreover, it has an advanced sensor board 
interface, consisting of two high density connectors on the other side of the board. 
The Imote2 is a modular stackable platform and can be stacked with sensor boards to 

TinyEARS [12] NO YES NO Powerful 
Single 

Processor 

NO

Dual Camera 
WSN for Object 
Retrieval [13] 

NO YES YES YES NO 

Sensor based 
Wireless 

Camera for 
Assistive 

Environments 
[14] 

NO YES NO Powerful 
Single 

Processor 

NO

Image Search in 
Sensor Network 

[15] 

NO YES YES Powerful 
Single 

Processor 

YES 

Fusion of Audio 
Video Image 
Information 

[16] 

NO YES NO YES NO 

Image 
Compression in 
Low Bandwidth 

Wireless 
Camera [17] 

NO YES YES YES NO 
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customize the system to a specific application. Imote2 provides an additional wireless 
MMX co-processor. It has 256 KB SRAM, 32 MB Flash, and 32 MB SDRAM. It has 
an integrated 2.4 GHz antenna. It provides basic and advanced expansion connectors 
supporting: 3xUART, I2C, 2xSPI, SDIO, I2S, AC97, USB host, Camera I/F, GPIO. 
To provide direct connection to a PC, a mini USB port is also available. The size of 
an Imote2 is 48 mm x 36 mm. 

3.3    CMUCam3  

The CMUCam3 [3] is an ARM7TDMI based fully programmable embedded computer 
sensor. It is equipped with a Philips LPC2106 processor that is connected to an 
Omnivision CMOS camera sensor module. Features of CMUCam3 include: CIF 
resolution (352 x 288 pixels) RGB color sensor, open source development environment 
for Windows and Linux, MMC flash slot with FAT16 driver support, loads image into 
memory at 26 frames/sec. It contains LUA (a lightweight scripting programming 
language)  that allows for rapid prototyping, software-based JPEG compression, basic 
image manipulation library, CMUcam3 image emulation, compatible connector with 
wireless motes (Tmote Sky, FireFly, 802.15.4), and FIFO image buffer for multiple 
pass hi-resolution image processing. It supports 64 KB RAM and 128 KB of ROM. 

3.4    MeshEye  

MeshEye [20] is a hybrid resolution smart camera mote for applications in distributed 
intelligence surveillance. MeshEye has a unique vision system i.e., a low resolution 
stereo vision system continuously determines position, range, and size of moving objects 
entering in its field of view. This information triggers a color camera module to acquire a 
high resolution image of the object. It contains an ARM7TDMIARM thumb processor. It 
is a 32 bit RISC architecture that can operate at up to 47.92 MHz. MeshEye has 64 KB of 
SRAM and 256 KB of flash. It uses a CC2420 transceiver and provides an 
implementation of the IEEE 802.15.4 standard. It uses the Agilent 2700 VGA camera 
module. 

3.5    WiCa 

WiCa [21] is a smart camera mote with high performance vision system. It uses two 
VGA camera modules (640 x 480 24 bit color), which feed video to IC3D, which is a 
dedicated parallel processor, running at 80 MHz. WiCa uses an 8051 based Atmel 
AT89C51 host processor, which runs at 24 MHz, through a 128 KB dual port RAM. 
For large scale image processing its supports 10 Mbits of RAM. It provides an 
implementation of the IEEE 802.15.4 standard.  

3.6    Cyclops 

Cyclops [1] is a small camera device developed for WMSNs. Cyclops can be 
interfaced with MICA2 and MICAz motes. The Cyclops hardware architecture 
consists of an Agilent ADCM-1700 CMOS camera module, a Xilinx FPGA and an 8 
bit RISC ATMega128 microcontroller. 
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3.7    FireFly Mosaic 

In [22], a vision-enabled image processing framework for sensor motes is presented. 
It uses FireFly motes coupled with CMUCam3 sensor cameras. The main design 
objective of FireFly Mosaic is to design a low cost, energy efficient, and scalable 
camera mote compared to the centralized wireless webcam-based solutions. FireFly 
Mosaic runs Nano-RK, a real time operating system for WSNs and it uses the 
networking protocol stack provided by Nano-RK. FireFly mosaic is an integration of 
FireFly motes with CMUCam3, therefore its hardware architecture is similar to 
CMUCam3. FireFly motes, CMUCam3, and Nano-RK are developed at Carnegie 
Mellon University. 

3.8    FleckTM 

The Fleck hardware platform [17] is designed for low-bandwidth wireless camera 
networks where image compression is undertaken at each node. Fleck is a robust 
hardware platform for outdoor use. The current version of FleckTM-3 consists of an 
Atmegal 128 microcontroller running at 8 MHz. It is equipped with a Nordic NRF905 
radio transceiver with a bit rate of 76.8 Kbits/sec. Another promising feature of Fleck 
is that it is equipped with solar charging circuitry. It provides an additional DSP board 
which is a Texas Instruments 32 bit 150 MHz DSP processor (TMS320F2812). It has 
1 MB of SRAM and an Ominvision 640 x 480 pixel color CCD sensor.  

3.9    WiSN 

WiSN [23] is a multimedia sensing platform developed at Stanford University. The 
microcontroller is a 32 bit ARM7TDMI based on the Atmega AT91SAM7S running 
at 48 MHz. It contains 256 KB flash and 64 KB RAM. Its camera is based on Agilent 
ADCM 1670 and it supports multiple resolutions. An IEEE 802.15.4 radio is used.  

4    Conclusion   

In this paper, we have surveyed various hardware and software-based testbeds for 
WMSNs. Furthermore, we have surveyed the features of the state-of-the-art multimedia 
sensing nodes. Material presented in this paper suggests that state-of-the- art wireless 
multimedia sensor nodes have enough capabilities to facilitate deploying WMSNs in 
different real world phenomenon. Moreover, emerging sensing technologies such as 
AER based sensing motes and state-of-the-art in coding theory have made it possible to 
deploy WMSNs in low-bandwidth networks. Therefore, enough support from the 
hardware side is available to deploy WMSNs in a multitude of scenarios. From the 
networking protocol perspective, little work has been done to support multimedia 
applications in low-bandwidth wireless personal area networks. There is a need to 
employ Quality of Service (QoS) mechanisms to effectively and efficiently utilize the 
available hardware. Furthermore, to support multiple applications one a single mote there 
is a need for real time operating system for WSNs. Nano-RK is an example of one such 
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operating system. Definitely more research is required to support hard and soft real-time 
applications in WMSNs. 
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Abstract. In Wireless Sensor Networks (WSNs), sensor nodes depend on 
batteries for energy source. The ability to use limited energy efficiently is the 
key to determining the lifetime of networks and the amount of information 
transmitted. Low Energy Adaptive Clustering Hierarchy (LEACH) is a 
representative cluster-based routing protocol designed to ensure energy use 
efficiency. In this paper, a protocol scheme was proposed wherein member 
nodes (lower-level nodes) are designed to compare the currently sensed data 
with the previously sensed one and to switch to sleep mode when a match is 
achieved. The design is to help improve the transmission energy efficiency. The 
proposed scheme was tested via simulations and was compared with two 
existing cluster-based algorithms, i.e., LEACH and Threshold Sensitive Energy 
Efficient Sensor Network Protocol (TEEN). Performance evaluation was 
conducted based on the number of surviving nodes in each of the three 
networks (i.e., LEACH, TEEN, and proposed scheme) over time. The results 
indicated that the scheme contributed to greater energy efficiency by helping to 
increase the lifetime of the LEACH network by a maximum of 27%. 

Keywords: WSN, LEACH, TEEN, Clustering Algorithm, Energy Efficiency. 

1   Introduction 

A Wireless Sensor Network (WSN) consists of sensor nodes, each of which includes 
a microcontroller, a radio transceiver, and a sensing module. Data collected by the 
sensor nodes are sent to the sink node (the data aggregator) mostly through the multi-
hop wireless mesh network. The WSN, deploying a large number of sensor nodes in a 
specific area, had first started out as the monitoring and patrol application as well as 
military application for missions involving areas to which humans have limited 
access. Since then, the network has expanded its application gradually, which now 
includes environmental monitoring, building hazard diagnosis, and patient monitoring 
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as well as health care service applications [1]. In the sensor networks, MANET 
(Mobile Ad Hoc Network)-like environment wherein no AP (Access Point) or other 
fixed infrastructure exists is used, wherein a relatively large number of sensor nodes 
are deployed throughout a sensor field covering a large area, resulting in various, 
dynamic topology. Also, autonomous and independent networks are formed between 
the sensor nodes [2-3]. One of the most important issues about WSN is ensuring the 
efficiency in energy use, which arises from the energy resource constraints imposed 
on sensor nodes. For sensor nodes, batteries are the main source of energy, but their 
operation characteristics do not allow the replacement or charge of batteries. There 
are three items to evaluate the performance of WSNs: energy efficiency; accuracy of 
the data; and service quality. Among these items, energy efficiency is the most 
important one. It acts as a factor that indicates the lifetime of the sensors, as they 
function, consume energy, and wear out over time [4]. 

The sensor nodes comprising a WSN are often small and have limited battery 
capacity. Moreover, the batteries, in most cases, are not replaceable or chargeable due 
to the characteristics of their operating environment. It is thus crucial that the sensor 
nodes be designed in such a way that they maximize the efficiency of their energy use 
and that the process involved be run effectively. One of the solutions to the energy 
problem is clustering [3]. Networks adopting clustering are hierarchical, and consist 
of upper-level and lower-level nodes. Because forwarding of data to a remote base 
station (BS) requires a tremendous amount of energy, transmitting is carried out by 
only a few upper-level nodes (cluster heads) selected from all the cluster nodes. A big 
energy spender, upper-level nodes are designed to make sure that each node have an 
equal chance of becoming a cluster head according to the set probability and transmit 
data. Taking turns helps extend the lifetime of the sensor network [4]. Low Energy 
Adaptive Clustering Hierarchy (LEACH), a representative cluster-based routing 
protocol, assumes that each lower-level node always has data to transmit [5]. The 
assumption means that in some cases data that were sensed previously may also be 
sensed afresh, which is a drawback. Under LEACH, nodes react immediately to 
changes in the sensed data. Threshold Sensitive Energy Efficient Sensor Network 
Protocol (TEEN), on the other hand, uses threshold values which help prohibit data 
sensed previously from being sensed afresh or from being sent to upper-level nodes 
[6]. But this feature can be a drawback to TEEN, since the sensed data failing to meet 
the thresholds will not be sent to upper-level nodes. Therefore, in this paper, an 
energy-efficient clustering technique taking into account the way lower-level nodes 
collect data was proposed. 

2   Related Studies 

2.1   Overview of Routing Protocols for Wireless Sensor Networks 

A WSN is comprised of nodes that are connected to sensors detecting changes in the 
data under monitoring. Figure 1 illustrates the architecture of the network. 
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Fig. 1. Wireless sensor network architecture 

Depending on network configuration, routing protocols for WSNs are divided into 
flat routing protocol and cluster-based hierarchical routing protocol. In flat routing 
protocol, the entire network is considered a unit, and all the nodes therein participate 
in routing function with equal probability. In comparison, a cluster-based hierarchical 
routing protocol uses various clustering processes to divide the network into a number 
of clusters (units) which group the nodes into a hierarchy according to their roles [4]. 
In this protocol, lower-level nodes collect sensed changes in data and send them to 
upper-level nodes. The upper-level nodes then aggregate the data and forward them to 
BS. Some of the best-known cluster-based hierarchical routing protocols are LEACH, 
LEACH-C (LEACH-Centralized), and TEEN [7]. 

The routing protocols can also be divided into proactive network protocol and 
reactive network protocol depending on the network’s mode of functioning and type 
of target application. In the proactive network protocol, the nodes in the field 
periodically switch on their sensors and transmitters but do so only during the time 
slots assigned to them. The nodes sense changes in the data and transmit them to the 
upper-level nodes. The proactive network protocol is suitable for applications that 
require periodic monitoring of data. LEACH and LEACH-C are among the examples 
of this protocol. In the reactive network protocol, all the nodes in the field are 
engaged constantly in sensing changes in the data. The nodes react immediately to the 
changes, and the data are transmitted immediately to the upper-level nodes. It is better 
suited for time-critical applications. TEEN is included in this protocol.  

2.2   LEACH  

A WSN using LEACH is built with several clusters, each of which has a cluster head 
(CH) and non cluster heads (Non-CHs). The CH controls all the sensor nodes within 
the cluster, fuses data sent by the sensor nodes, and forwards them to BS. Non-CHs, 
on the other hand, collect data and send them to the CH. Since it is in charge of 
aggregating data transmitted from Non-CHs and forwarding them to a remote BS, the 
CH consumes a lot of energy. Thus, the CH is selected from all the nodes at the 
beginning of a new round, according to the set probability. This taking turns allows 
each node to have an equal opportunity to become the CH [5]. 
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Fig. 2. Timeline showing operation of LEACH 

As shown in Figure 2, the operation and structure of LEACH schedule are based on 
rounds. At each round, Non-CH nodes select their respective CHs (i.e., the set-up stage); 
data are then transmitted from Non-CHs to the CHs and to BS (i.e., the steady-state 
stage).[5] Unless it is their time slot, Non-CH nodes remain in sleep mode to save energy. 
Upon the completion of the current round, a new round begins, with new CHs selected, 
repeating the aforesaid process all over again. Under this protocol, Non-CH nodes send 
sensed data to the CHs even if they were the same as the ones sensed previously. In other 
words, the nodes transmit unnecessary data while consuming energy of the member 
nodes. Also, in LEACH, CHs are selected based on probability; and clusters are formed 
based on the location of the selected CHs. This system, therefore, could lead to clusters 
with non-favorable topology. 

2.3   TEEN  

Though its cluster structure is basically the same as that of LEACH (proactive 
network protocol), TEEN is a reactive network protocol where all nodes sense data 
continuously by reacting immediately to the changes occurring in the data. The 
reactive network protocol uses two types of threshold in sensing data: hard threshold 
(HT) and soft threshold (ST).[6] HT is the absolute value of the sensed data. When 
the value of the data collected by Non-CH nodes is either the same as or less than HT, 
the data get to be transmitted to the CHs. ST, on the other hand, is a small change in 
the value of the sensed data. When this value matches or exceeds data collected by 
Non-CH nodes, the data will get to be sent to the CHs. Once the network starts 
operating and when the sensed data reach their HT value, Non-CH nodes send the 
data to the CHs. (The value of the sensed data is stored in the Non-CH nodes.) Next, 
at the current cluster period, nodes will transmit data only when the current value of 
the sensed data exceeds HT and at the same time matches or exceeds ST. The purpose 
of using HT then is to have nodes transmit only the data of importance and to help 
reduce the number of transmissions conducted by them. In comparison, ST is set to 
detect minor changes in data when the value of the sensed data is greater than HT. A 
drawback to TEEN is that the use of thresholds leads to other problem, i.e., Unless the 
sensed data reach thresholds, communication with upper-level nodes will never occur. 



 An Energy-Efficient Cluster-Based Routing in Wireless Sensor Networks 19 

3   An Energy-Efficient Clustering Technique Taking into 
Account Data Collection Practice  

LEACH assumes that each lower-level node always has data to transmit. When each 
new cluster is created, Non-CH nodes select the closest CH based on the strength of 
the ADV (Advertisement) signal information transmitted by the CH. By selecting the 
closest CH, Non-CH nodes are expected to consume the least amount of energy during 
the transmission. Nevertheless, the consumed energy is still large compared to the one 
spent during the nodes’ sleep mode. Moreover, non-favorable cluster topology, where 
the distance between Non-CHs and their CHs is far, can result from the LEACH 
protocol’s use of probability in selecting CHs. Previous research on LEACH focuses 
extensively on how to improve the energy efficiency of CHs, the biggest energy 
spender, based on the aforesaid assumption of the protocol. In this paper, a method for 
extending the lifetime of a WSN was explored by focusing on how to reduce the 
energy consumption at Non-CH nodes, the majority that makes up the cluster. The 
proposed scheme offers an alternative to help improve the energy efficiency of the 
entire network while taking into account the data collection occurring at Non-CH level 
in cluster-based routing protocols. When applied to the current LEACH protocol, the 
proposed scheme undergoes the process illustrated in Figure 3. In the process, the set-
up stage, during which the cluster is created, ends and then triggers a new period, 
during which Non-CH nodes at once sense data in the environment and compare them 
with the ones stored in their internal memory during their time slot. In the initial 
period, no previously collected data exist, and hence no match between data sets. The 
non-match will next allow the data to be stored in the nodes’ internal memory and at 
the same time to be transmitted to the CHs. Upon the completion of the transmission, 
Non-CH nodes switch to sleep mode, just as their counterparts in the current LEACH 
protocol do. 

 

 

Fig. 3. Operation of the proposed scheme applied to LEACH 
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When the second period begins, Non-CH nodes come back from sleep mode and 
start sensing the environment and collecting data during the second time slot assigned 
to them, according to the TDMA (Time Division Multiple Access) schedule created 
by the CH of their respective cluster. The data collected this time will be compared 
with the one stored previously in the internal memory of the nodes, in the same 
manner adopted during the first time slot. If the previous and current data achieve a 
match, the nodes will switch to sleep mode to save energy. If the data do not match, 
the nodes will store the current data in their internal memory and then transmit them 
to the CHs. This process will be repeated over and over again until the lifetime of the 
network expires. Note that with the proposed scheme, the advantage of using 
thresholds in TEEN (i.e., selective collection of data of interest from all the data 
sensed in the network field) is compromised to a certain degree, because Non-CH 
nodes in the proposed scheme simply compare the previously sensed data with the 
currently sensed one and either store and transmit or switch to sleep mode. But the 
proposed scheme will help solve the big problem in TEEN, i.e., the data collected by 
Non-CH nodes that fail to reach the thresholds will never get to be transmitted to 
upper-level nodes. In other words, the proposed scheme will: (a) maintain the 
characteristics of reactive network protocol by having Non-CH nodes continuously 
sense the data in the field, react immediately to changes in the data, and transmit them 
to upper-level nodes; and (b) simultaneously help solve the aforesaid problem of 
TEEN.  

4   Performance Evaluation  

4.1   Simulation Environment  

For the simulations, it was made sure that the WSN had 100 nodes and a fixed BS. The 
nodes were randomly assigned to one of the three network algorithms, i.e., LEACH, 
TEEN, or the proposed scheme. For clustering and other issues, the parameters used in 
LEACH are listed in Table 1 [5, 8]. To help ease the simulation of the proposed scheme, 
an environmental scenario was created wherein the temperature was manipulated to 
fluctuate randomly between 0°C and 200°C at five-second intervals — as applied in 
TEEN. Regarding energy consumption, incorporating the proposed scheme into an 
existing routing algorithm for real-life simulation would result in energy consumption 
that is required for the data comparison process at Non-CH level. But the comparison 
concerned involves only simple comparison between the previously stored data and the 
currently sensed one. Thus, the amount of energy consumed for the comparison was 
judged to be sufficiently small, and it was ignored during the simulation of the proposed 
scheme. 

Table 1. Simulation parameters for the proposed scheme 

Parameter Network 
grid 

Base station 
coordinate 

Number of
sensor 
nodes 

elecE  
ampE  

Initial 
energy/
node 

k  daE  
fsE  

mpE  

Value 
From 
(0,0) to 
(100,100)

(50, 175) 100 
bit

nJ /50  
2/

/100

mbit

pJ
2J 5 

bit

nJ /5
2/

/10

mbit

pJ  
4/

/0031.0

mbit

pJ
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Another issue to consider was the variability in chances of having the same data in 
the provided simulation environment wherein temperature changed randomly. Thus, 
the validity of simulation results needed to be improved. This was achieved by 
conducting as many simulations as possible (i.e., at least 10 times) and combining the 
data to help reduce the standard deviation. 

4.2   Results and Analysis  

Simulations were carried out to compare LEACH and the proposed scheme, and the 
number of surviving nodes in each protocol was compared over time. As shown in 
Figure 4, the existing LEACH protocol had nodes that survived a maximum of 630 
seconds, whereas the proposed scheme contributed to the survival of nodes for up to 
800 seconds. In terms of the maximum lifetime of the network, the proposed scheme 
increased it by approximately 27% compared to the LEACH model. The increased 
lifetime is mostly contributable to the reduced energy consumption at Non-CH level. 
Under the proposed scheme, the CH (upper-level node) consumed less energy, too, 
because there were less data transmitted from the Non-CH nodes in its cluster, and 
hence less information to fuse and less energy to spend. This indicates that increasing 
energy efficiency at Non-CH level is just as important as reducing energy consumption 
at CH level, i.e., the focus of the majority of the previous studies. Next, simulations 
were conducted to compare TEEN against the proposed scheme, i.e., to compare the 
number of surviving nodes over time while implementing TEEN’s hard mode (HT) as 
opposed to implementing the proposed scheme. Under TEEN, the simulation set-up 
including cluster configuration was mostly similar to that of LEACH. However, the 
radio electronics model used in LEACH had to be altered so that the model in TEEN 
would represent both the idle time power dissipation and the sensing power 
consumption. This was necessary because in TEEN algorithm all the nodes sense the 
environment continuously. 

 

Fig. 4. Comparison of the no. of surviving nodes over time (LEACH vs. proposed scheme) 
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5   Conclusion 

LEACH, a representative cluster-based routing algorithm, assumes that each lower-level 
node always has data to transmit. The assumption means that in some cases data that 
were sensed previously and thus need not be sent to upper-level nodes may well be being 
transmitted afresh. The redundancy problem was what inspired this study. In this paper, a 
protocol scheme was proposed to help save energy at lower-level nodes that compare the 
currently sensed data with the previously sensed one during their time slot and decide 
whether or not to send the data to upper-level nodes (CHs). The proposed scheme was 
compared with LEACH and TEEN through simulations. The results indicate that the use 
of the proposed scheme helped increase the energy efficiency of lower-level nodes as 
well as decrease the energy consumption required during the data aggregation by upper-
level nodes (CHs). As a result, the lifetime of the entire LEACH network increased by 
26% at the maximum. Compared with TEEN, the proposed scheme performed slightly 
better TEEN and helped solve the biggest problem it has, i.e., the backfiring of TEEN’s 
use of thresholds to prevent redundancy in data transmission which in some cases acts to 
prevent communication with upper-level nodes entirely.  
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Abstract. Electronic collaboration over the Internet between business partners 
appear to be converging toward well-established types of message exchange 
patterns that involve both user-defined standards and infrastructure standards. 
At the same time, the notion of event is increasingly promoted for asynchronous 
communication and coordination in SOA systems. In collaboration between 
partners or between components is achieved by the means of choreographed 
exchanges of discrete units of data - messages or events - over an Internet-based 
protocol. This paper presents an event-centric test case scripting method and 
execution model for such systems.  

Keywords: SOA, event-driven, process invocation. 

1   Introduction 

While current Web Service technologies show much progress, current services are 
mainly limited to atomic services. Thus, they are not adequate to handle the 
autonomous and complex services in realistic settings. In dealing with this problem, 
some research works have developed languages to compose the individual Web 
Services into transactions or workflows. Web Services Flow Language (WSFL) [1] 
was designed for service compositions in the form of a workflow, and XLANG [2] for 
the behavior of a single Web Service. However, these works are not sufficient for 
providing the adaptive web Services generated from a particular context. 

Electronic collaborations over the Internet between business partners (e-Business / 
e-Government) appear to be converging toward well-established types of message 
exchange patterns that involve both user-defined standards and infrastructure 
standards. At the same time, the notion of event is increasingly promoted for 
asynchronous communication and coordination in Event-Driven Architectures (EDA) 
that are considered as either complementary to or part of SOA systems. In both cases 
collaboration between partners or between components is achieved by the means of 
choreographed exchanges of discrete units of data - messages or events - over an 
Internet-based protocol. Such systems require an event-centric test case scripting 
markup and execution model.  

In e-Business transactions as in EDAs, partners or components must agree on the 
use of a combination of standards in order to interoperate with each other. Typically, 
these standards can be classified into three layers:  
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� Messaging infrastructure standards, ranging from transport level to higher-level 
messaging protocols and quality of service (QoS) including reliability and 
security, such as those defined as SOAP extensions, or REST (Representational 
State Transfer).  

� Multi-message exchange standards as manifested in business processes and 
choreographies.  

� Business document standards may be business content structure and semantics, 
taxonomies in use, code lists, semantic rules, or the XML schema modeling 
style. They are industry-specific (e.g. RosettaNet PIP schemas, AIAG Inventory 
Visibility and Interoperability schemas), horizontal document standards, or 
regional guidelines.  

There have been conformance and interoperability test suites and testing tools for 
above layer individually. But the testing of integrations of standards has been ad-hoc, 
or limited mostly to standards in the messaging infrastructure.  

Although the need for testing some form of integration of standards has been well 
recognized for infrastructure standards, there has been little support for testing 
integrations that extend to the use of standards specific to a business - e.g. for 
documents or choreographies. Such integrations can be construed as user-defined 
profiles. For example, the level of QoS required for a business transaction may 
depend on the nature of business data being exchanged, or on some property defined 
by the related business process.  

Testing and monitoring these infrastructure layers and their integration also 
requires that test cases access a combination of contracts - agreements, policies or 
business transaction patterns - represented by meta-level documents.  

This compliance objective goes beyond quality assurance for the messaging 
function: it requires the monitoring of live transactions in production environments, as 
well as verifying conformance of business endpoints in operation conditions. This 
calls for a flexible test execution model that can accommodate performance 
constraints as well as different timeliness constraints - e.g. where tests are either 
deferred over log data, or executed on live exchanges in a monitoring mode.  

Consequently, the execution model of such test cases or monitoring cases, must 
accommodate dynamic conditions requiring real-time or near real-time error detection 
or measurement, allowing to correct and report on business exchanges as they 
proceed.  

The output of a monitoring script also must provide more information than a report 
of the type pass / fail. Different ways of "passing" or "failing" must be reported on, as 
well as identifying the types of business transactions. The output must be easy to 
format and feed to another decision engine, such as a rule engine that will process this 
input in real-time. For example, a rule may decide to generate an alert if a business 
transaction lasts too long, depending on the nature of the transaction and on the SLA 
associated to these business partners.  

This paper defines a testing and monitoring model, as well as a test script markup, 
so that test cases or monitoring cases can be fully automated, and portable across test 
environments. In section 2, we summarize the related works regarding the web 
service flow language for testing. Section 3 presents the concept of Event-Centric 
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Test Case Script (EVEC), section 4 describes the implementation of EVEC, and we 
conclude in section 5. 

2   Related Works 

In fact, the automatic or semi-automatic management of service flows over the Web 
has not been achieved yet. In the Web Services model that is quite different from 
traditional one, there are a large number of similar or equivalent services which user 
can freely select and use for their application. Since the service is developed and 
deployed by the third party, the quality of service is not guaranteed. The services may 
not be adequate as per service requestor’s requirements and kept evolving, without 
notification to service requestors, according to the provider’s requirements and 
computing environment. 

Thus, it is important to provide adaptability to evolving services as well as diverse 
context of services. Kammer et al. [3] suggested workflow to be dynamic, which 
allows changes with minimal impact to the ongoing execution of underlying 
workflow, as well as be reflexive, which provides knowledge about a workflow’s 
applicability to the context and the effectiveness of its deployment evaluated over 
time. Understanding constraints and context associated with services may affect the 
quality of service. From this perspective, optimization may occur through the 
evaluation and refinement of a previous service flow. 

Automatic composition of services is challenging, because it is difficult to capture 
semantics and context of services and measure the quality of services. One exemplary 
effort that aims for this function is DAML-based Web Service Ontology (DAML-S) 
[4], which describes the properties and capabilities of Web services. 

Workflow technology has been around since a decade ago and has been successful 
in automating many complex business processes. A significant amount of work has 
been done in this field, which deals with different aspects of workflow technology 
process modeling, dynamic workflows, and distributed workflows. Process modeling 
languages such as IDEF, PIF, PSL or CIMOSA [5] and frame based models of 
services were used to design process typing, resource dependencies, ports, task 
decomposition and exception. 

Current research on web services paves way for web service based workflows, 
which has obvious advantages pertaining to scalability, heterogeneity, reuse and 
maintenance of services. Major issues in such inter-organizational service based 
workflows are service discovery, service contracts and service composition. Web 
Services Flow Language (WSFL) was proposed to describe compositions of services 
in the form of a workflow, which describes the order of service invocation. Service 
composition aids such as BizTalk [6] were proposed to overcome the limitations of 
traditional workflow tools which manually specify the composition of programs to 
perform some tasks. Other industrial initiatives such as BPEL4WS [7], and XLANG 
concentrates on service representation issues to tackle the problems of service 
contracts, compositions and agreements. Current efforts are to automate the complete 
process of service discovery, composition and binding, using the machine 
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understandable languages. Some other recent advances are WS-Transaction and WS-
Coordination which define protocols for executing Transactions among web services. 
There is a research for modeling QoS of workflows [8], and defining a QoS based 
middleware for services associated with the underlying workflow [9], but it doesn’t 
take into account QoS factors related to Internet based services. Some researchers 
describe QoS issues related to web services from the provider’s perspective [10]. We 
believe that the current research has not delved into QoS issues related to Web 
Service based workflows, and many critical issues related to the availability, 
reliability, performance and security of Web Services need to be handled. Our 
approach tactfully utilizes and monitors these QoS parameters to provide a consistent 
service interface to other applications in the workflow through adaptive QoS based 
selection, binding and execution of Web Services. 

3   Event-Centric Test Case Script 

Event-centric test case script (EVEC) is designed so that the same scripts can be used 
either in live monitoring mode, or in analysis of past events from a log (referred to as 
deferred mode in this paper called hereafter the “deferred mode”) or yet in mixed 
situation. Testing and Monitoring of Business Processes as well as more generally of 
systems the behaviour of which can be traced by events, fall in the following three 
categories:  

- Compliance with specifications. Such specifications may be of a business 
transaction, business process definition, documents exchanged, or of infrastructure 
behaviour (e.g. messaging protocol). Enabling the automatic generation of EVEC 
scripts from such specifications when these specifications are formal – e.g. process 
definition, choreographies, document schema or rules – is part of the requirements 
although the methodology to achieve this is out of scope of this document. Some test 
assertion design and best practices, such as those in Test Assertions Guidelines [11] 
may be used for deriving scripts from such representations even when automatic 
generation is not possible.  

- Compliance with agreements. Such agreements may be business agreements 
such as SLAs, or regulatory compliance rules. They may also be infrastructure 
configuration agreements (e.g. ebXML CPA, WS-Policy). This category of 
application includes SLA monitoring, business metrics and aspects of business 
activity monitoring (BAM) that are closest to operations, e.g. for regulatory 
compliance.  

- Business Operation intelligence. Such monitoring is not directly related to 
compliance, but primarily intended for generating reports and various analytics of 
business activities. This includes analyzing the logs of processes and business 
transactions for reports and BI. This category of application includes BAM (business 
activity monitoring). In its dynamic aspect, this monitoring is addresses the need for 
visibility in business processes and service-oriented systems, which include problem 
detection/anticipation, diagnostics and alarm generation. Each one of the above 
categories may be considered both in a real-time context (e.g. generation of alarms 
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and notifications during operation) and a deferred, off-line analysis context (periodic 
generation of reports or metrics with no direct, automatic feedback loop to 
operations). In both cases, the same input – in form of events – is assumed. 

From the viewpoint of script execution semantics, "live" and "deferred" are not 
distinguished: the same script is executable on input that is either live or logged. To 
ensure flexibility for handling various monitoring contexts and situations, mixing of 
both execution modes must be supported:  

- A script may start executing "deferred mode" with its events already partially 
logged, and then catch-up with the on-going logging of events and continue "live".  

- Conversely, a script may start live, and if its execution engine is interrupted 
for some reason, may resume its analysis of events that have already been logged 
while the test engine was stopped, in deferred mode. Then it may catch-up with 
events and eventually go live again. When events are consumed in a publish-subscribe 
mode, a simple queuing mechanism is sufficient to provide the above flexibility. 
However, EVEC must be able to correlate with past events.  

4   Implementation of EVEC 

The EVEC script language is designed for testing and monitoring processes or 
business transactions of various kinds, and more particularly for analyzing and 
validating event patterns that are generated by these processes. To this extent, EVEC 
may be described as an event-processing language. The content and structure of these 
events may be quite diverse, but a common XML wrapper is assumed. The top-level 
constructs are the script package and the scriplet:  

� The script package, or “script”: This is the main unit of execution. The script 
package contains an “execution context” (<execution-context> element) that 
defines various global constructs and bindings, e.g. for declaring event boards. 
The script package also contains one or more "scriplets". The execution context 
in a script package defines which scriplet to start execution with - or main 
scriplet. In case other scriplets are defined, the main scriplet is expected to 
invoke these directly or indirectly.  

� The scriplet: A scriplet defines a flow (or thread) of execution for a sequence of 
atomic operations. Scriplets can execute either concurrently or not (see detailed 
meaning in the next section), and can be started in a blocking or non-blocking 
way.  

EVEC is designed so that it leverages existing XML script languages for special 
features such as logical conditions and event selection. The default language for all 
logical expressions over XML content is XPath, along with its existing function 
libraries (e.g. advanced set of functions for time and duration management).  

The concept of concurrency in EVEC is entirely dependent on the notion of 
“virtual present time” (VPtime). When a scriplet starts to execute, it is assigned a VP-
time which will condition its event consumption and timestamp its event production. 
The default VP-time assignments are:  
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- The first scriplet of a script package is assigned the initial VP-time of this 
script, the default of which is in turn the actual present time (AP-time).  

- The VP-time of a scriplet S2 started by a scriplet S1, is the value of VP-time 
in S1 when [start S2] is executed. These default values can be overriden by the 
<start> operation, which allows to set the VP-time of the started scriplet (see the 
start/@vptset attribute in section 4). Inside a scriplet, the VP-time may be progressed 
by two operations:  

-  <wait> : will add some predefined duration to the VP-time, or wait until 
some date, or yet until some other scriplets complete.  

- <catch> : when waiting - virtually or really - for some event to occur, will 
advance the VP-time to the occurring date of events being caught.  

Event catching in a scriplet is only considering (by default) events occurring at or 
after the current VP-time. Besides <wait> and <catch>, the execution duration of 
other EVEC operations is considered as negligible, as far as the VP-time is 
concerned: in other words, these operations do not affect the VP-time. The VP-time 
window of a scriplet execution is defined as the [starting VP-time, ending VP-time] 
time interval of the execution. Intuitively, concurrent execution is achieved when the 
VP-time windows of two scriplets overlap. Concurrency is entirely determined by the 
start VP-time assigned to these scriplets. When a scriplet S1 starts a scriplet S2, it can 
do so either in a blocking or non-blocking way:  

- Blocking invocation: intuitively, the invoking scriplet (S1) will wait until the 
invoked scriplet (S2) terminates. The next statement in the invoking scriplet S1 (after 
<start>), will execute at a VP-time that is same as the VP-time set at the end of the 
invoked scriplet (S2). In other words, the VPtimes of S1 and S2 are “synchronized” 
after S2 completes (see start/@vptsync="true" in Section 4). More generally, to 
accommodate the case where a starting time is set at a date/time anterior to the 
invoking time (@vptset="a past date/time”), the VP-time of the next statement in S1 
is either the last VP-time value of S2 or the last VP-time value in S1 (just before 
invoking S2), whichever occurs the latest.  

 

 
 

Fig. 1. Blocking and non-blocking modes of scriplet invocation 
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- Non-blocking invocation: intuitively, the invoked scriplet (S2) will not cause 
the invoking scriplet (S1) to wait. In other words, the VP-times of S1 and S2 are not 
“synchronized” after S2 completes. (see start/@vptsync="false" in Section 4). The 
next statement in the invoking scriplet S1 will execute at a VP-time that is same as the 
VP-time value just before executing the <start> statement, this regardless of the value 
of start/@vptset. Non-blocking invocations should not be seen as only useful for 
actual concurrent (or multi-threaded) processing. In many cases, it makes scripting 
easier and more intuitive, even when execution is entirely deferred on past (logged) 
events that could otherwise be processed serially in a single-threaded way. Various 
cases of blocking and non-blocking invocations are illustrated below. The following 
figure illustrates both modes of scriplet invocations, and how the VP-time is affected 
– or not - in the invoking scriplet.  

 
When a scriplet S1 does a blocking invocation of a scriplet S2, the VP-time of the 
invoked scriplet S2 is initiated at the current VP-time of the invoking scriplet S1 
(unless a different VPtime value is given using start/@vptset as illustrated in the next 
figures). The scriplet S1 is then “blocked” until the VP-time at the end of S2 is known 
and assigned as current VP-time in S1.  

In the non-blocking invocation (see Fig. 1.), S1 will ignore the ending time of S2. 
A single-threaded execution may still execute S2 first before executing the next 
statement in S1. The execution semantics would still allow “concurrent” catching (in 
terms of virtual present) of same events by S1 and S2, as both will select events 
starting from VP-time t1. In the above figure, S1 is catching an event at time t1b 
while S2 is catching an event at time t2. Depending on their respective selection 
expressions, these catches could capture either the same or different event, causing 
the new VPtime in S1 (t1b) to be either prior or after the new VP-time in S2 (t2).  

 

 

 
 

Fig. 2. Fully past backward blocking invocation 
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In a single-threaded execution of the non-blocking case that started “live” (VP-time 
= present time), S2 could be executed first live, then the remaining part of S1 can be 
executed “deferred” on the log of events, starting from time t1 now in the past. 
Clearly, more fine-grain serialization of S1 and S2 executions would be required if 
these two scriplets communicate with each other, e.g. if S1 is consuming an event 
posted by S2 or vice-versa.  

5   Conclusion 

In this paper, we present an event-centric test case scripting method and execution 
model, EVEC, for such systems. EVEC enables testing and monitoring of 
applications and business processes, the behavior of which can be traced and 
monitored via events. The notion of event in EVEC is broad, thus, it could cover all of 
the type of SOA business processes. Further study is required to define and classify 
the detailed test case metadata or artifacts that would complement EVEC in test 
environments. 

References 

1. Leymann, F.: Web services flow language, TR WSFL 1.0. IBM Software Group (May 
2001) 

2. Thatte, S.: XLANG Web Services for Business Process Design (2001),  
http://www.gotdotnet.com/team/xmlwsspecs/xlang-c/default.htm 

3. Kammer, P., Bolcer, G.A., Taylor, R.N., Bergman, M.: Techniques for Supporting 
Dynamic and Adaptive Workflow. Journal of Computer Supported Cooperative Work 
(CSCW) 9, 269–292 

4. DAML-S Specifications, http://www.daml.org/services/ 
5. Kosanke, K.: CIMOSA - Open System Architecture for CIM; ESPRIT Consortium 

AMICE. Springer (1993) 
6. Biztalk, http://www.microsoft.com/biztalk/ 
7. Business Process Execution Language for Web Services, Version 1.0 (July 2002),  

http://www-106.ibm.com/developerworks/webservices/ 
library/ws-bpel/ 

8. Cardoso, J., Sheth, A., Miller, J.: Workflow Quality Of Service (2002) 
9. Sheth, A., Cardoso, J., Miller, J., Koch, K.: QoS for Service-oriented Middleware ”Web 

Services and Grid Computing. In: Proceedings of the Conference on Systemics, 
Cybernetics and Informatics, Orlando, FL (July 2002) 

10. Mani, A., Nagarajan, A.: Understanding quality of service for Web services,  
http://herzberg.ca.sandia.gov/jess/ 

11. OASIS Test Assertions Guidelines (TAG) TC, Test Assertions Guidelines,  
http://www.oasis-open.org/committees/tag/ 

 



T.-h. Kim et al. (Eds.): FGCN 2011, Part I, CCIS 265, pp. 31–38, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Business-Context Based SLA Parameters for SOA 
Management 

Youngkon Lee 

e-Business Department, Korea Polytechnic University, 
2121 Jeongwangdong, Siheung city, Korea 

yklee777@kpu.ac.kr 

Abstract. With Web services starting to be deployed within organizations and 
being offered as paid services across organizational boundaries, quality of 
service (QoS) has become one of the key issues to be addressed by providers 
and clients. While methods to describe and advertise QoS properties have been 
developed, the main outstanding issue remains how to implement a service that 
lives up to promised QoS properties. This paper provides the service level 
agreement (SLA) parameters for QoS management applied to Web services and 
raises a set of research issues that originate in the virtualization aspect of 
services and are specific to QoS management in a services environment – 
beyond what is addressed so far by work in the areas of distributed systems and 
performance management.  

Keywords: SOA, business context, SLA parameter. 

1   Introduction 

Whether offered within an organization or as a part of a paid service across 
organizational boundaries, quality-of-service (QoS) aspects of services are important 
in a service -oriented computing environment. Dealing with QoS is a sign of a 
technology going beyond its stage of initial experimentation to a production 
deployment and many recent activities related to QoS of Web services indicate that 
this is becoming an increasingly relevant topic. 

Efforts in the past years mainly focused on describing, advertising and signing up 
to Web and Grid services at defined QoS levels. This includes HP’s Web Services 
Management Framework (WSMF) [1], IBM’s Web Service Level Agreement 
(WSLA) language [2][3], the Web Services Offer Language (WSOL) [4] as well as 
approaches based on WS-Policy [5]. These efforts enable us to describe quality 
metrics of services, such as response time, and the associated service level objectives 
flexibly and in a way that is meaningful for the business needs of a service client. 

However, one of the challenging issues is to associate or derive a system 
configuration that delivers the QoS of a described Web service using the above 
mentioned approaches. In many cases, this is non-trivial. Sometimes we can rely on 
experience with tested, dedicated system configurations to decide, for example, the 
size of a cluster for a particular workload guaranteeing a particular response time for a 
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given percentile of requests. In addition, managing a service at different QoS levels 
on the same infrastructure is not easy.   

While managing QoS in distributed systems is not a novel problem, a number of 
additional issues arise in the context of a service-oriented computing environment. 
Those issues arise from the specific properties of Web services. For example, cross-
organizational Web services may be accessed through the public Internet and client 
side QoS metrics have to include network properties in addition to properties of the 
service-implementing application itself. In addition, composite and recursively 
aggregated services – and the ability to aggregate is seen as a key benefit of Web 
services – gain new QoS properties that are not always easily derived from their parts. 

The objective of paper is to analyze the main QoS factors of Service-oriented 
Architecture (SOA) in a business context and to provide the service level agreement 
(SLA) parameters that affect critically the business performance. 

According to OASIS Reference Model for Service Oriented Architecture [SOA-
RM] [6], the Service Oriented Architecture (SOA) is a paradigm for organizing and 
utilizing distributed capabilities that may be under control of different ownership 
domains. The service within SOA is a mechanism to enable access to one or more 
capabilities, where the access is provided using a prescribed interface and is exercised 
consistent with constraints and policies as specified by the service description. This 
specification further defines the business service level agreement (bSLA) between the 
service requester and the service provider for the service which is defined in SOA-
RM, within the end-to-end resource planning (EERP) technology [7]. The 
applications of EERP are any kind of business services, and they are not limited to 
Web Services only. This applies the well-known technique for service discovery and 
optimization in a novel way to improve business results. It models the business 
process and the range of potential services, and then guides the selection and 
deployment of services based on the end-to-end business value. Modeling the 
business service-level agreements to manage and evaluate services and establishing 
agreements about the business service is essential to long-term value chain 
improvement. The bSLA is different from the SLA in the software/IT world. The 
bSLA is the contact between the service requester and the service provider, and the 
SLA is the contract between the service provider and the network/system provider. 
The SLA is network/system oriented agreement that deals with network performance 
and system availability. The bSLA is a business oriented agreement that deals with 
price, time to deliver, and the quality/rating of the service. 

In section 2, we summarize the related works about web service selection based on 
the QoS metrics. Section 3 presents the service process model which enables service 
performance optimization in the business respect and section 4 details the bSLA 
model including parties, parameters and obligations, and we conclude in section 5. 

2   Related Works 

The first step to manage Web service’s quality is to define it. While this is important 
for Web services as well as in traditional distributed systems, explicit definition is 
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particularly important in an environment transcending organizational boundaries. 
Quality is expressed referring to observable parameters relating to a non-functional 
property, for example, the response time of a request. A level of quality is agreed 
upon as a constraint over those parameters, potentially dependent on a precondition. 
Hence, the party offering a Web service, in agreement with its customers and users, 
will define the QoS parameters and the particular instances of the service to which 
these parameters relate. In the case of a Web service, a parameter such as response 
time can relate to an individual invocation of an operation or a class of operations, all 
having the same (individual) quality properties of having an aggregate property, e.g., 
the average response time of this class of operations or another stochastic metric. 

A further step in managing Web services QoS is the definition of the semantics of 
the QoS parameters. A Web service and its subscribers and users must understand 
what it is meant. It is important what is measured where. For performance-oriented 
metrics this can be at different points, as Fig. 1 illustrates. 

 

 

Fig. 1. Points of measurements defining semantics of metrics 

  
The definition of QoS parameters corresponds to the establishment of ontology 

between a service provider and its clients. Ontology can be established in two 
approaches. (1) It can be a definition of terms and, potentially, or the semantics of the 
relationships between them, as facilitated by DAML and OIL [8]. This approach 
results in a fixed set of well understood terms – in our case the QoS parameters. (2) 
Another approach uses constructive ontology. Based on a set of well-know defined 
terms (as in 1) and a set of well-know composition operators, new terms’ (QoS) 
parameters can be defined by composing new parameters out of existing ones using 
the operators.  

 
 

 

Fig. 2. Contracts defining the scope of quality guarantees 
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Having established common understanding of quality of service parameters and the 
associated guarantees given by the provider, it also has to be established to which 
relationships between a client and a server a QoS guarantee applies. A service may 
provide the same quality to all requesting clients, to each client individually or to a 
defined set of clients that a provider organization and an organization requiring a QoS 
level for multiple clients agree upon in a contract, which is also called an SLA. 

Clients will refer to the contract when requesting the service according to a 
particular quality level. The different scoping approaches of QoS guarantees require 
different means of establishing a particular quality level for a client: If a QoS level is 
associated with a service, a client searches for a suitable service in a directory, e.g., 
UDDI and retrieves its quality definition, e.g., stated as a WS-Policy expression. In 
the case of an individual client or a contract, a negotiation mechanism, which can be 
very simple, must be provided. Once the contract is established, the provider 
organization must provision a service-implementing system such that it behaves as it 
has been agreed upon. This involves deriving the amount of resources needed and the 
runtime management of resources. 

However, this is not simple. While we have developed – improvable – approaches 
to the issues raised above, the issue of provisioning and runtime managing a Web 
service-implementing system is not equally well understood yet. In the next section, 
we discuss what distributed systems and performance management approaches can 
provide.  

A number of performance management technologies, such as workload managers 
and network dispatchers, have been developed to control response times of individual 
systems and clusters and various availability management approaches. However, it is 
not straight-forward to configure, for example, workload managers to satisfy response 
time goals for a set of different scopes of quality – for Web services as well as for any 
distributed system. In this section, we outline some typical approaches of how today’s 
QoS parameters are managed in distributed systems.  

3   Service Process Model 

This section describes the service process model conceptually. Fig. 3 shows the 
conceptual model, and of messages flows with brief descriptions. We also include 
timeline and sequence diagrams Fig. 4 to show how an implementation would use 
service messages and build a continuous business process improvement loop. In 
Figure 3, the business quality of Service is abbreviated as bQoS, business rating is 
abbreviated as Rating, and business service level agreement is abbreviated as bSLA.  

The service requester is the client system who tries to find an optimal solution 
provided by service optimization portal (SOP). Service providers provide business 
services. Each service provider may offer the same service but with different bQoS 
and Ratings. Services may be running on different platforms with different 
implementations, but they all support message exchanges of bQoS, Rating, and BSLA 
information in the XML formats.  

The SOP accepts the request from the Service requester, performs bQoS and rating 
queries, calculates optimal solution(s), and then returns the result to the service  
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Fig. 3. Service Process Model 

requester. The Rating Provider is a party unaffiliated with either the requester or the 
target of the rating request, such as a third party rating organization, given a reference 
to a particular business service and provider, issues either a number or a classification 
description.  

There can be another way to implement the service optimization without the SOP. 
For example, there can be a case for some services providers and service consumers 
using SOA Registry-Repository to find each other, to exchange business quality of 
services information among them, and to begin negotiations for establishing Service 
Level Agreements (SLAs). The results of messages 2 through 9 in Figure 4 are used 
to calculate the optimal deployment for a given set of services requests. A list of 
alternatives might be returned in message 10. Each step in the process would have a 
service provider determined for each service and for each alternative. Messages 11 
and 12 are exchanged between the service requester and the selected service providers 
to define the BSLA.  

 

 

Fig. 4. Service message sequence without optional messages 



36 Y. Lee 

4   bSLA Model 

The bSLA model is for representing SLA parameters in the respect of business value. 
The BSLA is the root element for EERP- Business Service-level agreement (bSLA). 
The bSLA is a formal contract between a service provider and a client guaranteeing 
quantifiable business quality of service (bQoS) at defined levels. It can have one or 
more of the following elements:  

 
<sla:BSLA  xmlns:sla="..."  xmlns:bqos="..."  ...>  

<sla:SLAParties  ...>sla:SLAPartiesTypeType</sla:SLAParties>  
<sla:SLAParameters  ...>sla:SLAParametersType</sla:SLAParameters>  
<sla:SLAObligations  ...>sla:SLAObligationsType</sla:SLAObligations>  ? 
<sla:SLATerms  ...>sla:SLATermsType</sla:SLATerms>  ?  

</sla:BSLA> 

Fig. 5. XML schema for bSLA 

The following describes the attributes and elements listed in the schema outlined 
above:  

� /sla:BSLA is a root element of Business Service-level agreement (bSLA) for 
EERP.  

� SLAParties is a required element in bSLA that defines parties invoked in this 
bSLA for the service. SLAParties element has both the service provider 
and services requester elements. 

� /sla:BSLA/sla:SLAParties/@{any} is an extensibility mechanism to allow 
additional attributes, based on schemas, to be added to the SLAParties element 
in the future. Unrecognized attributes may cause a fault or be silently ignored.  

� /sla:BSLA/sla:SLAParameters is defined monitoring of  bQoS metrics, including 
service profile uri, operations and other optional elements. It is a required 
element that uses sla:SLAParametersType.  

� /sla:BSLA/sla:SLAParameters/@{any} is an extensibility mechanism to allow 
additional attributes, based on schemas, to be added to the SLAParameters 
element in the future.  

� /sla:BSLA/sla:SLAObligations is agreed bSLA obligations aspect of the service, 
including obligations, action guarantees. It is a optional element that uses 
sla:SLAObligationsType. 

� /sla:BSLA/sla:SLAObligations/@{any} is an extensibility mechanism to allow 
additional attributes, based on schemas, to be added to the SLA Obligations 
element in the future.  

� /sla:BSLA/sla:SLATerms is agreed bSLA terms aspect of the service, including 
bSLA term elements.  

� /sla:BSLA/sla:SLATerms/@{any} is an extensibility mechanism to allow 
additional attributes, based on schemas, to be added to the SLATerms element in 
the future.  

� /sla:BSLA/@{any} is an extensibility mechanism to allow additional attributes, 
based on schemas, to be added to the root BSLA element in the future.  
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� /sla:BSLA/sla:BSLAExtension is an optional element that keeps different 
(extensible) elements to be specified in the future. 

� /sla:BSLA/sla:BSLAExtension/{any} is an extensibility mechanism to allow 
different (extensible) elements to be specified in the future. 

 

The SLAParties describes the list of parties invoked in the bSLA for the service. 
There should be one SLAParties element present in the bSLA of service. The 
following describes the attributes and elements listed in the schema outlined above:  

� /sla:SLAParties, bSLA Parties aspect of the service, is for parties invoked in the 
bSLA for the service, including both service provider and service requester 
elements.  

� /sla:SLAParties/sla:ServiceProvider represents the provider for parties. It is a 
required element for bSLA Parties.  

� /sla:SLAParties/sla:ServiceProvider/sla:ServiceUri is a required element for 
Service Provider.  

� /sla:SLAParties/sla:ServiceProvider/sla:ServiceProviderName is the name of the 
service provider. It is also a required element for Service Provider.  

� /sla:SLAParties/sla:ServiceProvider/sla:ServiceProviderName/@languageID is 
an optional attribute in the ServiceProviderName element, using xsd:language 
type.  

 
<sla:SLAParties  xmlns:sla="..."  ...>  
<sla:ServiceProvider  ...>sla:ServiceProviderType 
<sla:ServiceUri  ...>sla:SlaUriType</sla:ServiceUri> 
<sla:ServiceProviderName 
languageID="...">sla:ServiceProviderNameType</sla:ServiceProviderName> 
</sla:ServiceProvider> 
<sla:ServiceRequester  ...  >sla:ServiceRequesterType 
<sla:ServiceRequesterUri  ...  >sla:SlaUriType</sla:ServiceRequesterUri> 
<sla:ServiceRequesterName 
languageID="...">sla:ServiceRequesterNameType</sla:ServiceRequesterName> 
</sla:ServiceRequester> 
... 
</sla:SLAParties>

Fig. 6. XML schema for bSLA parties 

� /sla:SLAParties/sla:ServiceProvider/@{any} is an extensibility mechanism to 
allow additional attributes, based on schemas, to be added to ServiceProvider 
element in the future. /sla:SLAParties/sla:ServiceRequester represents requester 
for the service, including requester’s name and the URI that represents the 
requester. It is a required element for bSLA Parties.  

� /sla:SLAParties/sla:ServiceRequester/sla:ServiceRequesterUri represents the 
requester’s identifier in URI format for the service requester. It is a required 
element for Service Requester.  

� /sla:SLAParties/sla:ServiceRequester/sla:ServiceRequesterName is requester’s 
name for the service requester. It is a required element for Service Requester.  
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� /sla:SLAParties/sla:ServiceRequester/sla:ServiceRequesterName/@languageID 
is an optional attribute in the ServiceRequesterName element.  

� /sla:SLAParties/sla:ServiceRequester/@{any} is an extensibility mechanism to 
allow additional attributes, based on schemas, to be added to the 
serviceRequester element in the future.  

� /sla:SLAParties/{any} is an extensibility mechanism to allow different 
(extensible) elements to be specified in the future. 

5   Conclusion 

In this paper, we proposed a new concept of bSLA, whose items are proper to 
evaluate SOA service performance in the respect of service business benefit. The 
bSLA includes the service actor information, bSLA parties and the quality 
information, bSLA parameters, and bSLA obligations of the service parties. We also 
devised a service optimization portal which provides the best service composition by 
evaluating the value of bQoS of each service chain. Further study is required to define 
and classify the quality factor group for business case by case.  
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Abstract. This paper presents a design method for business-centric SOA test 
framework. The reference architecture of SOA system is usually layered: 
business process layer, service layer, and computing resource layer. In the 
architecture, there are so many subsystems affecting the system’s performance, 
which relates with each other. As a result, in respect of overall performance, it 
is meaningless to measure each subsystem’s performance separately. In SOA 
system, the performance of the business process layer with which users keep in 
contact usually depends on the summation of the performance of the other 
lower layers. Therefore, for testing SOA system, test cases describing business 
process activities should be prepared. We devised a business-centric SOA test 
assertion model which enables to semi-automatic transform test assertions into 
test cases by the concept of prescription level and normalized prerequisite 
definition. The model also minimizes the semantic distortion in the 
transformation process.  

Keywords: SOA, business process, test assertions, test cases. 

1   Introduction 

Service Oriented Architecture (SOA) is generally defined as a business-centric IT 
architectural approach that supports integrating businesses as linked, repeatable 
business tasks, or services. SOA enables to solve integration complexity problem and 
facilitates broad-scale interoperability and unlimited collaboration across the 
enterprise. It also provides flexibility and agility to address changing business 
requirements in lower cost and lesser time to market via reuse.  

SOA has a lot of promises of interoperability, however, at the cost of: lack of 
enterprise scale QoS, complex standards which are still forming, lack of tools and 
framework to support standards, and perform penalty. Recently, as SOA has been 
widely adopted in business system framework, performance issues in SOA are raised 
continuously from users and developers.  

SOA system is generally composed of various subsystems, each of which relates 
intimately with others. Therefore, if performances are issued, it is very difficult to 
find out the reason clearly. For example, if a business process in SOA system has 
longer response time than before, there could be various reasons: cache overflow in a 
business processor, wrapping overhead in service interface, or exceptions in 
computing resources, etc. One thing clear is that the performance of business process 
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layer depends on the lower layer and measuring the performance of business layer 
includes indirectly measuring the performance of all the lower layers. But, most of the 
test frameworks developed focus on measuring SOA messaging performance, as we 
present in chapter 2. They almost adopt batch-style testing where all the test cases are 
executed in a sequence.  

OMG recommended a standard SOA reference model, MDA (Model Driven 
Architecture) [1]. It is widely adopted in real world because it is normative and 
enables SOA system to be implemented in a business-centric approach. In the MDA, 
a business process is designed firstly in a way for satisfying business requirements 
and later services are bounded to the activities in the business process. Business 
processes are described in a standardized language (e.g. WSBPEL) and they are 
executed generally on a business process management (BPM) system. 

For testing SOA systems implemented according to the MDA reference model in 
business-centric way, test harness should have business process simulation 
functionality so that it can behave as BPM and test overall performance at the same 
time. This means that the test harness can execute business process, perform tests, and 
gather metric values. The performance of the business process layer with which users 
keep in contact usually depends on the summation of the performance of the other 
lower layers. Therefore, for testing SOA system, test cases describing business 
process activities should be prepared. 

In SOA system, test assertions may help develop tighter test cases which could be 
used as an input for SOA test harness. Any ambiguities, contradictions and statements 
which require excessive resources for testing can be noted as they become apparent 
during test assertion creation. Test assertions should be reviewed and approved to 
improve both the quality and time-to-deployment of the test cases. Therefore, best 
results are achieved when assertions are developed in parallel with the test cases.  

Test assertions provide a starting point for writing conformance test cases or 
interoperability test cases. They simplify the distribution of the test development 
effort between different organizations while maintaining consistent test quality. Test 
assertions improve confidence in the resulting test and provide a basis for coverage 
analysis. 

In section 2, we present some related works. Section 3 provides the concept of test 
assertion. In section 4, we describe a test assertion model. Section 5 presents cases of 
the test assertion and section 6 shows complex predicates of test assertions. 
Conclusions are presented in the last section. 

2   Related Works 

This section presents some test frameworks and script languages developed or 
proposed for SOA system.   

Web Services Quality Management System  

This system has been developed by NIA in order to measure Web services’ quality on 
the criteria of WSQM (Web Services Quality Model) quality factors [2]: 
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interoperability, security, manageability, performance, business processing capability, 
and business process quality. This system contributes to consolidate the quality 
factors of SOA. However, it requires expanding its architecture to apply SOA, 
system, because it targets only to Web services system. 

ebXML Test Framework  

This framework has been implemented by NIST and KorBIT for testing ebXML 
system according to OASIS IIC Specification [3]. It could test packaging, security, 
reliability, and transport protocol of ebXML messaging system implemented by ebMS 
specification [4]. The main purpose of this framework is to test conformance and 
interoperability of ebXML messaging system, and it is not proper for testing service 
oriented systems. Besides, it cannot test ad hoc status resulting from various events, 
because it is not event-driven but batch-style test framework.  

JXUnit and JXU 

JXUnit [5] and JXU [6] is a general scripting system (XML based) for defining test 
suites and test cases aimed at general e-business application testing. Test steps are 
written as Java classes. There is neither built-in support for business process test nor 
support for the event-driven features. However, as a general test scripting platform 
that relies on a common programming language, this system could be used as an 
implementation platform for general e-business tests. 

ATML (Automatic Test Mark-Up Language) 

In its requirements, ATML provides XML Schemata and support information that 
allows the exchange of diagnostic information between conforming software 
components applications [7]. The overall goal is to support loosely coupled open 
architectures that permit the use of advanced diagnostic reasoning and analytical 
applications. The objective of ATML is focusing on the representation and transfer of 
test artifacts: diagnostics, test configuration, test description, instruments, etc. 

Test Choreography Languages 

These are standards for specifying the orchestration of business processes and/or 
transactional collaborations between partners. Although a markup like XPDL [8] is 
very complete from a process definition and control viewpoint, it is lacking the event-
centric design and event correlation / querying capability required by testing and 
monitoring exchanges. Also, a design choice has been here to use a very restricted set 
of control primitives, easy to implement and validate, sufficient for test cases of 
modest size. Other languages or mark-ups define somehow choreographies of 
messages and their properties: ebBP, WS-BPEL, WS-Choreography[9]. The general 
focus of these dialects is either the operational aspect of driving business process or 
business transactions, and/or the contractual aspect, but not monitoring and validation. 
Although they may express detailed conformance requirements, they fall short of 
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covering the various aspects of an exhaustive conformance check, e.g. the generation 
of intentional errors or simulation of uncommon behaviors. In addition, the focus of 
these languages is mainly on one layer of the choreography – they for instance, ignore 
lower-level message exchanges entailed by quality of service concerns such as 
reliability, or binding patterns with the transport layer.  

3   Concept of Test Assertion 

A test assertion is a testable or measurable expression for evaluating the adherence of 
an implementation (or part of it) to a normative statement in a specification. 

A set of test assertions may be associated with a conformance clause in order to 
define more precisely what conformance entails. Test assertions lie between the 
specification and any suite of tests to be conducted to determine conformance (See 
Fig. 1). Such a test suite is typically comprised of a set of test cases. These test cases 
may be derived from test assertions which address the normative statements of the 
specification.  

 
Fig. 1. Role of Test Assertion 

Judging whether the test assertion is testable may require some knowledge about 
testing capabilities and resource constraints. Sometimes there is little knowledge of 
what actual testing conditions will be. In such cases the prime objective of writing test 
assertions is to provide a better understanding of what is expected from 
implementations, in order to fulfill the requirements. In other cases, the test assertions 
are designed to reflect a more precise knowledge of testing conditions. Such test 
assertions can more easily be used as a blueprint for test suites. 

4   Test Assertion Model 

This section aims to cover the simpler aspects of test assertions. Some more complex 
aspects are covered later in this section. Fig. 2 below shows the anatomy of a typical 
test assertion, and how its parts relate to the specification being addressed, as well as 
to the implementations under test. Some optional parts are not shown in the figure. 
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Fig. 2. General Anatomy of a Test Assertion 

Some of the elements which comprise a test assertion are considered core while 
others are optional. A test assertion includes, implicitly or explicitly: 

Identifier 
A unique identifier of the test assertion facilitates tools development and the mapping 
of assertions to specification statements. It is recommended that the identifier be made 
universally unique.  

Normative Sources 
These refer to the precise specification requirements or normative statements that the 
test assertion addresses. 

Target 
The target categorizes an implementation or a part of an implementation of the 
referred specification, which is the main object of the test assertion and of its 
Normative Sources. 

Predicate 
A predicate asserts, in the form of an expression, the feature (a behavior or a property) 
described in the specification statement(s) referred by the Normative Sources. If the 
predicate is an expression which evaluates to “true” over the test assertion target, this 
means that the target exhibits this feature. “False” means the target does not exhibit 
this feature. 

In addition, a test assertion may optionally include following components. 

Description 
This is an informal definition of the role of the test assertion with some optional 
details on some of its parts. This description must not alter the general meaning of the 
test assertion and its parts. This description may be used to annotate the test assertion 
with any information useful to its understanding. It does not need to be an exhaustive 
description of the test assertion. 
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Prescription Level 
This is a keyword that indicates how imperative it is that the Normative Statement 
referred to in the Normative Source, be met. See possible keyword values in the 
Glossary. 

Prerequisite 
A test assertion Prerequisite is a logical expression (similar to a Predicate) which 
further qualifies the Target for undergoing the core test (expressed by the Predicate) 
that addresses the Normative Statement. It may include references to the outcome of 
other test assertions. If the Prerequisite evaluates to "false" then the Target instance is 
not qualified for evaluation by the Predicate. 

Tags 
Test assertions may be assigned 'tags' or 'keywords', which may in turn be given 
values. These tags provide you with an opportunity to categorize the test assertions. 
They enable you to group the test assertions; based on the type of test they assume or 
based on their target properties. 

Variables 
Test assertions may also include variables for convenience in storing values for reuse 
and shared use, as well as for parameterization.  

As a test assertion has parts that can be evaluated over a Target instance (i.e. the 
Prerequisite and the Predicate), the following semantics apply to a test assertion: 

� "Target not qualified": if the Prerequisite (if any) evaluates to "false" over a 
Target instance.  

� "Normative statement fulfilled [by the Target]": if the Prerequisite (if any) 
evaluates to "true" over a Target instance, and the Predicate evaluates to "true".  

� "Normative statement not fulfilled [by the Target]": if the Prerequisite (if any) 
evaluates to "true" over a Target instance, and the Predicate evaluates to "false". 

5   Case Study of Test Assertion  

Consider the following statement in the widget specification:  

[requirement 101] “A widget of medium size MUST use exactly one AA battery 
encased in a battery holder.”  

There are actually two requirements here that can be tested separately: 

(requirement 101, part 1) A medium-size widget MUST use exactly one AA 
battery. 
(requirement 101, part 2) A medium-size widget MUST have a battery holder 
encasing the battery. 

Because of this it is possible to write two test assertions: 

� TA  id:  widget-TA101-1a 
Normative Source: specification requirement 101, part 1 Target: medium-size 
widget 
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Predicate: [the widget] uses exactly one AA battery. Prescription Level: 
mandatory 

and 
� TA  id:  widget-TA101-1b 

Normative Source: specification requirement 101, part 2 Target: medium-size 
widget 
Predicate: [the widget] has a battery holder encasing the battery. Prescription 
Level: mandatory 

 

The granularity of a test assertion is a matter of judgment. A single test assertion 
instead of two can be written here, with the predicate: “[the widget] uses exactly one 
AA battery AND has a battery holder, encasing the battery”.  

This choice may later have an impact on the outcome of a test suite written to 
verify the conformance of widgets. With a single test assertion, a test case derived 
from this test assertion will not be expected to distinguish between the two failure 
cases. Using two test assertions - one for each sub-requirement - will ensure that a test 
suite can assess and report independently about the fulfillment of each sub-
requirement. Other considerations such as the different nature of tests implied or the 
reuse of a test assertion in different conformance profiles [VAR], may also lead to the 
adoption of “fine-grained” instead of “coarse-grained” test assertions. Usage 
considerations will dictate the best choice. 

6   Complex Predicates  

Recall the previous example of [requirement 101]. The target can be defined as “a 
medium-size widget” or as just “a widget”. The latter is a natural decision if the 
specification requirement uses the wording: “[requirement 101] If a widget is medium 
size, then it MUST use exactly one AA battery and be encased in a battery holder.” 
For the simplicity of this example, if the two test assertion predicates for widget-
TA101-1a and widget-TA101-1b are combined into one example, one possible 
outcome is: 

TA  id:  widget-TA101-2a 
Normative Source: requirement 101 Target: widget 
Predicate: if [the widget] is medium-size, then [the widget] uses exactly one AA 

battery AND the battery is encased in a battery holder. 
Prescription  Level:  mandatory 

The target category is broad, but the predicate part is really of interest only for a 
subset of this category (the medium-size widgets). Usage considerations should again 
drive the decision here: a test suite that is designed to verify all widgets, and does not 
assume a prior categorization of these into small / medium / large sizes, would be 
improved with test assertions that only use “widget” as the target, such as widget-
TA101-2a. 

A test assertion predicate may, then, be a Boolean expression - a composition of 
atomic predicates using logical operators AND, OR, NOT. A test assertion predicate 
may also be of the kind: “if (condition) then (expression)”. 
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The predicate is worded in an abstract way, still close to the wording of the 
specification. No indication of what kind of test procedure will be used, such as how 
to determine the number and type of batteries, is given. Detailed criteria for the 
condition evaluation, such as what kind of battery holder is acceptable, are also not 
provided. These details are normally left to the test cases that can be derived from the 
test assertions. These test cases will determine the precise criteria for conforming to 
the specification. However, if a precise criterion for interpreting the battery holder 
requirement is provided in an external specification, either referred to directly by the 
widget specification or by a related conformance clause, then a test assertion must use 
this criterion in its predicate. Such a test assertion must then refer not only to the 
specification requirement in its reference property, but also to the external 
specification or to the conformance clause that refers to this specification. 

Another case where a predicate is more complex is when its conditional expression 
involves more than one part of an implementation (or implementations). In some cases 
it is clear which one of these objects must be considered the target, while others are just 
accessory objects. Consider the following predicate: "the [widget price tag] matches the 
price assigned to the widget in its [catalog entry]", where price tags and catalog entries 
are both items that must follow the store policy (in effect the specification). In this case 
it may be reasonably assumed that the "catalog" content is authoritative over the price 
tag. The price tag can then be considered as the test target, while the accessory object 
may be identified by a variable which is then used in the predicate. 

7   Conclusion 

We presented a SOA test assertion model, which facilitates to make test cases in 
normalized form. In the model, we devised the concept of prescription level and 
normalized prerequisite for preparing test cases. By the concepts, test assertion can be 
transformed into test cases without semantic distortion. The model minimizes the 
human intervention in preparing test cases by automating some processes for 
translating test assertions into test cases. We showed two cases of complex predicates. 
Further studies are required to develop a test framework to check out automatically 
that test cases are conformed to test assertions.  
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Abstract. This paper presents a multithreaded power consumption
scheduler and measures its performance, aiming at reducing peak load
in a scheduling unit. Based on the observation that the same genetic
algorithm leads to a different solution for a different initial population,
the proposed scheduler makes each thread generate its own initial pop-
ulation and independently run genetic iterations for a better solution.
Judging from the performance measurement result obtained from a pro-
totype implementation, multithreaded version can reduce the peak load
even with small population size without loss of accuracy. After all, the
threaded scheduler improves the computation speed, which is inherently
dependent on the population size of a genetic scheduler mainly consist
of sorting and selection procedures.

Keywords: Power consumption scheduler, multithreaded version, ini-
tial population, execution time, peak reduction.

1 Introduction

The smart grid ensures reliability, reduces energy consumption, and minimizes
environmental impact in the electric power delivery system taking advantage
of advanced information technologies including sensors, communications, and
computational ability [1]. As a great deal of heterogeneous components are in-
volved in the power system, an efficient interaction mechanism between them
is the most fundamental building block, while ever-growing communication and
distributed computing techniques can provide solutions to such a requirement.
Hence, energy providers and consumers can exchange necessary information such
as price change, current power load, and reservation status, while the consumer
can even select a preferred supplier dynamically. After all, power consumption
can be smarter using the smart grid communication framework.

From the consumer’s side, DSM (Demand Side Management) functions
embrace the whole demand side activities such as device operation planning,

� This research was supported by the MKE, Republic of Korea, under IT/SW Creative
research program supervised by the NIPA (NIPA-2011-(C1820-1101-0002)) and also
through the project of Region technical renovation.

T.-h. Kim et al. (Eds.): FGCN 2011, Part I, CCIS 265, pp. 47–52, 2011.
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Fig. 1. Threaded computing for the power consumption scheduler

evaluation, implementation, and monitoring [2]. Particularly, in DSM, power
consumption scheduling can achieve cost saving, energy efficiency, and peak load
reduction. Peak load reduction is important, as pricing policies are highly likely
to decide the power rate according to the amount of power consumption for each
time unit. A power consumption schedule decides when to initiate, sometimes
suspend and resume a specific electric device operation, or a task, for the given
task set. Scheduling is a kind of time-intensive optimization problems greatly
sensitive to the number of tasks. Moreover, if scheduling is conducted on an IHD
(In-Home Display) equipped with a low-speed CPU, it can take too much time
to generate a schedule.

Practically, instead of an optimal schedule, suboptimal schedules are desirable
if they can be generated within an acceptable delay bound. Genetic algorithms
are good candidates for this purpose. Based on principles of natural selection
and genetics, each evolutionary step generates a population of candidate so-
lutions and evaluates the population according to a fitness function to select
the best solution and mate to form the next generation [3]. At each evolution,
bad traits are eliminated while the good traits survive and are combined with
other good traits to make better candidates. Its performance greatly depends on
how to select initial populations. In the mean time, threaded execution is very
popular even in personal computers and hand-held devices. It can benefit from
parallel processing on the multiprocessor architecture, significantly enhancing
the computing time [4].

In this regard, this paper is to present a threaded power consumption sched-
uler built upon a genetic algorithm and measure its performance. In genetic
algorithms, different initial populations, namely, the set of feasible solutions,
lead to different solutions, irrespective of whether a guideline for initial popu-
lation selection is available or not. If we employ a large population to attempt
a variety of initial populations, the execution time can grow too much, as the
genetic iteration includes sorting and several selection steps. Hence, it will be
advantageous to initialize populations differently, allocate populations to each
thread, and make respective threads run the genetic iteration independently.
Then, the coordinator thread collects the respective results to select the best
solution as shown in Figure 1.
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2 Scheduler Design Based on Genetic Algorithms

Task Ti can be modeled with the tuple of <Fi, Ai, Di, Ui>. Fi indicates whether
Ti is preemptive or nonpreemtive [5]. Ai is the activation time of Ti, Di is the
deadline, and Ui denotes the operation length. The load power profile char-
acterizes the power consumption behavior of each appliance, while the power
consumption pattern for each electric device is aligned to the fixed-size time
slot. The length of a time slot can be tuned according to the system requirement
on the schedule granularity and the computing time. In power schedule, the slot
length can be tens of minutes, for example, 20 minutes. From now on, N de-
notes the number of tasks and M denotes the number of slots in the scheduling
window.

Genetic algorithms have been successfully applied to find acceptable solutions
to problems in business, engineering, and science within a reasonable amount of
time [3]. It begins with an initial population set and iteratively runs selection
and reproduction steps. The population contains a set of feasible schedules and
the quality of those schedules gets better iteration by iteration. First of all,
the schedule must be encoded to apply genetic operations. Here, a chromosome
corresponds to a single feasible schedule, and is represented by a fixed-length
string of integer-valued vector [6]. A value element denotes the start time for
nonpreemptive tasks. As they cannot be suspended once they have begun, just
the start time is enough to describe their operation plan. Here, if the consumption
profile of a task is (3, 4, 5, 2), and the vector element is 2, the allocation for this
task will be (0, 0, 3, 4, 5, 2, 0, 0,...). This allocation representation consists of
M numbers, each of which is bound to a slot.

As contrast, for a preemptive task, possible slot allocations are generated in
advance. Suppose that Ai is 2, Di is 7, and Ui is 3. In this example, Di − Ai

is 5, so the number of possible allocations is 5C3. That is, 3 out of 5 slots must
be selected for the task operation. Some examples of feasible maps can be (0, 0,
1, 1, 1), (0, 1, 0, 0, 1), and (1, 1, 1, 0, 0), where 1 means the task operation is
assigned. If the mapping vector is (0, 1, 0, 1, 1), each profile entry is mapped
to the position having 1 one by one from the start time, namely, 2. Hence, the
allocation will be (0, 0, 2, 3, 0, 4, 0, ...). Each allocation vector is taken as a
binary number and its decimal equivalence is used for a gene. The allocation
vector can be transformed to the allocation table which has N rows and M
columns to assess the quality of a schedule. For each allocation, the scheduler
can calculate per-slot power requirement and peak load.

The iteration consists of selection and reproduction. Selection is a method
that picks parents according to the fitness function. The Roulette Wheel selec-
tion gives more chances to genes having better fitness values for mating. Re-
production, or crossover, is the process taking two parents and producing a
child with the hope that the child will be a better solution. This operation ran-
domly selects a pair of two crossover points and swaps the substrings from each
parent. Reproduction may generate the same gene with the existing ones in the
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population. It is meaningless to have multiple instances of a single schedule.
So, they will be replaced by new random chromosome. Additionally, mutation
exchanges two elements in a gene. In our scheme, the meaning of the value is
different for preemptive and nonpreemtive tasks. Hence, the mutation must be
prohibited. It is true that the appliance scheduler is subject to time constraint.
However, this constraint can be always met, as the scheduler selects the start
time only within the valid range and the precalculated combination index.

3 Performance Measurement

This section implements the multithreaded power consumption scheduler based
on genetic algorithms with Visual C++ 6.0, making it run on the platform
equipped with Intel Core2 Duo CPU, 3.0 GB memory, and Windows Vista op-
erating system. For a task, the start time is selected randomly between 0 and
M , while the operation length is also selected randomly lest the task operation
should get out of the scheduling window. All tasks have the common deadline,
namely, M . In addition, the power level for each time slot has the value of 1
through 5. This can be adjusted according to the target scheduling group. The
experiment focuses on the effect of the number of tasks, population size, and iter-
ations to the peak load according to the number of threads. For each experiment
parameter setting, 20 task sets are generated and their results are averaged.

The first experiment measures the effect of the number of tasks to the peak
load when the number of threads ranges from 1 to 10. This experiment runs
1,000 iterations, with the population size set to 50. Figure 2 plots two cases when
the number of tasks is 5 and 10, respectively. Among these, 2 are preemptive.
Preemptive tasks can be suspended and resumed during its operation even after
they began their operations, so they can be flexibly placed in the slots having
low load. As each task has the same average power consumption, more tasks
will have larger peak load. But the peak load is not exactly proportional to the
number of tasks as the scheduler reshapes the load. Figure 2 shows that the peak
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load can be reduced as the number of threads increases for both cases. The peak
load reduction is around 4.5 % when the number of threads is 10.

The second experiment measures the effect of the population size to the peak
load when the number of threads ranges from 1 to 10. This experiment runs 1,000
iterations, with the number of tasks set to 10. Here again, 2 tasks are preemptive.
Figure 3 plots the cases when the population size is 20, 50, and 100, respectively.
This graph shows the threaded execution can significantly contribute to reducing
the peak load especially when the population size is 20. Even if the small pop-
ulation improves the computation speed, it suffers from accuracy loss. However,
multiple threads can overcome this problem, indicating that threaded computing
can achieve both computation speed and accuracy.

The third experiment measures the effect of the number of iterations to the
peak load when the number of threads ranges from 1 to 10. This experiment sets
the population size to 50 and the number of tasks to 10 including 2 preemptive
tasks. Figure 4 plots the cases when the number of iterations is 1,000, 2,000,
and 3,000, respectively. Actually, even if the case of 3,000 iterations shows a
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little bit better peak load, the reduction is not so significant. It takes less than
a second to run 1,000 iterations in our prototype platform which corresponds
to an average-performance computer. After all, for power scheduling, multiple
threads can work very efficiently just with small size population and just 1,000
iterations. Essentially, the number of iterations is a tunable parameter according
to the number of tasks and the power load profile.

4 Concluding Remarks

This paper has presented a multithreaded power consumption scheduler and
measured its performance, aiming at reducing peak load in a scheduling unit and
meeting time constraint of each electric operation. Based on the observation that
a genetic algorithm leads to a different solution according to a different initial
population, our design makes each thread generate its own initial population
and independently run genetic algorithm loops, and then a coordinator thread
collects the result to find the best one. From the performance measurement
result obtained from the prototype implementation, multithreaded version can
reduce the peak load even with small population size. After all, the threaded
scheduler cannot just reduce the peak load by around 4.5 %, but also achieve
both computation speed and accuracy.
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Abstract. This paper first designs and implements a composite sen-
sor node capable of reliably collecting sensor data mainly and delivering
control actions to actuators in the agricultural sensor network, and then
presents the corresponding ubiquitous sensor network architecture that
integrates an intelligent information technology. Consist of a main con-
trol unit, a sensor interface base board, an actuator interface & control
board, a global network interface module, and a sensor signal acquisition
board, the composite node extends the data transmission range, regu-
lates power according to the device operation type, exploits lightweight
6LowPAN and IPv6 protocol, and makes it possible to share pin connec-
tions between a group of sensor devices. Our design can contribute to
building an efficient sensor data processing framework which can seam-
lessly combine XML specification, an expert system, a filtering engine,
and sensor query lifetime management.

Keywords: Ubiquitous sensor network, composite sensor node, power
supply, reliable data exchange, sensor network gateway.

1 Introduction

The main task of ubiquitous sensor networks, or USN in short, is monitoring
sensor values, deciding the control actions, and triggering appropriate actuators
[1]. To this end, a lot of sensors are installed over the wide target area, while the
sensor network must handle a great volume of sensor data, detect events, and
compute the real-time control action, regardless of sensor applications. Unfortu-
nately, the sensor network generally lacks the computing power, so a sophisti-
cated data analysis and intelligent control logic can be performed at the remote
high-performance computing server. This problem highlights the importance of
an efficient and robust data transmission mechanism between the sensor network
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and the computing server. The transmission mechanism must consider also a re-
liable power supply to communication nodes, packet conversion, signal sharing,
and typical gateway functions.

The goal of USNs is different for each application, as the sensor device and
the corresponding data analysis scheme will be different. More importantly, ac-
cording to the required reliability level, the system design selects appropriate
sensors, necessary actuators, and communication protocols. In farms, livestock
farms, and fisheries, it is necessary to continuously monitor the environmental
change in temperature, humidity, lightness, CO2 and NH2 levels in addition to
the biosensors which captures the disease of a livestock. With this data, we can
promptly detect the malicious condition and send control command to actuate
fans, pumps, heaters, and the like. Also in this scenario, the reliable data ex-
change is the most critical requirement. In this regard this paper is to design a
composite sensor node capable of exchanging a great volume data between two
domains, namely sensors and servers, based on IP-USNs, which can possibly in-
corporate many intelligent information technologies such as XML specification,
middleware, filtering engine, and sensor query lifetime management.

2 Background and Related Work

Under the research and technical project named Development of convergence
techniques for agriculture, fisheries, and livestock industries based on the ubiq-
uitous sensor networks, our project team has designed and developed an intel-
ligent USN framework [2]. This framework provides an efficient and seamless
runtime environment for a variety of monitor-and-control applications on sensor
networks. Much focus is put on how to handle the sensor data stream as well
as the interoperability between the low-level sensor data and application clients.
Systematic middleware coordinates the interaction between the application layer
and low-level sensors, for the sake of analyzing a great volume of sensor data
by filtering and integrating to create value-added context information. Then, an
agent-based architecture is proposed for real-time data distribution to forward a
specific event to the appropriate application, which is registered in the directory
service via the open interface.

On this framework, we have designed an efficient cyclic routing scheme for
network management messages, aiming at improving productivity and profit in
those industries [3]. Instead of multiple point-to-point message transmissions for
status indication collection, the management message traverses the specific set
of nodes of interest one by one. The management application collects routing
information from the neighbor table commonly available in the current sensor
protocol to calculate the communication cost between each pair of target nodes.
Based on this topology view, a genetic algorithm solver decides the traversal
sequence of a cyclic management path. The experiment result discovers that the
multithreaded version, in which each thread runs its own initial population, can
find a much better solution, efficiently escaping local traps.
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For the sake of efficiently and accurately detecting the specific events out of the
great amount of sensor data which may include not just erroneous terms but also
correlative attributes, the middleware module embeds an empirical event pat-
terns and knowledge description [4]. For the filtered data, data mining module
opens an interface to define the relationship between the environmental aspect
and facility control equipments, set the control action trigger condition, and inte-
grate new event detection logic. Finally, the remote user interface for monitoring
and control is implemented by on Microsoft Windows, Web, and mobile device
applications.

3 USN Node Design

Figure 1 illustrates the USN node architecture we develop in our sensor network
framework. To begin with, the MCU, or main control unit, has interfaces to
the wireless sensor network (WSN) and the sensor interface base board, or base
board in short from now on. To the WSN side, the Sensornet communication
protocol is employed for message exchange via multi-hop mesh networking. An
RF power amplifier extends the transmission range of USN nodes up to 500 m.
To the base board side, three connections are implemented, namely, a digital
input-output connection, a universal asynchronous receiver/transmitter, and an
analog-digital interface. The MCU can selectively connect to a specific device via
the base board to collect sensor data and give a command to an actuator. This
framework can easily integrate an additional component for better efficiency. As
an example, for the set of given control actions, an energy consumption scheduler
can manage their operations to save power, reduce cost, and so on [5].

Fig. 1. Sensor interface base board

The base board plays a key role in our IP-USN integrated remote control mod-
ule, intermediating between MCU and other heterogeneous modules including an
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actuator interface & control board, an Ethernet or WLAN interface module, and
a sensor signal acquisition board. The base board converts the voltage level for
module driving, distributes the power, and controls power sources. To interface
with actuators mainly working on AC power, it regulates DC power, and more
importantly, it can give control commands to fans, heaters, and motors. Next,
the base board provides power to the Ethernet and WLAN interface module to
connect to the IP-based public network, working as an embedded USN gateway.
It is the connection to a sensor signal acquisition board, or a sensor board in
short that constitutes a main data stream path. A base board provides power to
sensor boards for individual sensor activation and allocates signal lines for sen-
sor signal acquisition. Hence, the sensor board can work without its own power
input as long as it is connected to a base board.

The proposed sensor board design is aiming at the reduction of power con-
sumption and the minimization of the number of signal lines by sharing them
between as many sensor devices as possible. First, for power consumption reduc-
tion, the power provided from the base board is distributed by a demultiplexor
and a load switch to make only one sensor part active at each time instant. Sec-
ond, due to the limitation in the number of connector pins, the number of signal
lines is a restricted resource. In our implementation, a single signal line can col-
lect sensor signal from up to 8 sensors, while a sensor board can accommodate
up to 8 sensor boards. After all, a base board can cover up to 64 sensor devices.
Such signal line sharing is made possible taking advantage of the combination
of a multiplexor and a low resistance analog switch for sensor device control as
well as the combination of a multiplexor and an analog switch for signal line
allocation.

The USN node can easily integrate an actuator board for better flexibility
in a variety of sensor applications as shown in Figure 2. The actuator board,
embedding its own MCU, can autonomously control the board operation, even
in the place where neither network connection nor remote control is available.
Moreover, the MCU can compensate for the limitation in the number of pin con-
nections to the sensor interface board by alternating a group of signal transmis-
sions for better reliability and diversity of control actions. After all, the actuator
board consists of a connector part to the sensor interface board, a control signal
level converter, a signal isolator to separate lower power DC signal from high
power AC signal, already-mentioned embedded MCU circuit, and an AC-DC
power converter to provide power to the whole remote control module. Notice-
ably, it is not necessary to install an additional DC power supply module even
for an AC power control application.

4 USN Architecture

With the USN node described in the previous section, our IP-USN can be config-
ured as shown in Figure 3. The wireless sensor network is built using the legacy
IEEE 802.15.4 communication technology. The sensor data and control actions
can be delivered through USN gateway. Each sensor node installs TinyOS-2.X
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Fig. 2. Actuator control board

Fig. 3. Proposed ubiquitous sensor network architecture

[6], exchanges message via the Sensornet protocol [7], and is placed in farms, live-
stock farms, and fisheries. For the gateway connection, the lightweight 6LowPAN
and IPv6 protocol stack is exploited. This protocol stack implements USN-to-
IPv6 tunneling to convert 6LowPAN packets received from the UART interface
to IPv6 packets. Beyond the gateway, it totally belongs to the global Internet
domain where the sensor data can be analyzed with a sophisticated inference
engine while the control logic can be built by an intelligent agent [8].

5 Concluding Remarks

This paper has first designed and implemented a composite sensor node capable
of reliably collecting sensor data and delivering control actions to actuators,
mainly for agricultural farms, livestock farms, and fisheries. Consist of a main
control unit, a sensor interface base board, an actuator interface & control board,
a global network interface module, and a sensor signal acquisition board, the
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composite node extends the data transmission range, regulates power according
to the device operation type, exploits lightweight 6LowPAN and IPv6 protocol,
and makes it possible to share a pin connection between a group of sensor devices.
Based on the composite node implementation, this paper also has presented a
ubiquitous sensor network architecture that can seamlessly integrate high-end
information technologies such as XML specification, an expert system, a filtering
engine, and sensor query lifetime management to build an efficient sensor data
processing framework.

As future work, we are planning to design an efficient power consumption
scheduler for a series of control actions generated from the control logic, as the
power issue in the sensor network is becoming more and more important. This
scheduler can reduce the power consumption or reshape the peak load, while
meeting the time constraint of each control action.
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Abstract. Providing an available wideband and better antenna beam forming 
are two good profits of millimeter wave (mmWave) technology. MmWave 
technology makes radio systems lighter and smaller and radars more precise. 
Today, commercial MmWave equipment work below 90GHz frequencies. 
MmWave radios work to transport Internet traffic in the backhaul of 
communication networks. There is a challenge in mmWave technology since 
the prices of equipment increases as the frequency increases. In this paper we 
study the applications of mmWave technology, its products, standards and 
compare it with other wireless technologies. 

Keywords: millimeter wave, products, standards. 

1    Introduction 

MmWave technology was initially used for aviation support systems but quickly 
became the foundation for other innovative solutions including security imaging 
applications and wireless communications systems. Narrow band services are offered 
within 2GHz and lower bands and include voice and low data rate services. Today, 
we need a wide bandwidth link in the backhaul to access the Internet. This link can be 
exploited in the mmWave frequencies. To access to a very high bandwidth link we 
need a very high frequency band, e.g., 5 Gb/s bandwidth can be provided in 60GHz 
frequency. On the other hand, mmWave frequencies can also provide special 
properties in the indoor and outdoor communications, e.g., signals are attenuated 
while encountering to space particles, trees and walls and gas absorption [1, 2]. In 
addition to free space loss, the air’s oxygen attenuates the mmWaves 15dBm/Km in 
60 GHz frequency. 

Due to the high noise level in the wide bandwidth mmWaves and also high 
propagation loss, the mmWave signals travel in the short range. This, results in small 
cells which provides frequency reuse pattern capability in the system. Antenna sizes 
are reduced in the mmWave bands. Besides, in the mmWave band, the antenna 
directivity increases which makes the multipath interference to decrease. In addition, 
due to the very small wavelength we may implement antennas better. Besides, we 
may use small MMICs in the system.  

On the other hand, the mmWave may be used in the point-to-point (P-P) and point-
to multipoint (P-mP) communications in the short range relative to microwave bands.  
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MmWaves can also provide fiber optic and satellite link connections to the land 
subscribers. Therefore we pay attention to mmWave application in section 2, then 
compare the mmWave technology with other technologies in section 3. In section 4 
we survey two company’s products and in section 5 we study the mmWave standards. 
In the end we draw the conclusion. 

2    MmWave Applications 

Here we study the important applications of mmWave technology in the four 
following main categories [3]. 

• Teaching Applications 
Elementary and high schools, colleges and universities need high capacity links. They 
can use wireless mmWave links instead of wired links. We should note that most 
teaching centers are in distinct campus buildings and their wired connections are with 
low speed and high cost. 

• Disaster / Weapon Recovery Solutions 
Today, the networks carry more critical data than ever before and sometimes human’s 
life / death and success / failure depend on these data. MmWave solutions are often 
used as alternative and redundant paths to traditional cable and leased lines between 
two locations. Besides, to counter terrorism weapon, recovery solutions can be 
established by this technology. 

• Healthcare Solutions  
MmWave radio productions are a solution for hospital and medical groups needing 
real-time access to medical imaging and patient records. By this technology, 
bandwidth-intensive patient information such as x-rays and digital images may be 
handled. Transmitting high resolution MRI images or x-rays, for example, over slow 
T1/E1 connections can take several minutes which is unacceptable when dealing with 
urgent patient diagnosis and treatment. 

• Financial/Banking Solutions 
MmWave radio products are ideal for financial institutions such as bank i.e., securely 
transmitting classified data between locations. Instead of using traditional leased lines 
or low-security unlicensed radio frequency solutions to connect remote locations, 
financial companies can now link via a high capacity, high secure wireless point-to-
point solutions. 

• Transportation Solutions 
MmWave radio products are ideal for transporting and accessing data and video 
surveillance images in transportation environment. These links can connect cameras 
in remote locations or buildings to centralized monitoring centers.  
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• Video Surveillance Solutions 
Whether to track remote locations, monitor suspicious activity or scan for terrorist 
threats, the use of mmWave video technology has been a key to ensuring the safety 
and security of homes, businesses and other sites. 

• Military Solutions 
Since this technology can easily and fast be deployed and redeployed and also has a 
very wide bandwidth it is applicable to military aspects like high definition real-time 
supervisory operations in the battlefields.  

Besides, the following four categories are introduced in mmWave products: 

• Point-to-Point Products 
These products are used for straight (line of sight) communications. Those products 
are used for data communication between two or more distinct networks in the 
backhaul of the cellular networks and so on. These products include antennas, outdoor 
and indoor equipment. Outdoor equipment also includes transceiver and antennas and 
indoor equipment has an interface to the wired network.  

• Radar Products 
These products are used for tracking, fire control, level detection, detection of hidden 
weapons, etc. in the range of 18-140 GHz. Their output power is between 50-100 mw 
and their range resolution is about 0.5 to 1.5 meter.  

• Wireless Personal Communication Products 
These products are used for small distances with high data rates. The following 
networks use these products: 

- Ad-hoc networks which are used for headphone, keyboard and medical sensors, 
…and are used for below 10m distances. 

- WLAN with new 60Ghz carrier frequency This network is used for communication 
between laptops and data networks ranging more than 10m. 
 
• Medical Products 
These products are extremely high-frequency therapy equipment, through direct 
exposure to extremely high-frequency electromagnetic wave on the lesion site.  These 
products may also improve blood circulation in the body [4]. 

• Security Products 
Now, more than 70 airports in USA and many airports in UK are equipped with 
mmWave body scanner in order to find cold and warm weapons.  

3    mmWave Technologies Comparison 

Here, we compare the properties of mmWave technologies with other wireless 
technologies. Fig. 1depicts bit rates of different technologies versus coverage areas [4].  
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Fig. 1. mmWave bit rate versus coverage area [4] 

As it is shown mmWave has 10Gbps bit rate and up to 5 km coverage area. 
Besides, Table 1 shows different parameters of some different technologies. 

4    MmWave Products 

To introduce mmWave equipment, here, we selected randomly Gigabeam and Loea 
vendors and describe two products of them. 

4.1    Gigabeam Company [5] 

This company has different mmWave equipment. One of them is Gi-core product 
which transmits Ethernet information within 70/80 GHz with 1.25 Gb/s bandwidth. 
Besides, GI-FELEX product can transmit 300Mb/s in the 4-60 GHz frequencies. 
Gigabeam’s products are applicable for trade centers, backhaul, metro Ethernet and 
wideband applications out of the cities. For example Gi-core has the following 
specifications: 

• Full duplex 
• SNMP MP for device management 
• SSH and Radius security protocol 
• Low latency 
• 188dB gain 
• +21 dB output power 
• Threshold -65dBm 
• Standard EN302 217 
• Parabolic 60 cm antenna 
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Table 1. Comparison of wireless technologies 

 WiFi 3G/4G Microwave 60 GHz FSO Fiber E-band 
Data rate Variable, 

typically 1 
Mbps 

Variable, 
typically 
10 Mbps 

2 to 311 Mbps 100 Mbps 
to 1 Gbps 

100 Mbps 
to 1 Gbps 

To 100 
Gbps 

100Mbps 
to 3 Gbps 
today, to  
10 Mbps  
in the  
future 

Typical 
distance for 
carrier class 
performance

20 Yards 2 miles 5 miles 500 Yards 200 Yards 20-60 
km 

1-3 miles 

Spectrum 
availability 
and 
licensing 

Freely 
available 
for 
unlicensed 
use 

Spectrum 
very 
scarce 

Usually 
available for 
are licensing 
from country 
regulators 

Varies 
country by 
country 

Spectrum 
freely 
available 
as 
technology 
not 
regulated 

N/A Available 
worldwide 

Guaranteed 
interference 
and 
regulatory 
protection 

No  Usually  Yes  No  No  Yes  Yes  

Relative  
cost of  
ownership 

Low  Medium  Medium  Medium Medium High  Medium 

Install and  
commission 
ing time 

Hours  Months / 
Years 

Weeks/Months Hours/days Hours/days Months 
/ Years 

Hours/days 

 
As it is shown transmission bit rate in the mmWave technology is greater than the 

other technologies and in addition, installation and commissioning times are less than 
the others. 

4.2    Loea Products [6] 

This company offers point-to-point products in the 70/80 band. These products are 
confirmed by NTIA, FCC and TIC. Two main products are radio L1000 for short 
range and radio L2710 for medium range. L2710 is a point-to point radio capable of 
transporting up to 1.5 Gbps of full duplex traffic. Its specifications are as follows: 

• Low latency 
• BER less than 10e-11 
• Management interface RS-232, RJ-45 
• Transmit power 100mw (20dBm) 
• Receiver sensivity -53 dBm 
• Antenna size 61 cm cassegrain 
• Beamwidth <0.4deg 
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5    Standards  

We pay attention to various mmWave standards in which ETSI EN 302 217 is the 
most complete one. Many different European standards up to 86 GHz have been 
merged to contribute to this standard. Besides, , since 60 GHz and E-band are very 
important, in addition to the above standard, they have been discussed distinctly in 
two different sections.  

5.1    60 GHz Frequency Band Standards 

60 GHz frequency band is an unlicensed band and thus has many applications and 
also many organizations have defined different standards for this band. We mention 
some of them here. 

5.1.1    ITU Standard 
ITU-R M.1452-1 standard is one of ITU-R’s suggestions for the mmWave 
applications which has been payed attention to the mmWave intelligent transport 
system. According to it, 57-60 GHz band is for inter-automobile communications and 
60-61, 76-77 and 77-81 GHz are for radar and satellite communications.  

Since Oxygen has a high absorption property on 60 GHz band, it is used for low 
range applications [7].  

On the other hand, since wavelength of 60 GHz mmWave is small, the designed 
antennas in this band are more smaller than the antennas in lower frequencies. The 
received antenna power is dependent to distance, bandwidth and received signal 
angle. Besides, frequency and pulse modulation have been proposed for mmWave 
band by ITU-R. 

5.1.2    ETSI 
ETSI has defined some different applications for 57-66 GHz frequency band. Those 
are depicted in Table 2, [8].  

5.2    60 GHz Industrial Standards 

5.2.1    ARIB 
ARIB has been defined two standars ARIB-STD T69 and ARIB-STD T74 for 60 GHz 
band [9, 10]. 

The first one is for mmWave video transmission equipment with low power radio 
stations (point-to-point system), while the second one is for very high speed mmWave 
WLAN with low power radio stations (point-to-multipoint systems). Both standards 
cover 59-66 frequency band in Japan. 

5.2.2    IEEE 802.15.3c (TG3c) 
With increasing interest to 60 GHz band, a workgroup for wireless personal network 
(WPAN) was constituted in IEEE 802.15. In Mars 2005 IEEE 802.15.3c workgroup 
began to develop a new physical layer for mmWave band on the IEEE 802.15.3-2003 
WPAN. To support 2 Gb/s rate, this workgroup developed PHY layer with 3 Gb/s rate 
[11].  
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5.2.3    Wireless HD Standards 
In 2007, wireless HD (High Definition) issued a standard including uncompressed 
high definition voice and video with both 5 Gb/s rate and up to 90 meter transmission 
range for an unlicensed 60 GHz radio. Wireless HD products have been developed 60 
GHz mmWave technology somehow that can coexist with wired products [12].  

5.2.4    ECMA International Standards 
This association established a workgroup TG48 (TC32-TG20) for MAC and Phy 
layers in the low-range and 60GHz band. According to ECMA-387 a 10Gb/s data rate 
is provided for the transmission of the different data for WPAN applications 
(including point-to-point system). The specifications of 60 GHz transceiver has been 
described in the report of this standard completely [13].  

5.3    70/80 Frequency Band (E-band) 
As mentioned before, absorption capability of Oxygen in the atmosphere varies with 
frequency. This absorption will be maximized in the 60 GHz frequency and the 
resulting signal loss will become 15dBm/km. This will result in limitation in signal 
transmission range. In the frequencies higher than 60 GHz the signal loss will be 
lowered and in the 120 GHz frequency that loss will be maximized again. Therefore 
70-110 GHz frequency band may be used for data transmission in long-range. In 
70/80 band, two frequency bands 71-76 and 81-86 GHz bands are important for data 
transmission. These bands are used for fixed and mobile terrestrial and satellite 
services.  

Since this band is a licensed one the standards have described that less than the 
ordinary 60 GHz frequency band. However, we have presented some common E-band 
ETSI standards in the Table 2. 

Table 2. Common 70/80 GHz bands in ETSI [8] 

Frequency 
band 
(GHz) 

Application  ECC report 
number 

Standard 
number 

71-71 Satellite, 
fixed, mobile 

ECC/REC (05)07 
EN 302 

217 
74-75.5 Fixed, 

mobile, space 
research 

ERC/REC 70-03 
ECC/REC/(05)07 

  EN 302 
372  EN 
302 217 

75.5-76 Satellite, 
Fixed, 
mobile, space 
research 

ERC/REC 70-03 
ECC/REC/(05)07 

EN 302 
372  EN 
302 217 

81-84 Satellite, 
fixed, mobile 

ERC/REC 70-03 
ECC/REC (05)07 

EN 302 
372  EN 
302 217 

84-86 Satellite, 
fixed, mobile, 
compressed 
links 

ERC/REC 70-03 
ECC/REC (05)07 

EN 302 
372  EN 
302 217 
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6    Conclusion 

MmWaves haven’t x-rays disadvantages and thus this technology can be used as 
radio, security, medical, etc., applications. Besides, mmWave equipment is small and 
can provide up to 10 Gbps rates in the range 5km. In addition, their installation and 
commissioning times are small relative to the other technologies. On the hand, their 
challenges include small elements and high path loss.  
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Abstract. High values of Peak to Average Power Ratio or PAPR is
a fundamental problem of Orthogonal Frequency Division Multiplexing
(OFDM) systems. Literature survey shows that recent research works on
PAPR reduction are proposing schemes focusing on IEEE standard based
systems. One such technique is the null and data subcarrier switching
method- a scheme that can reduce PAPR without any need of side infor-
mation, causes no distortion and can complement other existing methods.
However, the associated computational complexity of this method can be
very high. In this paper, we propose a modified technique based on the
subcarrier switching method that can reduce computational complexity
to a great extent with very little or no loss in the PAPR reduction. In ad-
dition, we also present further PAPR reduction capability of our scheme
with low computational overhead by making compromise on the no-side
information advantage.

Keywords: OFDM, PAPR, Subcarrier switching.

1 Introduction

Orthogonal Frequency Division Multiplexing (OFDM) is a well known tech-
nique for high speed data communication. OFDM exhibits robust performance
in combating inter-symbol interference (ISI) and also gives very good spectrum
efficiency. Exploiting these advantages, multiple access schemes like Orthogo-
nal Frequency Division Multiplexing Access (OFDMA) and Multicarrier Code
Division Multiple Access (MC-CDMA) have been proposed. MC-CDMA and
OFDMA both have strong potentials of becoming future generation de-facto
multiple access scheme. In fact, OFDM is being used in various contemporary
communication systems including digital audio and video broadcasting (DAB
and DVB) [1],[2] and wireless LANs [3], whereas OFDMA has been standard-
ized for the PHY layer of IEEE 802.16 wireless metropolitan area networks and
the downlink of 3GPP-LTE [4],[5].

Besides all its advantages, OFDM comes with a fundamental problem of gen-
erating occasional very high peaks in its transmit signal which is often quantified

T.-h. Kim et al. (Eds.): FGCN 2011, Part I, CCIS 265, pp. 67–76, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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by the parameter called “Peak to Average Power Ratio” or PAPR. As power am-
plifier are generally operated near the saturation point, if PAPR is high, e.g.,
the peak power of the signal crosses the operating range of the amplifier, it may
get driven well into the saturation region causing severe bit error ratio (BER)
degradation due to non-linear amplification. On the other hand, increasing op-
erating range of the amplifier or operating it with high back-offs is not practical
for many power constrained devices, specially for hand-held mobile terminals.
Hence PAPR reduction is a crucial issue for any system that uses OFDM.

Base band 
Modulation

Serial
To

Parallel IFFT

Parallel
To

Serial HPA

Noisy
Channel

Subcarrier
Switching

Base band 
demodulation

Parallel
To

Serial FFT

Serial
To

Parallel

Subcarrier
De-

switching

PAPR
Estimator

Transmitter

Receiver

Fig. 1. OFDM system block diagram with subcarrier switching

Literature survey shows that the investigation of PAPR reduction has been a
very active field of research for the last couple of years and quite a large number
of techniques have been proposed. Amongst them, some of the fundamental and
generic proposals for PAPR reduction include signal clipping, selected mapping
(SLM) and partial transmit sequences (PTS) etc. [6]-[8]. While signal clipping
is a very simple and effective PAPR reduction technique, it can exert a negative
impact on the spectral containment of the transmitted signal and thus cause
inter-channel interference (ICI) [9]. The PTS and SLM techniques are distortion
less methods but they require transmission of extra information known as side
information to the receiver, which decreases the data throughput.

Recently, other than considering generalized architecture, PAPR reduction
investigations are focusing on systems that are based on different standard spec-
ifications, e.g., WiMaX (IEEE 802.16) or wireless LAN (802.11) [10]-[12]. In
particular, the scheme described in [11] known as the null and data subcarrier
switching method shows significant PAPR reduction by switching data subcar-
riers with null subcarriers specified in the IEEE802.11a standard specifications
[3]. Unlike signal clipping, it does not distort the transmission signal and also
there is no need for side information transmission as required by SLM or PTS
techniques. But the problem of this method is its high computational overhead.
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In this contribution, we propose a modified technique of null and data subcar-
rier switching which requires much less computations compared to the original
method [11] and yet achieves almost same level of PAPR reduction. Then we
extend our method of low computational complexity for further PAPR reduction
by making a compromise on the advantage of no-side information. We show that
to achieve similar PAPR reduction, the original method with no-side information
requirement is almost impractical due to its extremely high level of computa-
tional overhead. Finally, we take into consideration a non-linear power amplifier
and a noisy channel and demonstrate the comparative BER performance of our
method with the original one.
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Fig. 2. Inputs and outputs of IFFT

We organize the rest of the paper as follows. In the following section, we
show and discuss the system model that we have considered. Detail discussion of
our method is given in section 3. Section 4 deals with the performance analysis
results and related discussions. And finally in section 5, we make some concluding
statements.

2 System Model

Figure 1 shows the model of an OFDM system where blocks with solid lines
and dashed lines represent the fundamental components and the components
for PAPR reduction scheme respectively. In this model, at first binary random
input data is baseband modulated that generates input symbol given by x[i] =
x[0], x[1], ..., x[N − 1]. They are then converted from serial to parallel and fed
into the IFFT module. The IFFT module performs the task of multicarrier
modulation. Output of the IFFT is parallel to serial converted and the resultant
discrete time domain symbols is given by Eqn. 1.

X [n] =
1√
N

N−1∑

i=0

x[i]ej 2πni
N , 0 ≤ n ≤ N − 1 (1)
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Fig. 3. Non-linear power amplifier input-output response

The time domain signal is then amplified by a high power amplifier (HPA) and
transmitted to the noisy wireless channel. The receiver perform the opposite
operations and finally detects the transmitted symbols.

Now, for PAPR reduction purpose a subcarrier switching module along with
PAPR estimator block are inserted in the transmitter whereas a subcarrier de-
switching module is placed in the receiver. The subcarrier switching module
performs the operation of switching between null and data subcarriers. We de-
scribe in detail its operation in the following section. The PAPR estimator block
determines and stores the PAPR value of all the switching combinations and
transmits the signal with the lowest PAPR. PAPR in dB is expressed by the
following Eqn.

PAPR(dB) = 10 log10

max|X [n]|2
E [|X [n]|2] (2)

where E[·] denotes expectation.
As mentioned before, our PAPR reduction scheme is based on the IEEE

802.11a WLAN standard [3]. This standard specifies a total of 64 subcarriers
that includes 12 null subcarriers. The remaining 52 subcarriers are used for
data (48 subcarriers for user data and 4 subcarriers for pilot data) transmission.
Among the 12 null subcarriers, 6 subcarriers work as guard-band at the low-
frequency edge of the spectral band of the subcarriers while 5 subcarriers serve
as guard-band at the high-frequency edge. The remaining one is placed at the
middle to avoid direct current energy. The IFFT input-output lay out is shown
in Fig. 2 [3].

Finally, for simulating the HPA, we consider the Solid State Power Amplifier
(SSPA) model given in [13] where the AM-to-AM conversion characteristics is
expressed by Eqn. 3.

F [x] =
x

[1 + (x/A)2r ]1/2r
(3)
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where x is the amplitude of the input signal, A is the saturated output level and
r is the non-linearity level. This model only considers AM-to-AM non-linearity.
The parameter r can be used to tune the level of non-linearity and it is depicted
in Fig. 3. A large value of r turns this amplifier into a linear one where as very
small values make it behave as a simple clipping amplifier.

Step: 1 Select {NC1, NC2, .., NCP }, P number of null subcarriers
out of available L for switching with total available N − L data
subcarriers.

Step: 2 Construct data subcarrier combination taking P number of
subcarriers at a time from data subcarrier index vector of length
N − L.

Step: 3 Switch the P null subcarrier with data subcarriers generated
in Step 2 such that the order of null subcarrier indices and data
subcarrier indices are same.

Step: 4 Apply IFFT for OFDM operation and calculate PAPR from
the time domain signal.

Step: 5 Repeat Step 2 to Step 4, CN−L
P −1 times for all other possible

subcarrier combinations and record the lowest PAPR.
Step: 6 Apply the data subcarrier combination corresponding to the

lowest PAPR as switched data subcarriers for signal transmission.

Fig. 4. Original null and data subcarrier switching

3 PAPR Reduction Method

The main contribution of this paper is a proposal to reduce the computational
overhead involved in searching low PAPR producing data subcarrier switching
positions proposed in [11]. The additional components required to implement
the switching technique is marked by dashed lines in Fig. 1 and we explain the
working principle here. If, we consider an N -size IFFT module with L number
of total null subcarriers, i.e., {NC1, NC2, .., NCL}, as per [11], once the number
of null subcarriers for switching is determined, say P , the null subcarriers for
switching {NC1, NC2, .., NCP } are needed to be switched with all possible data
subcarrier indices combinations for finding the lowest PAPR. And the underlying
constraint is that the order of data subcarrier and null subcarrier indices must be
same so that no side information is necessary for the receiver to perform the de-
switching operation. As a result CN−L

P number of search operations are involved
for every input data block, which in turn means that many IFFT operations are
required. For example, a system with N = 64 and L = 12, if P = 4 is considered,
C52

4 = 270725 number of search operations are required. The time involved in
such calculation may make this technique impractical for many delay sensitive
applications.

On this basis, we were motivated to consider modified approach for searching
that can reduce computational burden without making significant sacrifice in
PAPR reduction. In our proposed method, we apply incremental search by con-
sidering one null-data subcarrier switching at a time. For example, for P = 2,
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we at first only consider NC1 and search CN−L
1 , i.e., N − L times to look for

the data subcarrier position, say D1 yielding lowest PAPR when switched with
NC1. After this, we apply the same operation for P2. But in order to keep the
order of null subcarriers and switched data subcarriers, we first remove all the
data subcarriers positions ≥ D1 from the search space. Thus the size of the data
subcarrier search space for NCi, i ≥ 1 is dependent on the outcome of search
with NCi−1. Step-by-step by descriptions of the original null and data subcarrier
switching and our proposed methods are listed in Figs. 4 and 5 respectively.

Step: 1 Select {NC1, NC2, .., NCP }P number of null subcarriers
out of available L for switching with total available N − L data
subcarriers and set i = 1.

Step: 2 Select a data subcarrier from data subcarrier index vector.
Step: 3 Switch the the null subcarrier NCi with the data subcarrier

generated in step 2.
Step: 4 Apply IFFT for OFDM operation and calculate PAPR from

the time domain signal.
Step: 5 Repeat Step 2 to Step 4 for for all other data subcarriers one

at a time, record the lowest PAPR and mark the corresponding
data subcarrier as DCi.

Step: 6 Remove all data subcarrier indices ≥ DCi from data subcar-
rier index vector and increase i by 1.

Step: 7 Repeat Step 2 to Step 6 P − 1 times.
Step: 8 Apply the data subcarrier combination

{DC1, DC2, .., DCP } as switched data subcarriers for sig-
nal transmission.

Fig. 5. Proposed null and data subcarrier switching

The computational complexity reduction is depicted in Table 1. As we can
see, for P = 2, maximum computations required by our method is only about
7.76% of the original one, i.e., a reduction of around 92.24%. Again for the
original method, with higher values of P , one expects more reduction in PAPR.
But at the associated computation cost can be extremely high. For example,
as mentioned earlier, for P = 4, 270725 number of searching is required which
makes it almost unfeasible for practical implementation. As a matter of fact if
significant PAPR reduction can be achieved with P = 2, higher values of P may
not be required. Thus primarily we compare our method with the original one
for P = 2.

Table 1. Comparative computational complexity

No. of switched null No. of Searching
subcarriers, P Original Proposed (Maximum)

2 1326 103
4 270725 202
6 20358520 207
8 752538150 388
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Our method with P = 4 is also computationally efficient compared to the
original one for higher values of P . But due to reduction of the search space for
every increment in P (Step 6), there remains a possibility of the search space get-
ting very limited for Pi, i ≥ 1. This problem becomes very much probable when
P ≥ 2. In order to avoid this problem, we propose another searching where we
relax the need for keeping the order of the switched null and data subcarriers
by modifying step 6 as below,

Step: 6 Remove data subcarrier index DCi from data subcarrier index vector and increase i by 1.

Table 2. Simulation parameters

Modulation scheme BPSK
IFFT size 64

Number of data subcarriers 52
Number of switched null subcarriers 2, 4

Total number of OFDM symbols 104

Oversampling factor 4
HPA Model SSPA

HPA level of non-linearity, r 2
Channel model AWGN

This eventually also removes the constraint of switched null subcarriers and
data subcarriers having the same order. As a result the receiver can not perform
the opposite operation of switching unless it has some extra information. Thus
the need for side information comes into effect. We think this trade-off is worthy
of, since some side information (e.g. control signal) is always needed irrespective
of whether any PAPR reduction scheme is applied or not.

4 Performance Evaluation

Our simulation is based on the IEEE802.11a standard specification. However,
without distinguish between user data and pilot data subcarriers, we used all the
52-not null subcarriers for switching with null subcarriers. In contrast, one may
recall, 48 data subcarriers was used in [11]. We considered BPSK modulation
and investigated scenarios for both P = 2 and P = 4. For accurate estimation
of PAPR, we considered an over sampling factor of 4 [14]. All the pertinent
simulation parameters are listed in Table 2.

Figure 6 shows the complementary cumulative distribution function (CCDF)
of PAPR without any PAPR reduction scheme, the original null and data sub-
carrier switching scheme and our proposed scheme, the later two with P = 2.
In this figure, we refer to the original null and data subcarrier switching as “SC
Switching” and our method as “Reduced complexity (No side info required)”
respectively. To make a fare comparison, we selected the null subcarriers in-
dexed at ±27 (pls. refer to Fig. 2) as was done in [11]. As can be seen from
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Fig. 6. Comparative PAPR distribution for P = 2

Fig. 6, compared to no PAPR reduction scheme, our method achieves significant
PAPR reduction which is slightly inferior to the original method. For exam-
ple the probability of PAPR equalling or exceeding 6dB is around 0.6 when no
PAPR reduction scheme is applied. Compared to this, the corresponding prob-
abilities of our proposed method and the original method are approximately 0.2
and 0.18 respectively. Again in other terms, with a 0.2 probability, our method
and the original method shows PAPR of approximately 6dB and 5.9dB respec-
tively. It means our method shows a 1.66% degradation in PAPR reduction. This
very little loss is more than compensated when we consider 92.24% reduction in
computational complexity as was mentioned before.

In Fig. 7, we show the result with P = 4. Here, we selected null subcarriers
positioned at ±27,±28 for switching. Our methods of both requiring side-info
and no side-info are shown. If we sacrifice some throughput by sending small
amount of side-info, our method can achieve good PAPR reduction with very
little computations compared to the original method. Here, we need to send
the switched data subcarrier index to the receiver with which it will exchange
the values of the null subcarrier. Since log264 = 6 bits is required to represent
a subcarrier index, four 6 − bit words will be needed for this purpose. In this
figure we can see with a 0.2 probability, our method (side info reqd.) and the
original method shows PAPR of approximately 5dB and 4.7dB. And the associ-
ated number of searchings are 270725 and 202 (maximum) respectively. Which
means our method shows 6% higher PAPR and requires additional side-info but
reduces 99% computational complexity.

Finally, in Fig. 8, the BER result for our proposed system (P = 2) under the
influence of AWGN channel and non-linear HPA is depicted. We fix the non-
linearity level r = 2 and the saturation power level at 3dB. This result shows
the combined effect of the noise contamination by the wireless channel and the
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Fig. 8. Comparative BER performance for P = 2

non-linear amplification due to high PAPR. As we can see from this figure,
our proposed method shows almost similar BER as the original one. And this
performance is better compared to OFDM system with no-reduction strategy
applied.

5 Conclusions

Null and data subcarrier switching scheme is a very recent technique of PAPR
reduction which appears to be an effective solution for IEEE 802.11a OFDM
system. But the associated computational overhead can be very high specially
when higher number of null subcarriers are used for switching. In this paper, we
presented a modified technique for searching the data subcarriers positions to be
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switched with null subcarrier with reduced complexity. We demonstrated that
when 2 null subcarriers are used for switching, the proposed method achieves
very high computational complexity reduction yet achieves similar PAPR com-
pared to the original method. And the associated BER performance is also very
good. For higher number of null subcarriers, we compromise on the no-side infor-
mation requirement to achieve acceptable PAPR with very low computational
overhead.
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Abstract. With the rapid development in hardware and software of wireless 
communications, applications of real-time positioning systems have been widely 
used; among them the Global Positioning System is the most popular [1]. 
However, the satellite signal is obstructed by the sheltering effect of the building 
and becomes too weak to be applicable for indoor positioning. Instead, the 
wireless sensor networks techniques are suitable for indoor positioning, for 
which many related researches and applications have been proposed. Based on 
the ZigBee wireless technology operating on the IEEE 802.15.4 physical radio 
specification, we use the Received Signal Strength Indicator together with the 
Signal Patent Matching method for positioning. Furthermore, to enhance 
accuracy of positioning, we adopt a sampling method to compare on-line samples 
as well as the rotation sampling positioning method. 

Keywords: Wireless sensor networks, Indoor positioning, Rotation sampling, 
Received Signal Strength Indicator, Signal Patent Matching. 

1   Introduction 

In recent years, due to rapid development of wireless communication techniques and 
increasing popularity of mobile devices, measurement systems tend to be wireless, 
miniaturized, modular, web-based, economy-oriented, and power-saving; and so the 
real-time locating services technique based on wireless networks becomes one of the 
most active research topics. On the other hand, because the wireless network has 
advantages such as power-saving, large network nodes, and low cost, the wireless 
sensing techniques have been widely used in the home life, environmental monitoring, 
commercial, and military applications. This paper studies indoor positioning. With the 
aim to enhance accuracy of positioning, the Received Signal Strength Indicator (RSSI) 
as well as the Signal Patent Matching method is used to calculate the possible position 
of targets. 

The rest of this paper is organized as follows. Section 2 briefly describes related 
works of indoor positioning techniques. Section 3 introduces the experimental 
environment, provides experimental results, and performs analysis. Finally, Section 4 
concludes the paper. 
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2   Related Works 

In recent years, extensive research has been conducted on the Wireless Sensor 
Network (WSN), in which positioning of sensors is a very important issue. 
Currently, positioning algorithms used in WSN can be divided into two categories: 
Range-base and Range-free. The former required some information to measure the 
distance, such as the distance, angle and time difference of the location node and 
location tag. It is more accurate but need to pay additional cost of equipments. The 
related methods include Time of Arrival (TOA) [2][3], Time Difference of Arrival 
(TDOA) [4][5][6], Angle of Arrival (AOA) [7][8][9], and Received Signal Strength 
(RSS) [10][11]. The latter can locate the position without information of the 
distance, and the angle of location node and location tag. Its accuracy is less than 
that of Range-base, but it does not need to pay extra costs for equipments to obtain 
the distance and angle data. Thus, it is more suitable for low-cost and low-power 
WSN applications. Its related methods include DV-Hop Localization Algorithm [12], 
and Signal Patent Matching [13].  

TOA, AOA, and TDOA positioning methods require more complex calculations 
and additional hardware to perform the time synchronization mechanism; whereas the 
RSS positioning method has advantages of low-cost, simple operation, and without 
the need to modify hardware. So we adopt RSSI for indoor positioning.  

3   Experimental Methods and Results 

In the experiment, a laboratory with a rectangular space of 10 x 4.5 square meters is 
used, in which a space of 6 x 3 square meters is planned into 11 x 6 = 66 reference 
points with an adjacent distance of 60 cm, as shown in Fig. 1. 
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Fig. 1. Experimental environment 
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As listed in Table 1, four sets of experiments are performed using different location 
tag sampling methods with different rotation angle, in which the control group uses 
the fixed location tag sampling method. For Case 4, the object interference comes 
from a person or moving object.  

Table 1. Experimental sets 

 Case 1 Case 2 Case 3 Case 4 

Sampling Methods 
Fixed without 

rotation 
180° 360° 

360° with object  

interference 

Figure 2 shows the experimental results. In view of accuracy of positioning, Case 3 
is the best with an average location error about 65 cm, while Case 1 and Case 2 have 
close average location errors of 84 cm and 88 cm, respectively. Case 4 is the worst case 
with an average location error of 94 cm due to interference of moving objects. 

 

Fig. 2. Average location errors with different positioning sampling methods 

Figure 3 shows distribution of location errors for the best three sampling methods in 
positioning. For Case 3, about 52% localization errors are under 60 cm, 
41% localization errors between 61 cm and 120 cm; and especially, no location errors 
greater than 180 cm are measured, whereas in Case 1 and Case 2, about 9% location 
errors exceeding 180 cm. 
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Fig. 3. Distribution of location errors with different sampling methods 

4   Conclusion 

The experiment results show that Case 3 measurement setting with a rotation angle of 
360° performs best, in which about 22% enhancement of average location accuracy is 
achieved compared to Case 1 with the fixed and non-rotating sampling method; and 
particularly, more than half, that is, 52%, of localization errors can be controlled 
under 60 cm, so we infer that the Case 3 setting is best for indoor positioning in a 
small space. Moreover, based on average location errors for Case 3 and Case 4 
settings, we observe that in wireless environments if the location tag is suffered from 
interference of moving objects, the average accuracy of positioning can be reduced by 
as much as 44% and the location error is much aggravated.   
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Abstract. In recent years, as rapid advances in wireless and mobile communications 
and continuing decreases in hardware costs, applications of the wireless sensor 
network are widespread; whereas location estimations in the wireless sensor 
technology are crucial for their use. Among them, Location-based services have 
been developed rapidly and find their applications in areas such as medical care, 
warehouse management, and mobile guide systems in public spaces. In this paper, a 
fingerprint based location estimation technology in the ZigBee networks is 
investigated, in which the collection method to build the signal strength database 
and the configuration of sensor nodes are examined. Furthermore, the k-nearest 
neighbor algorithm is used to increase accuracy of location estimations for 
compliance with relevant applications. 

Keywords: wireless sensor network, indoor localization, fingerprint, k-nearest 
neighbor algorithm. 

1   Introduction 

As the wireless sensor technology advances, its applications in environmental, military, 
and daily home life are numerous. The location based technology is very important for 
applications such as home care, automated warehouse management, personnel 
management, and museum tour guide. For home care, the location based technology is 
used to provide real-time information of the patients and avoid losing traces of them; 
and with the aide of control systems, it can automatically issue warning messages to 
signal needed assistance whenever it senses that the elderly stays in the stairway or 
bathroom too long. For storage management, the location based technology can be used 
to find the relevant items and automatically send them to their destinations with 
automatic control systems [1][2][3]. Applications of the location technology are very 
wide, for more examples, it can be used to seek one’s friends or family members in vast 
venues or public spaces such as supermarkets, museums, and libraries. 
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2   Research Methods 

In our study, we use the fingerprint approach together with the weight method, and then 
adjust the weight by the k-nearest neighbor algorithm. These methods are described in 
the following [4~9].  

2.1   Fingerprint Method 

In this paper we adopt the fingerprint method reported by Bahl et al. in [10] as the 
primary location method for indoor environments. The fingerprint method uses the 
signal intensity as the feature of the reference point. In order to determine the location 
of a tag, the strength of the received signal from sensor nodes is compared with the 
signal strength database to estimate similarity of its feature. 

2.2   Weighted Scaling for Sensor Nodes 

Thus, in our location estimation algorithm higher weights are assigned to sensor nodes 
with stronger signal strength. In the experiment, the weight is set as signal strength / 
100. For applications need to estimate locations for tags in a wider range of place, the 
weight can be assigned with larger values. Equation (1) is used to calculate the 
weighted difference value: 
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3   Experimental Settings and Results 

The experimental settings and results are given and discussed in the following. 

3.1   Effect of Sensor Nodes Configuration 

As expected, the number of sensor nodes and configurations of their location affect 
accuracy of location estimations. In the experiment, four or six sensor nodes in 
different configurations are investigated as shown in Figure 1. 

1. In Configuration 1, four sensor nodes are placed in B, C, D, and E; in this way, a 
half of the experimental environment is not surrounded by these sensor nodes. 

2. In Configuration 2, four sensor nodes are placed in the four corners of the 
laboratory, A, C, D, and F. 

3. In Configuration 3, six sensor nodes are placed in A, B, C, D, E, and F. 
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Fig. 1. Three configurations of sensor nodes  

Figure 2 shows experimental results of the best, average, and worst location errors for 
three configurations of sensor nodes. We find that location errors are smallest with 
Configuration 3, in which the average location error is 86.6 cm; and largest with 
Configuration 1, in which the average location error is 128.1cm. In the experiment, the 
location errors are found to be largest at the left and right to the center locations of the 
laboratory. To solve this problem, two sensor nodes are added to the top and bottom 
locations in the center of the laboratory in Configuration 3. As shown in Figure 2, the 
average location error in Configuration 2 is 111.8 cm, and the average location error is 
diminished to 86.6 cm in Configuration 3. We also observe that the location errors are 
most uniformly distributed in Configuration 3. We conclude that by placing two sensor 
nodes at the top and bottom in the center, the location error is effectively reduced. 

 

Fig. 2. Location errors for three sensor configurations 

3.2   Weighting Effect 

Figure 3 shows the best, average, and worst location errors with or without considering 
weights formulated in Equation (1). We find that the average location error drop from 
86.6 cm to 84.8 cm, and in the best case, from 31.9 cm to 28.0 cm, an improvement of 
12%. 
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Fig. 3. Location errors with or without considering weights 

3.3   Effect of Weight Assignments 

Four sets of weight assignments are investigated to find their effects on the location 
estimation.  

In Setting 1, the k-nearest neighbor method is not used, and the location is chosen 
according to the minimum difference value; whereas in Setting 2 to Setting 4, the 
k-nearest neighbor method is considered. In Setting 2, both the weights in the 
condensed and dispersed patterns are set as 1. In Setting 3, both the weights in the 
condensed and dispersed patterns are set according to their differences. In Setting 4, the 
weight in the dispersed pattern is set as 1, while the weight in the condensed pattern is 
set according to the square of the difference. 

Figure 4 shows the location errors for the four weight assignments. We find that with 
the k-nearest neighbor method in Setting 2, the average location error is reduced by 
10.1cm, while the average location error is further reduced by 2.8 cm by adjusting 
weights in Setting 4. Especially, in the best-case scenario the location error is reduced 
by 5.7cm. For applications that can exclude the worst-case scenario, the improvement 
on location estimations is even more effective. 

 

Fig. 4. Location errors with different weight settings 
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4   Conclusion 

We investigate the fingerprint technique with weighted scaling for location estimations 
in indoor environments. The signal strength database is built with data collected with an 
all directions transmission approach by a turntable setting to evenly send out signals to 
reduce directional effect of wireless transmission and effectively reduce data collection 
time. A variety of sensor nodes configurations are tested to improve accuracy of 
location estimations. The experimental results show that the average location error is 
reduced from 128.1 cm for Configuration 1 to 82 cm for Configuration 3 and weighted 
scaling in Setting 4. For k-nearest neighbor algorithm, various weight settings are 
examined to reduce location errors. The experimental results show that the location 
error is reduced from 32.2 cm to 26.5 cm, an 18% improvement. For applications in 
which events of the worst case can be eliminated, the benefit of weighted scaling will 
be more significant. 
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Abstract. With the progress of information technology, digital data is a major 
trend of business communication today. Therefore, copyright protection of 
digital data has been an important research issue of information security. In the 
paper, we proposed an improved visible watermark scheme using multi-
parameters adjustable Gamma Correction to reduce the distortion, which can 
increase color saturation. Our experiments showed that the PSNRs of the stego 
images with watermark embedded were up to 54.50 dB and 58.66 dB. 

Keywords: visible watermark, copyright protection, Gamma Correction, 
PSNR. 

1   Introduction 

Digital watermarking technology is used to embed watermarks in digital media 
including image, audio, video, and etc. On the Internet application, we embed some 
logo, like personal image, trademark, in digital media to prevent it from illegal 
download or use. Even though the illegal users steal the digital media, it is easy to 
approve and determine the intellectual property by extracting watermarks of digital 
media and to avoid being invaded. 

The watermark technology is divided into visible watermarking and invisible 
watermarking. The main advantage of visible watermarking [1-3] is that the 
watermark can be seen by eyes without extracting. However, its shortcoming is that 
watermark would destroy the presentation of media and it would be subtly removed 
by illegal user. As a result, visible watermarking is not appropriate for the modern 
digital application. In contrast, the invisible watermark [4-5] must be extracted by 
specific process, but it can reserve the original presentation of the cover image. Fig.1 
shows examples of visible watermark invisible watermark, respectively. 

The paper proposed a comprehensive visible watermarking based on multi-
parameters adjustable gamma correction, namely MPA-CVW, the watermark would 
change its background color to fit the embedded area. Multi-parameters adjustable 
gamma correction algorithm increases the saturation of the image and makes the  
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(a) (b) 

Fig. 1. The examples of (a) visible watermark, and (b) invisible watermark 

watermark easier to be identified by human eyes. Our experiments showed that the 
PSNRs of the images embedded the watermark were up to 54.50 and 58.66 dB. 

The rest of this paper is organized as follows. Section 2 describes the concept of 
Gamma Correction and its applications. Section 3 represents the proposed MPA-
CVW scheme and the experiments results are shown in Section 4. Finally, we have a 
conclusion. 

2   Gamma Correction and Its Application 

2.1   Gamma Correction 

Many monitors have the Power-law property. The same unit voltage cause different 
brightness in early CRT monitors. Its strength isn't linear. Beside, for properly 
display, it produces a curve deliberately. Finally, output display is linear. It calls 
Gamma Correction. 

We summarized two characteristics in human vision systems: 

1. People are more sensitive to the difference of grayness than the difference of 
hue. 

2. People are more sensitive to the difference of low brightness than the difference 
of high brightness. 

In other words, people are harder to distinguish the details in the dark than in the 
bright. 

2.2   Advantage of Gamma Correction 

Hidden message explosion of digital imaging technology is widely used in recent 
years. The technology has been applied to retrieve the blurred message from images 
on geographical environment, astronomy, natural phenomena fields. For an example 
on the images of lunar surface, it is hard to distinguish the details in Fig. 2(a), but it 
would be easy to identify after Gamma Correction in Fig. 2(b). 

Normal Gamma correction makes watermark appear on image, but it often causes 
overexposure that is hard for human eyes to recognize the watermark. In this paper, 
we proposed a comprehensive visible watermarking scheme based on multi-
parameters adjustable Gamma Correction (MPA-CVW) to improve the quality of 
embedded watermark image. 



 Visible Watermarking Based on Multi-parameters Adjustable Gamma Correction 89 
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Fig. 2. An example of Gamma Correction application on lunar surface image. It is hard to 
distinguish the details in Fig. 2(a), but it would be easy to identify after Gamma Correction in 
Fig. 2(b). 

3   Comprehensive Visible Watermarking Based on  
Multi-parameters Adjustable Gamma Correction  

Comprehensive visible watermarking based on multi-parameters adjustable Gamma 
Correction (MPA-CVW) would change its background color to fit the embedded area. 
Multi-parameters adjustable gamma correction algorithm increases the saturation of 
the image and makes the watermark easier to be identified by human eyes. MPA-
CVW is described as the following steps: 
 
Step1. First, we do Gamma Correction on original image. Suppose that Ninput and 
Noutput are the strength of monitor input and output, respectively. Note that our 
experiments shown that the best constant r was 0.6 in Gamma Correction (Eq. 1) 
where c and r are constants.  

Noutput = c × Ninput
r. (1)

Step2. We calculate the largest gradient i* to select the area for embedding watermark. 

)(maxarg* iGi
i
∇= . (2)

Step3. After Gamma Correction, we perform de-noising function D to obtain the 
image I’j where δj is j times de-noising limited by δman and IG is the image after 
Gamma Correction.  

),('
jGj IDI δ= , maxδδ ≤j . (3) 

Step4. We select the best location P for watermark embedding where has the 
maximum difference between each pixel and i* on Ij

’. The embedded region R is based 
on the location P and set the same block size with the watermark we will embed. 
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}1,1|),('{ 0000 −+≤≤−+≤≤= wtj WyyyWxxxyxIR . (5)

Step5. Suppose that T is a noise threshold. We continue performing de-noising again 
until the equation (Eq. 6) does not holds. 
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Step6. The maximum of R, G, and B value of each pixel in the selected region is set as 
index to adjust the saturation of the image. The two watermark strength α and β are 
adapted based on the index to be embedded on the cover image. However, if the 
added strength is over 255, subtraction is instead of addition in embedding operation. 
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Step7. Convert the stego image Ĩ from RGB color system into HSV system. The 
proposed multi-parameters adjustable gamma correction (MPA-GC) performs 
Gamma Correction based on hue γH, saturation γS, and value γv respectively. The 
range of value γH, and γS) are between 0.6 and 1 and γV is from 0.6 to 2. The stego 
image would be more saturated enough to make the watermark more integrated with 
the surrounding in a normal visual angle. 

),,,(
~~

VSHinputoutput IGCMPAIMPA γγγ−=− . (8)

4   Experiment Results 

This section describes the experiment results of MPA-CVW. Figures 3(a) and 3(b) 
were original image, and 3(c) was the binary watermark to be embedded. The Figures 
3(d) and 3(e) were the stego images of 3(a) and 3(b) with the watermark embedded by 
using MPA-CVW, respectively. The embedded watermark was not binary because it 
changed its color to fit with the selected area. The PSNR is most commonly used as a 
measure of quality of watermark technology. The stego images embedded by MPA-
CVW were high quality because the PSNR of 3(d) and 3(e) were 54.6 dB and 58.66 
dB, repectively. 
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(a) (b) (c) 

 

 

(d) PSNR：54.60 (e) PSNR：58.66  

Fig. 3. (a) and (b) were original images with 400×400 pixels and 768×768 pixels. (c) was a 
binary watermark with 250×100 pixels. (d) and (e) were the stego images by MPA-CVW. 

5   Conclusion 

In the age of digital rights management (DRM), the applications of intellectual 
property right protections cover fields such as TV, broadcasting, publishing industries 
and etc. All the researchers in the fields tried to find a good technology to satisfy the 
both requirements: availability and security of contents. In practice, visible watermark 
is mainly applied to protect the image contents. 

This paper proposed the an improved visible watermark scheme using multi-
parameters adjustable gamma correction (MPA-CVW) to reduce the distortion, which 
can increase color saturation and is more integrated with the surrounding in a normal 
visual angle. Our experiments showed that the PSNRs of the stego images with 
watermark embedded were up to 54.50 dB and 58.66 dB. 
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Abstract. In this paper, a mesh routing protocol is proposed to deliver sensing 
information effectively in a disaster environment. Many disaster application 
scenarios in the emergency network of wireless sensors require connectivity 
between nodes in order to transmit the collected data to a sink node. In case one 
critical connection is cut by accident, a tree routing structure has possibility of 
failure which results in delay or disconnection. In tree routing protocols, the 
packets follow the tree topology for forwarding the emergency data to the sink 
node, even if the node is located near to the source node. In the disaster site 
with the existing tree topology, the sensor network is not a very efficient 
network. In this paper, we present an enhancement of the tree routing protocol 
by implementing a mesh routing protocol based on tree overlapping. The 
concept of tree overlapping is to derive a mesh topology by overlapping all the 
tree structures in the sensor network where each tree structure is rooted at each 
sensor node. The simulation results show that the proposed algorithm provides 
shorter average end-to-end delay, reduces the number of hop counts, and also 
decreases the energy consumption compared to the conventional tree routing 
protocols. 

Keywords: Tree overlapping, Mesh routing protocol, Topology control, 
Wireless sensor networks, Disaster environment. 

1   Introduction 

Recent advances in wireless communications and electronics for disasters 
prevention/detection have enabled improvements in low–cost networks through the 
use of various sensors. In a survey on sensor networks, Akyildiz et al. [1] reported 
results from a survey of protocols and algorithms, describing the design constraints 
and communication architecture of sensor networks. Willing [2] discussed the 
selection of promising and interesting research areas for protocols and systems for 
wireless industrial communications. Existing studies are difficult to apply to real-life 
situations because the existing networks for disaster and protection systems differ 
from those of research [2]. 

A wireless sensor network (WSN) is a system which can detect and manage 
environmental information, such as temperature, toxin concentration, and humidity, 
through a wireless sensor network. With developments in wireless communication 
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technology, WSN systems are able to provide information on traffic, the climate, and 
the environment, all in real time. A WSN can change sensor network topology by 
inserting and eliminating sensor nodes [1] and can be ad hoc and self-organized [3,4]. 
In order to use this type of system for disaster protection in a disaster area, new 
network structures and routing protocols are required. Researchers in wireless sensor 
networking have suggested many multi-hop routing algorithms [5]. Existing routing 
protocols will be studied to discover which are best-suited for WSN. Related studies 
have been conducted on the design space of wireless sensor networks [6], but mesh 
routing on wireless sensor networks has many limitations regarding improvements in 
the reliability and robustness, power conservation, protocol complexity, and topology 
control. Routing protocol of wireless sensor network is generally the tree routing 
protocol of collection type, at the present. In general, tree topology is effective in terms 
of the fast information delivery to set up a network, but it is serious for the problem of 
reliability owing to the transmission failure at the disaster in the middle when there is a 
serious breakdown in communications and a loss in node because it is a lack of the 
flexibility of communication path. In addition, there is a problem in scalability and 
durability of network. Therefore in this paper, information is gathered in real time 
without delay in a disastrous situation, and based on it, we propose mesh routing 
protocol based on the tree overlapping to be able to react fast; data transmission, when 
a disaster happens with synchronousness to react promptly prompt, and with 
redundancy for being operated without a break for the prompt response in emergency 
situation. The purpose of our research is to develop the routing protocol that proposes 
mesh routing protocol based on tree overlapping and that monitor its information in 
real time in a disastrous situation, and that effectively copes with and prevents the 
situation. Ye et al. [7] reported results from minimum cost forwarding algorithm, is an 
algorithm for efficiently forwarding packets from sensor nodes to a base station with 
the useful property that it does not require nodes to maintain explicit path information 
or even unique node identifiers. In particular, Joe et al. [8] reported the results from an 
efficient bi-directional routing protocol, describing address notation and 
communication architecture of sensor networks. Researchers used the fixed address 
map 8 bytes in order to store the information of nodes in the routing table. Therefore 
the maximum number of nodes is 65535 in the routing table of the sensor network. 
And the size of the address map can be varied by 2 bytes if necessary. 

2   Tree Overlapping-Based Mesh Routing Protocol 

Tree routing algorithm realized on TinyOS has an advantage because it is simple and 
easy to calculate and manage, but it has also a problem to transmit data inefficiently 
via many nodes the message which can transmit by one hop because it transmits data 
considering only whole blood. This problem brings about severe loss of network, 
since transmission obstacle and its failure happen due to the destruction of sensor 
node in a disaster environment. We propose a tree overlapping-based mesh routing to 
solve this problem. 
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To solve the problem of path transmission failure according to data transmission 
and sensor node of destruction with ineffective transmission, we propose to decrease 
the transmission hop counts and end-to-end delay in this paper. 

2.1   Mesh Network Node Types of Tree Overlapping 

Tree overlapping Mesh Network is composed of three kinds of devices: mesh 
coordinator (MC), a Mesh Router Node (MRN), and a Mesh End Node (MEN). In IEEE 
802.15.4-SPEAK, both MC and MRN are full-function devices, and an MEN is a 
reduced-function device. First of all, only one MC of the network components exists as 
the network coordinator. MC plays a role of initializing the network information and the 
role serves as the PAN coordinator in view of IEEE 802.15.4 standard. MC consisting of 
a FFD (Full Function Device) connects an external network through the gateway. The 
power supply into MC is easy, for it is connected with outside power. Second component 
of the MRN carries out the multi-hop routing within mesh network and several MRNs 
exist. MRN join the network both through mesh coordinator and through mesh routers 
already involved in the network. Function of MRN in the IEEE 802.15.4 standard serves 
as the role of the coordinator. The device type of mesh routers is composed of physical 
devices FFD. As the final component, MEN is an RFD (Reduced Function Device) 
device acting as the leaf of the network with limited functionality. It aims at working for 
the purpose of sensing data from the environment and transmitting to MRN, and is joined 
to the network through MRN. MEN can’t accept any device to join the network and 
because of its limited energy it is changed to sleep mode to save its energy. 

2.2   Mesh Routing Protocol 

Cluster Setup 

The first step forms a cluster tree structure based on the cost information of each 
sensor node, as shown in Figure 1. For the link cost, we evaluate the quality of 
communication path by using the concept of route cost, and consider, above all, low 
cost-optimal routing path [9]. Low cost means that small hop-count from root node 
and at the same time link quality are high. By using link quality indication (LQI) that 
we take when the algorithm to calculate link cost receives message frame of physical 
layer of IEEE 802.15.4 and MAC layer, we combine the distance of transmission 
path, the quality of it etc., and hop-count, and calculate synthetically them [10]. 

 

Fig. 1. Cluster tree formation 
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• Premise: After each MRN is initialized, and delayed random to escape crashes with 
other MRN nodes, beacon message is periodically broadcasted. 

• Step 1:  Child node, MEN connects on the network and receives beacon message 
to form a parent-child class system between MRN. 

• Step 2:  MEN receives beacon message and it checks link cost between MRN and 
itself. Link cost here, the main barometer of routing consists of EXT (Expected 
Transmission Count), LQI (Link Quality Indication), and RSSI(Receive Strength 
Signal Indication) [11] 

 

 (1) 

 
 
 

• Step 3:  The standard that MEN receiving beacon messages chooses parents the 
least cost value, namely, has a choice the best MRN as its parents in link condition 
considering the least calculated cost value, 

Process of Tree Topology Structure 
 

The formation of mesh network based on proposing tree overlapping is a process for 
making the communication between each MRN node possible and is progressed as 
following order. It forms tree topology of the central MRN each. It chooses parent-
node and the process forming tree topology is as following. First, sink node, route 
MRN initializes cost value into zero, and broadcasts periodically to neighborhood 
MRN nodes. Neighborhood MRN receiving mesh beacon message, after calculating 
the total of cost value measured in the cost value received and 1-hop relationship. In 
this situation, chooses MRN node that has the least cost value and decides as parent-
MRN. The tree topology formation process of each MRN centered node in whole 
network is as in the following, if optional MRN gets itself known as a root, MRN 
nodes are to form with route MRN as the center. Each MRN node at this moment 
calculates link cost to route set up. This process is repeated from root node to whole 
network. Through operating mode given above, if optional node in sensor network 
makes data, it transmits data to its parent-node. Through this process, MC plays a role 
in collecting data generated from all the nodes. If tree topology formation process 
centered each MRN node of whole network, gets it known, above all, each optional 
MRN in this network is its route, MRN nodes for routing. 

Process of Tree Overlapping-Based Mesh Network Topology Structure 

• Step 1: MRN transmit periodically mesh beacon message.  
• Step 2: Neighbors MRN receive mesh beacon message from MRN which 

participate in network and put the least expense measured from MRN root and 
MRN address into beacon message, and transmit MRN list table. 
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Mesh Routing Table 
 
In the mesh routing table used in the proposed protocol, the routing information 
navigated to the present is stored. The mesh routing table format is shown in Table 1. 
It is to about the structure and field of routing table. Mesh router or coordinator 
exchanges routing information with other mesh routers (MRN) to generate routing 
path. When the routing information is exchanged, each MRN constructs mesh routing 
table as in Table 1 based on the routing information which is received from 
neighborhood MRN. 

Table 1. Mesh routing table format 

Filed Name Data Length (Byte) Description 

MRN ID 1 Address of the source 

Root 2 The node address of the origin of the packet. 

Parent MRN 2 The address of the parent MRN node. 

Hop Count 2 
The number of network devices between the starting 
node and the destination node. Number of nodes 
traversed. Used for calculating route. 

Cost 1 The measured cost of beacon messages received. 

Child Table 8 The address of the child node list. 

 
The management of mesh routing table is as following. Each router updates its own 

routing table and keeps up to date with received information being link state. For 
example, in the composition of mesh routing table, if MRN node number 0 broadcasts 
mesh beacon message, link cost with MRN number 0, root is measured at MRN node 
in 1 hop. MRN node in 1 hop that is, MRN number 1, 2, 4 receive mesh beacon 
message and measure cost value as in Figure 4. Then, MRN received beacon 
message, put root address and the least cost value up to root in beacon message, and 
send it. At this time, each MRN initializes cost value of root MRN into 0, and it 
constructs mesh routing table. 

MRN number 4 transmit beacon message including mesh routing table information 
to neighboring node. Mesh beacon message broadcasts the lowest cost value in root 
number 0 MRN and in root number 1 MRN. At this moment, comparing its own mesh 
routing table value with the cost received, neighborhood nodes updates the lowest 
cost. The composition of mesh topology changes existing tree topology and turns 
every MRN participating in network into root, next makes tree topology, then decide 
parent MRN corresponding each root, finally, overlaps tree topology formed. If each 
MRN overlaps rooted tree topology, mesh topology is completed as in Figure 3(b). 
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Fig. 4. Mesh beacon messages sent by MRN number 4 

3   Performance Evaluation 

In this work, we realize mesh routing protocol based on tree overlapping proposed in 
TinyOS [12]. We also compared and analyzed the performance about the average 
attrition rate of electric power, hop-count, and transit delay [13], comparing with 
existing tree routing protocol [14]. Test bed environment chooses TelosB affiliation 
as the platform of sensor network, and wireless module used CC2420 RF a 
transmitter-receiver and microprocessor  used the sensor node loading MSP430 
(8Mhz) at Texas Instruments (TI). Network size of test bed is 50m× 50m. Its 
component parts are also MC 1, MRN 6, and MEN nodes 9. We experimented 5 
meters above ground with deck for smooth RF communication [15]. The protocol 
used in performance evaluation is used in tree routing based on the MulihopLQI 
protocol [16] realized at TinyOS 1.x and in mesh routing protocol based on tree 
overlapping at TinyOS 1.x. 

In the first experiment we compared and analyzed performance evaluation whether 
how much the two routings has power consumption [15,17]. Figures 5 and 6 show the 
power consumption of proposed MEN. The method is to measure the serial 
multimeter and short-circuit with the sampling value of 50ms. As a result, as the 
average value of the power consumption 7.56mA was achieved. Compared with the 
figure 32.3mA of the previous tree routing protocol applied MultihopLQI, the 
proposed TOMesh has been improved to 425%. 
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Fig. 5. Measured current consumption of the MEN   Fig. 6. Measured current consumption of 
                                            the MultihopLQI 

 

Fig. 7. The average delay between MRNs     Fig. 8. The average hop-count between MRNs 

In the second experiment we compared on the average transit delay and hop-count 
in communication between MRN. Figures 7 and 8 show that the farther are from sink 
node, more increased is the number of transmission-hop, so the average transmission 
delay was increased. As a result, if we use multi-hop routing protocol in this 
experiment, the farther it is in sink node, the more increased is the number of 
transmission-hop. As shown in Figures 7 and 8, the performance evaluation results of 
the proposed mesh topology (TOMesh) protocol are compared with those of the 
multi-hop tree (Multihop) protocol in terms of the average delay and average hop 
count. Our proposed mesh (TOMesh) protocol reduces average delay and average hop 
count. The enhanced algorithm is able to reduce the delay since the source MRN node 
by checking the most appropriate path to choose in transmitting the data packets to 
the destination node. In contrary multi-hop tree (Multihop) protocol sends all packets 
to the MC (mesh coordinator) then coordinator will transmit to destination node by 
following the long path which will increase the delay for transmitting the packets. 
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Fig. 9. The average delay between MEN and MRN   Fig. 10. The average hop-count between  
                                            MEN and MRN 

In the third experiment, we experimented data transmission between MEN and 
MRN and compared and analyzed the average transmission delay in Figure 9, the 
average hop-count in Figure 10 This experiment transmits data with MEN without 
routing function, sends with multi-hop more than average 2 hop than data 
transmission between MRN, and is about 20ms delay a hop. In addition, we found out 
that routing cost in TOMseh protocol in comparing tree routing protocol (Multihop) 
was remarkably low. Moreover, we found out that routing cost in TOMseh protocol 
was noticeably low as compared with tree routing protocol (Multihop). Protocol 
proposed compares the number of average hop per each node up to reaching 
destination. As a result, routing cost up to the destination node transmit the packet to 
the lowest neighborhood node. So routing cost was reduced. As a result, tree routing 
protocol (Mulihop) transmitted data via sink node, that is, takes not the shortest route 
but route and sent data to ineffective route via many nodes, and the average hop-count 
value and transmission delay was increased. 

4   Conclusions 

In this paper, we collected information in real time without delay in a disaster 
situation and proposed a mesh routing protocol based on tree overlapping to satisfy 
the ‘synchronousness’ that gives the immediate action based on the information and 
the ‘redundancy’ for operation without a break. In this paper, each MRN became root, 
formed tree topology, overlapped the topology, and constructed mesh network. 
Moreover, as the proposed mesh routing protocol transmits data through the best 
route, it is efficient and effective. The results of performance evaluation, the  
proposed routing protocol in end to end communication transmitted data more 
effective route than existing method, so it had effect that the number of average 
transmission hop decrease and PDT (Packet Delivery Time) was reduced. Also, paper 
proposed saved energy of each sensor node, and had 425% efficiency than the 
existing protocol in terms of the consumption of an average energy. 
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Abstract. MIMO technique (multi antenna transmission and reception) is a key 
feature of long term evolution (LTE) which ensures higher spectral efficiency 
and better multiuser flexibility making a cellular system spectrally efficient but 
inherently densely populated and interference-limited. Performance of spatial 
multiplexing MIMO techniques degrades with the introduction of interference 
in the system. To choose optimum MIMO mode it is worthwhile to analyze the 
UE (user equipment) throughput under different interference scenarios before 
physical implementation of a system. This paper contains a comparative study 
of MIMO technique performances in terms of UE throughput under two 
different UE speeds and interference scenarios. 

Keywords: SISO, Transmit Diversity, OLSM, CLSM, Round Robin, 
Interference, Mobility. 

1    Introduction 

The long term evolution (LTE) standard defined in 3rd generation partnership project 
(3GPP) is a revolutionary step towards next generation communication technology. 
LTE includes features like multicarrier channel-dependent resource scheduling, 
fractional frequency reuse, adaptive modulation and coding, advanced MIMO 
techniques and support for both FDD and TDD. LTE ensures higher spectral 
efficiency, lower delay and better multiuser flexibility compared to currently 
deployed networks [5].  

LTE is advantageous in terms of efficient transmission and improved cell edge 
performance too. For efficient implementation of LTE, performance analyses of 
different parameters are worth investigating. In this paper, two different interference 
levels have been considered by varying the number of rings of eNodeBs around the 
serving eNodeB. Two different UE speeds have been considered; 1.25 m/s to 
represent a pedestrian and 25 m/s to represent a high speed vehicle. Section 2 explains 
different transmission modes. Section 3 contains simulation parameters. Section 4 
compares the performance of transmission modes based on simulation results. 
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2    Transmission Modes 

During dynamic resource scheduling, suitable transmission mode can be adapted 
semi-statically according to various channel conditions. The PDSCH channel employs 
different transmission modes utilizing multiple antennas in both transmitting and 
receiving sides. Till now nine transmission modes have been released but only first 
four have been implemented [2]. The nine transmission modes are: 

1. Single antenna; port 0,  
2. Transmit diversity,  
3. Open loop spatial multiplexing,  
4. Closed loop spatial multiplexing,  
5. MU-MIMO,  
6. Closed loop rank=1 precoding,  
7. Single antenna; port 5,  
8. Dual layer transmission; port 7 and 8 and  
9. Up to 8 layer transmission; port 7-14.  

2.1    SISO 

SISO is used in transmission mode 1. It uses single antenna at the eNodeB. The data 
rate is the lowest compared to other transmission modes. 

2.2    Transmit Diversity 

Transmit Diversity (TxD) is used in transmission mode 2. Transmit diversity 
increases the signal to noise ratio at the receiver instead of directly increasing the data 
rate. Each transmit antenna transmits essentially the same stream of data and so the 
receiver gets replicas of the same signal. It improves the cell edge user data rate and 
coverage range. An additional antenna-specific coding is applied to the signals before 
transmission to increase the diversity effect. The transmit diversity is an open-loop 
scheme and feedback from the UE is not required. Transmit diversity is only defined 
for 2 and 4 transmit antennas and one data stream. The number of layers is equal to 
the number of antenna ports. Transmit diversity uses only one code word. The code 
word is mapped to two or four layers when there are 2 or 4 transmit antennas, 
respectively. To maximize diversity gain, the antennas typically need to be 
uncorrelated. So, the antennas need to be well separated relative to the wavelength or 
they need to have different polarization. 

2.3   Spatial Multiplexing 

Spatial multiplexing allows multiple antennas to transmit multiple independent 
streams. So it is sometimes referred to as the true MIMO technique. Instead of  
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increasing diversity, multiple antennas are here used to increase the data rate or the  
capacity of the system. Assuming a rich multipath environment, the capacity of the 
system can be increased linearly with the number of antennas when performing 
spatial multiplexing. In practice, the multiplexing gain is not that high because the 
SINR of the two parallel streams use little lower modulation and coding scheme.  

Open-Loop Spatial Multiplexing (OLSM) is used in transmission mode 3. It makes 
use of the spatial dimension of the propagation channel and transmits multiple data 
streams on the same resource blocks. The feedback from the UE indicates only the 
rank of the channel using Rank Indication (RI) and not a preferred precoding matrix 
and hence, it is termed as open-loop. A channel-independent fixed precoding with 
large delay Cyclic Delay Diversity (CDD) is used. For high speed users, the PMI fails 
to indicate optimum use of precoding matrix and then the fixed precoding may 
achieve better performance.  

Closed-Loop Spatial Multiplexing (CLSM) is used in transmission mode 4. In this 
case, the UE estimates the radio channel and selects the most desirable entry from a 
predefined codebook. Then the UE sends a feedback to the eNodeB and hence, it is 
termed as closed-loop. The UE sends the Precoding Matrix Indicator (PMI) to help 
the eNodeB select the appropriate precoding matrix from the codebook. The PMI can 
be optionally sub band based because the optimum precoding matrix can vary among 
resource blocks. The feedback can be optionally sub-band based because the optimum 
precoding matrix can vary among resource blocks. The preferred precoder is the 
matrix which would maximize the capacity based on the receiver capabilities. In 
interference free environment, the UE will typically indicate the precoder that would 
result in a transmission with an effective SNR by choosing most closely the largest 
singular values of its estimated channel matrix. 

3   Simulation 

Simulation was performed using LTE system level simulator v1.3_r427 [1]. A 
number of different UEs operating under a central serving eNodeB were used in the 
simulation. One or two rings of eNodeBs around the serving eNodeB were used for 
the purpose of creating two different levels of interference. 

The same UE locations were used in all simulations and the UE locations are 
shown in the Fig. 1 and Fig. 2. The central eNodeB numbered 5 is the serving 
eNodeB when one ring of eNodeBs around the serving eNodeB was used. The central 
eNodeB numbered 11 is the serving eNodeB when two rings of eNodeBs around the 
serving eNodeB were used. The radiation pattern for one of the three cells from the 
eNodeB is shown in Fig. 3. 

The simulation parameters are listed below: 
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Table 1. Simulation Parameters  

Parameters Assumptions 
Frequency 2 GHz 
Bandwidth 10 MHz 
Transmission Mode 1, 2, 3 and 4 
Number of TX 
antennas X Number 
of RX antennas 

1×1 (Tx Mode 1) 
2×2 (Other Tx 
Modes) 

Simulation length 
Latency time scale 
Inter- eNodeB 
distance 
Minimum coupling 
loss 
Macroscopic path 
loss model 
Macroscopic path 
loss environment 
Inter-site shadow 
fading correlation 
Intra site shadow 
fading correlation 
eNodeB TX power 
eNodeB power 
allocation 
The number of rings 
of eNodeBs around 
the serving eNodeB 
UE thermal noise 
density 
UE  speed 
Channel model type 
Feedback channel 
delay 
Maximum antenna 
gain 
Scheduler 
 
 
Subcarrier averaging 
algorithm 
UE receiver noise 
figure 

1000 TTI 
30 TTI 
500m 
 
70 dB 
 
TS 36.942 
 
Urban 
 
0.5 
 
1 
 
46 dBm 
Homogeneous 
 
1 and 2 
 
 
-174 dBm/Hz 
 
1.25 m/s and 25 m/s 
PedB and VehA 
3 TTI 
 
15 dBi 
 
Round robin ensuring 
the best fairness for 
all UEs. 
MIESM 
 
9 dB 
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3.1    Figures  

 

Fig. 1. UE position for one ring of eNodeBs around the serving eNodeB 

 

Fig. 2. UE position for two rings of eNodeBs around the serving eNodeB 
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Fig. 3. Radiation pattern 

4    Simulation Results 

After execution of the simulations, the UE throughput is plotted against the distance 
of UEs form the serving eNodeB. The plot is shown in Fig. 4 for UE speed 1.25 m/s 
and in Fig. 5 for UE speed 25 m/s, respectively. The throughput falls off for greater 
distance of the UE because of increased path loss. 

Fig. 4 and Fig. 5 demonstrate the amount of degradation in throughput for all 
transmission modes when interference from the second ring of eNodeBs around the 
serving eNodeB was introduced. SISO is generally found to have lower data rate 
compared to all MIMO techniques as expected. The transmit diversity achieves much 
better throughput compared to other transmission modes for UEs very far away from 
the serving eNodeB. CLSM performs better than OLSM in case of pedestrian but 
performs almost equally in case user in a high speed vehicle. 
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Fig. 4. Throughput for UE speed 1.25 m/s 

 

Fig. 5. Throughput for UE speed 25 m/s 
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5    Conclusion 

In this paper, the performances of different MIMO Techniques under different 
interference levels and mobility have been analyzed. Transmit diversity achieves 
better performance for UEs far away because the signal combining technique in 
transmit diversity reduces fading variation and increases the signal-to-noise ratio at 
the receiver side. This provides for robustness of data transmission. When the UE 
speed was only 1.25 m/s, CLSM offered better throughput compared to OLSM. This 
is because the UE indicate the precoder that would result in a transmission with an 
effective SNR by choosing most closely the largest singular values of its estimated 
channel matrix in case of CLSM. However, CLSM had much more decline in 
throughput compared to OLSM when the UE speed was increased from 1.25 m/s to 
25 m/s. This is because the Precoding Matrix Indicator (PMI) fails to indicate 
optimum use of precoding matrix for high-speed UEs and then the fixed precoding 
can achieve better performance. CLSM and OLSM were actually expected to provide 
better throughput than the results obtained. This poorer performance was probably 
due to the fact that system level simulator had not used very rich multipath 
environment. 
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Abstract. In this paper, we propose a QoE-based handover method to consider 
mobile terminal power consumption and maintain experienced quality for a 
video streaming service like mobile IPTV. As a mobile terminal has dual mode 
interfaces with different power consumption and quality, a user can select an 
access network providing the satisfied quality and power efficiency. So, a 
mobile terminal needs the dynamic handover scheme between WLAN and 
alternative access network(3G) for better conditions. Through our simple 
experiment, existing RSSI-based handover schemes are not suitable to maintain 
the experienced quality of streaming multimedia service. Therefore we propose 
the QoE-based handover method through analysis of the relation between video 
experienced quality (MSSIM; Mean Structural Similarity Index). 

Keywords: QoE, Handover, Dual mode, 3G, WLAN, power efficiency. 

1   Introduction 

Next generation wireless networks (NGWN) will be based on an all-IP based 
infrastructure with the support of heterogeneous access technologies. Thus, mobile 
users hope to handover across these IP-based heterogeneous wireless networks with 
no quality deterioration of multimedia services. There have been a lot of researches 
focusing on interworking issues between WLAN and cellular networks. However, 
there are not much researches available identifying the seamless handover solution on 
the mobile device by considering QoE(Quality of Experience) of multimedia 
services[1-2]. 

In these challenging scenarios, it is critical to guarantee an appropriate QoE 
(Quality of Experience) for the end user, according to the application to be developed. 
As various multimedia services are provided in the integrated wireless network 
environment, QoS(Quality of Service) and QoE concept is introduced in the IP 
network to describe satisfactions about end user’s quality requirements. QoE can be 
defined as the overall performance of a system, from the user perspective. Many 
factors can affect the QoE, depending on the application and users expectations. 
Video perceptual quality is one of the most important aspects to consider in the user 
QoE.  
                                                           
* Corresponding author. 
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Existing RSSI threshold for handover is not suitable for the video streaming 
service because existing RSSI threshold is allocated for voice handover. New RSSI 
threshold for video streaming service and handover method is needed because video 
quality is influenced by packet re-ordering rate and packet loss rate unlike voice 
quality. Although service subscribers prefer to access WLAN, they want to have a 
video service of good quality using 3G(WCDMA) without the burden within the 
scope of arrangement fee. Therefore, we propose the QoE-based handover scheme for 
mobile video streaming service between WLAN and WCDMA. 

The remainder of the paper is organized as follows. Section 2 outlines the QoS-
based handover scheme on multi-RAT mobile terminal. Section 3 introduces the 
proposed QoE-based handover scheme on dual mode mobile terminal in integrated 
wireless network and section 4 describes implementation and results analysis of the 
proposed scheme. Finally, section 5 presents the conclusion and further study. 

2   Related Works 

This section covers QoS-based handover schemes between heterogeneous access 
networks and objective video quality measurement models. 

2.1   QoS-Based Handover Schemes between Heterogeneous Access Networks 

There have been a lot of researches focusing on interworking issues among cellular 
networks, WLAN and WiMAX(Worldwide Interoperability for Microwave Access). 
Owing to fast technology developments of wireless communication and mobile 
computing, the integration of 3G, WLAN and WiMAX is one of the most important 
issues[1]. In [2], they presented a novel mobile client architecture called 
HDEL(Handover Decision and Execution Layer) that provides seamless mobility 
while maintaining connectivity across heterogeneous wireless networks and provides 
better quality of service(QoS) support. To ensure QoS support during seamless 
handover, the proposed HDEL incorporates the procedures for activating a QoS 
session and ensures proper translation for network-specific QoS classifications.  

Also, in [3] they proposed the handover scheme and algorithm that guarantee to 
simultaneously meet the three key QoS parameters, that is, the minimum data rate, the 
maximum data block delay, and the maximum bit error rate, for the arbitrary number 
of downlink and uplink multiservice connections. They defined the IEEE 802.11b 
network as the priority network for the mobile station. Thus, they maximize the time 
during which the mobility station is served by the IEEE 802.11b network while 
satisfying the QoS requirements in networks, as well as the maximum call-dropping 
probability and the maximum average number of ping-pong event constraints. 

Another of Handover schemes between heterogeneous access networks have been 
proposed in [4, 5]. In [4], they proposed a movement-aware vertical handover 
algorithm between WLAN and Mobile WiMAX for seamless ubiquitous access for 
avoiding unnecessary handovers. And, in [5], they proposed soft handover mechanism 
according to the packet loss rates, based on the IPTV server and the consumer 
electronics devices. However, they consider only handover cost or packet loss rates to 
determine vertical handover, and do not consider QoS and QoE correlation of video 
streaming services.  
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Existing QoS-based handover schemes do not reflect changes in perceived video 
quality of service users because they only consider QoS parameters in network layer. 
Therefore, we propose the QoE-based handover scheme between heterogeneous 
access networks considering objective video perceptual quality. 

2.2   Objective Video Quality Measurements 

Initially Peak-Signal-to-Noise-Ratio(PSNR) was used as video quality metric because 
of its simplicity. However, it is well-know that PSNR does not necessarily accurately 
model perceptual quality. We compare video quality measurement approaches 
proposed in the recent years to select perceptual video quality measurement model for 
analysis of the proposed QoE-based handover scheme. The video quality metrics in 
this comparison include PSNR[6], VQM(Video Quality Metric)[7] and 
SSIM(Structural Similarity Index)[8]. This survey concludes with a comparison of 
these metrics in terms of computational complexity, correlation with subjective video 
quality measurement, and accessibility. 

To numerically evaluate prediction of the objective metrics, we calculated 
Pearson’s correlation coefficient between objective marks (after applying the fitting 
function) and subjective ones. Correlation coefficient belongs to the segment from -1 
to 1 and reflects degree of dependency between values as shown in table 1. SSIM is 
the best objective metric as shown in table 1. We use SSIM metric to objectively 
compare and measure video quality, and verify the effectiveness of the proposed 
QoE-based handover scheme. 

Table 1. Correlation between objective video quality metrics and MOS(Mean Opinion Score) 
subjective impression[9] 

Metric Correlation to MOS 
PSNR 0.802 
VQM 0.729 
SSIM 0.937 

3   Proposed QoE-Based Handover Scheme for Video Streaming 
Service 

In the integrated wireless(WLAN and WCDMA) access network environment, 
although each of APs of WLAN does not provide sufficient RSSI service user and/or 
mobile terminal may prefer to use WLAN access network due to the cost and 
bandwidth. However, the weak RSSI of WLAN induces jerkiness and block distortion 
of video service. To achieve this, we propose the QoE based handover scheme in the 
integrated wireless network. 

Fig. 1 shows the function block for QoE-based handover in a mobile terminal. 
Mobility policy function block carries out QoE-based handover between WLAN and 
WCDMA. Here, we may consider IEEE 802.21(MIH: Media Independent Handover) 
protocol for interworking, but this is out of scope in this paper. 
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Network Connection
Controller Mobile IP Interface

Mobility Policy Block
(QoE-based Handover)

WLAN
Link Handler

WCDMA
Link Handler

WLAN Interface WCDMA Interface
 

Fig. 1. Function block for QoE-based handover in mobile terminal 

WLAN and WCDMA link handler periodically monitor RSSI through each 
interface, and delivery its results to mobility policy block. Mobility policy block 
compares measured RSSI with RSSIth which initially set up in a mobile terminal, and 
decides handover. If handover process is started, network connection controller 
deliveries new IP to media server and provides service continuity. 

< Media Server>
begin:
ReceiveMsg()

if MsgType == ServiceRequestMessage Then
AllocateServiceID(ContentID)
MediaStreaming(IP, Port, ServiceID, ContentID, TimeStamp)

end
else if MsgType == HandoverRequestMessage Then

LookUpTable(UserID, ServiceID)
Media_TransCoding(ContentID, TimeStamp)
MediaStreaming(new_IP, Port, ContentID, TimeStamp)

end

<Client>
begin:
Procedure Service Request
ServiceRequestMessage(UserID, Service ID, IP, Port)
Procedure Handover
while ServiceID > 0

MultimediaStreaming()
if RSSI_wlan < RSSIth Then

WCDMA_flag == 1
HandoverRequestMessage(UserID, new_IP, ServicePort,

ServiceID, ContentID, TimeStamp)
end
else if RSSI_wlan >= RSSIth Then

WLAN_flag == 1
HandoverRequestMessage(UserID, new_IP, ServicePort,

ServiceID, ContentID, TimeStamp)
end

end

Start

Periodically Monitoring RSSIWLAN

& Scanning

RSSIWLAN < RSSIth ?

Handover to WCDMA for QoE

Periodically Monitoring RSSIWLAN

& Scanning

RSSIWLAN ≥ RSSIth ?

Handover to WLAN for Cost

End

Using 3G Network 
for Video Streaming ?

Required MSSIM(RSSIth) Set-up

Yes

Yes

Yes

No

No

No

(a) The algorithm of the proposed QoE-
based handover scheme

(b) The operation pseudo code of the 
proposed scheme

 

Fig. 2. The proposed QoE-based handover scheme for video streaming service between WLAN 
and WCDMA 

Fig. 2-(a) shows the algorithm of proposed handover scheme. First, users setup 
required service quality level(MSSIM or RSSIth) after they decide whether to use a 
3G network or not. A mobile terminal periodically scans access network and monitors 
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RSSI of an access network. Mobile terminal carries out handover to WCDMA when 
measured RSSI of WLAN is lower than RSSIth. Mobile terminal periodically 
measures RSSI of a WLAN after handover to WCDMA, and carries out re-handover 
to WLAN considering cost when RSSI provided by WLAN is higher than required 
quality level(or RSSIth). Through this handover procedure, the improved multimedia 
service quality can be provided to users. 

Fig. 2-(b) shows the media server and client operation pseudo code of the proposed 
QoE-based handover scheme for video streaming service between WLAN and 
WCDMA. Media server allocates content ID to distinguish serving service from the other 
services, and provides streaming service using received IP when client sends service 
request message with user ID, IP and port number. If RSSI of WLAN is smaller than 
RSSIth, client sends handover request message including user ID, new IP, service ID and 
content ID to media server. Media server can distinguish the using service from other 
services using service ID and content ID in handover request message, and provide 
continuous service using time stamp information and new IP. 

4   Implementation and Result Analysis 

We use network emulation package called NISTNET[12] to analyze the relation video 
quality and network quality parameters such as delay, jitter and packet loss. 
NISTNET is network emulation software for Linix® that allows a Linux server 
running as a router to emulate a variety of network conditions, such as congestion 
loss, packet reordering, or asymmetric bandwidth conditions. We configure test 
network as Fig. 3 to verify justification of the proposed scheme, and measure video 
quality using MSU video quality measurement tool[10]. We choose SSIM (structural 
similarity) score to accurately measure video experienced quality because SSIM is 
quite similar to MOS(Mean Opinion Score). 

Streaming 
Server CBNU 

Network

Client

Move

WLAN_area1

WLAN_area2

WCDMA_area

WCDMA 
Network

PC-Router
(NISTNET)

# route add default gw 192.168.1.1 netmask dev eth0
# route add default gw 192.168.2.1 netmask dev eth1

 

Fig. 3. Test network environment to verify justification of the proposed scheme 
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Since SSIM method can derive experienced video quality through measurement of 
similarity between original still images and tested still images, we can predict 
satisfaction of video quality passed through the experimental network using SSIM 
score. We make up media streaming server and client[11] for video streaming and set 
up de-jitter buffer size of client to 100ms. We experiment with video stream delivery 
in test network set to a certain delay, jitter and loss rate. We compare 2,700 original 
frames and 2,700 test frames passed through various network environments using 
full-reference method. In the test environment as shown in Fig. 3, mobile terminal 
receives and stores video streams to evaluate video quality while moving between 
WLAN_area1 and WLAN_area2. Here, WCDMA service area includes these two 
WLAN service areas. According to the results of experiments, we know that the 
mobile terminal is connected to WCDMA for approximately 15 seconds when using 
the proposed handover method. 

Table 2 shows the video sources such as frame rate, resolution, codec and data rate 
for experiment. We use same frame rate, resolution and codec of the video sources 
used for experiment to analyze relation between RSSI of WLAN and video perceptual 
quality. However, we encode the video source using different data rate(783Kbps, 
914Kbps and 1502Kbps) to analyze the impact of data rate of encoder. 

Table 2. Video sources for experiment 

No. Frame rate Resolution Codec Data rate 
1 30fps 720*480 XVID 783Kbps 
2 30fps 720*480 XVID 914Kbps 
3 30fps 720*480 XVID 1502Kpbs 

 
First, we experiment and analyze relation between RSSI of radio signal and video 

quality to allocate threshold(RSSIth) for QoE based handover method. Fig. 4 shows 
relation between RSSI of a WLAN and mean video quality(MSSIM: Mean Structural 
Similarity). As see in the Fig. 4, data rate of video steams does not influence video 
quality when bandwidth is sufficiently provided. However, we show that video 
quality sharply decline when RSSI of a WLAN is lower than -80dBm. New handover 
method and threshold for handover between wireless access points is needed to 
maintain video quality. 

According to the test results, video quality(MSSIM) deteriorates to 0.3 by weak 
RSSI when the proposed HO method is not used. However, a mobile terminal can 
stably receive video streaming using the proposed QoE based HO method. Then, we 
know that video quality(MSSIM) is improved from 0.903 to 0.967. Like this, service 
users can use video multimedia service with improved quality when QoE based HO 
scheme is implemented on a mobile terminal in the integrated wireless access 
network. 

Table 3 shows MSSIM(mean SSIM) score comparison per energy consumption of 
the test scenario. We know that enhanced perceptual video quality with lower power 
consumption can be achieved if we use the proposed QoE-based handover scheme 
when WLAN RSSI is weak. Available to the proposed method, we can get enhanced 
video QoE within limited energy of a mobile terminal. 
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Fig. 4. Relation between RSSI of WLAN and mean video streaming quality(MSSIM) 

Table 3. Mean SSIM per energy consumption of mobile terminal comparisons 

Test Scenario 
(2,700 frames) 

MSSIM 
Energy 
Consumption [KJ] 
[13] 

Expected QoE 
against Energy 
Consumption 

Only use WLAN 0.903 2.57 0.351 
Only use WCMDA 0.977 4.22 0.232 
Use the proposed 
scheme 

0.967 2.84 0.341 

 
Fig. 5 shows original video frame sample with data rate 1502Kbps, transmitted 

video frame sample with lower data rate 783Kbps and video frame sample with 
packet loss due to weak RSSI. Packet loss by weak RSSI causes block distortion 
and/or jerkiness of image. However, if the proposed QoE-based handover scheme is 
used between WLAN and WCDMA, the serious degradation of video quality can be 
prevented although image resolution is low. 

Video streaming with 1502Kbps data rate has high packet loss rate in WLAN 
network, so serious degradation occurs as shown Fig. 5-(c) because bandwidth of the 
WLAN is greater than the WCDMA bandwidth. If video stream with lower 783Kbps 
data rate is transmitted in WCDMA network, the quality of video stream service can 
be improved by preventing packet loss although image resolution is decreased to 
0.962 of SSIM score as shown Fig. 5-(b). Therefore, we can improve the video 
service quality by adaptively selecting stream data rate when the proposed QoE-based 
handover scheme is applied at mobile node and media server. 
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(a)  Original video frame sample with data rate 1502Kbps (b) The video frame sample with lower data rate 783Kbps

(c) Video frame sample with packet loss due to weak RSSI of WLAN
 

Fig. 5. Video frame samples according to streaming data encoding rate 

5   Conclusion 

We propose the QoE based HO method for video multimedia service in the integrated 
wireless access network. We know that the proposed method can provide enhanced 
QoE per power consumption between heterogeneous wireless networks. Various 
multimedia services such as video, voice and gaming service can be provided by 
mobile IPTV, and these services require QoE-based seamless handover for service 
quality satisfaction. At this time, video quality degradation like video jerkiness, block 
distortion and blurring is caused when RSSI of WLAN is weak on handover. Through 
the proposed HO method implementation and experiment, we show that service user 
can use multimedia service like mobile IPTV service by keeping the required quality 
level and considering cost and QoE. In future, we will analyze the correlation between 
various QoS parameters and video quality in wireless systems. 
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Abstract. To represent and retrieve a shape, the interior as well as the contour 
features are very efficient. Fourier descriptor is one of the important global 
contour- based features to describe contour-based shapes. However, some 
images depend on complex interior details. In that case, only using contour 
information fails to give correct retrieval of a shape. On the other hand, interior-
based descriptors are not applicable for all kinds of images. Therefore, in this 
paper, we represent our images in terms of two descriptors. Firstly, we describe 
centroid distance-based Fourier descriptor to represent the contour of a shape, 
and then, we describe the medial axis as a shape interior. Shape features are 
extracted locally by the medial axis while the Fourier descriptor extracts 
features globally. Using MPEG-7 database we have shown that proposed Shock 
graph-Fourier descriptor (SGFD) method is effective in increasing retrieval 
accuracy without increasing computational cost. 

Keywords: Shape retrieval, Shock graph, Fourier descriptor, City block 
distance, Edit distance. 

1   Introduction 

In context-based image retrieval (CBIR), images are retrieved and classified based on 
their color, texture, and shape content. Where there is no information about color and 
texture; shape is an important cue. Some factors make the shape representation and 
retrieval task difficult. In the shape representation technique, 3-D real object is 
projected onto a 2-D plane which results in loss of one dimension information. Also, 
visual transformation of a shape is a challenging issue for shape matching. Therefore, 
for the purpose of shape representation and similarity measure, a shape retrieval can 
be generally classified into two class of methods: contour-based methods and interior-
based methods.   Accordingly, shape retrieval is based on whether shape features are 
extracted from the contour only or are extracted from the whole shape interior. Under 
each class, the different methods are further divided into local approaches and global 
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approaches. This sub-class is based on whether the shape is represented as a whole or 
represented by segments [1]. 

Contour-based approaches are more popular than interior-based approaches in 
literature. This is because, human beings are thought to discriminate shapes mainly by 
their contour feature and in many applications, the shape contour is the only choices. In 
that case, global contour shape techniques take the whole shape contour as the shape 
representation. However, there are several limitations with contour-based methods. 
Firstly, contour shape descriptors are generally sensitive to noise and variations as they 
only use a small part of shape information. Secondly, in many cases, the shape contour is 
not available. Thirdly, in some applications, shape content is more important than the 
contour features. Considering those situations, some promising methods such as the 
moment methods, Fourier descriptor (FD), generic- Fourier descriptors (GFD) and 
wavelet-Fourier descriptors (WFD) techniques [1, 2, 3 and 4] are applied so far. On the 
other hand, the interior-based approaches show better performance than contour-based 
approaches in handling instability existing in an image database where partial matching is 
needed. Particularly, skeleton-based interior approaches show superiority to the contour-
based approaches by providing topological and geometrical information as well as 
showing robustness against the visual transformations [5]. Main drawbacks of interior-
based local approaches are failure to capture global features of a shape and computational 
complexity in similarity measurement. If the interior-based features connect to global 
shape features, then an interior-based method can cope well with shape defection which 
is a common problem for contour-based shape representation techniques. However, 
interior-based methods, like skeleton-based feature matching is more complex than 
contour-based methods. An extensive research has been performed [6, 7] to handle the 
complexity of similarity measure for skeletal-based method. Our recent work [8] also 
proposed some methods to reduce complexity of interior- based skeletal method. 

Both interior and contour-based local or global methods have limited applications.  
Only using contour or interior information fails to give correct retrieval of a shape in 
some cases. Therefore, combination of contour and interior features is now-a-days a 
good choice as shape descriptors [9, 10]. In [9], it is indicated that shape-based 
trademarks need to be interpreted using different algorithms for global and local 
structure. With this strategy, the sample images can be compared separately to the 
local and global features of the query image. Curvature and centroid distance are used 
for describing the local feature while Zernike moments are employed to extract the 
global feature. This work [9] computes the first 4-order 15 Zernike moments to 
achieve the most effective measurement of the global shape. By utilizing the 
Euclidean distance to the range [0, 1] and setting up a threshold of 0.3, the similarity 
measurement is computed. However, in this paper we find some drawbacks. They did 
not consider the relation between the adjacent boundary points. Also, the presence of 
factorial calculations makes the computation of Zernike moment complex and an 
approximation. If an approximation method is used in solution, the retrieval accuracy 
cannot be guaranteed. Moreover, using a threshold value (without explanation) make 
the system database dependent. An effective solution of those drawbacks in [9] are 
proposed in the work of Heng et al. [10] by combining two shape features for 
representation and matching. In their work, contour-based descriptor includes the 
histogram of centroid distances and represents the relationship among two adjacent 
boundary points and the centroid. In the feature matching strategy, a statistics-based 
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method was proposed to compute the dissimilarity values between shape feature 
vectors of images. The combination of contour and interior-based descriptor may 
increase the computational time. However, in their study [10], the computational 
complexity is not analyzed. Also, comparison analysis with respect to other combined 
feature- based approaches is absent in [10].   

Therefore, in our study, we have proposed an idea of combining shock graph-based 
interior feature with Fourier-based contour feature for shape retrieval. The proposed 
Shock graph- Fourier descriptor (SGFD) method does not affect the accuracy at a 
lower computational complexity. To the best of our knowledge, shock graph is a 
robust descriptor for shape retrieval. Although, shock graph was a computationally 
complex method, a less complex computation has been performed in our previous 
study [8]. Also, we do not experience any increment of complexity because of 
combining Fourier descriptor. Because, FD (Fourier descriptor) is one of the simplest 
ways for contour-based feature extraction [2, 3 and 4]. Moreover, the advantages of 
different FDs methods over many other contour-based shape descriptors are: simple to 
compute and normalization; each descriptor has specific physical meaning, capture 
both global and local features. The rest of the paper is organized as follows. Section 2 
contains fundamental concepts of Fourier and shock graph descriptors. Method 
implementation and experimental results are discussed in Section 3. Finally, we draw 
some conclusions in Section 4.  

2   Methods and Materials 

Our method consists of two steps of feature extraction. Firstly, we will extract contour 
feature of a shape boundary and in the second step, shock graph-based interior feature 
will be extracted. 

2.1   Fourier Descriptor as Contour Feature 

Most FD-based works are dedicated to character recognition and object classification. 
The complex coordinates and the cumulative angle function are dominantly used to 
derive FD [3, 4]. However, Zhang and Lu [3] have found that for general shapes, the 
centroid distance function is the most desirable shape signature to derive FD. They 
have also found that 10 FD features are sufficient to represent shape and this is a 
significant reduction in the dimensions of FD where 60 FD features are usually used. 
Therefore, in our study, we will apply centroid distance-based Fourier descriptors 
(FDs) as shape contour features. 

Fourier Descriptor. Fourier descriptors are derived from a shape signature. In 
general, a shape signature, f(t) is any 1-D function representing 2-D areas or 
boundaries. For a given shape, a shape signature can be defined as a closed curve C 
which in turn is represented by a one dimensional function f (t). The f (t) is complex 
and periodic at every time t. As f(t) is complex for period T, we have f(t+nT)=f(t), 
where 0<t<T. Different shape signatures have been used to derive FD [2]. In our 
experiment, we will use centroid distance-based (Fig.1 (A)) shape signature. To find 
the centroid distance-based shape signature, firstly, we need to extract the boundary 
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points of a shape contour. We assume that, the shape boundary coordinates (x(t), y(t)), 
t = 0, 1, …, N-1, have been extracted  where, t usually means arc length. In our 
implementation, the shape boundary points are extracted through a 8-connectivity 
contour tracing technique [3]. Now, the centroid distance function is expressed by the 
distance of the boundary points to the centroid (xc, yc) of the shape and can be written 
by 

 

f(t)=([x(t)-xc]
2+[y(t)-yc]

2)1/2.                          (1) 
 

Consequently, using the shape signature the discrete Fourier transform can be defined by 
  

                                                                   (2)  

 
The coefficients Fn, n=0, 1…, N-1, are used to derive Fourier descriptor of the shape 
[2].  

2.2  Shock-Graph Descriptor 

Medial axis is one of the important skeleton-based interior features which shows 
superiority to the contour-based approaches for shape retrieval [5]. Medial axis can be 
defined as the locus of the centers (called singularities or shock points) of maximal 
circles which touches the boundary at least at two points, as in Fig. 1 (B). The points 
which touches the boundary are referred to as characteristic points (a and b in Fig. 
1(B)). Shock graph is an idea which arises from the concept of medial axis augmented 
with some additional dynamic properties. According to the type of tangency and the 
number of touching points on the boundary, a shock point can be of first, second, third 
or fourth order. The loci of all the shock points in Fig. 1(B) give the Blum’s medial 
axis and also the idea of the whole shock graph [5]. The second and fourth order 
shocks are the generic cases of shock orders which are involved in occurring instability 
in shape retrieval. The second order shocks are the sources of flow while the fourth 
order shocks are termination points of flow, which represent branch and end points, 
respectively. These end and branch points will be used as interior shape descriptors in 
our proposed approach to represent and retrieve an image from a database.  

            (A)                                      (B) 

Fig. 1. Shape features; (A) centroid distance, (xc, yc) and (B) Segmented shape showing 
bitangent circle, medial axis, branch point, end point and characteriristic points (a, b) 
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At the starting of feature extraction, we adaptively select the nodes (shock points) 
of the images corresponding to the given query [8]. The time complexity of the 
selection algorithm is O(x), where x is the number of nodes. For matching, we use 
shock point matching and edit operations in a discrete way. In this part, matching cost 
between shock graphs is measured by discretizing the graph into branch or end nodes. 
Let two segments of shock graphs be discretized at sample nodes. These nodes can be 
considered as elements of a matrix (m by n). Let C(i, j) and d([k, j],[l, j]) be the 
matching cost of graphs and segments, respectively. Therefore, the cost of shock point 
matching C(i, j) will be  

.])][]([)([min)(
,

jl,j,ik,id+ljk,iC=ji,C
lk

−−−−             (3) 

Here, the number of sub-problems solved by a dynamic programming algorithm is 
(      ), where x and y are the number of shock points (nodes) between graphs from 
the query and data image. Therefore, computing the matching cost, C(i, j) needs 
complexity of order O(xy). To deal with a visual transformation, we will consider 
deform cost resulting from the edit operation like contract and. splice cost [5]. The 
total cost will be the sum of the shock point matching cost and deform cost. The total 
matching cost, Mq

 
can be written as 

                                            (4) 

where C(i,j), Dq and q represent matching cost, deform cost and the number of 
images, respectively.  

3   Test Setup and Experimental Results 

To verify the performance of the proposed combined shape retrieving algorithm, we 
tested it on the MPEG-7 CE Shape-1 Part-B dataset. We used this dataset without any 
kind of change to get the performance results in the presence of instability in the 
dataset. This image database contains 1400 images of 70 classes and 20 images are 
contained in each class. Images within the same class are considered to be similar. In 
our implementation, the shape boundary points are extracted through a 8-connectivity 
contour tracing technique [2].  It has been found from [3] that the increase of number 
of FDs over 60 does not significantly improve the retrieval performance. The actual 
retrieval performance does not changed significantly when the number of FDs is 
reduced to 10. 

This means that for efficient indexing and retrieval, 10 FDs are sufficient for shape 
representation. So, in our implementation we have used 10 FDs to represent and 
retrieval of a shape. We use shock graphs as interior-based shape descriptor by 
applying the method described in Section 2.2. Adaptive algorithm [8] will be used to 
reduce the number of shock points. Figure 2 shows a shape of an apple image which 
is represented by medial axis with its boundary. Feature matching is conducted by 
measuring the distance between the feature vectors of the query image and the 
database images. Firstly, using city block distance [2] we get the similarity 
measurement for the images with respect to query images. In the second step, interior-
based distance measurement is obtained by using shock graph-based edit distance [8]. 

yx ×

.),( qq DjiCM +=
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Fig. 2. An apple image with boundary and medial axis information in Matlab 

Table 1. Shape retrieval using shock graph and Fourier descriptor method using MPEG-7 [11] 
shape images  

  Query : Apple   

Images FD SG FD-SG 

Apple 27.9136 0 27.913598 

Apple 55.8272 17 72.827195 

Apple 83.74079 14 97.740793 

Apple 111.6544 17 128.65439 

Apple 139.568 23 162.56799 

Bat 167.4816 26 193.48159 

Bat  195.3952 45 240.39518 

Bat 223.3088 40 263.30878 

Bat 251.2224 49 300.22238 

Bat 279.136 41 320.13598 

Beetle 307.0496 89 396.04957 

Beetle 334.9632 90 424.96317 

Beetle 362.8768 97 459.87677 

Beetle 390.7904 113 503.79037 

Beetle 418.704 124 542.70396 

 
In Table 1, we see that the shock-graph distance gives good retrieval accuracy up 

to the 5th retrieval with respect to the query, an apple. Also, the contour-based Fourier 
descriptor gives an excellent retrieval performance for the apple query. Both of the 
two methods can effectively distinguish an apple images from the beetles or the bat 
images.  Moreover, when we combine the two descriptors, the accuracy is not 
affected at all and all the apple images are retrieved successfully by FD-SG method. 
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However, there are some images which cannot be retrieved only by using a contour or 
interior-based features. In Table 2, we see that shock graph shows poor performance 
to retrieve bat images. Using shock graph, 3 bats are retrieved out of 5 while all the 
bats are retrieved by FD method. On the other hand, shock graph method gives good 
retrieval performance in retrieving beetles.  However, FD method fails to distinguish 
between a bat and a beetle and no beetles are retrieved at all. In fact, shape images 
may have the same contour with different interior details. A standard database, like 
MPEG-7 contains all sorts of images and that is why only using interior or contour 
details may give erroneous retrieval performance. Therefore, during the feature 
matching stage, interior features and contour features should be compared separately 
in order to enhance the retrieval performance.  It is a good choice to use the 
combination of both local interior and global contour feature simultaneously. The 
proposed FD-SG method shows an improved performance (Table 2), where only one 
descriptor fails to give correct retrieval.  

Table 2. Shape retrieval by proposed Shock graph-Fourier descriptor (SGFD) Method using 
MPEG-7 database 

  Query-Bat       Query -Beetle   

Images FD SG FD-SG FD SG FD-SG 

Bat  21.327509 0 21.327509 10.672622 290 300.67262 

Bat  42.65502 30 72.65502 32.000132 232 264.00013 

Bat  63.98253 44 107.98253 53.327642 290 343.32764 

Bat  85.31004 50 135.31004 74.655152 253 327.65515 

Bat  106.63755 70 176.63755 95.982662 278 373.98266 

Beetle 127.96506 290 417.96506 117.31017 0 117.31017 

Beetle 149.29257 153 302.29257 138.63768 166 304.63768 

Beetle 170.62008 82 252.62008 159.96519 176 335.96519 

Beetle 191.94759 149 340.94759 181.2927 189 370.2927 

Beetle 213.2751 64 277.2751 202.62021 182 384.62021 

Bird 234.60261 31 265.60261 223.94772 223 446.94772 

Bird 255.93012 28 283.93012 245.27523 207 452.27523 

Bird 277.25763 137 414.25763 266.60274 193 459.60274 

Bird 298.58514 135 433.58514 287.93025 207 494.93025 

Bird 319.91265 55 374.91265 309.25776 236 545.25776 

 
Table 2 shows that the retrieval accuracy increased for bat image applying the 

combined method (FD-SG). Moreover, this combination makes the distance larger 
between images of different groups. We understand that proposed method gives the 
robustness of retrieval and also, a course to fine matching which can further be used 
for image indexing. 
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In our implementation, we considered all the boundary points and for saving 
computation we applied fast Fourier transform [2, 3 and 4]. If the boundary points are 
sampled to the power of two, for example, 32 points or 64 points, then the sampling 
may result in a loss of boundary features. Therefore, all the points on the shape 
boundary are applied in our implementation.  The computation of FD is O(N), where 
N is the number of the boundary points. Also, using discrete shock graph for interior-
based similarity measure [8] the complexity is O(N2). Therefore, for improving 
retrieval accuracy, we can take the benefit of combining contour-based Fourier 
descriptor (of low computational complexity) with shock graph-based interior 
descriptor. This combination gives better performance (Table 2) without increasing 
computational complexity. Therefore, combination of shock graph and Fourier 
descriptor (FD-SG) can be used as a general descriptor for an optimum retrieval 
performance. 

4   Conclusions 

To represent and retrieve a shape the interior as well as the contour feature is 
important. Because, some images depend on complex interior details while some 
other on contours. In this study, we have proposed an idea of combining shock graph-
based local interior feature with Fourier-based global contour feature for shape 
retrieval. To the best of our knowledge, shock graph is a robust descriptor for shape 
retrieval. Also, Fourier descriptor is one of the important global contour-based 
descriptor to describe contour-based shapes perfectly. The proposed Shock graph- 
Fourier descriptor (SGFD) method does not affect the accuracy at a lower 
computational complexity. Using MPEG-7, we have shown that our method is 
effective in improving retrieval accuracy without increasing computational cost. A 
detailed comparative study of our approach is under investigation. 
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Abstract. In this paper, we propose the hardware architecture of bilateral filter that 
can smooth image while preserving edges for the real-time image processing. 
Bilateral filter is nonlinear combination of nearby image values. As the time 
complexity of bilateral filter is O (total pixel size  filter kernel size ), the 
real-time processing is difficult. We reduce the time complexity of bilateral filter 
using parallel architecture to achieve real-time performance.  

Keywords: bilateral filter, soft matting method, haze removal, dark channel. 

1   Introduction 

Image processing system is used to save an image or detect the object of the image. 
Generally, the system processes the image with the assumption that the input image is 
clear. However, in real environment, the quality of the image is worse due to the haze, 
fog, and smoke. Thus, to improve the quality of the image, the several techniques 
have been widely researched [1]-[5]. Moreover, it is difficult to achieve the real image 
of the objects due to the unpredictable factors such as light.  

After the image is filtered, the noise is removed and the edge is emphasized but 
this process often involves the unwanted noise. In this paper, a bilateral filter is 
proposed to preserve the edges of the image and to reduce the noise. 

The rest of the paper is organized as follows. We first briefly review the method of 
removing the haze in section 2. Section 3 explains the hardware design of bilateral 
filter. We describe the performance evaluation of haze removal system in section 4 
and finally section 5 presents concluding remark.  
2   Method of Removing the Haze 

The halo effect occurs in image when the haze remove using dark channel. Therefore, 
filtering needs to reduce the halo effect. Soft matting method and bilateral filter method 
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are used as filtering algorithms. The advantage of soft matting method is less execution 
time and bilateral filter method uses less amount of memory. These methods are 
evaluated to decide which one is more suitable for real-time processing. 

2.1   Dark Channel Prior 

The dark channel prior is defined as follows. The dark channel prior is the smallest 
value in RGB value of a pixel. J is observed image,  is dark channel of J. 
The Equation(1) is defined as follows.  ∈ , , ∈Ω                    (1) 

Where,  is color channel of J, Ω  is the center of patch. The haze in image have 
the high brightness and it shows Fig.1. The transmission map of haze image obtains 
by calculated dark channel. Using the transmission map remove the haze. 

 

 

Fig. 1. Dark channel prior of haze image 

2.2   Soft Matting Method 

Soft matting method can eliminate the block effect but the size of matting Laplacian 
matrix by using Equation(2) is proportional the squares of the number of pixels. The 
Equation(2) is proposed by Levin[1]. ∑  | | 1 ∑ | |  | , ∈       (2) 

Where,  and   are the input image pixel values of the  and , respectively. 

 is the value of Kronecker delta.  is the average of window  . ∑ is the 
covariance value of window . | | is the number of pixels of window  . Thus, 
the size of the equation (3) is used to calculate the size of the matrix in consideration 
with the rare matrix. 
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size L  2 2                  (3) 

Where, n is the number of pixels of window   in the Equation (2). w and h are 
the horizontal and vertical pixel number of the image, respectively. The size of the 
image is set to 35 x 10  for XGA(1024 x 768) and 14 x 10  for VGA(640 x 480). 
However, the required size of the memory for the calculating matting Laplacian 
matrix is three times of size in Equation(3) in order to store the index information is 
stored in the rare matrix. 

2.3   Bilateral Filter Method 

By Tomasi and Manduchi, the bilateral filter was proposed to preserve the edges of 
the image and to reduce the noise [2]. The equation (3) shows that the bilateral filter is 
the convolution of the function using the weights of Gaussian on the difference 
between the values of pixels in the image around. t x  ∑ ∈Ω ̂              (4) 

Where,  and  are Gaussian functions, Ω is the spatial domain, I is the input 
image. |  | means the difference between pixels around the location at which 
filter applies. x y  means at the location applied Filters of pixel values between 
distance. w x  is the function for normalization. To achieve the property that the 
bilateral filter is a weighted mean, we assign a weight W = 1 to the input value and 
the sum of the weights is set to the pixel x. w x  ∑  ∈Ω                    (5)  

3   Hardware Design of Bilateral Filter 

3.1   Structure 

In this paper, the size of designed bilateral filter is 15 x 15 and a bilateral filter 
formula uses Equation (3) and (4). 

 

SRAM

BLOCK
RAM

BILATERAL
FILTER

BLOCK
RAM

RECOVER
DEHAZED IMAGE

 
 

Fig. 2. Refined transmission map using bilateral filter 
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An original image and an estimated transmission map are read from SRAM and 
BLOCK RAM, respectively. It is refined from bilateral filter PE(process element) 
array. Refined transmission map are stored BLOCK RAM for repetitive refinement or 
If it has final stage of refinement, the pixel that is remove the effect of the final haze 
shows in the block to remove haze of image. 

 

 

Fig. 3. Window form of bilateral filter 

 

Fig. 4. I/O timing of bilateral filter PE array 

To process the calculation on the bilateral filter in real time, the values are 
calculated by shifting the window whose size is 15 x 15. When boundary rules are 
ignored, I/O timing in Fig. 4 shows for the shift motion of bilateral filter window. 

To output the first filtered data, window starts to move. At that moment, the 15 
data should be sequentially inserted. After that, the calculated value is showed by 
window A. The window switching movement is changing from window A to window 
B after the insertion in 16th data and the calculated value printed by bilateral filter 
window B. The data are inserted in 17th print calculated value by window C in the 
same manner. 
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4   Performance Evaluation of Haze Removal System 

A bilateral filter uses less memory than the soft matting method. However, the 
bilateral filter appears to perform once on the screen as shown Fig. 5(c). It does not 
perform as bilateral filter that is disappeared the halo effect than Fig. 5(b) but it is 
seen somewhat to remain. To eliminate the effect of halo, the bilateral filter operates 
several times to make the boundary line more clear. However, the operating time is 
continuously increased by hysteresis effect. 

 

  
(a)                                                 (b)   

 
(c) 

Fig. 5. (a) Original image (b) Image after execution of dark channel prior Bilateral filtering of 
(b)   

 
Table 1 shows the simulation results of the proposed hardware with previous work 

that uses soft matting method [2]. The proposed hardware was simulated by Matlab. 
The soft matting method needs more operation time compared to the one period of the 
bilateral filter but since the bilateral filter need to operate at least a couple of times to 
eliminate the halo effect. Therefore the soft matting method is more effective than the 
bilateral filter. However, the memory size of the soft matting method is 13 times as 
large as the bilateral filter. Thus, soft matting method is not suitable for the design of 
hardware. 
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Table 1. Transmission map method compare 

 Soft Matting bilateral filter 

Resolution 320 x 240 320 x 240 

execution time 13148ms 11290ms(1st refinement) 

used of memory 89.5M 6.6M 

 
The proposed design method which is based on parallel processing architecture has 

3.7 times fast on the time of the transmission map and compared with the method that 
uses only software. Furthermore, the time of refining the transmission map can be 
reduced with bilateral filter by 1/14 compared to the software as shown Table 2. 

Table 2. Computing speed compare 

 Software implementation Hardware implementation 

Resolution 320 x 240 320 x 240 

patch size of 
local minimum 

9 x 9 9 x 9 

patch size of 
bilateral filter 

15 x 15 15 x 15 

system requirements  
Dual Core 2.67GHz 

RAM 4GB 
Virtex4-LX60-10C 

operating frequency 40MHz 
creation time of the first 

transmission map 
37.7ms 10ms 

refine time of one time 
transmission map 

214.9ms 15ms 

refine time of three times 
transmission map 

658.5ms 45ms 

5   Conclusion 

Images of outdoor scenes are usually degraded by the turbid medium (e.g., particles, 
water-droplets) in the atmosphere. Haze, fog, and smoke are such phenomena due to 
atmospheric absorption and scattering. In this paper, The halo effect occurs in image 
when the haze remove using dark channel. The bilateral filter is used to improve the 
performance of removing haze. The soft matting method needs less execution time 
and the bilateral filter needs less used of memory. Therefore, parallel architecture of 
bilateral filter should use for the real-time image processing. 

Acknowledgments. The authors would like to thank to IDEC for supporting EDA 
tools for this work.  
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Abstract. This paper presents a new interworking architecture for a network 
processor (NP) that is able to process packets from OSI layer 2 (L2) to layer 7 
(L7) by combining a conventional NP with a general-purpose processor (GP). 
In general, most commercially available NPs could not afford to support a 
variety of network services. This is mainly because the conventional NPs are 
not able to process L7 packets. Thus, one of the most important requirements 
for the state-of-the-art NP is the ability to process packets of L2 to L7. To 
process L7 packets efficiently through both the conventional NP and GP, the 
proposed interworking architecture uses a deep packet inspector (DPI) and it 
controls the packet processing flow depending on the OSI layers of packets. 
Experimental results show that the proposed interworking architecture is not 
only able to process packets of L2 to L7 but also increase the throughput and 
load balance of the packet processing in the NP without large hardware 
overhead when compared with the conventional interworking architecture.  

Keywords: Network processor, Interworking Architecture, DPI, Layer 7 packet 
processing. 

1   Introduction 

In recent years, there has been a tremendous growth in Internet traffic leading to 
increasing network bandwidth requirements and demanding high-speed packets 
processing capabilities on network devices such as routers and switches. Most 
commercial backbone network routers on OC-768 links (40Gbps) have to process up 
to 40 million packets per second [1]. In addition, the processing capabilities on the 
routers have increased due to the increasing demands of various networks applications 
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such as encryption/decryption of data, packet filtering for firewalls, and virus 
detection. 

In order to meet high-speed packets processing capabilities, conventional routers 
are mainly built with Application-Specific Integrated Circuits (ASIC) chips. However 
ASIC chips have a long development time and often cannot be adapted to various 
types of network protocols or standards. In addition, as the demands for the various 
network services have increased in the design of routers, needs for high-flexibility and 
short time-to-market requirements beyond ASIC chips have increased extremely. As a 
consequence, the NPs that combine high-speed packets processing capabilities of the 
ASIC chips and outstanding flexibilities of the GP have become a core element in 
design of routers [2]. 

Most commercial NPs today have to perform deep packet inspection for various 
network applications. Thus in order to provide various network services in a network 
device such as a router, an ability to process packets of L2 to L7 is essential to the NP 
of the network device [3, 4]. In addition, typical NPs today employ the multiple 
packet processing engines (PEs) to exploit packet-level parallelism and achieve high 
throughput in the packet processing. Major NP vendors have developed diversified 
parallel architectures to develop NPs that suitable for processing packets of L2 to L7. 
Commercial products for such NPs are the IBM PowerNP [5], EZchip NP-1 [6] and 
Intel IXP2800 [7]. IBM PowerNP consists of an embedded processors complex (EPC) 
with coprocessors [5]. EzChip developed NP-1 by using both paralleled and pipelined 
architectures. Intel employed a core processor with an array of multi-threaded packet 
processors. 

However, most commercially available conventional ASIC-based NPs are not able 
to process L7 packets. Thus network devices that use conventional NPs are not able to 
provide a variety of network services. For this reason, to provide various network 
services, it is necessary to replace the conventional NP to the state-of-the-art NP or 
modify internal modules of the NP of the network device. However, these methods 
require high cost or a complicated process [8]. 

There have been several studies done to propose optimal architectures for the NP. 
Reference [9] describes an approach to explore the design space of the NP 
architectures on the system level. The highly paralleled architecture based on the 
paralleled processing-engine cluster (PPC) is introduced in [4]. This paper proposes a 
unified solution to deal with a load-balancing, intra-flow packet ordering, and 
memory contention problem in the NP. Reference [10] presents various NP 
architectural aspects and describes NP design characteristics. In addition, this paper 
also examines the internal organizational structure and functions of the NP building 
blocks including PEs and packet schedulers. 

However, distinct from previous studies that focus on finding the optimized 
internal hardware architectures to develop the high-end NP, this paper presents a new 
interworking architecture for an NP that is able to process packets of L2 to L7 by 
combining a conventional ASIC-based NP with a GP. Specifically, our contributions 
in this paper are as follows: 

 

• We describe a conventional interworking architecture of the NP employing a 
ASIC-based NP with a GP. 
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• We propose a new interworking architecture of the NP by applying a DPI 
module that classifies the packet processing flow by analyzing the packets [11] 
to the conventional interworking architecture. 

• We show experimental results investigating the impact of our interworking 
architecture of the NP and compare it with the conventional interworking 
architecture. 

Experimental results show that the proposed interworking architecture increases the 
utilization and throughput of the NP when compared with the conventional 
interworking architecture. The rest of this paper is organized as follows. In Section 2 
and 3, we describe the conventional interworking architecture and the proposed 
interworking architecture. Section 4 presents and analyzes the experimental results. 
Finally, we summarize and conclude the paper in Section 5. 

2   Conventional Interworking Architecture 

Most commercially available conventional ASIC-based NPs are not able to process 
L7 packets. Thus, to design the NP that is able to process packets of L2 to L7 using 
conventional ASIC-based NPs, an interworking architecture with a GP is required. 
Usually, the GP as a co-processor is intended to be used as an accelerator with the  
conventional ASIC-based NP on line cards. It can process the L7 packets from the 
ASIC-based NP and return results back to the NP. Fig. 1 shows the conventional 
interworking architecture of the NP that consists of the conventional network 
processor (CNP) and the GP [12]. 

In general, the CNP is able to process only packets of L2 to layer 4 (L4) but the GP 
can process packets of L2 to L7. In this architecture, all the incoming packets are 
stored by the data memory controller (DMC) of the CNP, and packets of L2 to L7 are 
processed by the Processor Array (PA) in the GP. The brief description of each 
functions of the module in the conventional interworking architecture is as follows: 

 

Fig. 1. Conventional interworking architecture for the L7 packet processing 
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Fig. 2. Packet processing flow in the conventional interworking architecture 

• Header Parser (HP): The HP analyzes all the incoming packets and then 
classifies the packets. The processing information of the packets is transferred 
to the packet scheduler (PS) and corresponding packet data are stored in a 
main memory by the data memory controller. 

• Packet Scheduler: The PS receives the packet processing information from the 
HP and then the PS allocates it to the appropriate PE in the PA to process the 
packets.  

• Processor Array: The PA in the CNP transfers all the packet processing 
information to the PA in the GP to process the packets of L2 to L7. This is 
because the PA in the CNP cannot determine whether the incoming packet 
should be processed by GP for the L7 packet processing or not. 

• Out Packet Scheduler (OPS): The OPS plays a role in the management of 
processed packet output and regulation of the amount of the output traffic. 

Fig. 2 shows the packet processing flow in the conventional interworking architecture. 
The packet processing flow of the conventional interworking architecture is as 
follows. First, for incoming packets, the HP analyzes the packet headers and then the 
processing information of the packets is transferred to the PA in the CNP and the 
packet data are stored by the DMC in the CNP. The PA in the CNP transfers the 
incoming packet processing information to the GP to process the packets of L2 to L7. 
The processed packets by the PA in the GP are transferred to the PA in the CNP again 
to output the packets to the OPS. 

One of the most important bottlenecks for the conventional interworking 
architecture in general is the unbalanced distribution of packet processing. This is 
mainly because most of packets are processed by the PA in the GP. Although 
utilization of the PA in the CNP is decreased, this interworking architecture does not 
need additional time to determine whether the incoming packets should be processed 
by the GP for L7 packet processing or not. However, L2, L3, and L4 packets that do 
not need the L7 packet processing are also processed by the GP, thereby increasing 
the packet processing overhead of the PA. 
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3   Proposed Interworking Architecture 

In this section, we propose a new interworking architecture of the NP that can 
increase load balance of the packet processing in the NP by employing the DPI. In the 
proposed interworking architecture, the DPI is required to classify packets to identify 
whether the incoming packet should be processed by GP for the L7 packet processing 
or not and it determines the packet processing flow, so that the GP performs only the 
L7 packet processing in contrast with the conventional interworking architecture. 
Also, for these reasons, the packets of L2 to L4 are processed only by the PA in the 
CNP. Thus, the packet processing overhead of the GP can be decreased compared 
with the conventional interworking architecture. 

Fig. 3 shows the proposed interworking architecture. In the proposed interworking 
architecture, the following modules should be added or modified as described below: 

 
• Deep Packet Inspector: For incoming packets, the DPI analyzes the header and 

payload of the packets and then classifies packets into OSI layers in which the 
packet processing should be performed. 

• Data Memory Controller: In the proposed interworking architecture, two data 
memory controllers are required in contrast with the conventional interworking 
architecture. This is mainly because the packets are processed by either the GP 
or CNP, depending on the OSI layers in which the packets should be 
processed. 

 

Fig. 3. Proposed interworking architecture for the L7 packet processing 



 An Efficient Interworking Architecture of a Network Processor 141 

The DPI not only has to inspect the headers of the packets, but also has to refer to 
the payloads of the packets, to determine whether it is necessary to perform L7 packet 
processing. Thus, the DPI needs a high memory usage and computational cost for 
accurate packet classification. In recent years, several hardware architectures and 
algorithms of the DPI have been studied [11]. In this paper, however, we do not deal 
with the hardware architecture and algorithm of the DPI. 

In the proposed architecture, there are two packet processing flows as shown in 
Fig. 4 and Fig. 5. If the incoming packet requires the L7 packet processing, the 
packets are processed by the GP and then the processed packets are transferred to the 
CNP. However, if the packets do not require the L7 packet processing, the packets are 
directly transferred to the CNP for L2 to L4 packet processing. Thus the proposed 
interworking architecture can decrease the packet processing overhead of the PA in 
the GP by employing the DPI. However, the proposed interworking architecture 
requires additional processing time for the DPI and two data memory controllers are 
required for the separated packet processing flows in the NP. 

Fig. 4 shows the packet processing flow for the packets of L2 to L4. The sequences 
of the packet processing are summarized as follows. First, the DPI classifies the 
packet processing flow by analyzing the packets. If the packets do not require the L7 
packet processing, the packets are transferred to the HP in the CNP directly. The HP 
transfer the packet processing information to the PS and the packet data are stored by 
the DMC. The processed packets are transferred to the OPS to manage the processed 
packet output and regulate the amount of the output traffic. 

 

Fig. 4. Packet processing flow for the packets which do not require L7 packet processing in the 
proposed interworking architecture 
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Fig. 5. Packet processing flow for the packets which require L7 packet processing in the 
proposed interworking architecture 

Fig. 5 shows the packet processing flow for the packets which require the L7 
packet processing. The sequence of the packet processing is summarized as follows. 
First, all the incoming packets are transferred to the DPI in the CNP and then DPI 
identifies the packets to determine the packet processing flow. In the case of the 
packet that is required to the L7 packet processing, the packet processing information 
are transferred to the PS directly and the packet data are stored by the DMC in the 
GP. The processed packets in the GP are transferred to the CNP for L2 to L4 packet 
processing. 

In the proposed interworking architecture, the DPI is used to identify whether the 
incoming packet should be processed by GP for L7 packet processing or not and then 
transfers the packet to the appropriate processor as the OSI layers of the packets. 
Thus, the packet processing overhead of the GP can be decreased and the load balance 
of the packet processing in the NP can be increased as compared with the 
conventional interworking architecture. 

4   Experimental Results and Analysis 

4.1   Experimental Environment 

To compare the conventional interworking architecture (arch. 1) with the proposed 
interworking architecture (arch. 2), these two architectures were modeled using C. For 
fair comparison, all the architectures consist of the sixteen PEs in the PA and the 
same PS that is used to schedule the incoming packets to each PA. 
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In the multiple-PE based NP, key design issue of the NP is to achieve high 
utilization of the PE, which is greatly affected by the PS and internal architecture of 
the NP. In this paper, we use per-flow packet scheduler in all the interworking 
architecture of the NPs to minimize the influences of the PS and to focus on the 
performance variations by the interworking architectures. In the PS, incoming packets 
of the same flow are assigned to the same per-flow queue in the PA, and then 
dispatched in order to the same PE in the PA [13]. As each PE processes the packets 
assigned to it and sends them to the OPS in the order that the packets come into the 
PE, the correct output sequence of packets of the same flow is easily maintained.  

The other main design issue of the NP is to execute routing table lookup based on 
the destination IP addresses of packets at line rates. In this paper, we assume that miss 
ratio of the routing lookup is zero. Also, we assume that the DMC has sufficient wide 
bandwidth and storage space, thus removing the influence of the memory conflicts 
among the packet processing operations of the PEs. 

In addition, the same traffic patterns were used in all the experiments and various 
traffic patterns were generated with a varying IL7, the probability that L7 packet enters 
the NP consecutively (i.e. the frequency of burst-type L7 packet traffic patterns that 
affects the total amount of L7 packets in the traffic). And also, to analyze the packet 
processing time, 40,000 packets were generated with variable lengths, ranging from 
50 to 1500 bytes, as most Ethernet LANs use maximum transfer unit (MTU) of 1500 
bytes. While packet processing time depends on various factors, packet length is the 
key factor of packet processing time. Thus, in the experiments, it was assumed that 
the packet processing time is proportional to the packet length and clock speed with 
400 MHz [14-16]. The DPI processing time is influenced by the traffic patterns and 
DPI matching algorithms [11]. Thus, we assume that the DPI processing time is 
constant and also lower than the L7 packet processing time in order to make the 
comparison of the experimental results easy. 

4.2   Experimental Results and Analysis 

Fig. 6 shows the average packet processing time of the proposed interworking 
architecture and the conventional interworking architecture as a function of IL7. Fig. 6 
(a) shows the results when the low-latency (LL) traffic patterns that generally consist 
of the packets from the routing protocols are used and Fig. 6 (b) shows the results 
when the high-bandwidth (HB) traffic patterns that generally consist of the stream of 
the packets from multimedia and video are used. The experimental results showed 
that when IL7 was increased, the packet processing time of the two interworking 
architectures are gradually increased, while the packet processing time of the 
proposed interworking architecture was faster than conventional interworking 
architecture. This is mainly because in the conventional interworking architecture, all 
the packets of L2 to L7 were processed by GP. Thus packet processing overhead of 
the PA is increased. However, in case of the proposed architecture, packets are 
processed by either the CNP or GP, depending on the OSI layers in which the packet 
processing should be required, so that the overhead of the packet processing of the PA 
in the GP is decreased and the packet processing time is decreased. In addition, as 
shown in Fig 6 (b), when the HB traffic patterns are used, the packet processing time 
is increased and the differences of the packet processing time between the 
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conventional interworking architecture and the proposed interworking architecture is 
decreased when compared with LL traffic patterns are used as shown in Fig 6 (a). 
This is mainly because the HB traffic patterns often require the L7 packet processing. 

To investigate the load balances between the PA in the CNP and the PA in the GP, 
we compare the total number of the packets in the buffers of the PS in the CNP and 
GP. Fig. 7 (a) shows the maximum number of the packets in the buffer of the PS of 
the conventional interworking architecture when the LL traffic patterns are used. As 
shown in Fig. 7 (a), maximum number of packets in the PS in the CNP is constant. 
However, in case of the GP, when IL7 is increased, the maximum number of packets in 
the buffer also increased. This is because, in the conventional interworking 
architecture, all the incoming packets are transferred to the PA in the CNP directly 
and the PA in the GP have to process all the incoming packets regardless of whether 
the incoming packet should be processed by GP for the L7 packet processing or not. 
Fig. 7 (b) shows the maximum number of the packets in the buffer of the PS of the 
conventional interworking architecture when the HB traffic patterns are used. As 
shown in Fig. 7 (b), when the HB traffic patterns are inputted to the NP, the maximum 
number of the packets in the buffers of the PS is increased compared with the LL 
traffic patterns as shown in Fig. 7 (a). 

   
                      (a)                                        (b) 

Fig. 6. Packet processing time in the (a) LL and (b) HB traffic patterns as a function of IL7 

   
                        (a)                                       (b) 

Fig. 7. The maximum number of the packets in the buffer of the PS of the conventional 
interworking architecture when the (a) LL and (b)HB traffic patterns are used 
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                        (a)                                     (b) 

Fig. 8. Maximum number of the packets in the buffer of the PS of the proposed interworking 
architecture when the (a) LL and (b) HB traffic patterns are used 

Figs. 8 (a) and (b) show the experimental results when the LL and HB traffic 
patterns are used in the proposed interworking architecture, respectively. As shown in 
Fig. 8 (a), the total number of the packets in the buffers of the PS in the CNP is 
decreased while the total number of packets in the buffers of the PS in the GP is 
increased. This is mainly because in the proposed architecture, the sequence of the 
packet processing is divided by the DPI and only if when the L7 packet processing is 
required, the packets are transferred to the PA in the GP. As a result, the total number 
of the packets in the buffer of the PS in the GP is increased with IL7. However, as 
shown in Fig. 8, varying IL7 had a minimal influence on the total amount of the 
packets in the buffers of the PS than the conventional interworking architecture as 
shown in Fig. 7 for the following reasons. First, in the proposed interworking 
architecture, only L7 packets are processed by the GP. Second, the packets of L2 to 
L4 are processed by the CNP. Thus, the packet processing overhead of the GP were 
decreased. 

5   Conclusions 

In this paper, we propose a new interworking architecture for an NP that is able to 
efficiently process packets of L2 to L7. To increase the throughput and utilization of 
the NP, proposed architecture determines whether the L7 packet processing of the 
current incoming packet is needed or not at the DPI and then assigns the packet to the 
appropriate processor to process the packet. Experimental results show that the 
proposed interworking architecture decreases the overhead of the PAs and increases 
the throughput of the NP when compared with the conventional interworking 
architecture. This performance improvement was also accomplished without high cost 
and complicated process by combining a conventional NP with a GP. Thus proposed 
interworking architecture is suitable for NPs of network devices for L7 packet 
processing. 
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Abstract. In this paper, we propose a new rectification hardware architecture 
that is suitable for an adaptive multiple-baseline stereo vision system. The 
adaptive multiple-baseline stereo vision system can obtain precise distance 
information compared with the fixed-baseline stereo vision system. To reduce 
the computation overhead of the stereo matching, the rectification is an 
essential step in the stereo vision system. However, the conventional 
rectification hardware architectures are designed for the fixed-baseline stereo 
vision system. Also, previously proposed the lookup table (LUT) based 
rectification hardware architectures are not suitable for the adaptive multiple-
baseline stereo vision system. This is because these require large memory 
resources as the number of baseline increases. The experimental results show 
that the proposed hardware architecture does not need memory resources and 
also only few additional hardware resources are required as the number of the 
baseline increases as compared with the LUT-based rectification hardware. 

Keywords: Rectification, Adaptive multiple-baseline, Stereo vision, Pipelined 
hardware architecture. 

1   Introduction 

Over recent years, stereo vision systems have been proved as the useful technique for 
obtaining three-dimensional information from two-dimensional images. Fig. 1 shows 
the baseline of the stereo vision system. The baseline (B) is the distance between the 
left and right camera. The Equation (1) presents the relationship between the disparity 
(d) and the distance (Z) where f is the focal length. As shown in (1), the baseline 
length is a magnificent factor in measuring d [3]. It means that the longer baseline is 
required to obtain the more precise disparity. Thus, the multiple-baseline stereo vision 
systems have been proposed [1, 2]. These systems vary the baselines of the stereo 
vision system as the surrounding circumstance for obtaining more precise distance 
information. 
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d = f·B / Z                                   (1) 
 

In obtaining distance information of the object in image, searching the corresponding 
pair of the pixel between two images needs high computational overhead. To reduce 
the computational overhead, the rectification is an essential step in stereo vision 
systems. Fig. 2 shows the overall flow of the stereo matching. The calibration step 
determines the extrinsic and intrinsic parameters of the left and right cameras. The 
rectification is the process of re-aligning epipolar lines to parallel with the x axis by 
re-mapping the image pixels from the input image to rectified image as shown in Fig. 
5. Thus, the searching space can be reduced from two dimensions to one dimension 
[3, 4]. 

 

 

Fig. 1. The baseline of the stereo vision system 

 

Fig. 2. The overall flow of the stereo matching processing 

The rectification algorithm has been studied broadly in recent years. For the 
rectification procedure, two kinds of hardware architectures have been generally used. 
The first is the LUT-based rectification hardware architecture [5, 6] and the second is 
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the computational logic (CL) based rectification hardware architecture [7]. In general, 
for the real time rectification, the LUT-based hardware architectures are broadly used.  
However, as the resolution of the image increases, the LUT occupies very large 
memory space [5]. Also, in order to support the multiple-baseline stereo vision system, 
these architectures require large memory space for the LUT as the number of baseline 
increases. Thus, this method is not suitable for the adaptive multiple-baseline stereo 
vision system. The CL-based rectification architecture does not need large memory 
space unlike the LUT-based rectification architecture. However, the CL-based 
rectification architecture requires higher computational overhead than the LUT-based 
architecture. 

The previously proposed LUT-based rectification hardware architectures and the 
CL-based rectification hardware architecture are designed for the fix-baseline stereo 
vision system. Thus, the study of the rectification hardware architecture for the 
adaptive multiple-baseline stereo vision system has been strongly required as the 
importance of the multiple-baseline stereo vision system increases. For the multiple-
baseline stereo vision system, the LUT-based rectification hardware architecture is not 
suitable because of the large usage of memory. Thus, we propose the fully pipelined, 
CL-based rectification hardware architecture that aims at the adaptive multiple-
baseline stereo vision system. 

The rest of the paper is organized as follows. In section 2, we describe the proposed 
rectification hardware architecture with the equations of the rectification. Section 3 
presents the experimental environments then analyzes the results of the experiments. 
Finally, we summarize and conclude the paper in Section 4. 

2   Proposed Rectification Hardware Architecture 

Fig. 3-(a) shows the block diagram of the LUT-based rectification hardware. In the 
LUT-based rectification, the mapping indexes of every pixel are pre-computed and 
then stored in the LUT. Thus, this method can perform the rectification procedure 
easily. However, this architecture is not suitable for the multiple-baseline stereo vision 
system. This is mainly because the LUT is proportionally increased as the number of 
the baseline increases. The block diagram of the proposed rectification hardware 
architecture is shown in Fig. 3-(b). The proposed architecture computes the mapping 
indexes of every pixel using the Rectification Coefficient Register. 

The LUT-based architecture needs large memory resources to store the mapping 
indexes of every pixel for the rectification than the Rectification Coefficient Register. 
For this reason, as the number of the baseline increases, the LUT needs very large 
memory resources. On the contrary, because the proposed rectification hardware 
architecture computes the mapping indexes of every pixel, it can, unlike the LUT-
based rectification hardware architecture, perform rectification for the multiple-
baseline stereo vision system without additional hardware resources. Thus, the 
proposed rectification hardware architecture is more suitable for the multiple-baseline 
stereo vision system than the LUT-based rectification hardware architecture. The 
proposed rectification hardware architecture is designed based on the equations in 
Table 1 [8]. 
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(a) LUT-based hardware architecture      (b) Proposed CL-based hardware architecture 

Fig. 3. The block diagram of the rectification hardware architecture 

Table 1. The equations of the rectification 
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The proposed pipelined rectification hardware architecture is as shown in Fig. 5. 

The proposed rectification hardware architecture consists of the Rectification 
Coefficient Register, the Pixel Index Generator and the Interpolator. The Rectification  
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Coefficient Register stores camera parameters and the rectification matrix coefficients 
as a function of the number of baseline. The Pixel Index Generator computes the 
mapping index of every pixel. The Interpolator computes the pixel value of the 
rectified image. 
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Fig. 4. The proposed pipelined rectification hardware architecture 
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3   Experimental Results 

The proposed rectification hardware architecture is designed using Verilog HDL and 
implemented in Xilinx Virtex4 LX60 FPGA. Fig. 5 shows that the results of image 
rectification as a function of the baseline. As shown in Fig. 5, the epipolar lines are re-
aligned. The proposed rectification hardware architecture is compared with the LUT-
based rectification hardware architecture [6]. Table 2 shows FPGA implementation 
results. As shown in Table 2, the LUT-based hardware architecture not only needs 
large memory resources but also requires additional memory resources for the 
multiple-baseline stereo vision system. However, the proposed architecture does not 
use any memory resources. In addition, it requires only few additional hardware 
resources for the multiple-baseline stereo vision system compared with [6]. Also, as 
shown in Fig. 6, the memory usage of [6] is proportionally increased as the number of 
the baseline increases. In contrast, the proposed architecture does not use the memory 
resources and only few additional hardware resources are required as the number of the 
baseline increases. 

 

 

(a) Original left and right images (baseline = 5 cm, image size = 752 x 480) 

(b) Rectified left and right images (baseline = 5 cm, image size = 752 x 480) 

 

(c) Original left and right images (baseline = 10 cm, image size = 752 x 480) 

Fig. 5. Rectification results as a function of the baseline 
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Table 2. FPGA implementation results 

 Fixed-baseline Multiple-baseline 
(the number of the baseline = 2) 

[6] 

Slice Registers 677 Slice Registers 677 

Slice LUTs 1,335 Slice LUTs 1,354 

Memory used (KB) 6,768 Memory used (KB) 13,536 

Proposed 

Slice Registers 5,932 Slice Registers 5,932 

Slice LUTs 3,365 Slice LUTs 3,418 

Memory used (KB) 0 Memory used (KB) 0 

4   Conclusion 

In this paper, to support adaptive multiple-baseline stereo vision systems, a new fully 
pipelined, rectification hardware architecture is proposed. The proposed rectification 
architecture consists of six pipeline stages. The proposed rectification hardware 
architecture does not require memory resources unlike the previous LUT-based 
rectification hardware architectures, and it requires only few additional hardware 
resources for the multiple-baseline stereo vision system. Thus, the proposed 
rectification hardware architecture is suitable for the adaptive multiple-baseline stereo 
vision system. 
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Abstract. This paper proposes and evaluates a biologically inspired autonomous
system that makes networked agents or applications to be autonomous, scalable,
adaptive. With the proposed system, a network application consisting of an as-
sociate of agents is designed by decentralized agents, which are analogous to
mobile cells that have ability to migrate in biological systems. Each agent has
a unique functionality for network systems, and implements biological behav-
iors such as migration, replication, reproduction, and death. The proposed system
allows agents to autonomously sense its surrounding environments to evaluate
whether they adapts well to the sensed environment conditions. Empirical mea-
surement results show that the agent adapts well to the dynamic environments.

Keywords: self-organization, federation of agents, modular agents.

1 Introduction

In the near future, the ubiquitous computing calls for the deployment of a wide variety
of smart devices throughout our working and living spaces [1]. Furthermore, many
devices will be mobile. They are expected to dynamically discover other devices at
a given location and continue to function even if they are disconnected. The overall
goal is to provide users with universal and immediate access to information and to
transparently support them in their tasks [2]. It is difficult to adapt to changes in user
requests or changes in execution environments during runtime such as the spontaneous
addition and removal of components and changing network topology. These factors will
be more critical in both ubiquitous computing environments and large scale distributed
systems such as grid computing environments [3], [4].

This paper addresses autonomous adaptability of agents (i.e. network application)
in the biRNA (bio-inspired reconfigurable networking architecture) framework. Au-
tonomous adaptability is an ability of network applications to allow adapting to dynamic
changes in the network intelligently without any administrative intervention from and
to human users. In this paper, the author describes a self-organizing system framework
that allows for highly distributed and dynamic network applications using autonomous
adaptive agents. This paper introduces several key features of the autonomous adap-
tive agents in our architecture and depicts functional requirements for our agent-based
framework (see Fig. 1(b)).

T.-h. Kim et al. (Eds.): FGCN 2011, Part I, CCIS 265, pp. 156–165, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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(a) (b)

Fig. 1. (a) Group migration in distributed systems. (b) The biRNA framework.

We describe the design and implementation of the framework, showing how the pro-
posed framework satisfies the expected requirements of future networked applications.
In order to explore the scalability and efficiency of the framework, we present some
results from our empirical computations.

2 Related Works

Most existing agent platforms presuppose the existence of a host controller or of cen-
tralized agents. For instance, Hive deals with decentralized agents [5], but its current
implementation is based on a central host and deployment of the remote message by
Java RMI. In a few attempts, the architecture for real distributed systems have been
presented [6], [7], [8], [9]. For example, the Anthill project established a bio-inspired
middleware for peer-to-peer systems, which consists of a aggregation of interconnected
dens [10]. Autonomous agents, called ants, can move around the network to satisfy
user requests. The Co-Field project suggested the concept of general coordinator for
the movements of agents and organization of a group of agents, which consist of mo-
bile devices and mobile robots. However, it is only available within limited simulation
environments. M. Murata and F. Dressler suggested biologically-inspired networking
for communications between sensor nodes under mobile wireless sensor network envi-
ronments. Their researches have been focused on data transmission mechanism which
can consume low power source [11], [12].

In contrast, the proposed framework allows agents to organize a virtual network
among agents using their functionalities and relationships. They also carry out
distributed discoveries through interactions with each other, which results in social
networking. Our proposed framework is that agents are independent objects that can
accomplish their tasks and are flexible components that can be combined with and seg-
regated from each other through the proposed framework. Table 1 describes the main
differences between other agent based platforms and biRNA [13].

3 Association of Agents

The proposed framework presupposes that each application is composed of one or
more components as shown in Fig. 1(a). Each component has a mobile single-cellular
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Table 1. Comparison with other agent platforms

AgentSpace SOMA Anthill Pole Co-Field biRNA
Migration Yes Yes Yes Yes Yes Yes
Discovery No No Partial Yes Yes Yes

Policy No No No No No Yes
Asynchronous Yes Yes Yes Yes Yes Yes
ORB support No No No No No Yes
Messaging No No Yes Yes No Yes

Host Comm. No No No No No Yes

structure (modular agent or motile cell), since it is self-comprised and self-roving. A
collection of components is akin to pseudo-deformation in biology because such a com-
bination can modify the structure of a group of components.

The framework provides interaction measures for migration of components. It con-
trols the migration of components to other computers to accomplish particular require-
ments or tasks. The framework should be used to develop an unicellular application
as a set of agent-based components for components or application, which is able to
migrate to other computing devices and reorganize components while the application
is running [14]. The movement of one component may affect other components. For
example, two components, which have different latencies in communication and ve-
locities in movement and reorganization, are requested to simultaneously combine by
a nearby computing device. One is for the control of the keyboard and another is to
display content on the screen. Since each component has its own unique properties and
control strategy, synchronizing a collection of components tends to be impossible over a
distributed network environment. Therefore, components cannot efficiently coordinate
with each other.

Therefore, the framework ought to enable each component to explicitly specify its
own restraints for migration and reorganization. A component has to migrate to one
of the most suitable computing devices under their own controls and constraints to
satisfy their requirements and tasks. However, it is not always possible to decide exactly
which destination is the most suitable. For this reason, the proposed framework allows
a component to simultaneously distribute its clones to multiple computing devices. The
framework then selects the most suitable clone while the others naturally vanish.

Our framework should be used to allow network protocols to manage the migra-
tion of mobile agents within a distributed network environment and as a middleware
for self-organizing adaptive systems in distributed computing systems. We can easily
imagine that there may be many different approaches for component management in
a distributed system because most applications have their own specific management
strategy. Therefore, the framework should be independent of any component deploy-
ment and organization approaches and of any biologically inspired processes [18].

The proposed framework can be employed as a general middleware architecture,
which enables components to be exchanged between computers and allows applica-
tions to be implemented utilizing such components. That is, each component can have
its own control and constraints for specifying spatial relationships between its location
and other components’ locations at neighboring computing devices. As a result, instead
of any global policy, a collection of components should be managed through the asso-
ciation of the components’ schemes.
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4 Principal Attributes of biRNA

Agents in the biRNA framework are decentralized (Decentralization). There are no
central entities to control and coordinate agents. Decentralization allows network appli-
cations to be scalable and simple by avoiding a single point of performance bottlenecks
and failure, and any central coordination in deploying agents. Agents in the biRNA are
autonomous (Autonomy). Agents sense their local surrounding environments and they
autonomously behave without any human intervention or from/to other agents, plat-
forms. Biological entities strive to seek and consume food for living (Energy Manage-
ment). In biRNA, agents store and expend energy for living. Each agent gains energy in
exchange for performing its service to other agents and expends energy to use network
and computing resources. Agents in the biRNA framework are adaptive to dynamically
changing environmental conditions (Adaptability). The adaptation is achieved from de-
signing agent behavior policies to consider local environmental conditions. The abun-
dance or scarcity of stored energy in agents affects their behaviors and triggers natural
selection (Natural selection).

5 Agent Behavior Process

In this section, the algorithmic aspects of the behavior selection mechanisms are visu-
alized with the UML (Unified Modeling Language) sequence diagram. The base class,
migration schemes of components, and coordination strategy are described.

The biRNA framework provides the default implementation architecture which is
automatically generated with basic class and implementation interfaces that can be ob-
served in programming tools such as Visual C++, NetBeans, and IBM Architect [20],
[21], [22]. Fig. 2(a) shows the basic class and behavior interfaces. In biRNA framework,
an agent checks the energy level to determine the behavior. When the agent is generated
at the first time, the agent has a certain amount of energy level. If the energy level of the
agent becomes very low (i.e., below the death threshold), the agent is eliminated from
the platform due to energy starvation (see Fig. 2(b)).

(a) (b)

Fig. 2. (a) The basic class and behavior interfaces of the biRNA agent. (b) Agent’s death behavior
process.
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An agent emits a pheromone (i.e., cytokine) if its energy level exceeds the threshold
of pheromone emission. Agents continuously adjust their threshold value by CUSUM
(cumulative sum control), which is a sequential analysis technique and typically used
for monitoring change detection [23], of its energy level.

When a pheromone is emitted on a platform, all the agents on the platform can sense
it. It may stimulate their replication or migration behavior. Each pheromone has its own
concentration (i.e., 1000) and fade away by lapse of time. The pheromone completely
vanish from the platform when the value becomes zero (see Fig. 3(a)).

Sm =
m∑

i=1

x̄i − μ̂0, cumulative sum (1)

Shi(i) = max[0, Shi(i − 1) + xi − μ̂0 − k], for upper limit (2)

Slo(i) = max(0, Slo(i − 1) + μ̂0 − k − xi], for lower limit (3)

where, m is the sample number, µ̂0 is the estimate of the in-control mean.

(a) (b)

(c)

Fig. 3. (a) Pheromone emission behavior. (b) Replication behavior. (c) Migration procedure.

Replication occurs when the energy level of the agent exceeds its replication thresh-
old, or pheromone stimulation threshold is bigger than pheromone concentration value.
The agent keeps replicating itself until its energy level becomes less than its replica-
tion threshold value. When the agent replicates itself, pheromone stimulation threshold
decreases at the same time. When an agent replicates itself, the agent gives its energy
units to its child agent (replicated agent). The child agent gathers the sensory informa-
tion from its parent agent that stimulated the parent agent to perform the replication
behavior (see Fig. 3(b)).
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Because the pheromone decays on a hop-by-hop basis and includes where it is flowed
from, the agent can sense where the original platform exist approximately, and move
toward the original platform by climbing pheromone gradients. This allows agents to
move to neighbor platforms (see Fig. 3(c)). In order for agents to determine which
neighboring platform they have to move to, platforms periodically relay pheromone to
other platforms.

The component references are critical for tracking moving components and invoking
their methods. This framework provides the APIs for invoking the methods of com-
ponents on local or remote computers. It does not have to statically define any stub
or skeleton interfaces through a precompiler approach because our target is a dynamic
computing system (see the example invoking procedure). The component receives a
reference at the current, which is given when the host is originally created. The refer-
ence is compared with the GID of the host at the new location. Then other components
can invoke the methods of the newly attracted component. In addition, based on ORB’s
publish/subscribe concept, our framework allows users to implement the generic remote
publish/subscribe mechanism that enables subscribers to express their requirements or
tasks for an event. As a result, components may easily recognize whether or not they
can accomplish their requirements at the current host. Table 2 is brief summary for
Message protocol.

Table 2. The protocol for message exchange

Field Value Set

Message Header
deliveryMode The same as that specified on the request
expiration Derived from the request. Decide whether to degrade
priority Copied from the request
correlationID Copied from the request MessageID
destination Copied from the ReplyTo property in the request

Message Properties
requestURI Copied from the requestURI property in the request message
bindingVersion Copied from the bindingVersion property
contentType Inferred from the Envelope and presence of attachments

Message Body
body Serialized message according to the media type

6 Experimental Results

In the empirical evaluation of the framework presented in this section, various mea-
surements were obtained involving varying numbers of agents (1 to 1000 agents) and
frameworks (1 to 16 platforms, two platforms per PC). Eight Windows PCs were used
in the empirical evaluation, each running the Java 2 standard edition JVMs (version
1.4.2 from Sun Microsystems). These three PCs were divided into four groups with two
multithreads in each group, according to their CPU speed and memory size (namely
4.2GHz with 512MB RAM and 4.3GHz with 1024MB RAM). These PCs were con-
nected through 100 Mb/s Ethernet. In this measurement, 16 biRNA platforms are de-
ployed on 8 PCs (i.e., two platforms per PC), and they are connected with each other
based on a grid topology with equivalent distance (see Fig. 4).
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Fig. 4. Network topology for testbed

The bootstrap overhead measures the time for the framework to initialize each frame-
work instance, and the bootstrap memory footprint measures the amount of memory
space each framework instance consumes when it is initialized.

Table 3. Average bootstrap overhead and memory footprint

Framework component Overhead (msec) Footprint (KB)

Message transport 11.98 3.32
Agent manager 130.02 4.44

Class loader 6.72 1.58
Framework indicator 34.11 6.29

Resource sensing 32.28 22.01
Energy management 49.01 4.73

Migration 12.43 2.98
Cytokine/chemokine emission 15.79 3.53

Discovery 32.43 9.48

The measurement results demonstrate that the bootstrap overhead and memory foot-
print of each framework instance is very small. The footprint of the agent management
service is relatively large because the service creates a thread pool, which consists of ten
threads. The thread pool is used to improve the service response time for component re-
quests. In lieu of a thread pool, if 2 components arrive at a host, one of the components
must wait till the other component service is over. This situation may cause consider-
able latency in service and cause the system to stall. However, our framework is able to
avoid such issues through the introduction of thread pooling. Incoming components are
allocated to the most inactive thread. This ensures that all services will be served within
a certain amount of time.

The total overhead of cytokine sensing is determined by the amount of time it takes
for the cytokine sensing service to find the migrating agent’s cytokine (by accessing a
cytokine list maintained by the cytokine emission service), contact a representative of
the platform that the cytokine specifies (i.e. the platform that the agent migrated to),
and locate the migrated agent on the remote platform.

Fig. 5(a) shows how the overhead changes when an agent senses cytokines emitted on
remote platforms, multiple hops away. It also illustrates that the overhead increases lin-
early as the hop count to remote platforms increases, which indicates that the cytokine
sensing service is scalable. Fig.5(b) shows the roundtrip time of a message between
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(a) (b)

(c) (d)

Fig. 5. (a) Overhead of environment sensing using cytokine emission services. (b) Roundtrip time
of message between two components on different frameworks. (c) Comparing to other platform
technologies. (d) CPU utilization.

two components running on different frameworks. In this measurement, a single com-
ponent is deployed on a platform and a disparate set of components (from 101 to 104

receiver agents) is deployed on another platform. The sender randomly chooses one of
the receivers and sends a component initialization message to the chosen receiver. Then
the receiver sends back an acknowledge message to the sender. Fig.5(c) shows that the
roundtrip time is comparable with well-known Java- based distributed object platforms
(CORBA ORB and Java IDL), indicating that the networking interface for message
transport is implemented efficiently. It also shows that the roundtrip time remains rel-
atively constant as the number of receiver agents grows up to 10,000, which indicates
scalability. Fig.5(d) shows CPU utilization of the web server and the proposed frame-
work. The potential for high bandwidth has little value in practice if communication
overheads leave no CPU power to process the data. CPU utilization is just as important
as bandwidth since bandwidth will drop if application processing overwhelms the CPU.

Table 4. Migration overhead

Size Data size (byte) Execution time (seconds) Migration time (seconds)
level 1 4 8 1 4 8 1 4 8
1024 49316 49732 50321 0.534 0.548 0.567 0.018 0.018 0.018
2048 98168 99024 99675 1.725 1.757 1.778 0.041 0.041 0.047
4096 193872 197788 198376 4.799 4.821 4.997 0.096 0.103 0.104
8192 391480 394916 399684 11.021 11.534 11.891 0.179 0.192 0.198
16384 783696 787292 788120 24.185 24.478 24.729 0.327 0.386 0.394
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Table 4 shows the overhead for an agent to migrate from one platform to another using
the migration service. The migration overhead includes the transmission time over the
network and the processing time at both the origin and destination platforms. As the
size of mobile code grows, the overhead increases linearly, instead of exponentially,
indicating that the migration service is scalable.

7 Conclusions and Future Work

This paper presented a middleware system comprised of dynamic collections of com-
ponents on a distributed system. With biologically inspired principles and mechanisms,
network applications were created based on the proposed architecture satisfying the key
requirements of future network applications such as autonomy, scalability, and adapt-
ability. We designed and implemented a prototype middleware system and demon-
strated its effectiveness in several applications. Empirical evaluation shows that the
platform is efficient, scalable, and reusable. There are still further issues that need to
be resolved. Although the current implementation focuses on the deployment of com-
ponents, we plan to extend the framework so that it can be used to modify the behavior
of each component during execution. The final goal of this architecture is to provide a
general test bed for various bio-inspired approaches for adaptive distributed systems.
Also, since the current performance is not satisfactory, further measurements and opti-
mizations are required.
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Abstract. It is widely anticipated that there will be a paradigm shift in the 
coming year from desktop-centric computing to mobile computing. This will 
have a number of significant ramifications. One issue of critical importance is 
the design, development and deployment of software solutions for mobile users. 
In this paper, we suggested a mobile collaboration framework based on 
distributed object group framework (DOGF). This paper focuses on the use of 
this framework to support mobile collaboration. Therefore, we improved the 
existing work and apply it to the construction of u-healthcare agent services. 
For supporting mobile collaboration, we divided into two agent types such as 
the stationary and the moving-typed agents according to the function of mobile 
devices. The data collected by sensors attached on arbitrary spaces can be 
shared by 2-typed agents or a home server, and exchanged with each other 
using the Push and Pull methods. For managing this information, the DOGF 
provides functions of object group management, storing information and 
security services to our mobile collaboration framework via defined application 
interfaces. We also showed via GUI the executablility of healthcare application 
supporting for medical work in hospitals on our mobile collaboration 
framework. Information Management using mobile phone in Wireless Sensor 
Network is a very common factor. This system will be as simple as possible 
providing all the facilities those are available in remote PC based applications. 
A wireless mesh network furnishes the WSN. Mobile phones are going to be 
the nodes or access points of this network. Some predefined activities like error 
messages or warning messages after sensing the system environment along with 
all types of responses to user queries can be achieved in this system. A simple 
user friendly GUI is implemented for user and there is a server to authenticate 
the logged in user, listen to the requests and replies them accordingly. The user 
can(i) get the reports regarding all/individual tags and or routes, emergency 
messages, sensors and also the location information and /or (ii) send actuation 
command to the server using which immediate decision about the system can be 
taken from server side. Thus any remote user can be assisted by this system and 
can communicate with WSN anywhere, anytime.  

Keywords: u-health Agent node, Mobile collaboration frameworks, Agent 
UML modeling, Mobile development. 
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1   Introduction 

It is widely anticipated that there will be a paradigm shift in the coming years from 
desktop-centric computing to mobile computing. This will have a number of  
significant ramifications. One issue of critical importance is the design, development 
and deployment of software solutions for mobile users. These users utilise such 
applications in a highly dynamic environment and such systems need to perceive and 
demonstrate responsiveness to environmental changes. While pre-existing methods, 
possibly enhanced and extended in various ways, will offer partial support, it is clear 
that new technologies of a design, implementation and methodological nature are 
demanded.  The approach we advocate is the use of intelligent agents encapsulated in 
an agent oriented design methodology. The implementation apparatus is provided via 
Agent Factory [1], an environment for the rapid prototyping of agent-based systems, 
the design notation is that of agent UML (AUML) [2] and the methodology utilised is 
that of the agent factory development methodology. Up to now, the computational 
complexity of delivering an agent-based solution within the computational constraints 
of mobile devices has rendered such an approach futile at worst or at best impudent. 
However, recent developments in mobile computing hardware have made the 
deployment of agent-based solutions feasible.  

Ubiquitous computing integrates computation into the environment, rather than 
having computers which are distinct objects. This means that individual physical 
environment is a share and exchange of information that are collected data from the 
devices, sensors and desktop computer over wireless network [1,2]. Recently, 
research in ubiquitous computing is towards the development of an application 
environment able to deal with the mobility and interactions of both users and devices 
[3,4,5]. In these researches, collaboration is a very important application of 
information technology, especially for a u-healthcare environment. With the fast 
development of mobile computing, wireless mobile networks and mobile devices are 
becoming widely used in both commercial and academic organizations. Collaboration 
turns out to be much more useful in a mobile network.  

Therefore, this paper presents the mobile collaboration framework based on the 
distributed object group framework [6]. The DOGF provides functions of object 
group management, storing information and security services to our mobile 
collaboration framework via defined application interfaces. With the aim of analysing 
a complete understanding of the medical work practices, how they manage the 
medical information, and how they interact with each other, we considered a 
workplace study [7]. We decided to scenarios as a way of integrating our researching 
for u-healthcare framework. These scenarios that require for mobile collaboration 
include exchange information, sensing data process and group based distributed 
object collaboration by agent on mobile devices. There are also a lot of applications 
that can integrate collaboration into healthcare application services. 

When considering our environment we found that there were only two mobile 
devices that would satisfy our demands: Personal Digital Assistants (mobile devices) 
and mobile phones. The mobile devices had a clear advantage over mobile phones 
when considering sensor data collection and mobility. It was therefore natural to focus 
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on the available mobile devices in a hospital space and technologies available such as 
mobile devices. According to the function, we divide into two classes; stationary and 
moving-typed agent. The functions of a stationary-typed agent on mobile devices or 
PC are it collecting related patient health data and environment information about the 
ward from the healthcare sensors or devices. While the moving-typed agent on mobile 
devices can support the nurse’s business that provides the interaction with stationary-
type agents and home server.  For our implementation environment, we used TMO 
scheme and TMOSM for interactions between distributed components. Also, we used 
the Bluetooth technology for interactions between mobile devices. Finally, we 
showed via GUI the executablility of a healthcare application on our mobile 
collaboration framework. 

The rest of the paper is organized as follows. Section 2 presents related research 
work. The next section 3 describes the architecture of mobile collaboration 
framework. Also, we explained the mobile collaboration type which is the type 
according to the function of mobile devices. Section 4 describes the healthcare 
application that implements the architecture and demonstrates its features and abilities 
based on mobile collaboration framework. The last section describes the conclusion 
and future works. 

2   Related Works 

2.1   The Mobile User 

Developing applications for mobile users is difficult and problematic. A simple 
comparison between the resources available to the average desktop user and their 
mobile counterparts starkly illustrates this. Processing power, screen size, battery or 
power source life span and network capability are all significantly poorer on PDAs 
when contrasted with their desktop cousins. Indeed, it is probable that this resource 
gap will always exist. Likewise, methods of interacting with portable devices differ 
from those traditionally used. Unfortunately, the issue of solution deployment is 
further complicated when it is considered that portable devices can differ significantly 
between themselves. 

Despite such limitations, it is the dynamics of both the mobile user’s behavior and 
the environment within which the system is being used which form the more 
interesting challenges and, as such, prove of particular interest to us. A mobile user_s 
context is by definition dynamic as their needs and their environment are in a 
continual state of flux. This implies that their needs and expectations may change as 
they roam about the physical environment. In addition, the quality of what we might 
term the prevailing electronic infrastructure, for example networking ability, may 
vary considerably at any given time. How best to engineer applications that can 
operate under such varying circumstances while simultaneously meeting users’ needs 
and expectations is still an open question.  



 Modeling u-Healthcare Frameworks Using Mobile Devices 169 

2.2   Agents: A Possible Solution 

So when should intelligent agents be considered as a basis for a possible software 
solution? There is no hard and fast answer to this question. However, agent 
practitioners consider those systems that can be logically subdivided into a series of 
dynamic interacting components as being potentially suitable for agents. Furthermore, 
applications that must operate within environments that are complex and dynamic are 
perceived as being particularly suitable, as traditional approaches do not always 
include mechanisms for effectively modeling the myriad of scenarios that such 
environments present. We need look no further than our immediate surroundings for 
an example of an environment that is inherently complex. A mobile user with varying 
information requirements operating within such an environment introduces a dynamic 
component that increases the difficulty in delivering services and applications further. 
Therefore we can consider that such a scenario offers a fertile area for the deployment 
of agent-based solutions. Such classes of problem are inherently suited to an 
embedded agent approach. The agents are embedded within the mobile device and 
constantly perceive both the environment and the user’s behaviour. Subsequently, 
intentional agents may affect their environment through actuator activation. Agents 
typically would collaborate, each offering a restricted set of capabilities or 
responsibilities like user profiling or interface event listening or map/content 
presentation. Such collaborative behaviour would offer the requisite adaptivity to 
reflect the dynamics of such classes of system. We do not suggest however that agents 
are a panacea offering an all-encompassing solution to the difficulty of developing 
mobile applications. Rather, it is the nature of the domain in which the application is 
deployed, as well as the user_s expected behaviour and requirements, that will 
ultimately dictate as to whether an agent-based solution is desirable or otherwise. 

2.3   Our Research 

Our research enables the design of more flexible and suitable for ubiquitous 
healthcare environments. Currently, various researchers have been suggested in order 
to mobile collaboration. This section describes some of the related researches and 
projects for this paper. Mobile Collaboration services enable users utilizing mobile 
device to share information and communicate with each other. Related research has 
been conducted on various models that support collaboration. Pervasive Collaborative 
Computing Environment (PCCE) project[8] that offers an environment for supporting 
scientific collaborations. This environment houses various tools needed in 
collaborations such as a synchronous/asynchronous messaging, video conferencing, 
and file sharing/transfer.  iClouds project is an architecture for supporting 
spontaneous exchange of information between users that come within each other’s 
digital sphere[9]. The goal of iClouds is to provide a platform for spontaneous 
collaboration, taking advantage of the observation that people gathered at the same 
location often have common interests or goals. JXTA[10] based on J2SE project is 
java framework for P2Pnetworks that targeted on desktop computers. For solve this 
platform problem, Sun Microsystems suggests the JXME and JXTA for J2ME for 
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support on small mobile devices. PROEM[11] is an open computing platform that 
provides a complete solution for developing and deploying P2P applications for 
MANETs. The platform is based on experiences from developing a series of mobile 
applications. It is implemented as a platform independent framework using J2SE. 
Such a project constitutes a high level of collaboration between individuals via the use 
of computers and wireless technologies. But, several approaches have been proposed 
to provide aspects related to low-level collaboration. We have developed a distributed 
object group framework that is component-based framework. Therefore, we improved 
the existing work and apply it to the construction of u-healthcare agent services for 
mobile collaboration. For supporting mobile collaboration, we focus on high level 
collaboration supported by DOGF. 

3   Modeling of MC Framework 

This section presents an overview of our MC (Mobile Collaboration) framework 
architecture. This framework provides flexible support for defining and configuring 
the group through the service components of DOGF and behavior of the principal 
elements of a mobile collaboration environment.  Also, we describe the type of 
mobile collaboration. 

3.1   MC Architecture 

The characteristics of agents, though the subject of much debate in the past, have 
coalesced around a number of core features. These include autonomy, reactivity, 
proactivity and co-ordination. If we consider a typical mobile user for example, an 
agent might operate on their PDA, monitor the user_s behavior in an autonomous 
fashion, react to any perceived changes in the user_s status, and proactively anticipate 
what the user_s future behaviour will be. Finally, in co-ordination with other agents, it 
might arrange access to those services that it thinks the user may need as their context 
changes. While such characteristics satisfy the criteria of agenthood for many people, 
some researchers consider them as being only the minimum required. Indeed, such 
people would augment these characteristics with other stronger features such as 
sophisticated reasoning capabilities. For the purposes of this article we subscribe to 
this latter view and utilise agents that have been realised through the BDI paradigm 
[3]. BDI agents are a classification of agents constructed around the concepts of 
Beliefs, Desires and Intentions. To summarise briefly: an agent is assigned a number 
of tasks to perform. Such tasks essentially form the agent_s raison d_eˆtre and, in the 
BDI scheme, are represented as desires. However, before a desire can be fulfilled, a 
number of criteria must be satisfied. Such criteria, referred to as beliefs, are 
continuously formulated and updated as the agent monitors its environment. In 
general, it is unlikely that an agent will be able to fulfill all its desires at any given 
time. However, it is realistic to assume that it could fulfill some of them and such 
desires are formulated as intentions which the agent then proceeds to undertake. BDI 
agents are a mature realisation of the strong intentional agent stance [4] and offer an 
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intuitive and computationally tractable model of intelligent agents. Naturally, this 
makes using the paradigm attractive to those designing and developing agent-based 
solutions. 

Our framework used to component of supporting object group management for 
domain grouping in distributed object group framework, we consider the interaction 
of mobile devices and sensors. Also, for information collection and sharing in this 
environment, we adopted the TMO scheme and TMOSM [12] into the development 
environment of the healthcare application. 
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Fig. 1. Architecture of MC framework 

 
Figure 1 shows its architecture. It supports a logical single view system 

environment by grouping them. The group manager API supports the execution of 
application of appropriate mobile collaboration service on upper layer by using the 
input information obtained from individual or grouped physical devices on the lower 
layer as distributed platform. That is, according to the mobile collaboration service or 
status of the logical domain for collaboration, our framework could configure new 
groups dynamically by integrating physical devices/sensors or machines on the 
distributed platform and distributed application and agent on the upper layer. For the 
middleware of interaction between distributed applications adapted the TMOSMS. 

3.2   The Interactions of Component 

In the whole mobile collaboration framework, we defined the interaction of 
components which interacts with the distributed application include the agent, sensors 
and components of framework. The group manager object provides the interaction of 
agent in distributed application on mobile devices or Server and sensor by APIs and 
service object reference which support collecting real time information from the 
sensor nodes. Also it supports the security service which is a security object that 
checks access right for client. When service object is replicated, dynamic binder 
object provides the reference of service object by binding algorithm. The stationary-
typed agent on mobile devices obtains real time information of sensor node through 
service object reference. And, the interaction of objects in distributed application 
returned the result of service by framework components. The suggested framework 
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located at home server supports the security service and manages the devices and 
related information. Also, home server supports management of collecting 
information by stationary-typed agent and control of appliance by the context 
provider object.  

3.3   The Agent Type of Mobile Collaboration 

This paper suggested mobile collaboration framework, interacts with devices and 
sensors according to the type of devices. According to the function, we divide it into 
two classes; stationary and moving-typed agent. 

The functions of a stationary-typed agent are collecting related patient health data 
and environment information about the ward from the healthcare sensors or devices. 
The moving-typed agent can support the nurse business. Also, its function is similar 
to the stationary-typed agent. The difference between stationary-typed agent and 
moving type agent is that the latter only collects the data whereas the moving type 
agent usually provides the interaction with other agents and home server.  

We defined the mobile collaboration type about the interaction of devices. The 
information collected by sensors can be shared and exchanged by agents or home 
server in accordance to Push and Pull methods. The interaction between sensors and 
stationary-typed agent is using push methods that is collecting information using 
sensor send to moving-typed agent. And, the interaction between stationary-typed 
agent and moving-typed agent is using push/pull methods. In this case, the push 
methods are available to reconfiguration for sensor network and collecting the data 
from the sensor nodes. Then the pull methods are available to the exchange 
information between agents. Also, the mobile device and home server used push/pull 
methods of agents and communication ways which can use Bluetooth or wireless 
LAN. Firstly, Bluetooth way is to exchange data with the home server which is 
searched Bluetooth dongle. When mobile device has no Bluetooth dongle for the 
communication way, then mobile device can search the access points by IEEE 
802.11b, g. After searching for several devices by AP, it is communicating with 
searched devices. The above interaction way is according to the system environment. 
The home server provides information management and service based on context 
recognition. Figure 2 shows the architectures for the agent type id mobile 
collaboration in this paper.  

 

 

Fig. 2. Architectures for the agent type of mobile collaboration  
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4   Implementation of the Healthcare Application 

In this section we describe a healthcare application of computer-supported mobile 
devices cooperation. Also, we implement the healthcare application based on TMO 
scheme and then show the monitoring of GUI results in collaboration environment.  

4.1   Healthcare Application 

The healthcare application focuses on the collaboration environment which includes 
the interaction of management server, patient and nurse. 

The hospital has a three wards and each ward located stationary-typed agent on 
fixed hosts. When nurse’s MOBILE DEVICES  move about the ward, moving-typed 
agent adds network components and requests the environment information, patient 
health information to stationary-typed agent in the ward. And then, it provides 
information which is collected data from sensors, in which case the security 
information cannot access any information. The mobile devices of nurse’s displays 
information that is collected data from the stationary type agent. With mobile 
collaboration application, we used the environment information from sensors such as 
temperature, humidity and illuminometer. Also, we used the location sensor for 
location tracking and healthcare sensor such as blood pressure, blood sugar, heart rate 
and body heat. They can be divided into two types such as security and public. The 
one is patient health information and the other is environment information in the 
wards. The moving-typed agent can be obtained public information in the wards, and 
provide the control of appliances.  
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Fig. 3. The system environments of healthcare application for mobile collaboration  

For example, if using the moving-typed agent, we want to control fan to regulate 
the temperature, it requires the certification for the control of appliance to home 
server. Also stationary-typed agent on the ward obtains the public information and 
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security information. And then, it is sent to home server. When information are 
transmitted a collecting data by agent on mobile devices, the home server manages 
the way data are stored to database. Figure 3 shows the physical environment for 
mobile collaboration. 

4.2   Definition of Healthcare Application Component 

The components of the healthcare application based on mobile collaboration 
framework are defined by the TMO scheme. And we used the TMOSM for 
interactions between distributed components. Figure 4 describes the interaction of the 
components for healthcare application. 

For the healthcare application, distributed application components of the 
system(Client, Server) includes the distributed object implemented by TMO scheme 
and agents that autonomously act according to the perceived context information. In 
order to facilitate the implementation of autonomous agent for this healthcare Service, 
we used one more TMOs. Sensor TMO collects environment information, patient 
health information at the wards and also obtains the location information by agent. 
Monitoring GUI display the information about the collected data from Sensor TMO. 
Profile TMO manages user profile, user authority information and Control TMO have 
responsibility for appliance control. The Context TMO in home server, component for 
the appliance control service, monitors the action of all information appliances by 
receiving the information from corresponding appliances. The stationary-typed agents 
are located on MOBILE DEVICES s at wards and home server which are fixed host. 
The moving-typed agent is located on mobile devices which is mediate component 
that interact with mobile devices and PCs. 

First, for the moving-typed agent on mobile devices, the Sensor TMO mapping to 
moving object, called a nurse, in hospital, and sensed by physical sensor (Cricket). It 
also senses the moving nurse by the periodic time description, stores the location 
information of home server into information repository. When detecting the moving 
object, Sensor TMO transfers the location information. And it obtains environment 
information and patient’s health information from sensors or stationary-typed agent at 
ward. Control TMO controls peripheral appliances by sending those commands in 
their own proprietary language. In this case, the security object in DOGF needs to 
grant the access control right this privilege. All of the access control rights specified 
for the security object need this access privilege. 

For stationary-typed agents on mobile devices at wards, they also collect data 
about the environment information and patient’s health information from the 
environment sensors and health sensors. And then, the information transfers to the 
Sensor TMO in moving-typed agent. 

4.3   Executing Results of Healthcare Applicaion 

We have developed a set of initial healthcare agent services on the mobile 
collaboration framework to exercise a number of deployment scenarios and 
collaborative models. Figure 4 presents the healthcare application based on mobile 
collaboration framework as mentioned above.  
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Fig. 4. Business Application Service Class diagram in our works 

 
First, the GUI of mobile devices  at ward displays collecting data from sensors by 

stationary type agent and setting environment which add members for collecting data 
from sensors. The mobile devices  GUI for a nurse shows the information collected 
data by moving-typed agent for each ward according to location of mobile devices of 
nurse.    

 

 

Fig. 5. GUI for mobile devices 

For this, the nurse has to register the collected information to the home server. 
After then Figure 5 presents the home server GUI displays the collected information 
for each wards.  

In details, patient health information and the environment information are managed 
in the home server. It also displays the location for mobile devices  and the status 
information that is a live home appliance through the hope value on GUI.  
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Fig. 6. GUI for integrated monitoring of Home Server  

5   Conclusion and Future Works 

Ubiquitous computing environment includes the various sensors, mobile devices and 
communication infrastructure. In this environment, research is towards the mobile 
collaboration that able to deal with the mobility and interactions of both users and 
devices. Hence, because of limitations on resource and platform, we suggest mobile 
collaboration framework. It is based on the distributed object group framework that 
supports the group service and real time service. The mobile collaboration 
environment includes the sensors, mobile devices and home server. We defined the 
interaction agent type that interacts with each other. And we applied healthcare 
service for mobile collaboration such as a hospital ward environment. Each 
component for executing functions of agent and an integrated monitoring is 
implemented by TMO scheme. we showed via GUI the executablility of healthcare 
application on our mobile collaboration framework. Our future work will apply 
different environments for ubiquitous healthcare service and improving the 
performance of the framework. We will include studying the mobile agent 
technologies and then, we will apply to the moving-typed agent. 
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Abstract. The information of existing smart meter is transmitted by the fixed 
concentration and scheduling protocol on the request of the server. The 
connection configuration and the data transfer process are performed by 
DLMS/COSEM standard protocol. This protocol is applied to only point to 
point connections between the meter and the metering server. Therefore some 
constraints of transmission efficiency occur in large-scale networks. In this 
paper, we suggests an open protocol - Smart Meter Concentration 
Protocol(SMCP) which provide efficient transmission between concentrator and 
metering server. The AMI system was implemented with the proposed SMCP 
and has field tested in Jeju Island. 

Keywords: AMI, SMCP, metering protocol, task script, job scheduling.  

1   Introduction 

Recently, as the concern over the greenhouse effect increases, smart grid, a type of 
electrical grid combined with IT technologies has been considered as a promising 
solution for the energy saving and the rational energy consumption. This has resulted 
in the development of many “smart” technologies. Among these, the AMI(Advanced 
Metering Infrastructure) system is the most focused technology.  

The AMI system differs from traditional AMR system in that two-way 
communications are enabled with the meter in real-time in order to manage the energy 
demand with time-of-use pricing.[1] 

In Korea, the traditional AMR system is coming into use and the AMR system 
polls the meter data. This polling method lacks in flexibility and thus makes upgrade 
of the AMI system hard. 
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Fig. 3. Protocol flow of between SMC and SMCS 

3   Design of SMCP 

3.1   Concept of SMCP  

Communication using SMCP, that is an object-oriented protocol, starts with the 
transmission of the task-script. SMCP has good parameter scalability and 
compatibility with other types of systems in smart grid due to exchangeability of 
object-oriented data such as CIM(Common Interface Model) and DLMS data[2-4]. 

Figure 4 shows the basic communication concept of the SMCP. SMC interprets the 
task-script from SMCS and operates SMCP according to the interpretation. The task-
script includes the kind of information to be collected, collecting method, and list of 
SMs to communicate. SMC holds multiple task-script according to communication 
types. Meter data from SMs are collected and transmitted with the period and method 
defined in the task-script.[5] 

3.2   Introduction of SMCP  

SMCP is the text-based protocol using the ISO 10646 ASCII code in the UTF-8 
encoding rules[6]. The text-base protocol facilitates editing and adding parameters 
and is used to HTTP, RTSP, SMTP, SIP and etc,. SMCP is composed of request 
messages and response messages. Request messages and response messages are 
linked with the same XID value marked on the head line. Generally, the character 
separator is used to recognize the end of message [6]. 

A task_script is a request message consisting of several detailed jobs. It specifies 
schedule and operation condition of each job. A job is a unit task to be performed by  
 



 Design and Impleme

SMC. It consists of get/set
Each job has a detailed attr
cycle} for efficient operatio

 

REPORT Mes

PERIO

Transaction ID (XID)

Request Mes

TASK ID

Fig.

A task is formed with in
of processes in which SMC
the server. 

Basically, the server sen
interprets the task_script an
message to SMCS. The fo
SMCP can deliver concentr
and SMC event and environ
 

entation of Smart Meter Concentration Protocol for AMI 

t of SM and SMC, and report and notification to SM
ribute of {operation period, priority, execution time, rep
on.  

 

 
Fig. 4. Concept of SMCP 

 
 

JOB

TaskScript

GET_SM

ssage from SMC

OD PRIORITY

AT

DataSet

JOB

REPORT

PERIOD PRIORITY

AT

JOBID=1 JOBID=2

ssage from SMCS

JOBID=2 SEQ=1,2,.. binary values for the given dataset

 

 
. 5. Job configuration concept in SMCP 

 

ndividual jobs. SMCP is a protocol which specifies a se
C performs the job based on the task_script received fr

nds the task_script on the request message to SMC. SM
nd collects SM data, and sends the result on the respo
ollowing table lists the example of tasks. Extensiona
rator itself related data such as transformer monitoring d
nment data as well as metering data from SMs.  

183 

CS. 
port 

eries 
rom 

MC 
onse 
ally, 
data 



184 B.-S. Park, C.-S. Kang, and Y.-H. Lee 

Table 1. Type of JOB and TASK 

Type Job Description 
Task Type 
(taskID) 

Description 

SM_GET 
Extracts meter data 

periodically/non-periodically. 
Periodic meter reading 

(0x1xxx) 

Periodic data collection by SM 
(SM_GET) 

Periodic report to SMCS (REPORT) 

SM_SET Sets meter parameters. 
On-demand meter 

reading 
(0x2xxx) 

Selective data collection by SM 
(SM_GET) 

On-demand report to SMCS (NOTIFY) 

SMC_GET 
TR_GET 

Collects status of concentrator. 
Extracts transformer 

monitoring data. 

SM setting 
(0x3xxx) 

Notifies the result of setting of TOU, 
time, parameter (SM_SET) to SM 

(NOTIFY) 

SMC_SET 
TR_SET 

Sets concentrator action 
environment. 

Sets transformer monitoring 
action environment. 

SMC related 
tr. monitoring 

(0x0xxx) 

Notifies the result of SMC and TR status 
write and setting (SMC_GET/SET, 

TR_GET/SET) 
(NOTIFY) 

REPORT 
Reports the collected data to 

SMCS periodically. 

Event notify 
/on demand reading 

(0x9xxx) 

Notifies various events of SM and SMC 
(NOTIFY) 

On demand reading (RELAY) 

NOTIFY 
Notifies on-demand data under 

certain conditions. 
- - 

 
The task is performed in the following procedures of scenario:   

1. Upon receiving request for data from MDMS, SMCS makes view table from 
CIM to DLMS data. 

2. SMCS creates the task_script in which SMs and metering data are 
configured. 

3. SMCS requests to SMC to connect on TCP. 
4. SMCS sends SMC task_script. 
5. SMC parses the task_script. 
6. SMC collects data from SM specified in the task_script using the DLMS 

communication protocol.  
7. SMC makes the table with the collected data by SM.  
8. Then, SMC sends the REPORT message to the server by task ID and 

transaction ID (XID) of requested task_script. 

The example of request message of task_script and the response message of report are 
followed in Figure 6 and Figure 7, respectively.  

 

 
Fig. 6. Example of request packet of task_script 

SMCP/1.0 SMCID=0785A31101 XID=0x0003 TASKID=0x1200 MSGLEN=1234<CRLF> 
SMCID=0785A31101 SMCP/1.0 XID=0x0003 TASKID=0x1200 MSGLEN=350<CRLF> 
<CRLF> 
DO=SM_GET JOBID=1 PRIO=0 EVERY=00-00-00-25-15 AFTER=30<CRLF><CRLF> 
COMMENT= conduct JOB1 with 15 minute interval after 30 minute this script is 
arrived at SMC <CRLF> 
DATATYPE=smDataset/text DATALEN=200<CRLF> 
Smlist=[08140009291,…… 08140009289,08140009287] 
Objlist=[{1;1.0.0.0.0.255;2},….{1;0.127.94.82.0.8;2}]<CRLF> 
DATATYPE=selectiveDataset/text DATALEN=50<CRLF> PGobj=[{7;1.0.99.1.0.255;2}] 
Rel_entryrange=60 Col_range=[1,2,5,6] <CRLF> 
COMMENT=collect 1,2,5,6 columns of LP data during 60 minute<CRLF> 
DO=REPORT JOBID=2 AT=10-07-20-12-10 PERIOD=15 <CRLF> 
<CRLF> 
.<CRLF>  
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network and SMs of 5 houses are connected by B-CDMA network. SMC and SMCS 
are connected by Wibro network. SMC collects self reading information, cumulated 
active power, load profile and demand peak power with 15 minutes of period and 
transmits the collected data to SMCS with the same period.�

Figure 9 shows the report result from SMC. The result shows the header of the 
response message and received meter data requested by the task-script. Finally, we 
can see that the meter data is successfully transmitted with the status=200. 

�

�

������ �

Fig. 9. Screen and Picture of field test system�

5   Conclusion 

In this paper, we proposed a new protocol for AMI system to overcome the limit of 
the traditional protocols. The proposed protocol is designed to support all the 
functions of the smart meter and to meet increasing requests of smart grid based task-
script. We examined the AMI system using the proposed protocol in Jeju Island and 
the result demonstrates that the system works well without any problem. 
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Abstract. There is dramatic need to achieve optimal performance in wireless 
multimedia network due to its heterogeneous nature, media content and 
different quality of service (QoS) requirements from different applications. It is 
very obvious that supporting multimedia applications and services over wireless 
is very challenging task, and it requires low complexity and highly efficient 
scheme to cope with the unpredictable channel condition. In this paper, we 
develop a biologically-inspired strategy for optimal video streaming 
application. The optimal parameters configuration selected provide the best 
QoS settings to enhance the video streaming quality over wireless LAN. The 
scenario has been simulated in NS-2 environment, it clearly shows that the 
video quality has been improve by selecting minimum configuration to 
ultimately support video application. The PSO-based approach outperforms 
other techniques used to compare the performance of the develop scheme in 
terms of perceived video quality by more than 0.5dB. The experimental 
simulation has been used to verify the efficiency and potential application of the 
PSO in wireless multimedia communication.  

Keywords: Particle swarm optimization (PSO), Quality of service (QoS), 
optimal configuration, biologically-inspired, channel condition. 

1    Introduction 

Optimization is becoming an increasingly important tool in order to achieve optimal 
solution and effective resource allocation especially in time-varying transmission 
environment. This is primarily due to dramatic need for efficient and economical 
design solution, and allocating limited resources [1]. With rapid growth of optimization 
techniques in recent years, more complicated communication and networking problems 
can be solved with relative ease and sophistication. More importantly, advancement in 
computing has contributed tremendously toward achieving more remarkable results 
with high precision and accuracy. Also, the geometric increase in size and complexity 
of problems as a result of technological advancement has necessitated the need for 



 Biologically-Inspired Optimal Video Streaming over Wireless LAN 189 

more systematic and efficient approach. In a nut shell, optimization is extremely 
important tool used to determine the best solution to a given problem within a set of 
constraints.  

Wireless multimedia communication has witnessed an exponential growth due to 
high demand; and hence it requires efficient strategies to ultimately support 
multimedia applications over erroneous channel. The alarming increase in utilization 
and number of users with different QoS requirements increase the computational 
complexity and time. For delay sensitive application, it is very challenging to achieve 
the necessary QoS required to ultimately support wireless multimedia communication 
[17,18,19,20]. Bio-inspired algorithms have developed mainly based on the successful 
evolutionary behavior of natural system - which naturally mimic nature and adapts 
dynamically with the environment. These algorithms can be used in solving complex 
problems with high precision and sophistication. In order to perform more complex 
computations within shortest possible time, there is need for highly efficient and 
sophisticated optimization technique which converges very fast and simple to be 
implemented. Particle swarm optimization (PSO) [2][3][21][22] has been extremely 
important tool which dramatically reduce the processing time and complexity as well. 
This is primarily due to its convergence and searching capability. The aforementioned 
characteristics of PSO when fully exploited can play more significant role in 
minimizing the time required to make critical decision. PSO is a well-known 
optimization technique which is based on social and cognitive behavior.  

The unpredictable nature of wireless environment makes it difficult to manage the 
resources available within the network more effectively. Hence, there tremendous need 
for optimization to effectively manage the network resources properly due increasing 
number of wireless station which have detrimental impact on the network performance 
[4]. It is a known fact that multimedia applications are very much sensitive to delay 
and hence high priority is needed to be given to such application in order to be 
transported over unpredicted channel condition.  

In order to support wireless multimedia communication, more than one QoS 
parameters should be considered to enhance the performance of the network. Hence, 
multi-criteria decision approach is needed and PSO is used to properly manage the 
conflicting multi-objective functions. Real-time optimization problems are multi-
objective in nature and therefore multi-objective PSO can simultaneously and 
efficiently determines the best optimal solution within the packet deadline 
[13][14][15]. The ability to meet up with packet deadline is very important in delay 
sensitive application where any delay can seriously affect the multimedia content. 

The remainder of this paper is organized as follows. Section 2 mainly focuses on 
the general overview of PSO. Section 3 introduces our proposed strategy using 
particle swarm optimization. Simulations results are presented in Section 4. Finally, 
conclusions are enumerated in Section 5. 

2    Overview of Particle Swarm Optimization 

Swarm intelligence has been used extensively in solving optimization problems and it 
primarily uses biologically inspired approach to select best optimal solution. Its 
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principle is purely based on simulating the movement of flock of birds or school of 
fish. It has been extremely important tool and can potentially tackle complex 
optimization problems. Many different swarm optimization techniques exist today 
and this primarily includes Ant, Bee, Glow warm etc. In fact, PSO has been very 
promising due to its fast convergence and simplicity. This can be applicable in 
supporting delay sensitive applications which require highly efficient and low 
computation complexity. It is very obvious that in order to enhance the performance 
of wireless multimedia applications, many parameters and factors should be 
considered. Hence, multi-objective optimization PSO can eventually solve variety of 
multi-objective problems to achieve optimal performance. More importantly, multi-
objective PSO can effectively search and determine the set of optimal solutions 
simultaneously. The wireless channel characteristic can be represented by highly non-
linear objective and constraint in order to genuinely consider its impact on the 
transmitted data or information.  

Particle swarm optimization mainly used stochastic and population based 
optimization approach to mimic the natural phenomenon. It primarily produces a set 
of solution and further modified as the process continues. This has been very efficient 
and powerful tool for searching the optimal solution to a given particular problem. In 
general, PSO normally used to have one objective function but due to confliction 
between the functions require an efficient strategy to determine the best possible 
solution. It has been a major challenge because by increasing one of the functions can 
have detrimental impact on the other function. Therefore, this subsequently leads to 
development of multi-objective optimization to properly handle the situation. 
Problems dealing with multiple objective function can be solve using multi-objective 
PSO with relative ease and high searching capability for optimum solution [5][6]. Due 
to aforementioned reasons, multi-objective PSO can be used in wireless network to 
ultimately support multimedia applications and services. 

It is important to note that PSO is based on velocity and position equations. The 
velocity and position of a particle at time t can be represented by v(t) and x(t). It is 
used in selecting the best position and fitness. The velocity and position of the particle 
at time t+1 can be determined using equation (1) and (2) 1  (1) 

1 1  (2) 

The velocity equation basically describes the velocity of the particles at time t+1. v(t) 
keeps track of the particle flight direction and it prevents the particle from sudden 
change in direction.  normally measures the performance of the particle  
relative to the past performance. In a nutshell, it draws the particles to their best 

known position.  measures the performance of particle relative to the 

neighbours. Generally, it serves as standard in which individuals want to reach. Both 
the cognitive and social components depend greatly on c1 and c2 respectively. 
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    The global best (Pg) determines the best possible solution for the entire 
neighborhood for each particle in the entire swarm. It is just a typical star topology in 
which the social component of the particle velocity update depends on the 
information obtained from all the particles in the swarm [12]. In star structure, the 
particles are interconnected and hence they can communicate with one another more 
efficiently and effectively. All the particles tend towards the best solution found in the 
swarm. The global best used star structure which converges faster, but can be trapped 
in local minima. The best possible position is determined by Pg. After the velocity is 
determined, the position is then computed using the x(t+1). It is very important to 
note that this will determine best possible position and velocity discovered by any 
particle at time (t+1). 

However, it is very important to note that meeting up with the delay constraint in 
wireless multimedia network is a major issue of concern. Multi-objective cross layer 
optimizer using PSO can potentially select the optimal configuration within the time 
deadline. In the next section, the multi-objective decision criterion will be 
elaborated. 

3    Concept of Optimal Video Streaming Using PSO-Based 
Approach 

Generally, optimization problems which have more than one objective function termed 
as multi-objective optimization. It is absolutely possible that the objective functions 
conflict with one another while optimizing such a problem [7][8]. Multi-objective 
optimization has different possible solution to particular problem. In this particular 
case, the multi-objective optimization primarily consists of objective function, 
constraint and optimal solution. The main optimization task is achieved through multi-
objective optimization which is primarily based on the concept of particle swarm 
optimization. The equation (1) and (2) describes the velocity and position of the 
particle at any particular time. More importantly, the PSO capability depends greatly 
on the aforementioned functions. At any particular time, the values for these functions 
are computed and best possible value is selected. Also, it is very much necessary to 
include the constraint in order to set boundary for the search space. 

In fact, wireless environment require multi-objective optimization due to multiple 
objective functions describing various parameters of the network. The minimization 
problem can be represented mathematically as 

 
 

Minimize         
   

  , , … . ,                                           

                         Subject to   x X∈  
 

(3) 

Let us assumed that :  and hence ∈  can be determine if the condition ,  has been satisfied. 
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3.1    Problem Formulation 

The objective functions are selected to provide the necessary QoS support for 
multimedia application over wireless network. The optimal video quality problem 
primarily determine the best parameter settings for minimum queue size, and delay at  
particular and subsequently assign how the policy to use in transmitting the packet. It 
is aimed at setting the configurations which yields optimum performance at relative 
low queue size, and delay.  

The joint sets of optimal solutions of the optimization problem can be represented 
mathematically in matrix form by  

 

                                            . . .                                              (4) 

 
φ represents the optimal solution and n is the total number of solutions obtained. At 
each particular time, sets of optimal solutions are obtained and any of the solution can 
be potentially yields optimal in video quality.  

Equation (5), and (6) describes the queue size, and delay. 1
 (5) 

1
 (6) 

The queue size and delay objective function are minimize subject to the delay 
constraint as in equation (8). The joint optimal video streaming quality  can be 
achieve by finding the minimum values for the queue, and delay at a particular time. 
The objective function is given as , 0.5  0.5 . 
 

Minimize          ,  
                              Subject to:  

                                               0 to ta ld d≤ ≤  

(7) 

 
  (8) 

The above parameters are computed within the time delay limit d which should be 
less than the overall packet deadline dtotal for the video application. It is very clearly 
that the algorithm shows more remarkable results by converging below the packet 
deadlines which indicated that the algorithm can used for delay sensitive applications. 

The biologically inspired algorithm for optimal video streaming application can be 
summarized as follows 
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Algorithm:  PSO-Based algorithm for optimal video streaming quality  
 

Objective function: min f(q,d)   
Initialize swarm with random positions and velocities of n particles 
 
for loop over all n particles  
 

   Compute the values of  ,   at time t 
   Generate new velocity 
   Calculate new position based on the new velocity 
 

    // Evaluate objective functions f(q,d) 
    Check delay constraints if less than packet deadline; 
    Compute the fitness of the particle based on f(q, d) 
    Select local best; 
    Select global best; 
 

    if current fitness of particle is less than previous and global, replace the 
previous  

      Update particles velocities and positions 
   end 
      Increase the loop counter,  

    end  // once stopping condition has been reached; 
Output  ,  

4   Simulation Result and Discussion 

In this section, the simulation  results for PSO-based optimal streaming scheme is 
presented. The optimizer parameters have been set based on the particle swarm to suit 
the QoS requirement for video application. The maximum number of iterations and 
inertia weight were set to 30 and 0.5 respectively within which the optimal solution 
should determine or terminated. The cognitive c1 and social c2 constants have been set 
to 1. The delay constraint is checked before evaluating the fitness function for each 
objective function. Both local and global best are determined and subsequently the 
position and velocity of the particles are updated. If the condition for termination has 
been reached, the current best optimal parameter configurations are selected. When 
the termination condition has not been reached, the loop counter is compared with the 
number of particles. The process is repeated until the termination condition is 
reached. 
    The simulation has been conducted using NS-2 based on the settings in table 1 and 
2. The code for the PSO-based algorithm is integrated into NS-2 environment in order 
to select the best solution to optimization problem.  We simulated the scenario using 
three QCIF (176X144) video samples which are encoded at 30fps. Hall and News 
video samples were used in the simulation to effectively analyze the performance of 
the scheme. The proposed scheme is compared with static and rate distortion 
optimization schemes to verify the performance of the developed approach. 
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Table 1. PSO parameter settings  

 

Parameters 
 

 

Value 

Number of particles 30 
Number of iteration 30 
Learning factors C1 & C2 1 
Inertia weight 0.5 

 

Table 2. Network settings  

 

Parameters 
 

 

Value 

Propagation model Shadowing 
PhyType Phy/WirelessPhy/802_11 
MacType Mac/802_11 
freq_ 2.4 GHz 
Data rate 1 – 11 Mbps 
CSThresh_ 1-13 
RXThresh_ 1.10765e-11 
Video Samples (QCIF) Hall, News 
Number of frames 300 

 
Based on the experimental results obtained, it is very obvious that the scheme can 

be applicable for wireless video streaming application which eventually requires 
reliable and robust mechanism to meet up with the delay constraint. Simulations show 
that the proposed technique increases the media quality. The scheme has improved 
video streaming quality caused mainly due to time varying channel condition, 
heterogeneity and congestion. The proposed scheme uses queue and delay statistic in 
real-time and subsequently adjusts the transmission rate in order to meet up with the 
constraint of the video content. When compared to RDO, the PSO-based has 
improved the video quality of hall and news video samples by 0.99 and 0.5 dB 
respectively. 

Table 3. Video quality comparison 

Different Samples Video Quality (dB) 
Technique Hall News 
Static 31.29 31.87 
RDO 31.88 32.79 
PSO-Based 33.87 33.29 
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Fig. 1. Comparison of PSO-Based optimal video streaming scheme with other strategies HALL 
(176X144 @ 30fps) 

 

 

Fig. 2. Comparison of PSO-Based optimal video streaming scheme with other strategies NEWS 
(176X144 @ 30fps) 

 
From fig. 1 and 2, it can be seen that the video quality has been reasonably 

maintained in both hall and news video samples. This is primarily due to adaptive 
capability of the scheme to time varying environment. Also, it can be notice that as 
the complexity of the video samples increases, the perceived video quality decreases. 
The PSO-Based scheme features such as flexibility, adaptability, modularity and 
scalability has tremendously assisted in adapting with wireless channel condition. 
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5    Conclusion 

In this paper, we proposed an efficient strategy to select best possible optimal solution 
in multi-criteria decision problem in order to ultimately support delay sensitive 
application. It fundamentally presents a new approach to reduce the complexity of 
cross layer and at the same time achieved better video quality. More importantly, the 
PSO-Based approach has shown more promising result for achieving high 
convergence which meets up with the time constraint for video application. The 
biologically inspired approach using PSO is very effective, simple, flexible and high 
searching capability which can potentially be used in making critical decision in error 
prone transmission environment. Our future work will adapts this technique in 
developing multi-objective cross layer optimization for wireless video streaming 
application and services.   
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Abstract. Enhancing in performance, strong bandwidth utilization and merging 
of MANET (3G) and 4G  make a plate- form to get best Quality of services. 
Purpose of this research is to understand the functioning of ad hoc networks and 
implement proposed routing protocols for mobile ad hoc networks. After 
analyzing the existing QOS framework with respect to the dynamic and rapidly 
changing behavior of ad hoc networks. This research attempts to present some 
of the fundamental routing issues such as decentralization, bandwidth, 
MANETS delay in DSR and AODV, data delivery ratio in intermediate nodes 
in static and dynamic position and resource constrained in ad hoc network. 
Routing of data packets between source to destination is difficult task, So to 
overcome on these problems we have to extend and evaluate proposed routing 
protocols (AODV and DSR) suitable for mobile ad hoc networks for best QoS, 
In order to prove its correctness and efficiency evaluation of the proposed 
protocols should be done theoretically and implemented through simulation 
using OPNET simulator. The research will compares the statistics of ad hoc 
routing protocols by different researches with different simulating tools. 5G can 
be achieved by making a revolutionary attempt on the basis of this research 
ideology (merging of ad hoc and cellular technology under 4G umbrella with 
user centric concept wirelessly with multi terminals at a time), which will 
assure optimization in the next generation technology.  

Keywords: MANETS, DSR, AODV, 4G, QOS, Performance evolution, 
comparisons.  

1    Introduction 

Mobile Ad hoc Networks are the organized and enhanced form of the original Mobile 
Packets Radio Network (PRNET), where packet switching was used as the main 
source of mobile network.  The history of mobile ad hoc network can be classified 
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into three categories; i.e. first generation, second generation and third generation of 
Ad hoc network. Nowadays mobile ad hoc network comes in third generation. 

The first generation of mobile ad hoc network starts from 1971 with the Packets 
Radio Network (PRNET). The second generation of Ad hoc networks was advanced 
and enhanced implementation of Survivable Adaptive Radio Networks (SURAN) in 
1980s. This enhanced Ad hoc network communication provides environment for 
mobile nodes in battle field without any fixed infrastructure or central location. The 
second generation of Ad hoc brings a lot of changes in the improvement of radio 
performance by making them smaller, cheaper, and resilient to other electronic 
equipments. The development in computer equipments and the commercial arrival of 
laptop computers and other enhancements in mobile technology during 1990s gave 
birth to third generation of Ad hoc networks. The researchers proposed the idea of a 
collection of mobile nodes in ad hoc network. Mobile Ad hoc network working group 
was formed by Internet Engineering Task Force (IETF) in mid 1990s to standardized 
routing protocols for the newly adopted technology. Mobile Ad hoc working group 
proposed reactive and proactive routing protocols for MANETS [1]. 

Now turning to 4G networks is a combination of various wireless access networks. 
To combine different wireless access networks for 4G is to combine different 
techniques that is including Mobile IP and cellular IP integration, fast handoff , 
mobility management for all-IP networks, end-to-end Multi-path and routing 
optimization[2] . 

The simulations have to show the sudden change in delay, traffic, and link 
breakage occurs due to nodes mobility. In my six nodes scenario, we have only two 
mobile nodes which effect greatly in routing.  The size of the network, traffic load, 
and delay effects both AODV and DSR routing protocols. DSR routing protocol is not 
efficient for large networks with many mobile nodes and high load in terms of traffic 
and delay which will increase overhead. In such situation AODV routing protocol will 
be ideal because of its hop-by-hop routing. Simulation of TORA is in progress as well 
as combined simulation of these routing protocols for best performance and data 
throughput. 

The paper is organized in such a fashion, section 2 briefs for new generation 
networks and QOS issues, section 3 shows performance based routing protocols , 
section 4 discuss simulation analysis, second last section briefs about 4G Technology 
and DSR/AODV Routing Protocols and last one concludes the paper. 

2    New Generation Networks and QOS Issues 

Like 4G, Mobile Ad-hoc Networks (MANETS) is also in a developing stage. While 
defining the MANET standard, the Internet Engineering Task Force(IETF) is working 
on routing techniques, defined in allowing self configuring network of mobile nodes 
with routing capabilities. MANET standardizes the static and mobile techniques of 
creating mesh networks using available wireless technology. Currently, 802.11a/b/g/n  
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wireless networks defined by the IEEE standards are being used in applications such 
at homes, offices, as disaster recovery, conferences, lectures, emergency situation in 
hospitals, meetings, crowd control, and battle fields.  and also could be found in the 
initial MANET infrastructure. Thus, what limits cellular networks and WLANs will 
limit MANET as well. 4G is the emerging technology of future wireless networks. 
For the past years, many researchers and scientists from all over the world have been 
working on projects funded by governments and business institutions whose goals are 
efficient wireless networks by merging all current technologies and adapting new 
solutions for the enhanced telecommunication which provides superior quality, 
efficiency, and opportunities where wireless communications were not feasible. Some 
researchers define 4G as a significant improvement of 3G where current cellular 
networks’ issues will be solved and data transfer will play more significant role. For 
others, 4G unifies cellular and wireless local area networks and introduces new 
routing techniques, efficient solutions for sharing dedicated frequency band, and 
increases mobility and bandwidth capacity. 

The fourth generation of cellular communication systems, generally known as 4G, 
is the emerging technology of future wireless networks. For the past years, many 
researchers and scientists from all over the world have been working on projects 
funded by governments and business institutions whose goals are efficient wireless 
networks by merging all current technologies and adapting new solutions for the 
enhanced telecommunication which provides superior quality, efficiency, and 
opportunities where wireless communications were not feasible. Some researchers 
define 4G as a significant improvement of 3G where current cellular networks’ issues 
will be solved and data transfer will play more significant role. For others, 4G unifies 
cellular and wireless local area networks and introduces new routing techniques, 
efficient solutions for sharing dedicated frequency band, and increases mobility and 
bandwidth capacity [5] as shown in fig 1. 

 

 

Fig. 1. Multiple faces of 4G 
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There are two paths leading toward each other whose goal is 4G. One path defines 
the evolution of 3G cellular systems into more advanced 4G technology that will 
recognize and be supported by Wi-Fi standards and upcoming wireless networks 
technologies. The other path successfully deploys high bandwidth and introduces high 
speed mobility emerging from currently popular Wi-Fi technology and upcoming 
standards such as WiMax 802.16 supported by mobility amendment 802.16e and 
additional projects like 802.20 considering mobile broadband wireless networks. For 
the second group of people leading toward 4G, cellular networks are additional 
supporting component offering complete integrity with all available wireless 
connections [5] as given in fig 2.  

 

Fig. 2. Evolution of 4G 

Like 4G, Mobile Ad-hoc Network is also in a developing stage. While defining the 
MANET standard, the Internet Engineering Task Force(IETF) is working on routing 
techniques, like Ad-hoc On-Demand Distance Vector (AODV) defined in  and 
Dynamic source Routing Protocol (DSR) defined in allowing self configuring 
network of mobile nodes with routing capabilities. MANET standardizes the static 
and mobile techniques of creating mesh networks using available wireless technology. 
Currently, 802.11a/b/g/n wireless networks defined by the IEEE standards are being  
used in applications such at homes, offices, as disaster recovery, conferences, 
lectures, emergency situation in hospitals, meetings, crowd control, and battle fields.  
and also could be found in the initial MANET infrastructure. Thus, what limits 
cellular networks and WLANs will limit MANET as well.  

The widely accepted definition of QoS is defined by the consultative committee for 
international telephony and telegraph (CCIT) recommendation E.800 as “the 
collective effect of service performance which determines satisfaction degree of a 
service user”. The maturity of wireless mobile technologies and the evolution of 
different applications provide a reason for the introduction of QoS in wireless ad hoc 
networks. The goal of QoS routing in MANET is to select routes with sufficient 
resources for data packets with QoS requirements to increase possibility that network 
will be capable of supporting and maintaining them. The following fig 3. shows the 
QoS components.  
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Fig. 3. QoS Components in Routing [6] 

The QoS routing in mobile ad hoc network is measured with respect to the 
following attribute. 

• Available bandwidth 
• Control message overhead 
• Data throughput 
• Probability of packet loss 
• Table storage overhead 
• Delay (setup connection) 
• Delay (end-to-end) 
• Service coverage area 
• Low power operation 

Thus from above discussion it is clear that achieving QoS in mobile ad hoc network 
corresponds to a real need and is difficult as compared with traditional wired 
networks. QoS is essential element in routing which informs source node about 
successful availability of destination node. QoS guarantees in mobile ad hoc networks 
are difficult because of the following elements; 

• Dynamic network topology 
• Imprecise state information 
• Lack of central administration 
• No pre-existing base station / infrastructure less  network 
• Hidden terminal problem 
• Limited resources availability 
• Energy constrained operation 
• Multicasting 
• Variable capacity link 
• Weak physical security 

Understanding the significance of unifying Wi-Fi, WiMax and Cellular networks into 
one product and to propose that the most important factor of 4G will be “seamless 
integration of wireless networks” based on flexibility of the software radio 
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technology, with improved bandwidth capacity, and improved routing techniques 
allowing multi-hop peer-to-peer networks. So the proposed handover management 
system make a very strong contribution in these technology, to switch from one cell to 
another without  dropping call, keep on the QOS that may compromise with 4G as 
well as Long Term Evolution-Advanced  up to 100Mbps bandwidth. 

3    Performance Based Routing Protocol Model 

For best routing between wireless nodes of ad hoc network a number of qualitative 
properties is desirable. For best and effective routing loop freedom is very necessary 
for data packets to avoid collision and waste of time.  MANET uses time to live 
(TTL) to avoid such loops, but more structured approach is required to get best 
results. The MANET delay effects on routing very badly, as the mobile nodes are 
battery powered and scarce memory. The routing protocol needs to be routed 
intelligently and utilize network bandwidth and energy resources in a better way in 
case of network route delay. 

One of the important characteristics of MANET is dynamic topology based on 
node mobility. Mobile nodes in ad hoc network are free to change position frequently, 
therefore routing protocol needs to quickly adopt topology changes. Due to dynamic 
mobility and limited energy resources a unique wireless node in MANET cannot be 
trusted for auto configuration in case of break down. Therefore support of distributed 
operation is required by routing protocols to solve such type of problems. Due to lack 
of physical security, MANET protocols are highly exposed to different types of 
attacks. In MANET it is very easy for attacker to disturb network traffic, corrupt 
packet header, change addresses of routing messages, and increase traffic to waste 
bandwidth. To avoid all these threats a sufficient security protection is highly 
desirable in all MANET routing protocols. 

Limited energy resources become scarce when the protocol does not support sleep 
period. As MANET nodes are battery powered and the energy used in both sending 
and receiving of packets. The routing protocol should be smart enough to adjust sleep 
period by itself without user command. As discussed, that nodes of MANET are 
generally limited in resources such as bandwidth, energy, storage capacity, security, 
and CPU capacity. Therefore the routing protocol should design to eliminate or 
minimize control traffic and other periodic messages. Source routing protocol DSR is 
quite good in route establishment and route maintenance phases but not as good in 
routing data packets. Where hop-by-hop routing protocol is good in transmission of 
data packets and also to design and implements a routing protocol that is a 
combination of source routing and distance vector hop-by-hop routing. 

4    Simulation Analysis 

4.1    Global Statistical Analysis of DSR and AODV Routing Protocols 

Researcher’s simulation results show that DSR performs well for medium mobility of 
nodes while TORA is suitable for very dense networks having high mobility ratio due 
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to provisions for multipaths and multicast routing. AODV is the winner being suitable 
for networks of different density and mobility [6] use a simulated network of 
GloMoSim simulator (a simulator by UCLA) with 50 nodes covering an area of 
1000x1000 m2 for CBR traffic. They compare the performance of AODV and DSR 
for average packet delivery rate under the situation of multiple source -- common 
destination communication sessions. The performance of both protocols degrades i.e. 
performance of DSR drops by 10% and that of AODV by 30% under such 
constrained situation. This performance degradation is due to the fact that both 
protocols drop packets when they are unable to transmit data on active routes. In case 
of AODV, the congestion on routes to the same destination result in packet drops 
which is perceived as link breakage by the protocol. RERR message is sent to the 
source. Since stale routes are removed from routing tables and only the updated routes 
are maintained, source node initiates the rout discovery procedure. This degrades the 
packet delivery ratio. In DSR protocol however, alternate routes in maintained in 
route caches. The congestion problem is therefore solved locally by referring to 
alternate routes from route caches. Therefore the performance degradation of DSR is 
not as severe as that of AODV and hence DSR outperforms AODV in constrained 
situations [7-13] compare the performance of DSR and AODV routing protocols. 
They perform a number of experiments while changing the network size, load, and 
mobility. The experiments are simulated in ns2 simulator with two configurations i) a 
network size of 50 nodes in an area of 1500 x 300 m2 and ii) a network size of 100 
nodes in an area of 2200 x 600 m2. The two protocols are evaluated against the 
metrics of average end-to-end delay, packet delivery ratio, and normalized routing 
load. DSR shows a better performance in terms of delay and throughput for small 
networks with low mobility and lesser load. 

AODV on the other hand, is suitable for larger network or networks with high load 
or mobility. The reason of performance degradation of DSR for larger networks is due 
to the fact that DSR maintains information about multiple routes to a destination and 
there is no mechanism to remove information about stale routes. We use OPNET 
simulation model for comparison of DSR and AODV routing protocols using the 
metric of packet delivery ratio. A network of 6 nodes is simulated to cover an area of 
4000x3000 m2. We conclude that size of network, mobility of node, and traffic load 
affect the performance of both protocols. Simulation results show that performance of 
DSR degrades with an increase in the size of network as well as traffic load. In such 
situations, AODV shows better performance due to hop-by-hop routing. 

The high delay AODV occurs during first attempt for route discovery is very less, 
which is 0.10 per second. To compare this delay with the routing data discussed 
above, it is looking very less. The graph also shows that delay occur during second 
and third time route discovery occurs in ad hoc network. The simulation results shows 
that during communication there are some times where the delay is zero, such as once 
after the first route establishment and second in between 230 and 240 seconds. The 
MANET delay of AODV routing protocol is shown in following fig 4. 
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Fig. 4. MANET Delay AODV 
 

 
The total delay occurs in DSR protocol data transmission during simulation period 

is shown in the following fig 5. The delay is a bit high in start of the route 
establishment process, which is 0.0065 per second. The graph shows that delay 
becomes suddenly high and low during whole simulation period. The DSR delay is 
low because there is no Hello messages to send by nodes and routing traffic wait for 
that. MANET delay of DSR routing protocol is very low as compared to AODV 
routing protocol as shown in the following fig 5. 
 

 

 

Fig. 5. MANET Delay in DSR 

4.2    Research Routing Protocols Simulation Analysis 

Here we propose the simulated analysis for AODV and DSR using OPNET v.12 
simulator in order to make a contribution for best and efficient results in the field of 
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MANETS for best performance, data throughput, data delivery ratio from source to 
destination. Here the statistics on which we are going to improve the performance of 
each protocols, having Movement space 4000m x 3000m, Maximum speed is 2, 10, 
and 20 m/s each, Maximum pause time are 0 and 200s and Transmission rates are 2, 
5, and 10 packets/s with packet size is 512 bytes for 300s evaluates the performance 
of important TCP parameters for AODV based 30 nodes in a small campus network. 

The lifetime of a routing table entry is initialized to active route timeout and is 
defined as 5 seconds for this scenario. If a route is not used and refreshed within 
defined period of time, AODV marks route as invalid and removes it from IP 
common table. To establish a route for the first time, originating node uses a TTL 
start value which is 1 for the first RREQ packet. The individual statistics of source 
and destination nodes in simulated scenario. The number of hops covered by source 
node is 2 where destination node is 1. The AODV packets are queued during route 
establishment, when route is established then packets are transmitted without any 
waiting in queue. Both nodes routing table contains same number of nodes 
information.  The routing traffic sent and received by both source and destination 
nodes are also shown in the figures. The routing traffic received by all wireless nodes 
of ad hoc network during simulation time. The traffic received individually by 
destination node is less than source node. The high traffic received by nodes occur in 
selected route are mobile node 2 and intermediate node 2. As discussed above that 
intermediate nodes have high routing traffic because of Hello messages. During 
simulation time these nodes receive more than 600 bits/sec traffic. 

During transmission of data in simulated ad hoc network routing traffic sent by all 
wireless nodes. The route selected by DSR protocol in simulated scenario for 
transmission of data between source and destination nodes consists of four nodes, i.e. 
source, mobile node 2, intermediate node 2, and destination. Source node sent traffic 
only once during start of transmission. During reply by destination node a lot of 
traffic is added to the data.  The intermediate node 2 and mobile node 2 adds nearly 
same data traffic during simulation time. The source node sent less than 100 bits/sec 
traffic where a mobile and intermediate node 2 sent more than 500 bits/sec traffic. 

5    4G Technology and DSR/AODV Routing Protocols 

4G networks are the fourth generation cellular communication systems and are still in 
the development stage. To provide efficient, fast, and secure communication over the 
cellular networks, 4G networks promise meeting these demands by the use of Internet 
Protocol (IP). The International Telecommunication Union (ITU) has set the speed 
standard for 4G networks as 100Mbps for high mobility and 1Gbps for low mobility 
situations. 

Till this time, cellular networks have seen the transition from first generation to the 
fourth with advancement in the transmission technology. 1st generation (1G) voice-
only networks, being completely analog, expired in the wake of digital era. Replacing 
the 1G networks, 2G networks are based on GSM technology and encode the radio  
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signals digitally, enabling the transmission of voice as well as data. With 2G 
networks, short messaging-service (SMS), conference calling, and web browsing 
facilities are introduced to the users of 2G networks. These networks enable 
communication to take place at the speeds of 10-20 Kbps. 2.5G and 2.75G networks, 
which are GPRS and EDGE based systems respectively, provide enhanced speed for 
faster communications i.e. around 384 and 473 Kbps, respectively. However, these 
extensions of 2G networks still cannot improve the speed to allow for applications 
such as video conferencing, voice over IP, live streaming of video, and the alike. The 
“need for speed” thirst for these multimedia applications is satisfied by 3G networks 
which provide speeds of DSL standard i.e. beyond 2 Mbps. 3.5G networks further 
improve the speed many folds (around 14.4 Mbps) using the HSDPA (High Speed 
Downlink Packet Access) technology. However, this quest for speed is never ending. 
While 3G networks have not yet become pervasive because the infrastructure is still 
on the built, 4G networks have evolved in the mean while, which are supposed to 
provide a bandwidth of 100Mbps – 1Gbps to allow for high quality streaming of live 
videos, 3D gaming, and faster web surfing. Here we discuss 4G networks and the 
implication of AODV and DSR protocols for 4G networks which may contribute for 
future generation technology. 

6    Conclusion 

Still the fast growing technology needs attention in many areas such as routing, 
bandwidth, security, power consumption, collisions, simulations, and topology control 
due to moving nodes. In mobile ad hoc network we cannot use the existing techniques 
for better quality as we are using in fixed wireless network for better efficiency. The 
limited transmission range of mobile wireless network nodes relies on multiple hops 
to exchange information between the different nodes in network.   

In this master research we conclude that DSR and AODV can improve the 
correctness, delay, performance and efficiency by using OPNET simulator and also 
combined performance of AODV and DSR routing protocol could be best solution for 
routing in MANET instead of separate performance to get QOS.  

Based on IEEE 802.xx wireless mobile networks, the main contribution of this 
paper is definition of 5G mobile network concept, which is user-centric concept 
instead of operator-centric as in 3G and service-centric for 4G. The 5G terminals have 
software defined radios and modulation scheme along with new error-control schemes 
in moving position to introduce the wireless world wide web(www). The 
development is seen towards the user terminals as a focus of the 5G mobile networks. 
The terminals will have access to different wireless technologies at the same time and 
the terminal should be able to combine different flows from different technologies. 
Each network will be responsible for handling user mobility, hands-off while the 
terminal will make the final choice among different wireless/mobile access network 
providers for a specific service.   
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Abstract. Intrusion detection systems (IDSs) is an essential key for
network defense. The hybrid intrusion detection system combines the
individual base classifiers and feature selection algorithm to maximize
detection accuracy and minimize computational complexity. We inves-
tigated the performance of Genetic algorithm-based feature selection
system to reduce the data features space and then the hidden näıve
bays (HNB) system were adapted to classify the network intrusion into
five outcomes: normal, and four anomaly types including denial of ser-
vice, user-to-root, remote-to-local, and probing. In order to evaluate the
performance of introduced hybrid intrusion system, several groups of
experiments are conducted and demonstrated on NSL-KDD dataset.
Moreover, the performances of intelligent hybrid intrusion system have
been compared with the results of well-known feature selection algo-
rithms. It is found that, hybrid intrusion system produces consistently
better performances on selecting the subsets of features which resulting
better classification accuracies (98.63%).

Keywords: Network security, Intrusion detection system, Feature
selection, Hidden näıve bays, Genetic algorithm.

1 Introduction

Network security needs to be carefully concerned to provide secure informa-
tion channels. Intrusion detection system (IDS) is a major research problem in
network security. The concept of IDS was proposed by Anderson in 1980 [1].
The IDS goal is to dynamically identify unusual access or attacks to secure the
networks [2,3]. IDS systems divided into two techniques: misuse detection and
anomaly detection [4,5]. Misuse detection (signature detection) uses well-defined
patterns of the attacks to identify intrusions [6,7]. Anomaly detection attempts
use normal behavior profile. It identifies attacks based on the deviations from
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that normal profile [8]. The anomaly detection techniques have the advantage
over the misuse detection technique by detecting unknown attacks [9].

Several machine-learning techniques including fuzzy logic [10], neural net-
works [11], support vector machines (SVM) [8,10] and Bayesian networks [12]
have been proposed for the design of IDS. In particular, these techniques are
developed to classify whether the incoming network trances are normal or in-
truder.

One of the most important problems for ID is dealing with data containing
large number of features. The classification accuracy is effected by the features
subset selected for training dataset. Therefore, feature selection is required to
deal with a large feature set. Different feature selection methods are proposed to
enhance the performance of IDS [13]. Genetic algorithm (GA)[14,15,16] is one
of successfully global search algorithm used to solve the feature selection tasks.

In this paper, we propose an anomaly hybrid network intrusion detection
system using two machine learning techniques. Genetic algorithm is used first
as feature selection followed by Hidden näıve bays (HNB) classifier. The effec-
tiveness of the proposed hybrid anamoly network intrusion detection system
is evaluated by conducting several experiments on NSL-KDD network intru-
sion dataset. Also, GA as a feature selection method is compared with other
well known feature selection techniques. The rest of this paper is organized as
follows: Section 2 gives an overview of Genetic algorithm and HNB architec-
ture. Section 3 describes the proposed hybrid anolamly intrusion detection sys-
tem. The experimental results and conclusions are presented in Section 4 and 5
respectively.

2 Genetic Algorithm and Hidden Näıve Bays: An
Overview

This section give an overview of genetic algorithm and HNB algorithm.

2.1 Genetic Algorithm

Genetic algorithm (GA) is an adaptive search technique initially introduced by
Holland [18]. It is computational model designed to simulate the evolutionary
processes in the nature [19] GA includes three fundamental operators: selection,
crossover and mutation within chromosomes.

1. Selection: A population is created with a group of randomly individuals.
The individuals in the population are then evaluated by fitness function.
Two individuals (offspring) are selected for the next generation based on
their fitness.

2. Crossover: crossover randomly chooses a point in the two selected par-
ents and exchanging the remaining segments of them to create the new
individuals.
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3. Mutation: mutation randomly changes one or more components of a se-
lected individual. This process continues until a suitable solution has been
found or a certain number of generations have passed [20].

Given a well bounded problem GAs can find a global optimum which makes
them well suited to feature selection problems.

2.2 Hidden Näıve Bays

Jiang et al [17] proposed hidden nave Bayes (HNB). HNB inherits its structural
from naive Bayes. It creates a hidden parent for each attribute to combine the
influences from all other attributes. Hidden parents are defined by the average
of weighted one-dependence estimators.

Assume that A1, A2, ..., An are n attributes. An instance E is represented by
a vector < a1, a2, ..., an >, where ai is the value of Ai. C is the class variable
and c(E)represent the class of E.

In HNB each attribute Ai has a hidden parent Ahpi , i = 1, 2, ..., n, The joint
distribution represented by an HNB is given by:

P (A1, ..., An, C) = P (C)
∏

i=1

P (Ai | Ahpi, C) (1)

where

P (Ai | Ahpi, C) =
n∑

j=1,j �=i

Wij ∗ P (Ai | Aj , C) (2)

and

n∑

j=1,j �=i

Wij = 1 (3)

the weight Wij is compute directly from the conditional mutual information
between two attributes Ai and Aj

Wij =
Ip(Ai; Aj | C)∑n

j=1,j �=i Ip(Ai; Aj | C)
(4)

where

Ip(Ai; Aj | C) =
∑

ai,aj ,c

P (ai, aj , c)log
P (ai, aj | c)

P (ai | c)P (aj | c)
(5)

The HNB classifier on E = (a1, ..., an) is define as follows

c(E) = arg max
c∈C

P (c)
n∏

i=1

P (ai | ahpi, c) (6)
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3 An Intelligent Hybrid Network Intrusion Detction
System (GA-HNB System)

The proposed hybrid anomaly intrusion detection system is using the advantages
of hidden näıve bayes in conjunction with genetic algorithm-based feature ex-
traction to detect and classify the network intrusions into five outcomes: normal
and four anomaly intrusion types. It is comprised of the following three funda-
mental building phases: (1) Preprocessing In the first phase of the investigation,
a preprocessing algorithms were used to map symbolic features to numeric value
and attack names were mapped to one of the five classes. It is adopted and used
to improve the quality of the data and to make the feature extraction phase
more reliable. (2) Feature extraction-based genetic algorithm phase: In the sec-
ond phase, genetic algorithm has been used as feature selection to reduce the
dimensionality of the dataset. (3) detection and classification using hidden näıve
bays phase: The last phase is the intrusion detection and classification of a new
intrusion into five outcome. These three phases are described in detail in the
following section along with the steps involved and the characteristics feature
for each phase. Figure (1) Depicts the overall architecture of the introduced
system.

Fig. 1. The overall architecture of the anomaly hybrid network intrusion detection
system
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3.1 Preprocessing Phase

The following two pre-processing stages has been done on NSL-KDD dataset:

1. Mapping symbolic features to numeric value.
2. Attack names were mapped to one of the five classes, 0 for Normal, 1 for

DoS (Denial of Service ), 2 for U2R (user-to-root: unauthorized access to root
privileges), 3 for R2L (remote-to-local: unauthorized access to local from a
remote machine), and 4 for Probe (probing:information gathering attacks

3.2 GA Feature Selection Phase

Feature selection is a process that reduces the feature space by eliminating unnec-
essary features to classification. There are two main feature selection approaches,
filter methods and Wrapper methods [13]. Filter method does not rely on any
particular learning algorithm. It assesses each feature independently, and then
a subset of features from the feature space is selected according to the ranking
between the features. Wrapper method relies on some learning algorithm to esti-
mate the features subset. Using cross-validation it calculates the accuracy of the
learning algorithm for each feature from the feature space to predict the benefits
of adding or removing this feature from the feature subset.In this paper, genetic
algorithm has been used as feature selection method to reduce the dimensional-
ity of the dataset. GA efficiently reduces the NSL-KDD dataset from 41 features
to 17 features, which reduces 58.5% of the feature space. Algorithm (1) shows
the main steps of the genetic algorithm-based feature selection.

Algorithm 1. Genetic algorithm-based feature selection
1: Randomly Generate an initial population M(0) of 41 NSL-KDD features.
2: for maximum number of generation or fitness threshold do
3: Evaluate the fitness f(m) of each individual m in the current population M(t)
4: select the best-fit individuals for reproduction, using selection probabilities P (m)

for each individual m in M(t)
5: Generate new individuals M(t + 1) through crossover and mutation operations

to produce offspring.
6: Replace least-fit individual with new ones.
7: end for
8: Return the best n features of NSL-KDD dataset.

3.3 HNB Intrusion Detection Phase

The 17 features output from the GA where discritized by the Entropy Mini-
mization Discretization method [21]. Then, the reduced discritized dataset is
passed to the HNB classifier to be classified. The parameters of the HNB clas-
sifier are estimated from the training data. The GA-HNB model is described in
algorithm 2.
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Algorithm 2. hybrid GA-HNB intrusion detection approach
1: Use GA to reduce the training set.
2: Discritize the reduced training set by Entropy Minimization Discretization method.
3: Use the output of the GA layer to build HNB classifier.
4: for each c ∈ C do
5: compute P(c) from training set.
6: end for
7: for each pair of attributes Ai and Aj do
8: for each assignment ai , aj and c to Ai , Aj and C do
9: compute P (ai | aj , c ) from training set

10: end for
11: end for
12: for each pair of attributes Ai and Aj do
13: compute Ip(Ai; Aj | C) and Wij from training set
14: end for
15: Run the testing dataset through the network (GA-Discritized-trained HNB) to

assign a class label for each instance
16: if Assigned class label is equal to actual class label then
17: object is classifier correctly
18: end if
19: Calculate the classification accuracy.

4 Experimental Results and Analysis

4.1 Dataset Characteristics

NSL-KDD [22]is a dataset used for the evaluation of researches in computer
network intrusion detection systems. NSL-KDD consists of selected records of
the complete KDD’99 dataset [23]. Each NSL-KDD connection record contains
41 features (e.g., protocol type, service, and flag) and is labeled as either normal
or an attack. The training set contains a total of 22 training attack types, with
additional to 17 types of attacks in the testing set. The attacks fall into four
categories:DoS e.g Neptune, Smurf, Pod and Teardrop, R2L e.g Guess-password,
Ftp-write, Imap and Phf, U2R e.g Buffer-overflow, Load-module, Perl and Spy,
and Probing eg. Port-sweep, IP-sweep, Nmap and Satan.

4.2 Experiments and Analysis

The classification performance of the hybrid anomaly network intrusion detec-
tion system is measured by the precision, recall and F − measure; which are
calculated based on the confusion matrix given in Table 1.

True negatives (TN) as well as True positives (TP) correspond to a correct
prediction of the IDS. TN and TP indicates that normal and attacks events
are successfully labeled as normal and attacks, respectively. False positives (FP)
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Table 1. Confusion Matrix

Predicted Class
Normal Attake

Actual Class Normal True positives (TP) False negatives (FN)
Attake False positives (FP) True negatives (TN)

refer to normal events being predicted as attacks; False negatives (FN) are attack
events incorrectly predicted as normal [18].

Recall =
TP

TP + FN
(7)

Precision =
TP

TP + FP
(8)

F − measure =
2 ∗ Recall ∗ Precision

Recall + Precision
(9)

An IDS should achieve a high recall without loss of precision, where F-measure
is a weighted mean that assesses the trade-off between them.

The proposed hybrid anomaly network intrusion detection system is evaluated
using the NSL- KDD dataset, where 59586 records are randomly taken. All
experiments have been performed using Intel Core 2 Duo 2.26 GHz processor
with 2 GB of RAM.

The classification performance measurements are shown in Table 2 and 3.
Table 2 shows the accuracy measurements achieved for HNB using full dimension
data (41 features). Table 3 gives the accuracy measurements for the proposed
hybrid anomaly network intrusion detection system with 17 dimension feature.

Table 2. HNB accuracy measurements (41-dimension feature)

Class name TP Rate FP Rate Precision Recall F-Measure
Normal 0.881 0.008 0.962 0.881 0.92

DoS 0.994 0.003 0.995 0.994 0.994
U2R 0.992 0.002 0.984 0.992 0.988
R2L 0.979 0.01 0.934 0.979 0.956

Probe 0.993 0.013 0.953 0.993 0.973

Table 3. GHNB accuracy measurements (17-dimension feature)

Class name TP Rate FP Rate Precision Recall F-Measure
Normal 0.98 0.008 0.989 0.98 0.984

DoS 0.995 0.003 0.995 0.995 0.995
U2R 0.981 0.001 0.982 0.981 0.981
R2L 0.97 0.005 0.913 0.97 0.941

Probe 0.991 0.002 0.985 0.991 0.988
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From table 4, the testing speed of hybrid anomaly network intrusion detection
system is improved which is important for real time network applications. Also,
the classification accuracy achieved using hybrid anomaly network intrusion de-
tection system is improved than using HNB as standalone classier.

Table 4. Timing and Testing accuracy comparison

Time to build model (sec) Test accuracy
HNB model with 41-dimension feature 1.12 97.10 %

GA-HNB model with 17-dimension feature 0.26 98.63%

Various well known filter and wrapper feature selection methods are applied
to NSL-KDD dataset. The effectiveness of these methods is evaluated by HNB
classifier. Table 5 gives the comparison results based on 10 fold cross-validation.

Figures 2 shows the Precision, Recall, F −Measure and overallaccuracy of
the hybrid anomaly neywork intrusion detection system versus different feature
selection methods.

Fig. 2. An overall accuracy of the hybrid network intrusion detection system
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Table 5. Different feature selection methods Performance accuracy with HNB classifier

feature selection method Precision Recall F-Measure overall accuracy %
Best first (10 features) 0.962 0.959 0.96 95.93

Greedy stepwise (11 features) 0.961 0.959 0.959 95.92
Gain ratio (15 features) 0.957 0.954 0.954 95.4019
chi square (12 features) 0.982 0.982 0.982 98.19
Genetic (17 features) 0.987 0.986 0.986 98.63

5 Conclusions and Future Works

In this paper we proposed a hybrid Genetic algorithm and HNB anomaly network
intrusion detection system, where genetic algorithm is used as a feature selection
and then classify the reduced data by HNB classifier. The proposed intelligent
hybrid anomaly network intrusion detection system reduced the 41-dimensional
of NSL-KDD dataset by 58.5% of its original size. The proposed hybrid anomaly
network intrusion detection system shows high percentage of classification and
enhances the testing speed due to data dimension reduction. Also, we compare
the performance of the GA as a feature selection method with different filter and
wrapper feature selection method as Best first, Greedy stepwise, Gain Ratio and
Chi-Square.
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Abstract. This paper proposes a methodology for remote data acquisition of 
sensor information and touch-based control of a mobile robot using a smart 
phone. The acquired sensor information is remotely processed by a smart phone 
and employed to conduct autonomous navigation. By touching the screen of the 
smart phone, a series of points obtained from designated curve traces are 
analyzed and provide control of a robot. This study develops a mobile 
application that acquires and handles data from a mobile robot and sends 
appropriate action commands through remote control using Bluetooth 
communication with a smart phone. The utility and performance of the 
proposed control scheme have been successfully verified through experimental 
tasks using an actual smart phone and a mobile robot. 

Keywords: Remote Data Acquisition, Touch-based Control, Mobile Robot. 

1   Introduction 

A mobile robot is typically equipped with various sensors to recognize the 
surrounding environment, and its main task is generally to travel to a given 
destination while avoiding obstacles. In mobile robots, a PC-level computer is usually 
equipped for autonomous navigation. However, with the rapid increase of smart 
phone users, the calculation performance by smart phones has also been remarkably 
enhanced, and the development and application of robots using smart phones instead 
of PCs has become a focal point of many recent studies. In addition, current smart 
phones have various sensors, and research on applying this feature in robot 
development is being conducted. Furthermore, many robot S/W developers are also 
interested in application development for smart phones [1]. 

The present study focuses on data acquisition and navigation control of a mobile 
robot using a smart phone application that can be used anytime anywhere, unlike the 
conventional approach of employing additional high-performance computing 
equipment to control a mobile robot [2][3]. This study realized a remote application 
by using a smart phone running on Android, which is the most widely used among 
current smart phone OS platforms. CRX10 of CNRobot Inc. was used for a mobile 
robot [4]. Bluetooth communication was employed as the remote data transmission 
method between the mobile robot and the smart phone. 
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For the smart phone application, touch-based GUI was designed for visualization 
and remote control of acquired sensor information. Specifically, this study suggests a 
method of drawing a curved track, akin to drawing a picture by one’s finger’s, on the 
touch screen of a smart phone and applying this input to robot navigation. The 
suggested approach was carried out using a real smart phone for verification of the 
developed algorithm’s performance. The smart phone robot application was 
developed through the use of JAVA for an Android Dalvik virtual machine in an 
Eclipse environment [5]. 

2   Mobile Robot Platform 

CRX10 of CNRobot, the mobile robot platform used in this study, has numerous 
sensor inputs and expression functions and is appropriate for development of high-
level robot applications. Accordingly, CRX10 can be controlled by an Android-based 
smart phone through Bluetooth. The appearance of the mobile robot platform is 
shown in Fig. 1 and its key specifications are listed in Table 1. 

CRX10 uses Bluetooth communication as a wireless interface with an Android-
based smart phone or smart pad, and sends sensor information on a real-time basis. 
The communication speed between the mobile robot and the smart phone is 
119600bps and the information of the mobile robot is transmitted at a speed of 20ms 
per packet. In addition, two-way communication is possible from a minimum of 20m 
up to a maximum of 100m. 

 
Fig. 1. Appearance of the mobile robot platform, CRX10 

Table 1. Hardware specifications of the mobile robot platform, CRX10 

H/W Item Specification 
Microcontroller ATmega128 (main), ATmega88 (sensor) 
Wheel Four wheels driven by two DC motors 
Display 8x8 LED dot-matrix 
Sensor PSD sensor - 3EA 

Flower IR sensor - 7EA 
Magnetic encoder - 2EA 
Bumper Sensor - 3EA 

Communication Bluetooth 2.4Gh / Serial RS232 
Transport speed MAX. 1m/s 
Battery/Run time Li-ion cell 11.1V 2600mA  /  Up to 4 hours 
Charging time 2.5Hours 
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3   User Interface Design for the Smart Phone Application 

3.1   Main Menu of the Mobile Robot Application 

Fig. 2 shows the screen of the main menu of the application to choose the output 
functions and control types of the mobile robot through real-time Bluetooth data 
communication after data acquisition. The control types are composed of buttons for 
joy stick mode, LED mode, control mode using the smart phone’s acceleration sensor, 
and the mobile robot’s autonomous navigation mode [6]. When a button of any mode 
is touched, the composed layout screen appears, and action can be performed via 
connection through Bluetooth to the mobile robot. 

 

Fig. 2. Main menu of mobile robot application for information output and control  

3.2   Sensor Data Visualization and LED Dot-Matrix Interfaces 

PSD sensors are placed on the left and right sides and at the center, on the front side 
of the mobile robot. The distance values between the mobile robot and an obstacle are 
acquired from the mobile robot and are shown on the screen of the smart phone. In 
addition, the information on surrounding obstacles is acquired and an avoidance 
algorithm is applied to realize autonomous navigation application through motor 
control. The basic layout of the user interface is shown in Fig. 3. The arrow in the 
figure indicates the proceeding direction of the mobile robot, which depends on the 
location of the motor. Odometric information is obtained by acquiring encoder signals 
when the mobile robot moves. 

Among the features of the mobile robot, there is an 8x8 LED dot-matrix display. 
For use of this display, a touch event is received from the screen of the smart phone. 
Coordinate information corresponding to the touched LED is turned on both in the 
smart phone screen and the real dot-matrix on the mobile robot.  

In the 64 LEDs comprising the dot-matrix, an 8 bit control address is assigned and 
images are arranged in accordance with the LED address on the screen of the smart 
phone. Fig. 3 shows the LED control layout for the 8x8 dot-matrix location output on 
the screen of the smart phone and the bit address according to the LED coordinates 
sent to the mobile robot through Bluetooth communication. 
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Fig. 3. PSD, Encoder sensor data output (left) UI, and 8x8 dot-matrix location output UI and 
indication (right) 

3.3   Mobile Robot Control Interface 

For controlling the mobile robot, real-time data transmission was used to send motion 
commands to the robot with a simple avoidance algorithm depending on the 
surrounding environment. Fig. 4 shows the user interface, which is comprised of a 
track ball and direction buttons for remote mobile robot control. In addition, buttons 
are arranged in line with each direction and the speed value for the motor is sent to the 
mobile robot only when the relevant button is pushed. 

 

  

Fig. 4. Track ball and direction buttons for mobile robot remote control 

3.4   Touch-Based Odometic Information Generation for Mobile Robot 
Navigation 

The smart phone touch events that we defined are shown in Table 2, and the input 
order of a curve inputted by the user’s touch is shown in Fig. 5. 
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Table 2. Types of Touch Events 

Action Item Detailed Explanation 

Action_DOWN Push the screen by a finger 
Action_UP 
Action_MOVE 

Move a finger away from the screen 
Move the finger on the screen while the finger is contacting the 
screen 

 

 

Fig. 5. Input order of a curve from a user’s touch event 

 

 

Fig. 6. Flowchart for generation of odometric information 
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From the point when the user begins to touch the screen with a finger, to the point 
when the finger is removed from the screen, the points are saved in an array. Then, 
from the touch curve drawn by the user, five major points are chosen and marked [7]. 
The straight line segments are then extracted from the saved points. Equation (1) is 
used to obtain a angle in consideration of n-th straight line located on cross 
coordinates from the values of marked points. In addition, equation (2) is used to 
acquire the length of each line segment. Flowchart to generate odometric information 
for navigation of the mobile robot is shown in Fig. 6. 

)arctan(
x

y
n Δ

Δ=θ  
 

(1) 

22 yxln Δ+Δ=  
 

(2) 

4   Experimental Results 

PSD sensors equipped in the mobile robot are used to acquire the distance value from 
obstacles in front of the robot, and these values are outputted on the screen of the 
smart phone. An obstacle avoidance experiment was conducted, as shown in Fig. 7. 

 

 

Fig. 7. Remote sensor data acquisition and obstacle avoidance experiment 

 
When the application was tested, a touch event on the smart phone screen was 

registered as Action_UP, described in Table 2, and the five major points were 
displayed as red dots, as shown in Figure 8. At the same time, as shown in Fig. 8, 
after the mobile robot moved to the location designated by the coordinates and a 
message indicating that the mobile robot arrived at the point was sent from the smart 
phone. The smart phone, which received this message, sends 32 bit data by using the 
value of the coordinates and the angle of the next point through via Bluetooth 
communication. Fig. 9 shows an experiment where an actual smart phone is used to 
enter the robot track by touch, and followed the given odometric information of the 
mobile robot. 
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Fig. 8. Extraction of major points from the drawn curve experiment 

 

 

Fig. 9. Touch-based odometric information generation and mobile robot navigation experiment 

5   Conclusion 

This paper proposed a method to remotely acquire information on a remote robot and 
remotely control the robot. In addition, this study suggested technology for generation 
of odometric information of a mobile robot and following technology based on the 
use of a smart phone touch event. Simply drawing a curve with a finger provides 
easier way to control a robot than clicking a button or using additional sensors. In 
addition, as the robot moves according to marked points, the path of motion could be 
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accurately recognized. The robot could be controlled accurately by designating the 
path for the robot to follow in advance. 

Lastly, from the experiments, we confirmed that it is possible to control a mobile 
robot through the use of remote data acquisition and the acquired the path of a mobile 
robot depending on the intention of users with the Android OS-based smart phone 
environment. Study on localization of a robot using a smart phone’s GPS and 
acceleration sensor information will be the focus of future research. 
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Abstract. LT codes are designed for the purpose of scalable and fault-tolerant 
distribution of data over wireless networks. This paper introduces the four 
design methods of LT codes degree distribution. Analyzing and comparison 
results of the short and long of LT code performance under the different 
channel probability are given, which show that in the case of large delete the 
probability, the original data packets can be recovered with high probability as 
long as the decoder receives a sufficient number of packets. The results of this 
paper will reference for system choose a different LT code parameters. 

Keywords: LT Codes, Fountain Codes, Degree Distribution. 

1   Introduction 

Fountain codes are a class of graph-based linear erasure codes. In the broadcast 
communication system, the transmitter is just like a fountain, which encodes the 
original information to get potentially infinite encoded symbols and sends them out. 
The receivers can reconstruct the original information only if they have received 
enough encoded symbols. Fountain code is a good candidate to replace the 
retransmission error control method, which is especially useful for deep space 
communication environment. 

In 1998, the concept of fountain codes was first proposed by Michael Luby[1]. 
Then he introduced a sparse random linear fountain codes in 2002[2]. LT (Luby 
Transform Codes) codes are the first realization of fountain codes on Binary Erasure 
Channel (BEC). In 2006, on the basis of the LT codes, Shokrollahi propose better 
performance of Raptor codes. 

2   LT Codes Degree Distribution 

Given k input symbols, fountain codes generate a potentially limitless stream of 
encoding symbols. Each encoding symbol is generated independently by sampling 
form a degree distribution and randomly exclusive-or the input symbols 
corresponding to sampled degree. It is highly possible to recover all the input symbols 
if received encoding packets are slightly more than input symbols. 
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The behavior of LT code is completely determined by the degree distribution, 

( )ρ • , and the received number of encoding symbols, N, by receiver. The 

overhead N Kε =  denotes the performance of LT code, and ε depends on a given 

degree distribution. First of all, we introduce the concept of degree and degree 
distribution. The degree of the LT codes is the number of original symbols associated 

with encoding symbol. ( )dρ  denotes the degree distribution which is the 

probability that an encoding symbol has degree d. 
Currently, there are four kind of degree distribution design methods, which is 

uniform distribution, all-at-once distribution, ideal Soliton distribution, robust Soliton 
distribution. 

2.1   Uniform Distribution 

The degree distribution is a uniform probability distribution.  

( ) 1
, 1, 2 ,i

n
i nρ = =  (1) 

The feature of this kind of the degree distribution is that no important information 
packet is used larger the degree distribution probability than other packets. Therefore, 
the successfully decoding probability of to those extents is affected and this degree 
distribution method is not commonly used in practical coding. 

2.2   All-at-Once Distribution 

Equation (2) shows that degree of all code words is one, which is also not commonly 
used in practical coding. This distribution tactics can not produce good result [1, 9]. 

( ) 1, 1

0,

d
d

others
ρ

=
= 


 (2) 

2.3   Ideal Soliton Distribution 

Based on his theoretical analysis, Luby proposed the ideal soliton distribution of 
which the overhead is 1, the best performance, in the ideal case. The Ideal Soliton 

distribution is ( ) ( )1 kρ ρ , where 

( ) 1
1

k
ρ =  (3) 

( ) ( )
1

, 2 ,
1

d d k
d d

ρ = =
−

 (4) 
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The ideal soliton distribution guarantees that all the release probabilities are identical 

to 1 k  at each subsequent step. Hence, there is one expected ripple generated at each 

processing step when the encoding symbol size is k. After k processing step, the 
source data can be ideally recovered. Figure 1, shows an example of the ideal Soliton 
distribution, in which blue curve denotes the degree distribution probability of the 
ideal Soliton distribution. 

However, ideal Soliton distribution works poorly in practice. Belief propagation 
may be suspended by a small variance of the stochastic encoding and decoding 
situation in which no ripple exists, because the expected ripple size is only one at any 
moment. According to the theory of random walk, the probability with which a 

random walk of length k deviates form its mean by more than ln( )k kσ  is at most 

σ .It is a baseline of the ripple queue size which must be maintained to complete a 
decoding process. Hence, in the same paper by Luby, a modified version called robust 
soliton distribution.  

2.4   Robust Soliton Distribution 

The robust Soliton distribution is ( ).μ  defined as follows. Let  

ln
k

S c k
σ
 =  
 

 (5) 

Define 

( )
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1,2 ( 1)
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s kd sk d
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Add the ideal Soliton distribution ( ).ρ to ( ).τ  and normalize to obtain ( ).μ ： 

( ) ( )
1

k

d

d dβ ρ τ
=

= +  (7) 

( ) ( ) ( )( )
,d=1...k

d d
d

ρ τ
μ

β
+

=  (8) 

where c and σ  are two parameters for tuning robust soliton distribution. c control 
the mean of the degree distribution. Smaller values of c increase the probability of 

low degrees, and larger ones decrease it. σ estimates that there are ln( )k kσ  
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expected ripples as described. Figure 1 green curve is an example of robust soliton 
distribution with c=0.2, σ =0.05.Robust soliton distribution can ensure that only 

2
(ln )( )N k O k kσ= +  encoding symbols are required to recover the source data 

with a successful probability at least 1 σ− . 
Robust soliton distribution is not only viable but also practical. The analysis of 

robust soliton distribution based on probability and statistics is sound if k is infinite. 
However, in practice, source data cannot be divided into infinite pieces, and as a 
consequence, the behavior of LT code will not exactly match the mathematical 
analysis, especially when k is small. Furthermore, robust soliton distribution is a 
general purpose design. It provides a convenient way to construct a distribution works 
well but not optimally. 

In Figure 1, we set k=255,c=0.2,δ=0.05, S=27，k/S=9. Red curve denotes Uniform 
Distribution, Purple curve denotes All-At-Once Distribution, Blue curve denotes ideal 
Soliton distribution, Green curve denotes robust Soliton distribution. As we can see, 
robust Soliton distribution has a maximum value in d=2 and d=9. This shows that 
there is lots of 2 and 9 degree, which is beneficial to successful decoding. Ideal 
Soliton distribution has only maximum value in d=2, which is not beneficial to 
successful decoding. Consequently, we choose robust Soliton distribution. 

 

Fig. 1. Four of the probability distribution of degree distribution 

3   Encoding and Decoding Procedures 

In this section, utilizing the distribution defined in (8), we present the encoding and 
decoding procedures. 

3.1   Encoding Procedure 

With k input symbols 1 2 3, , , , ks s s s , LT codes will produce a unlimited number of 

output symbols  1 2, ,t t  3 , , ,kt t . 
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The encoding procedure can be summarized as follows: 

Step 1: Randomly choose the degree d(1 d k≤ ≤ ) of the encoding symbol from 
The Robust Soliton Distribution. 

Step 2: Choose uniformly at random d distinct input symbols  
Step 3: The value of the encoding symbol is the exclusive-or of the d symbols 

selected in step 2. 

1s 2s 3s 4s ks

4d =

( )1ρ
( )2ρ

( )kρ

 
Fig. 2. The Generation process of encoding symbols 

Take figure 2 as example, First of all, randomly choose the degree 4 according to 
function of the robust soliton distribution. Then choose uniformly at random 4 distinct 
input symbol form k original symbol, in this figure, we choose s1、s3、s4 and sk. 
Finally, the value of the encoding symbol is exclusive-or of the 4 symbols selected. 

3.2   Decoding Procedure 

At present, there are two algorithms used for the decoding of LT codes. The first 
method is Message Passing. the second method is Gaussian Elimination Decoding. 

3.2.1   Message Passing Algorithm 
In Binary Erasure Channel(BEC), decoding method of LT code utilizes the MP 
algorithm, it makes well use of the encoding nature of LT codes to decode the input 
symbols. In the following part, we shall explain the decoding process of LT codes. 

Step 1: Find a encoded node nt that is connected to only one source packet ks (if 

there is no such encoded node, this decoding algorithm halts at this point, and fails to 
recover all the source packets). 

a) Set ks = nt ； 

b) Add ks  to all encoded node 'n
t  that are connected to ks : ' 'n n

t t ks= +  for all 

'n  such that ' 1
n k

G = ; 

c) Remove all the edges connected to the source packet ks ; 

Step 2: Repeat (1) until all ks  are determined. 
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The complexity of both encoding and decoding of LT codes is only ( ln( ))O k k σ  

times of computation, which is much lower than their ascender. 

3.2.2   Gaussian Elimination Algorithm 
The Gaussian Elimination decoding Algorithm process as follows: 

Step 1: Columns transform to generator matrix G, carry on the same transformation 

to the received packets of the corresponding columns, and transform G as [ ]|
k k

E P
∗

 

form and corresponding 1 2, , , nt t t  as ' ' '
1 2, , , kt t t . 

Step 2: 1 2, ks s s  is equal to ' ' '
1 2, , , kt t t . 

2s 3s

1t 2t 3t 4t
( )a ( )b

( )c ( )d

( )e ( )f

1s

 

Fig. 3. The Decoding Procedure Of LT Codes 

In Figure 3(a), we can see that the degree of 1t  is 1, associated with 1t  is 

1s .Therefore, set 1t = 1s .In Figure 3(b), we can see that after set 1t = 1s , 1s  is 

recovered, release 1t . In Figure 3(c), remove all the edges connected to 1s  and let 

the degree of 4t  be 1. Set 4t = 2s , then 2s  is recovered and 4t  is deleted. In 

Figure 3(d), add 2s  to 2t  and 3t . Remove all the edges connected to 2s . In Figure 

3(e), the degree of 2t  and 3t  are 1, therefore, 3s  is recovered. In Fig 3(f) show that 

recover all the original packets. 
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4   Simulation Model and Result Analysis 

4.1   Simulation Model 

The simulation model of performance of LT codes is shown in Figure 4. The source 
produces the original information, which is encoded by using LT codes in the 
transmitter. The encoded data are received by the receiver after going through binary 
erasure channel. Decoder began to decode when it has received enough encoded data. 
Finally, by comparing the original data with decoding data, we get the analysis results 
of the performance of LT codes. 

 

Fig. 4. LT codes system simulation model 

4.2   Performance Analysis 

We choose VC 6.0 and Matlab as the simulation Software and degree distribution as 
robust Soliton distribution. The length of the original symbol are K=255, 2000, 4000, 
6000, 8000, respectively. The delete the probability of the channel is from 0.05 to 0.5 
and the step length is 0.05. Probability of decoding failure δ is 0.5. The number of 
iterations is 200. 

The main performance metric that we investigate is the successful decoding times 
versus redundancy. We consider a decoding operation is failed if any packet is deleted 
after the end of decoding operation. 

 

 

Fig. 5. Success Rate versus Redundancy k=255 
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The curves in Figure 5 displays the redundancy and success rate of LT codes. The 
first curve shows the successful recovering probability under 0.05 delete probability. 
From left to right the curves denote the performance of decoder when the probability 
in turn increases 0.05. These curves indicate that only when the steady increase 
redundancy the entire original packet can be recovered. 

 

Fig. 6. The number of received packet versus success decoding times 

From figure 6 we can conclude that when the original packets number is 2000, the 
original packets can be successfully decoded as long as the receiver receives about 
2800 encoded packets. At the same time, with the increase in the number of received 
packets, the receiver achieves complete decoding with probability of 100%. In a 
word, the more the number of data packets is sent, the better the performance can be, 
but the delay and decoding complexity increased. 

 

Fig. 7. Successfully decoding times versus the number of received packet under different 
original information packets of LT codes 

In Figure 7, blue and red curve represent the length of code 255 and 6000, 
respectively. We can see that blue curve quickly successful decoding. Yet red curve 
need more decoding time, At the same time, it also increase decoding complexity. 
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5   Conclusion 

This paper introduces the four design methods of LT codes degree distribution and 
simulation with MATLAB. According to the performance results, we can conclude 
that the robust Soliton distribution is the best method. The performance of fountain 
code greatly is influenced by the code length. Therefore, it usually need long code to 
achieve good performance. However, the long code length will increase the decoding 
complexity and redundancy is also greatly increased. Although the LT code 
performance is good, but the encoding and decoding complexity is nonlinear. In the 
decoding process, when the number of encoded symbol is close to the number of 
original symbol, LT codes can not decode based on the cost of time and space 
consumption. To solve these problems, Raptor code is proposed by Shokrollahi. It 
effectively solves contradiction between the encoding and decoding complexity of LT 
codes and the transmission efficiency. In the future, we will further study the 
performance of Raptor codes. 
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Abstract. In this paper, we proposed a novel watermarking technology with the 
properties that from visible watermarking and invisible watermarking. In the 
common situation our approach can be used to transmit the multimedia files, 
according to the gamma correction, the watermark can be revealed. Our 
proposed method has a unique feature that we can obtain a watermarked-image 
similar to the original image after embedding watermarks. The naked eye 
hardly realized the watermarks, but after adjusting the viewing angle, it then 
demonstrated the embedded watermarks. We embed the unseen visible 
watermarks by adjusting degree of saturation and value of HSV model in the 
color space. The experiment result shows that the PSNR values of the 
watermarked images are more than 45 dB, sometimes even as high as 55 dB. 

Keywords: Unseen visible watermark, Gamma Correction. 

1   Introduction 

In the digital era, any digital data is possible to be easily copied or modified, so the 
digital data protection is an extremely important area of research in the information 
security. Digital watermarking [7] is used to verify an image is a falsification of an 
effective way. The most of current commercial signs or notations are color images, of 
which the complexity is more than the binary image used as watermark traditionally. 
If a colorful signs or notations are transformed to a binary image, it would be hard to 
recognize by human eyes. Therefore, a gray image converted from a colorful sign or a 
notation could display its outline of original image by the dark degree. As a result, the 
gray-scale watermark has become the main watermark technology recently. 

Watermark technology is divided into visible and invisible watermark [2]. Visible 
watermark is visible by naked eye easily, and its main purpose is to declare the 
copyright or ownership. The disadvantage is easy to destroy the beauty of original 
image and is easy removed additionally. On the other hand, the embedded invisible 
watermark is not easily identified by naked eyes, but the watermark needs special 
methods to be retrieved [3] [6]. Although this method increases the security of the 
watermark [4], but the identification is not as convenient as the visible watermark. In 
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2007, Huang et al proposed an unseen visible watermarking, namely UVW [1][5], 
which takes the both advantages of visible- and invisible watermark. However, UVW 
only accept binary images as watermark to embed into cover images, it would cause 
the limitation of the practical applications. This paper proposed an unseen visible gray 
watermark, namely UVGW, improved from UVW to take gray images as watermark 
without loss of any characteristics of UVW. UVGW is more suitable for modern 
applications. 

The rest of this article is organized as follows: Section 2 introduces UVW method 
simply and section 3 proposes our unseen visible gray watermark scheme. The results 
are presented in Section 4 and we have a conclusion in Section 5. 

2   Introduction of UVW  

Huang et al proposed an unseen visible watermark technology in 2007 [1] [5]. The 
hidden watermark can only be seen by naked eyes at a specific angle without any 
image processing, but it remains visible in other angles. This method did not affect 
the visual quality of embedded watermark image at normal viewing angle. Table1 
lists the comparison between UVW and the invisible watermark. 

UVW adjusts the intensity of original image and takes the bright difference of dark 
squared to achieve the effect of unseen embedded watermark. However, the method 
only applies to the dark part of images, and embedded blocks must be in the same 
hue. Otherwise UVW will not embed correctly. In addition, UVW only accept binary 
image as watermark to be embedded. 

Table 1. Functional and analysis for UVW  

Feature 1. New watermark embedding technology. 
 2. Using the human visual system Characteristic. 
 3. High practical value. 

Advantage 1. Not reduce the visual quality. 
 2. The watermark extraction does not require additional process. 
 3. Both including invisible and visible watermark advantages. 

Shortcoming Less able to resist attacks. 

3   Comparison of Binary and Gray Scale Images 

Before introducing our scheme, the section simply introduces the differences between 
grayscale and binary images to explain the reasons of proposing the UVGW. Binary 
image takes 0 and 1 bit to present the white and black pixel and it highlights the 
contrast and costs less storage space. Grayscale image takes 0 to 255 to present the 
levels form black to white. It is easy to display the brightness of color. 
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3.1   Grayscale and Binary Watermark Advantage and Shortcoming  

We found a problem that some binary and grayscale images remain distinguishable 
converted form the same color image, but some were not. Figure 1 showed that the 
recognition effect was almost the same, but the identification result was significantly 
different in Figure 2. As the result, the grayscale image has a better characteristic of 
identification than binary image and is more suitable to be embedded as watermark. 

 

 

Fig. 1. Binary image with grayscale image recognition minor differences  

 
Fig. 2. Binary images with grayscale image recognition large differences 

4   Unseen Visible Grayscale Watermark  

Unseen visible gray watermarking, namely UVGW, improved from UVW retained all 
the characteristics of UVW and was more easy to recognize the embedded watermark.  
Tables 2 and 3 defined the symbols used in the scheme. 

Table 2. Description the original image  

Original image I Original image range 0 ≤ I(x,y) ≤ 255
Length Il Length range 1 ≤ x ≤ Il 
Width Iw Width range 1 ≤ y ≤ Iw 
Watermark W Watermark range 0 ≤ W(x,y) ≤ 255
Length Wl Length range 1 ≤ x ≤ Wl

Width Ww Width range 1 ≤ y ≤ Ww
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4.1   Grayscale Watermark Embedding Method 

First, we performed gamma correction on the original image I to obtain G(i) and  find 
the largest gradient value i* of G(i).  

255)(0,2550),( ≤≤≤≤ iGiiG  (1) 

)(maxarg* iGi
i
∇= 　  (2) 

The noise of the original image I would be the amplified after gamma correction. To 
ensure not to reduce image quality seriously, the de-noise operation was performed to 
get I’j in Eq. 3 where δj value was the parameter of de-noising under the maximum 
value of δmax. 
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We chose a block starting at the position P with the same size of grayscale watermark 
and the maximum difference between largest gradient value i*. The best embedding 
region R starting at position P was defined in Eq. (5). The de-noising was performed 
again until the Eq. (6) satisfied of which T was a predefined constant value. 
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In RGB color mode, saturation is the proportion of R, G, B values. One of them was 
chosen as the color index, which had the maximum value among them in the 
embedded region. If a pixel had the same R, G, B value, the index was determined as 
the color appeared most around the pixel. 

)( BGRMAX ,,max=  

)( BGRMIN ,,min=  

(7) 

Perform the analysis on grayscale watermark, which is used to identify the 
distribution of gray watermark as Eq.(8). 
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Intensity adjustment of each pixel is according to its index in the watermark 
embedded in the region. The dynamic adjustment prevent the adjusted color from 
being too great to over than 255. In the grayscale watermark, the pixel intensity value 
must be adjusted in accordance with gray level, so the adjustment valuable ω was 
determined by L. While the above completed, the grayscale watermark was embedded 
in the original image successfully. 
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4.2   Watermark Extraction 

There are three ways to extract or display the watermark from the embedded image: 
gamma correction, image processing tools, and human vision.  

The first way was Gamma Correction processing which could increase the 
intensity of embedding the image and made the watermark appear obviously. The 
second way was to use some image processing softwares, such as Photoshop, to adjust 
the saturation to display the embedded watermark. The last way, also is the easiest 
way, is to see the embedded image at a specific angle by naked eyes.  

4.3   Experimental Results  

The section explains our experimental results. Figure 3(a) was a 400 × 400 pixels 
original image and Figure 3(b) was a 160 × 60 pixels grayscale image as the 
watermark in our experiments. The embedded image was shown in Figure 4(a) in 
which the watermark is embedded at the region shown in Figure 4(b). Figure 4(c) 
and 4(d) were the embedded image after gamma correct and proceed by image 
processing software respectively. Figure 4(e) and Figure 4(f) were the results 
viewing computer screen from different angles. The embedded watermark would be 
seen only at specific angle as in Figure 4(f). The experiment result showed that the 
PSNR values of the watermarked images were more than 45 dB, sometimes even as 
high as 55 dB. 

The original watermark is a grayscale image, but the embedded watermark image 
became a color image shown in Figure 5. The pixels of embedded watermark were 
changed in accordance with the background color to increase the effect of hiding. 
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(a) (b) 

Fig. 3. (a) Original image (400 × 400) pixels; (b) Grayscale watermark (160 × 60) pixels. From: 
www.taipei-101.com.tw/index_en.htm.  
 
 

 
 

Fig. 4. Experimental results 
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Fig. 5. Grayscale watermark embedding Figure 

4.4   Comparison of UVGW and UVW  

Our experiments performed six different attacks on UVGW and UVW, including 
rotation attack, print-scan attack, contrast attacks, sharpening attacks, emboss attacks 
and spherical attacks. The test results were summarized in Table 3: 

Table 3. Following attack against the stability of the comparison table UVGW and UVW  

Attacks UVGW UVW  
Rotation ● ● 
Print -Scan ● ● 
Contrast ● ○ 
Sharpen ● ○ 
Emboss ● ○ 
Spherical ● ● 

※ ● that is able to withstand attack, ○ that is able to not withstand attack 

5   Conclusion  

In this paper, we proposed a unseen visible grayscale watermarking for grayscale 
watermark to hide a gray watermark and it can be seen by human eye easily. The 
results showed that the embedded grayscale watermark in the normal viewing angle is 
not easy to be detected. Therefore, the embedded watermark could be easily displayed 
by adjusting the angle of the screen. Our UVGW resisted more attacks then the 
original UVW and it is more practical in many applications. 
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Abstract. The proposed system estimates the number of people in indoor or 
outdoor location. A background model of the scene is constructed to detect 
moving objects (people) in a video stream. Detected foreground objects are 
preprocessed to eliminate pixel noise and small artifacts by performing opening 
morphology operation in the foreground image. Counting persons in the 
occluded foreground object is estimated by counting the human blobs by 
estimating the grid size. The accurately normalized and calibrated reference 
grid model is necessary for the grid estimation. 

Keywords: People counting, foreground segmentation, grid size estimation. 

1   Introduction 

Counting people is an important task in automatic surveillance systems. It gives 
information as to how many people entered a room at specified span of time or 
determine the number of people in an area at any time. The problem in people 
counting is about estimation of the density of people in crowded environment such as 
train platform or busy corridors. To solve this problem, various types of sensors that 
are strategically positioned can be used. Some types of these sensors are electro-
optical, thermic, and passive-optics directional sensors. Among these sensors, video 
cameras are getting popular and becoming an increasingly commercial off-the-shelf 
solution for surveillance purposes. Moreover, video cameras used for surveillance can 
be exploited to perform more important tasks like tracking and crowd estimations.  
This leads us to the problem of estimating people count in videos. 

An obvious solution to the problem of estimating crowd size in a video frame 
would be to perform head count.  While this would be a tiresome but feasible 
procedure for a human to perform manually, it would certainly be very difficult 
problem in vision-based systems to accomplish.  In [1], head search and model 
matching technique is used to solve the people counting problem. However, the 
approach uses color digital camera positioned vertically above the ceiling viewing 
downwards to the heads similar to the camera configuration in [2].  In this way, 
occlusion is not much of a problem.  Similar idea is exploited in [3] where face 
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detection scheme determine the person count. The downside of this approach is that 
people can only be counted in one direction where faces are exposed to the camera.  
RAM-based neural network is proposed in [4] to create a score image, people 
counting are then made possible by serial search for peaks in the bright contiguous 
regions in the image.  In the approach suggested in [5], instead of determining the 
exact number of people, estimation of the crowd density is obtained using a single-
layer neural network fed with features (edge count, densities of the background, and 
crowd objects).  The crowd density estimation of the neural network is then refined 
by the hybrid global learning algorithm. 

In this paper, we present a method for automatic people counting in conventional 
closed-circuit television (CCTV) using computer vision technique. In section 2, we 
review various background segmentation techniques. The proposed people counting 
system is presented in section 3. We also provided a grid size estimation technique.  
Section 4 presents the result and discussion about what we have done and our on-
going research.  In section 5 we give the conclusion and discuss some difficulties and 
constraints in this work.   

2   Background and Foreground Modeling 

The problems inherent to people counting system both needed to detect the presence of 
motions in order to activate the mechanism that tracks and processes received video 
signals. However, the capability to extract moving objects from video sequence is 
crucial and a fundamental problem in vision-based people counting and surveillance 
systems. Background subtraction is the most widely used method to segment moving 
regions in the image sequences. This is achieved by comparing new frames to a model 
of the scene background[6].  However, background modeling that employs statistical 
approach has been found to be more successful in diverse conditions. 

Because background modeling is one of the critical components to accurately 
estimate the number of people present in the image, different methods were explored 
by researchers in the field. Some authors use a probability density function to 
characterize the background model by means of nonparametric kernel density 
estimation technique [6,7]. Optical flow as features in high dimensional space was 
exploited in [8] to model the background via data-dependent bandwidth in kernel 
density estimation. However, other techniques similar to [9] do not depend on 
background model to count people. Instead, feature set trajectories are tracked and 
preprocessed through spatio-temporal conditioning.  The number of people is 
determined  by clustering these trajectories.   

In [10], a method has been proposed that employs the color co-occurrence to 
describe the moving background.  Initial results showed that features are more 
effective to model the dynamic parts of the background than those employed by 
previous methods.  However, this technique is still incapable of recovering from 
sudden changes in the video. In [11], foreground objects were extracted from complex 
video were developed using the Bayes decision framework. In this framework, Bayes 
decision rule are employed for classifying the general feature vector into foreground 
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and background. Statistics of different feature vectors is maintained and learned so it 
can be used for modeling the complex background which comprised of stationary and 
motion objects. Statistics of most significant colors described the stationary parts of 
the background while the most significant color co-occurrences are used to describe 
the motion objects of the background.  Foreground objects are then extracted by 
fusing the detection results from both the stationary and motion pixels. The details of 
this section are given in [11]. 

2.1   Bayesian Approach for Modeling of Background and Foreground 

In the framework in [11], Bayes decision theory are used to classify image pixels in 
each video frames to identify foreground and background objects even with the 
presence of non-stationary background objects and suddenly changing lighting 
condition. Their work is able to handle gradual and sudden changes in background.  
Stationary background objects are characterized by color features, while moving 
background object is represented by color co-occurrence features.  The foreground 
objects can be extracted by combining the result of classifying the stationary and 
moving pixels.  There are two features used to model the complex background: 

1. statistics of most significant colors (stationary parts of the background) 
2. most significant color co-occurrences (motion objects of the background) 

2.1.1   Formulation of Classification Rule 

Let  be a discrete value feature vector from the image sequence at pixel 

 and instant of time t.  By using Bayes rule, the a posterior probability of 

 from the background b or foreground  f  is [11]  
 

        ,   C= b or f.           (1) 

 

By the Bayes decision rule, pixel is classified as background if the feature vector 
satisfies 

  .                       (2) 
 

Since feature vector associates the pixel s as pixels in foreground or background 
objects,  

       .       (3) 
 

Substitution of (1) and (3) to (2) leads to 
 

                       (4) 

Equation (4) indicates that by learning the a prior probability , the 

probability  and the conditional probability  in advance, we 

may classify  as either associated with foreground or background. 
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2.1.2   Representation of Feature Statistics 
Since the mathematical form of and in (4) are unknown in 

general cases. They could be represented by the histograms of feature vectors over the 
entire feature space.  If the selected features are effective to represent background, at 
a pixel s, the feature vectors from the background would concentrate in a very small 
subspace of the feature histogram, while the feature vectors from foreground objects 
would distribute widely in the feature space.  

For each type of feature vectors, statistics of , , and  for 1, … ,   is maintained at pixel s and time t to record the statistics for 
the N2 most significant values for each type of feature vectors. To adapt to the 
variations of busyness in the scene over different time duration, we maintain 

 at each time t. 

2.2   Foreground Object Detection  

The procedure for foreground object detection from a real-time video containing 
complex background includes change detection, change classification, foreground 
object segmentation, and background maintenance, and described in the following 
subsections[11]. 

2.2.1   Change Detection and Classification 
The background and temporal difference are performed as follows: 

First, a simple picture differencing is performed for each color component using 
adaptive thresholding. The results from the three components are combined to 
generate the background difference and temporal difference respectively. The image 
differencing is used to remove the imaging noise. The remainder changes will be 
classified based on the background features.  

The temporal differences classify the change pixels into two types.  If temporal 
difference  is detected, pixel is classified as motion pixel that belongs to 

a moving object.  Otherwise, this pixel belongs to a stationary pixel which is 
associated with stationary object. Morphological operation open and close is 
performed to eliminate the scattered pixel errors and connect the foreground pixels.  
The segmented foreground objects form a binary output image. 

2.2.2   Background Maintenance  
In [11], the background maintenance includes two parts, updating the tables of feature 
statistics and a reference background image.  Two tables of color and color co-
occurrence statistics are maintained at each pixel. Two updating strategies are 
available to adapt them to both gradual and abrupt background changes. 

Updating to gradual background changes.  If the feature vector  is used to 

classify the pixel s as foreground or background at time t, the statistics of the color 
distribution and color co-occurrence is gradually updated recursively using the 
learning rate and Boolean values.  

( | )tP v s ( | , )tP b sv

, ( | )s t
bp P b s=

( , ) 1tdF s t =

tv



248 O.C. Agustin and B.-J. Oh 

Updating to abrupt background changes.  When a sudden background change has 
occurred, the features of the new background appearance become dominated 
immediately after the change.  From (3) and the relations between the background 
and foreground, new background features at s is detected if 

 

                                 (5) 

 

where T is a percentage value which decides when the new features can be identified 
as new background appearance. The term  prevents updating from small 

number of features. With this operation during “abrupt” background changes, the 
observed domination features are converted as the learned background features. 

Updating the reference background Image. The reference background image[11] is 
updated gradually for stationary objects by using Infinite Impulse Response (IIR) 
filter as: 

 , 1 1 , ,                   (6) 
 

for c=r, g, b and α is the parameter of the IIR filter.  A small positive number of α 
is chosen to smooth out any perturbation caused by image noise. 

If a background change has been detected.  The pixel is updated with the new 
background appearance 

 

, for c = r, g, b.                   (7) 
 

This operation ensures that the reference background image can track the background 
motion. 

3   People Counting Algorithm 

This section describes our proposed people counting system.  First, we present the 
components that make up the people counting system and describe each component 
individually. We also present an idea for dealing with occlusion and improved 
estimation of crowd density. 

3.1   Characterizing Foreground Objects 

The goal of foreground classification is to distinguish objects of interest from the 
background scene and illumination artifacts such as shadows and highlights, and to 
exclude these background objects from further processing. This is usually 
accomplished by evaluating the color distribution within a foreground region as in [7].  
A shadow region has similar hue and saturation to the background but lower intensity. 
Highlight region has similar hue and saturation to the background but a higher 
intensity.  Consequently, an object region has a different hue and saturation than the 
background.  In people counting system, we are particularly interested in identifying 
humans from the classified foreground regions.   
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Since, detected foreground regions may still include objects other than humans, 
e.g. trolleys, push carts, bag; we propose a human detector that takes care of 
determining the presence of persons in the video frame.  The proposed system should 
process each found region separately and take care of occlusion problems when found 
in the image.  This approach prevents unnecessary processing of detected non-
occluding persons that could drastically reduce reliability of the system. 

In Fig. 1, foreground regions are contiguous objects that were classified as 
foreground pixels described in section 2.1. Human detector is a classifier built for 
detecting the presence of persons in foreground regions. If a person cannot be 
detected in foreground region, it is discarded. 

 

 

Fig. 1. Block diagram of people counting system   

In each video frame, more than one region could have been present and the 
operation in Fig. 1 is repeated for each regions found in each frame.  The presence of 
at least one person in foreground object under processing suggests human occlusion 
which activates the next stage for estimating the number of people in occluded 
foreground region. The people counter sums and stores all detected singular humans 
and people count estimation.  The people count estimation stage is a regression 
model that correlates the number of occluded people in a foreground region based on 
the number of pixels and shape of the regions. This process is performed for each 
frame in a surveillance video. Additional shape and color features can be added to 
further increase the correct estimation ability of the model. 

In the next section, we describe the strategy for people count estimation when 
human occlusion is detected in the image.   

3.2   People Count Estimation 

Our proposed scheme is similar to [12] but instead a support vector machine 
regression handles the estimation of the people count at any video frame. In our 
approach, we correlate the features of the foreground object to the number of people 
found in the occlusion.  The block diagram of the algorithm is presented in Fig. 2. 

When this operation was activated, a foreground region with human occlusion is 
processed as follows: Subdivide the image into smaller  grids, extract relevant 
features, finally, use these extracted features as input to grid regression to get the 
estimated number of people.  Note that in this approach, processing is confined only  
 

n n×
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Fig. 2. People count estimation using grid estimation 

to each foreground regions in which occlusion of people are present as opposed to the 
approach in [13]. 

 
Grid Size Selection. Grid size selection is critical to the accuracy of estimation result 
of the grid estimation in Figure 2. Depending on the position and angle of the camera 
grid size can be made constant so that size of each cell is the same for the whole 
image. Another approach is to make the cell size proportional to the horizontal 
distance of the foreground region from the camera, this way, large foreground objects 
will not appear larger than foreground objects far away from the camera.  In addition, 
we can choose to normalize all foreground objects to the same size so that fixed cell 
can be used in straightforward manner. 
 
Feature Extraction. The ratio(r) of foreground pixels in each cell of the grid is 
obtained by counting foreground pixels and then dividing it to the area of the cell.  
Regardless of how the image grid is selected (fixed or variable size), the number of 
cells will be fixed for the whole duration of the video streams.  Thus, there will be a 
total of N features set whose values are real numbers in the range  which 

corresponds to the proportion of foreground pixels in each cell. 
 
Grid Size Estimation. The number of the people is countered depending on the 
position and the size of the objects occupied. The size of the occupied object for the 
same persons will be varied depending on the distance from the camera position. If 
the persons are far away from the camera, the size is small, and if the distance is near 
the size will be large. Here we propose a reference model representing the relations 
between the number of people and the size of the object.  

Assume c is the distance from the camera to the center of the block, x and y are the 
vertical and horizontal size of the block, respectively. For example, the height z and 
the width y of the of a person standing at distance x is  
    and                      (8)  
 

where 1 is the vertical angle representing the ratio of distance c with height of the 
camera, and 2  is the horizontal angle representing the ratio of distance c with 
reference vertical size. The number of persons n in the occluded block is estimated n 
= f(c, x, y). The function f should be adjusted depending on the position of the 
camera.  
 

{ }0 , . . . , 1
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    Figure 3(left) shows a sample image for the original scene obtained from CCTV. 
After noise filtering, foreground segmentation, we obtain foreground feature blocks.  
Finally we obtain the feature blocks with reference grid estimation. The reference grid 
is given as in the following Fig. 3(right). 

 

 

Fig. 3. (left) A sample image for the original scene obtained from video camera. 
(right) Reference grid model representing the people and block occupied. 

4   Test Results 

Experiments have been performed on video image of subway station. The test video 
include light illuminations, shadows of people on the ground surface, people carrying 
baggage, people walking  together closely. Fig. 4 shows six persons are moving 
separately, and two persons are closely together. The foreground objects were 
detected and segmented and the results are given in Fig. 4(right) and in Fig. 5(right). 

In Fig. 4(right), four persons are counted easily since the small blocks are 
separated with reasonable distance. But the block located in the center below 
occupied a large size of grid. So it can be counted as a person carrying a baggage or 
two persons walking closely. In our test this was counted as two persons.  

The image in Fig. 5 includes four persons, The person standing away is not 
detected because he does not move around and the color is similar to the background 
image at the time the image is captured. The person carrying a baggage is counted as 
a person even the small object is detected  since the position and the size of the object 
is too small to be counted as a person. The large block in the right below is counted as 
two persons.  

Here the test have been done on the relatively simple images. We have faced many 
difficulties for the busy complex images including the occluded crowed people. 
Because of the diverse variety and complexity of the video image, it is not easy to say 
the performance of the proposed algorithm yet. To raise the accuracy of counting the 
occluded persons, reference grid model must be normalized and calibrated accurately 
depending on the position and angle of the CCTV. 
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Fig. 4. (left) Six persons are moving, and two persons are close together. 
(right) Five blocks in addition to one large block. 

 

 

 

Fig. 5. (left) Four persons, and one person has a drawing a baggage.  
(right) One big block and small two blocks. 

5   Conclusions 

The presented system estimates the number of people in indoor location. The image 
obtained from CCTV is preprocessed for noise filtering, segmentation, and 
foreground feature blocks. The count of persons in the occluded image is estimated by 
counting the human blobs by grid size estimation. Here the test have been done on the 
relatively simple images. We have faced many difficulties for the busy complex 
images including the occluded crowed people. To raise the accuracy of counting the 
occluded persons, reference grid model must be normalized and calibrated accurately 
depending on the position and angle of the CCTV. 

In future, there are lots of challenges to be addressed.  One is the development of 
background model that would prove effective in people counting domain robust 
enough for use in any indoor situation. Second is the development of support vector 
regression (SVR) that will estimate the count of people when an occlusion is present.  
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Abstract. As a kind of modulation with high degree of both power and 
bandwidth efficiency, Filtered QPSK (FQPSK) has been widely applied in the 
satellite and deep space communication. This paper first investigates the 
Maximum-A-Posteriori-Probability (MAP) demodulation of FQPSK-B. Then a 
serially concatenated system of FQPSK and LDPC codes is built, which gives 
both the advantages of LDPC codes and FQPSK and can easily be considered to 
save the power and spectral utilization ratio of the system. We demonstrate that 
the new concatenated system can achieve high power and spectral efficiency 
through extensive analysis and simulation.  

Keywords: Filtered QPSK, LDPC Codes, MAP, weighted process.  

1    Introduction 

To be a kind of modulation with high degree of both power and bandwidth efficiency, 
FQPSK modulation has been widely applied in the deep space communication [1-4], 
Filtered and hard-limited variants of FQPSK referred as FQPSK-B have been 
implemented [5-6] to achieve additional spectral efficiency and true constant 
envelope. 

The optimum receiver for FQPSK is the Viterbi receiver which uses the 16-state 
trellis diagram.  There are also some other suboptimum detection schemes [4] with 
lower complexity. The MAP algorithm [7], also based on the representation of 
FQPSK as a trellis-coded modulation, is not investigated previously. 

With their good performance which is near to Shannon limit, LDPC codes brought 
out by Gallager [8], and rediscovered by Mackay [9], is widely used in the satellite 
communication and deep space communication. With the soft information abstracted 
by the MAP demodulation, the Sum-Product Algorithm (SPA) can be easily used.  

In this paper, taken the view of both the advantages of LDPC code and FQPSK, we 
can easily consider the combination of them to save the power and spectral utilization 
ratio of the system and to enhance the system capacity. With the soft information 
which is prone to abstracted by the MAP demodulation of FQPSK, the Sum-Product 
Algorithm (SPA) can be easily used to decode the LDPC codes, and then the serially 
concatenated system of FQPSK and LDPC code is realized.  

This paper is organized as follows. In section 2, the deduction of the MAP 
demodulation of FQPSK-B is presented. We explain the serially concatenated system 
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used in section 3, and the weighted process is also detailedly described in this section. 
In section 4, the simulation results are given. Finally, the conclusion is given in 
section 5. 

2    The Map Demodulation of FQPSK  

2.1    The Simplified MAP Receiver Structure   

The simplified MAP receiver is similar to the simplified Viterbi type receiver in [5]. 
The only difference is the detection algorithm as shown in Figure 1. So, the 
preliminary introduction is omitted, which can be found in [5]. 

2.2    The MAP Demodulation Process  

The received signal is  

( )( ) ( ) ( ), 0,1,2,3i mr t q t n t m= + =  (1) 

where ( )n t  is an AWGN noise with zero mean and 
0 2N  W/Hz two-sided power 

spectral density. Let ts represents the state of the trellis at time t , tx is the transmitted 

bit at time t , the corresponding received vector is ( )1 2 3 4, , ,t t t t tr r r r=r ,where 

( )1, 4itr i = ⋅⋅⋅ is the output of the four correlators, in the time interval 

[ 2 , 2]s sT T− . 't
tr is the received sequence from time t  to 't , 

1
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Fig. 1. Simplified MAP receiver 

The conditional probability is  

( )( ) ( )( )( )
4

1

0,1,2,3m it m
i

p q t p r q t m
=

= =∏tr . (2) 
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The component of the received vector tr  satisfies 

( )1,2,...,4it mit itr q N i= + =  (3) 

where mitq is the projection of the transmitted signal ( )mq t on ( )iq t , itN is the noise 

at the output of the correlators. Now we define four constants: 

2 22 2
0 0 1 1

2 2

( ) ( ), ( ) ( ),
s s

S S

T T

T TE q t d t E q t d t
− −

= =   (4a) 

2 22 2
2 2 3 3

2 2

( ) ( ), ( ) ( )
s s

S S

T T

T TE q t d t E q t d t
− −

= =  . (4b) 

So (2) is given by  

( )( )

( )
( )24

2 22
1

1
exp

2

it mit

k ii

p q t

r q

EE δπδ =

 −
= − 

  


t mr

 (5) 

where 2δ  is the variance of the noise at the input of the correlators. 

We suppose that the baseband signal 0 ( )q t is sent. Now we define some functions 

as follow: 

{ }
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1( m', , ) ( ) ( ) ( ', )l l t t tp s s m m m m mα β γ+= = = ⋅ ⋅tr . (8) 

The simplified MAP demodulation process consists of the following steps: 

1) The initialization is  

0 0

1
(0) 1, ( ) 0( 0), ( )

2
Lm m mα α β= = ≠ = . (9) 
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2) The computation of ( ', )t m mγ : 

{ } { } { }' '( ', ) / ( )/ , / ( )t i t im m p m m p q t mm p q tγ = ∗ ∗ r . (10) 

The bits sent at the source is usually of equiprobability, and omitting the portions 
which make no difference, (10) can be further simplified as 

' '

' '

1, 0 2, 1
2 2

2, 1 1, 0
2 2

2 2

2 2
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r E r E

r E r E

e e

e e
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= =

. (11) 

3) The computation of forward variable: 

'
-1

'

( ) ( ') ( ', )
tt t

m

a m a m m mγ= . (12) 

4) The computation of backward variable: 

1

'
1

'

( ) ( ') ( , ')
tt t

m

m m m mβ β γ
++= . (13) 

The bit-level detection scheme at time t  is 

1, (1) (0);

0, (0) (1).
t t

t
t t

s
λ λ
λ λ

≥
=  ≥

. (14) 

3    The Serially Concatention 

With the soft information abstracted by the MAP demodulation, the Sum-Product 
Algorithm (SPA) can be easily used, and then a serially concatenated system of 
FQPSK and LDPC code is realized. In addition, the phenomenon of positive feedback 
is existence in our serially concatenated system. One of the methods to abate the 
infection of the positive feedback is named the weighted process[10]. With the 
weighted process, the volatility of the intrinsic information is reduced and the speed 
of the system convergence is quickened. The block diagram of the modified system is 
shown in Figure 2. 

iU

iU

( )( ),jc oϕ π

( ),jc oπ( )'
k , ,j

j c oπ

 

Fig. 2. The serially concatenated system of FQPSK and LDPC code with weighted process 
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4    Simulation Perforamance  

The simulations described in this section were developed in Matlab using the bit error 
probabilities 

4.1    The Simplified FQPSK-B MAP Receivers Performance 

The length of the bit sequence in MAP receiver is set as 1000 in our simulation. 
Figure 3 illustrates the simulation result and compares it with some other suboptimum 
detection schemes. 

 

Fig. 3. Bit-error probability performance of FQPSK-B conventional OQPSK, average matched 
filter and MAP receiver 

It is convinced that, when compared with the full MAP receiver, the simplified 
MAP receiver suffers a slight degradation but is still better than the conventional 
OQPSK receiver and the average matched filter receiver. 

4.2    Detailed Introduction of the Weighed Process 

The LDPC used in our simulation is (n,k)=(2000,1000). And the bitwise probability 
after the weighted process is given as 

( ) ( )( ) ( )'
k, , , ,j j j

j c o c o c oπ ϕ π π= • . (15) 

In [10], the exponential weighted process is advanced. The kernel of this weighted 
process is lower the intrinsic information to a certain extent. So the linear weighted 
process, in which the weighted function is defined as 

( )( ) ( ), ,, ,j j
k j k jc o a c oϕ π π= ⋅  (16) 

where ( )0,1a∈ ,is obtained. 
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Fig. 4. The effect of different weighted coefficients 

First, we set the inner iterative number iter of SPA as 50, and choose different 
weighted coefficients. In Figure 4, we see that different weighted coefficients have 
different effect. Not all of the coefficients can elevate the performance, some even 
deteriorate the performance. The optimum coefficient is a=0.5 for 50iter = . 

 

Fig. 5. The impact of the linear weighted process 

Secondly, we change the inner iterative number iter .In Figure 5, we see that, with 

the coefficient 0.5a = , the system in which iter equal to 20 outperforms the 

system, which is without the weighted process with 100iter = . The former system 

performs 0.15 dB better than the latter at a BER of -410 . Given the same performance 
requirement, the linear weighted process can greatly decrease the inner iterative 
number, reduce the system latency and complexity, which makes concatenated system 
of FQPSK and LDPC code more feasible for the deep space communication 
application. 
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5    Conclusion 

In this paper we have derived a new demodulation scheme for FQPSK, which named 
the MAP receiver based on the trellis diagram. In view of both the advantages of 
LDPC code and FQPSK, the combination of them is presented. When it comes to the 
phenomenon of positive feedback which is deleterious to the performance, a method 
named the linear weighted process is presented. Compared with the general 
concatenated system, the performance of the new system is improved in the presence 
of AWGN. 
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Abstract. Intelligent home concept is the integration of different services 
within a home by using a common communication system.  Error correction 
coding is being used on an almost routine basis in most communication systems 
including intelligent home networking. In addition, critical protocol 
management information requires high fidelity forward error correction (FEC) 
coding to ensure that the protocol functions correctly in the worst case 
situations. A powerful technique in the worst case situations is a Reed-Solomon 
(RS) code. With this technique, one achieves a high level of performance by 
trading an increase in overall block length for a reduction in hardware 
complexity.  This paper concerns the design and implementation of RS codec 
for intelligent home networking. The 3 symbol error correcting RS codec is 
developed on field programmable gate array (FPGA) chips using very high 
speed integrated circuit hardware description language (VHDL). The logic 
functions are confirmed by VHDL simulator tool. The circuits are generated by 
the synthesis tool. Two FPGA chips are required and the FPGA utilization is 
70% and 40%, respectively. 

Keywords: Reed-Solomon code, FEC, intelligent home networking, FPGA. 

1   Introduction 

Intelligent home concept is the integration of different services within a home by 
using a common communication system. The main advantages of an intelligent home 
system are created basically by using the synergies which arise when different 
functions are integrated within one system. It assures an economic, secure and 
comfortable operation of the home and includes a high degree of intelligent 
functionality and flexibility. The ongoing miniaturization and cost reduction in sector 
of electronic hardware has created ample opportunity for equipping private 
households with inexpensive intelligent devices for controlling and automating 
various tasks in our daily lives [1]. 

Communication and networking technologies have an important role in driving this 
development. The omnipresence of the internet via phone lines, TV cable, power 
lines, and wireless channels facilitates ubiquitous networks of intelligent devices that 
will significantly change the way we interact with home appliances. As in general, 
communication system aspects become more and more important in intelligent home. 
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It is obvious that such system will also influence significantly the domestic 
environment, including multimedia data services. 

Error correction coding is being used on an almost routine basis in most 
communication systems including intelligent home networking. For example, to 
support data exchange with mobile devices, PLC (power line communication) 
networks will also need to cooperate with wireless network. A power line channel 
somewhat like a wireless channel: both supper from noise, fading, multipath, and 
interference. Power line noise is produced by the operating of electrical devices. In 
order to cope with thw wide variation in channel conditions, the PLC must be 
adaptive, intelligently using more robust modulation and coding schemes. In addition, 
critical protocol management information requires high fidelity forward error 
correction (FEC) coding to ensure that the protocol functions correctly in the worst 
case situations [2]. 

A powerful technique in the worst case situations is RS code [3]. RS code 
providing an efficient capability for correcting burst errors has been used in various 
communications and digital data storage systems, such as satellite and mobile 
communications, magnetic recording, and high definition television (HDTV) [4]-[5].  
With this technique, one achieves a high level of performance by trading an increase 
in overall block length for a reduction in hardware complexity. The basic concept of 
the RS code is well understood, but the problem of design high bit rate RS encoder 
and decoder with a low complexity still remains an active area of research [6]-[7]. 
The codec design complexity increases considerably as the code length and the error 
correcting capability of the code increase. The efficient implementation plays an 
important role in the development of the codec with acceptable levels of circuit 
complexity and data speed to suit the particular application. 

This paper describes the design and implementation of RS decoder for intelligent 
home networking. In the decoding process of RS code, the first step is to compute the 
syndromes. Syndromes are evaluated using Horner’s rule [4]. Then, based on the 
syndromes, the error locator polynomial is found using the extended Euclidean 
algorithm proposed by Sugiyama et al. [8], a method for finding the greatest common 
divisor (gcd) of two polynomials. The next step is to find the roots of error locator 
polynomial. For this purpose, the Chien search method [9] is used. This method 
provides a simple and general algorithm for finding zeros of a polynomial over a 
finite field. And then the Forney’s algorithm [10] is used to find the error values. 
Utilizing the above-mentioned algorithms, the (47, 41) RS codec is developed on 
FPGA chips using VHDL. 

2   Mapping between Information Bits to M-Ary Channel Symbols 

2.1   RS Encoder 

RS codes are a sub-class of non-binary BCH codes. RS codes are optimum in that 
they are one of the few maximum distance separable (MDS) codes and their weight 
structure is known. The error correction capacity of a RS code is given in terms of the 
code symbol, thus it does not matter whether only one or all of the digits of a code  
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Fig. 1. (47, 41) RS encoder 

symbol is in error. The RS encoder is shown in Fig. 1. The (47, 41) RS code which is  
capable of correcting up to 3 symbol errors is shortened from (255, 249) RS code. The 
generator polynomial g(x) of (47, 41) RS code is 

21 181 9 2 137 3 2 4 167 5 6( )g x x x x x x xα α α α α α= + + + + + +  (1) 

where α  is a primitive element in Galois field GF(28) and the primitive polynomial 
p(x)  is 

8 4 3 2( ) 1p x x x x x= + + + + . (2) 

In systematic form, the 2t parity check symbols are the coefficients of the remainder 

resulting from dividing the message polynomial 2 ( )tx m x  by g(x). The state of the 

RS encoder, upon initialization, shall be the all-zero state. The 41 information 
symbols of 8 bits shall be output first, and the 6 parity symbols of 8 bits shall be 
output last. 

2.2   RS Decoding Algorithm 

RS decoding techniques can be classified into two categories, such as time domain 
techniques and frequency domain techniques. The time domain RS decoding 
estimates an error sequence directly based on the received data without a finite 
Fourier transform computations and can be easily implemented by the repeated use of 
simple basic cells. In contrast, the frequency domain RS decoding first estimates the 
Fourier transform of an error sequences, and then takes the corresponding inverse 
Fourier transform to obtain the sequence. Therefore the time domain RS decoding is 
more efficient for hardware implementation [5]. 

RS decoding algorithms are difficult because the decoding operation is basically 
solving a set of nonlinear simultaneous equations. In general, major procedures for 
both time domain and frequency domain RS decoding can be classified into four 
steps, such as syndrome calculation, evaluation of an error locator and error 
magnitude polynomial, error value searching, and error correction. The syndrome 
polynomial is used in the key equation solver for solving the key equation. The 
Euclidean algorithm, modified Euclidean algorithm, or Berlekamp-Massey algorithm 
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can be used to find error magnitude values corresponding to the error locations [11]. 
Since the decoding process which finds the error locator and error evaluator 
polynomial involves high computational complexity, it affects the speed and the 
hardware complexity of RS decoders.  
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Fig. 2. The overall RS decoder architecture 

Suppose a t-error correcting (n, k) RS code. Fig. 2 shows the overall block diagram 
of RS codec. The outline of decoding procedure is as follows: 

Step 1) The first step is syndrome (
jS ) computation. The 2t syndrome components 

are obtained by  

1

0

( ) ,   1 2
n

j ij
j i

i

S y y j tα α
−

=

= = ≤ ≤  (3) 

in which 
iy  represents received symbols. The power sums module (PSM) compute 

jS  using Horner’s rule [4]: 

1 2 3 0=(...(( ) ) ...)j j j j
j n n nS y y y yα α α α− − −+ + + + . (4) 

Step 2) The second step is to find the error locator polynomials )(xσ  and the 

error evaluator polynomials )(xω . )(xσ  and )(xω  satisfy the key equation
 

txxxSx 2mod)()()( ωσ =  (5) 

where 


=

−=
t

j

jt
j xSxS

2

1

2)( . (6) 

For this purpose, the extended Euclidean algorithm proposed by Sugiyama et al. [8] 

can be used. The initial conditions of the algorithm are t
T xx 2)( ←ω , 1←Tσ , 

)()( xSxB ←ω  and 0←Tσ . See [11] for more details. The Euclidean module 

(EM) receives the syndrome digits 
jS  from PSM, runs the extended Euclidean 

algorithm, and outputs the coefficients of )(xσ  and )(xω . 
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Step 3) The third step of decoding is to find the roots of )(xσ . For this purpose, 

the Chien search method [9] can be used. This method is actually a trial and error 
approach for finding zeros of a polynomial over a finite field. Once the error locations 
(

jX ) are known, the error values (
jY ) can be found using Forney’s algorithm [10]. 

The error values are 

1 1( ) ( )

( ) ( )
j j

j j j
j odd j

X X
Y X X

X X

ω ω
σ σ

− −= =
′

 (7) 

in which )( jodd Xσ  is obtained from )( jXσ  by taking the odd degree terms. The 

correction module (CM) evaluates )(xσ  and )(xω  at all the code locations, 

determines locations that are roots of ( ),xσ  and computes the corresponding error 

values. The output of the CM is a stream of error values. 

3   Design and Simulation Results 

Based on the above-mentioned algorithms, the (47, 41) RS codec is developed on 
FPGA chips using VHDL. For data service, information can be transmitted up to 128 
kbps. The frame composed of 1536 bits is 10 ms in duration and the 10 ms frame is 
divided into four 384 bits sub-frames. The decoder accepts 376 bits excluding 8 tail 
bits in each sub-frame. The maximum data rate of RS codec is up to 512 kbps. 

Fig. 3 shows the configuration of PCB board for test. Note that there are four 
commercial ROMs to store the received symbols of each sub-frame. Master clock  
 

 

Fig. 3. Configuration of PCB board 
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(a) encoder outputs 

 

 
(b) received symbols 

 

 
(c) syndromes 

Fig. 4. VHDL post-simulation waveforms 
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(d) coefficients of )(xω and )(xσ . 

 

 
(e) decoder outputs 

Fig. 4. (continued)  

with 32 MHz is used to drive the RS codec. Two Altera FPGA chips and EPROMs 
are required for the implementation of RS codec. The FPGA utilization is 70% and 
40%, respectively. LEDs are used to display the difference between the original input 
data and the decoding output data for self-test. 

The logic design is accomplished by top-down methodology. The logic functions 
are confirmed by VHDL simulator tool. The circuits are generated by the synthesis 
tool. VHDL post-simulation waveforms are shown in Fig. 4. The encoder outputs 
named as encdata_out are illustrated in Fig. 4(a). “9A” is the 41st information symbol 
(“9A”) and the rest (from “1B” to “DB”) are the 6 parity symbols. The errors 
generated by C language are added in the received waveforms named as 
dec_cntl_symbol. The symbols “82”, “80” and “07” in dec_cntl_symbol are corrupted 

by noise in Fig. 4(b). The syndromes jS are shown in Fig. 4(c). Fig. 4(d) shows the 
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coefficients of )(xω and )(xσ . In Fig. 4(e), it is shown that the signal rs_errorfix is 

high if the errors are detected in the corresponding received symbol. The decoded 
outputs named as rs_co are obtained from taking exclusive-OR between 
dec_cntl_symbol and err_val. For examples, “80” ⊕ “1F” = “9F”, and “37” ⊕ “00” = 
“37” and so on. 

4   Conclusions 

This paper concerns the design and implementation of RS decoder for intelligent 
home networking. The RS code is a shortened (47, 41) block code of 8-bit symbols 
which is capable of correcting up to 3 symbol errors. The RS encoder and decoder has 
been implemented using FPGA and commercial memories. The operation of RS 
codec is verified on the board with self-test module. Two Altera FPGA chips and 
EPROMs are required for the implementation of RS codec. The FPGA utilization is 
70% and 40%, respectively.  
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Abstract. An external optical modulation method based on TE/TM-mode 
absorption nulls in a Multiple Quantum Well (MQW) Fabry-Perot laser diode 
(FP-LD), has been proposed and experimentally demonstrated for multicasting 
in a WDM-PON. The 32 channels multicasting system with the proposed 
modulator has been implemented, which shows power penalties of 1.53~4.15 
dB at a bit error rate of 10-9 with more than extinction ratios of 14.5 dB at 622 
Mbps.  

Keywords: External optical modulator, Fabry-Perot laser diode, Passive optical 
network, multicasting.  

1   Introduction 

Recently, Wavelength Division Multiplexing (WDM)-Passive Optical Network 
(PON) for optical access networks has received a great deal of an attention. WDM-
PON has a high security, a protocol transparency, and a wide bandwidth compared 
with Time Division Multiplexing (TDM)-PON. However, it requires an expensive 
wavelength specified optical source such as a distributed feedback laser to maintain 
an assigned wavelength [1]. To solve the problem, several optical sources [2, 3] with 
a color-free and low cost have been proposed. However, even though virtual point-to-
point connections with such the optical sources can be made cost-effectively, it is 
inherently difficult to provide a multicasting (or broadcasting) function. Thus, optical 
sources for multicasting [4-6] or several multicasting overlay schemes [7,8] have been 
actively studied. In [4], a spectrum sliced amplified spontaneous emission (ASE) 
source has been proposed for multicasting but it requires an expensive external 
modulator and shows limited performances. The mutually injected Fabry-Perot Laser 
Diodes (FP-LDs) [5] and the side-mode suppressed multi-wavelength fiber laser [6] 
are good candidates. However, they require a sophisticated alignment method for a 
short cavity length, and still need an expensive optical modulator if not directly 
modulated. For the multicast overlay schemes [7,8], both point-to-point and multicast 
connections can be simultaneously constructed by using a single optical source. 
However, a complicated coding scheme and a synchronized controller are required. 
Moreover, expensive external modulators still make the system complex and costly.  
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In the previous work [9], an external optical modulator employing a low-cost 
multiple-quantum-well (MQW) FP-LD has been proposed. The work is based on the 
absorption null modulation and extended to wavelength converters in other previous 
works [10,11]. In this paper, further experiments are reported that it is possible for the 
proposed FP-LD modulator to have more than 622 Mbps modulation speed and to 
apply to multicasting transmission in a WDM-PON. 

2   Principle 

When a multiple-quantum-well (MQW) type FP-LD is driven over a threshold 
current, the FP-LD makes light by lasing on TE-mode. On the other hand, TM-mode 
in the FP-LD shows only absorption nulls not lasing owing to very small TM-gain 
inside the Fabry-Perot mirror (resonator). If no current is applied to the FP-LD, both 
modes (TE- and TM-mode) have absorption nulls. As the current increases from 0 
mA to the threshold current, all the absorption nulls are moved to short-wavelength 
without any lasing on both modes. Even though light due to spontaneous emission 
occurs, the light at small current level can be ignored in comparison to externally 
incident light for optical modulation. The wavelength of the incident light is spectrally 
aligned with the center wavelength of one among the absorption nulls. Thus, optical 
modulation can be achieved by vibrating the center wavelength of the null due to 
current signal injection into a PF-LD.   

The shift of the absorption null comes from the change of the refractive index in an 
MQW FP-LD waveguide, which is due to anomalous dispersion, plasma effect, and 
bandgap shrinkage [13]. However, the bandgap shrinkage can be neglected when an 
input light wavelength is longer than a bandgap wavelength of the waveguide in the 
MQW FP-LD [14]. In this case, the anomalous dispersion and the plasma effect 
become dominant for the refractive index change. The refractive index change due to 
the plasma effect in a bulky waveguide can be written as follow [13,16]. 
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2 εεω
=Δ                               (1) 

where, N is a carrier density, n is the refractive index in the absence of the plasma 
effect, 

rεε 0
is the dielectric constant of the active region, and *

cm  is the effective 

mass of the carrier. The total refractive index change due to the plasma effect in a 
MQW waveguide can be easily obtained by summing refractive index changes in 
wells and barriers [13]. In (1), because λπω /2= , the nΔ  is proportional to an 
input light wavelength λ . On the contrary, a refractive index change due to the 
anomalous dispersion according to the wavelength λ  is reduced. Therefore, as the 
input light wavelength increases, the plasma effect is more dominant than  
the anomalous dispersion. As a result, the total refractive index change becomes 
almost constant for a wide range of wavelengths (> 100nm) [13].  

Let us consider a modulation speed for the proposed PF-LD modulator. To operate 
a PF-LD as an optical modulator, the injection current J with less than a threshold 
current Jth must be applied, i.e. carrier density N < threshold density Nth. As a 
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consequence, a photon density Nph becomes almost zero, which means a stimulated 
emission can be neglected. Thus, the rate equation for the carrier density N can be 
expressed as [17] 

)(N

N

qd

J

dt

dN

eτ
−=                                 (2) 

where, q and d are the charge constant and the thickness of the active layer, 
respectively. And, )(/1 Neτ  is the effective recombination rate, which 

2)(/1 CNBNANe ++=τ , where AN is the nonradiative recombination rate, 2BN is the 

radiative spontaneous rate, and 3CN  is the Auger recombination rate. Because of the 
carrier dependence term )(Neτ , Eq. (2) is nonlinear and can be solved numerically or 

approximately. Assuming 
eτ is constant, i.e. 0== CB , we can know easily that the 

carrier density )(tN  increases logarithmically and decays exponentially with the time 

constant 
eτ . Thus, the speed for the proposed modulator strongly depends on 

eτ . By 

the calculation from typical parameter values (A= 8105× , B= 10101 −× , C= 29103 −× , 
18

0 101×=N , and 181061.2 ×=thN ) in [17], ≈)( 0Neτ 1.58 nsec and ≈)( the Nτ 1.04 nsec, 

which mean roughly 630 Mbps ~ 1 Gbps modulation speed.  

3   External Optical Modulation by Using a FP-LD 

The proposed FP-LD modulator works under threshold current. Its basic principle is 
as followings: As current of FP-LD increases from 0 mA to threshold current, 
absorption nulls move to short-wavelength without any lasing on TM-mode. 
Meanwhile, the FP-LD on TE-mode makes very little light by the spontaneous 
emission. Only a small current can move the absorption nulls enough to modulate 
optical signals. If the current injection is stopped, the nulls moves back to the original 
position. Such a movement can make the FP-LD to act as an external optical 
modulator. A previous work [9] has already shown that the absorption nulls in a FP-
LD is used for optical modulation on both TM- and TE-mode at the data rate of 155 
Mbps. However, there are no results to report about what is the maximum speed of 
modulation. 

The modulation by a FP-LD was tested. The FP-LD is an InGaAsP MQW type, 
and has a nominal wavelength of 1549.5 nm and longitudinal mode spacing of 1.16 
nm. Also it has the threshold current of ~8 mA. To observe absorption nulls spectra, 
an amplified spontaneous emission (ASE) source with a bandwidth of ~26 nm is 
replaced at the position of the T-LD in Fig. 1. The broadband ASE light enters the FP-
LD via the polarization controller1 (PC1) and the optical circulator (OC). By 
controlling the PC2, only a TM-mode beam can be set to pass through the optical 
polarizer (OP). As can be seen from the inlet figure of Fig. 1, the absorption nulls 
with the spacing of ~1.16 nm are observed, which are almost the same with the lasing 
mode spacing. According to the current injection, the TM-mode absorption nulls 
rapidly move to the short-wavelength. However, for over the threshold current  
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(~8 mA), the nulls gradually move back to the long-wavelength due to the thermal 
effect by lasing [12]. At the start for modulation, the incident light is spectrally 
aligned at the center wavelength of one among the absorption nulls with no bias 
current. The bias current makes the nulls to move to short-wavelength. As seen from 
the data in Fig. 1, only a current injection of ~1 mA can make ~0.26 nm wavelength 
shift for the nulls. Thus, by applying the current on/off, the nulls move back and forth 
to modulate optical signal. The wavelength shift of 0.26 nm is equal to ~32.5GHz, 
which is enough to modulate the optical signal at 622 Mps.  

 

Fig. 1. Center wavelength displacement of the absorption null as a function of injected current 
(0-20 mA). The inlet is TM-mode absorption spectra of the FP-LD according to the current 
change.  

 

Fig. 2. Oscilloscope traces for three modulation speeds, (a) 1.25, (b) 1.0, and (c) 0.8 Gbps by 
using the proposed external optical modulator 

The shift of the absorption nulls comes from the change of the refractive index in 
an MQW FP-LD waveguide, which is due to anomalous dispersion, plasma effect, 
and bandgap shrinkage [13]. However, the bandgap shrinkage can be neglected when 
an input light wavelength is longer than a bandgap wavelength of the waveguide in 
the MQW FP-LD [14]. By the calculation of the rate equation for the carrier density 
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N, the modulation speed can be roughly estimated to 630 Mbps ~ 1 Gbps [9]. To 
know the maximum speed of modulation for the FP-LD used in this experiment, 0.8, 
1.0, and 1.25 Gbps modulations are tested and Fig. 2 shows the oscilloscope traces for 
the three data rate. It is seen that the maximum speed of modulation is about 800 
Mbps. To get higher modulation speed (around 1.0 Gbps), careful design of electrode 
in the FP-LD and smaller current injection might be needed.  

4   Multicasting by Using FP-LD Modulation in a WDM-PON 

Fig. 3 shows the experimental setup for multicasting in a WDM-PON using the 
proposed FP-LD optical modulator. For cost-effectiveness of the multicasting, a 
multi-wavelength laser source [5,6] with the same periodicity of the longitudinal 
mode, should be used. However, due to be unavailable for the multi-wavelength 
source in the laboratory, the tunable-LDs are used as shown in Fig. 3. It seems 
reasonable to suppose that this paper focuses only on the possibility of an external 
optical modulator for multicasting using a FP-LD.  

The gray colored blocks show the conceptual scheme for a WDM-PON system, 
which are not constructed in this experiment. The FP-LD generally has absorption 
nulls on the TM-mod. The absorption nulls are made by being kept and dissipated in a 
FP-LD cavity for the input light with wavelength such that the phase after each round 
trip has to be an integral multiple of 2π. In other words, λp=2nL/p, where λp is the 
wavelength of the pth cavity mode, L is the cavity length. By some manipulations, the 
spacing between two adjacent modes as this, λp-λp+1 ≅ λ2/2nL. The null spacing for 
the InGaAsP MQW FP-LD used in this experiment is around 1.16 nm as shown in 
Fig. 2, which corresponds to cavity length of ~296μm (by using n ≅ 3.5 for the 
substrate of InP and λp= 1550nm). In order to match with the channel spacing (0.8 
nm) of arrayed waveguide grating (AWG) for multicasting, the cavity length need to 
be increased to ~429μm. Due to the periodicity of nulls of PF-LD, the proposed 
modulator combined with such a multi-wavelength source in [5,6] can be easily 
applied for multicasting in a WDM-PON. 

In Fig. 3, the CW lights from T-LD1 and T-LD2 are sent to the FP-LD modulator, 
which are modulated at 622 Mbps (231-1 PRBS). Here, the polarization of the CW 
lights should be aligned on the TM-mode by adjusting the PC1 and PC2. The 622 
Mbps modulated signal is sent to the optical coupler through OC, PC3, OP, EDFA, 
and optical attenuator (OA) as shown in Fig 3. After passing through 20 km single 
mode fiber (SMF), the signal is wavelength-demultiplexed to one of the optical 
network units (ONUs) by the 32 channel AWG located at the remote node (RN). 
Although only two sources, i.e. T-LD1 and T-LD2, are used in this multicasting 
experiment, the BERs for all the channels of the AWG can be measured by tuning the 
wavelength of the T-LD1 and T-LD2. Also, a thermoelectric cooler/heater (TEC) 
controller in the AWG module is adjusted to align to the center wavelength of the FP-
LD’s nulls. The insertion loss of the SMF is about 4.6 dB. The 32-channel AWG 
device has a channel spacing and a 3dB width of 100GHz and ~30 GHz, respectively. 
Fig. 4 shows BER measurements after 20 km transmission for 32-channels at 622 
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Mbps. The power penalties are observed from 1.53 to 4.15 dB compared to the back-
to-back at a bit error rate of 10-9. On the other hand, 1.0 Gbps modulation shows the 
error floor at a bit error rate of 10-6.  

 

Fig. 3. Experimental setup for multicasting in a WDM-PON using the proposed external optical 
modulator 

 
Fig. 4. Measured BER curves for back-to-back and 32 channels after 32 km transmission at 622 
Mbps. For the comparison, the BER at 1.0 Gbps is measured.  

If a 1300 nm FP-LD is used, both 1300 nm and 1500 nm wavelength light will be 
simultaneously modulated. This is because the FP-LD with gain in 1300 nm region is 
transparent to 1550 nm light [15]. Even though current injection leads to a change of 
effective refractive index in 1300 nm region, 1300 nm as well as 1550 nm light 
experiences the shift of absorption nulls. From the results, the proposed modulator is 
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likely to be a good candidate for ultra broadband multicasting with a low cost in a 
WDM-PON. 

5   Conclusions 

In this paper, a new optical modulation method for multicasting using a low-cost FP-
LD has been proposed and experimentally demonstrated. For 32 multicasting 
channels, the maximum and minimum of measured power penalties at a bit error rate 
of 10-9 were 1.53 and 4.15 dB. Although the multicasting experiment in this paper has 
been conducted at the data speed of 622 Mbps, it may be possible to get around 1.0 
Gbps modulation speed by concisely controlling injection current and designing the 
electrode of FP-LD. Moreover, if a 1300nm FP-LD is used as the proposed optical 
modulator, wideband operation will be working in the wavelength range of 1300nm to 
1550nm.  
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Abstract. This paper describes the design and implementation of a wireless 
CCTV converter system using binary CDMA technology. The proposed system 
consists of a CPU module based on ARM11 (S3C6410) processor, a binary 
CDMA communication module based on Koinonia chip (KWPAN1200A), and 
interface module. All processing procedures of image coding/compression and 
decoding/decompression are carried out by H.264 algorithm. The experimental 
results show that the proposed system can transmit a high resolution image of 
VGA (720x480) up to 300 meters with a frame rate of 22 fps. And the system 
can control remotely functions such a pan, tilt and zoom.  

Keywords: CCTV converter, binary CDMA, H.264. 

1   Introduction 

The CCTV system has been played an important role in not only the protection of 
property but prevention of crime. The advantage of using wired CCTV systems is that 
these systems are long range networking, but they are cost ineffective due to 
installation of complex links. 

Moreover, the conventional wireless CCTV system has good picture quality based 
on analog technologies but has weak points such a short transmission distance (< 50 
m), low noise immunity, weak security, and uncontrollable pan/tilt functions.  

A wireless communication for image transmission can use such technologies as a 
wireless LAN, an UWB and a binary CDMA. The wireless LAN technology has 
weaknesses for security and for obstacles like iron materials, noise, magnetic field. 
An UWB technology can’t be applied to CCTV converter because it can cover a short 
range, although it can transmit image information [1-3]. 

On the other hand, the binary CDMA technology has become very effectual in 
wireless communication because it has many strong points; small size, low power 
consumption, high security, strong to noise and interference, high and variable data 
rate, long transmission distance (~500 m), robust QoS (quality of service), encryption 
and compression functions, and transmittable moving picture under 80 km/hr [4-5].  

In this paper, we focus on a system implementation of a wireless CCTV converter 
using binary CDMA technology. The proposed system consists of an ARM processor 
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module, a binary CDMA communication module, and interface module between a 
processor module and a binary CDMA module. 

2   Wireless CCTV Converter 

2.1   Main Controller  

Fig. 1 shows the system configuration for main controller based on ARM11 
(S3C6410) processor. The S3C6410 core can connect multiple peripheral devices via 
multiple GPIO ports and support development of various solutions using these 
properties. The core operating at 533 MHz has abilities to extend functions and to 
handle multimedia data because it can support internal CODEC H/W 
(H.264/MPEG4/VC1). The S3C6410 core includes many types of sub-blocks; a 
display controller, a DMA controller, a TV scalar, a camera interface, and so on. We 
used the local bus interface to control the binary CDMA module. Moreover, 133 MHz 
DDR2 SDRAM and 128 MB NAND flash memory are used in external devices.  

 

Fig. 1. Main controller configuration 

2.2   Wireless CCTV Converter Master and Slave 

Fig. 2 shows the functional block diagram of a CCTV converter master. The CCTV 
converter master consists of two functional blocks; a receiving block, and a 
transmitting block. The receiving block receives image data from CCTV converter 
slave through a binary CDMA module. After H.264 decoder decodes the data via 
stream buffer, it saves decoded data in a frame buffer. And then the stored data is 
converted into NTSC signal with a TV scalar and a TV encoder. Finally, they are to 
be generated into TV out port. The transmitting block sends the RS-485 data from 
DVR to binary CDMA module through UART device. 
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Fig. 2. Block diagram of a CCTV converter master  

Fig. 3 shows the functional block diagram of a CCTV converter slave. The CCTV 
converter slave consists of two functional blocks; a receiving block, and a 
transmitting block. First, the transmitting block receives NTSC image data from 
analog camera. After TVP5150A video decoder chip convert NTSC image into digital 
format, it sends digital data to camera interface.  

 

Fig. 3. Block diagram of a CCTV converter slave 

And then H.264 encoder encodes the stored data in frame buffer and sends them to 
binary CDMA module. KWPAN1200A Koinonia chip in the binary CDMA module 
converts the encoded data into a type of spread binary CDMA packet. 
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The receiving block receives the RS-485 data from UART through the binary 
CDMA module. The RS-485 data are finally to be generated into output port. The RS-
485 data controls the pan and tilt functions of camera.  

2.3   Implementation of the Wireless CCTV Converter 

Fig. 4 shows the prototype of the wireless CCTV converter.  The system contains a 
main controller including a processor, a binary CDMA communication module 
including RF chips, and peripheral parts including various I/O ports. 

The main controller () which is fabricated with a type of piggyback, consists of 
S3C6410 RISC processor, 133 MHz DDR2 SDRAM, and 128 MB NAND flash 
memory supported by Samsung Electronics. The binary CDMA module () which is 
fabricated with a size of 40x30 mm2, consists of an AL2230S RF chip and a 
KWPAN1200A baseband chip of binary CDMA manufactured by Daewoo 
electronics. The AL2230S RF device can offer IEEE 802.11b/g compatibility. The 
peripheral parts include many types of I/O ports; NTSC image ports (), power 
supply (), serial output and connector for debugging (), LED display (), RS-485 
port (), and video encoder chip (). 

 

Fig. 4. Prototype of a wireless CCTV converter 

3   Experimental Results 

Fig. 5 shows the measured waveforms of the encoding and the decoding signals in the 
CCTV converter master and slave, respectively. The upper signal indicates to be 
transmitted frame data after H.264 encoding in slave side. The lower signal shows a 
frame data after H.264 decoding in the master side before TV out. 

Fig. 6 shows the test results of image data which are transmitted and received 
through the wireless CCTV converter. The test is carried out in room of 10x10 m2 
under operating wireless AP. Fig. 6(a) shows the regenerated output image with  
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Fig. 5. Encoding/decoding frames in the CCTV converter master and slave 
 

 
720x480 VGA resolutions after a series of procedures from the CCTV converter slave 
to master through binary CDMA module. The wireless CCTV converter slave 
received the original image captured by an analog camera and then transmitted them 
to wireless CCTV master. Fig. 6(b) shows comparative images with or without the 
image processing by the wireless CCTV converter. The picture of Fig. 6(c) is directly 
acquired from the analog camera without the CCTV converter, whereas the picture of 
Fig. 6(d) is regenerated from the wireless CCTV converter. We could get the clear 
image without damage through the wireless CCTV converter. 

 

Fig. 6. Test results of the CCTV converter 

Fig. 7 shows images measured at an outdoor in order to test the transmitting 
distance between a CCTV transmitter and a receiver. Fig. 7(a) shows a camera 
installation in the CCTV transmitter side with a 5dBi dipole antenna. Fig. 7(b) and 
Fig. 7(c) show a CCTV transmitter and a receiver installed on the bridge, 
respectively. The distance between the transmitter and the receiver is in the range of 
300 ~ 500 m. Fig. 7(d) shows the image regenerated by the CCTV converter master in 
case the distance between the transmitter and the receiver is about 300 m. 
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(a) A camera installation        (b) A CCTV transmitter 

   
  (c) A CCTV receiver          (d) A received image 

Fig. 7. Field tests at an outdoor 

4   Conclusions 

In this paper, we introduced a system implementation of a wireless CCTV converter 
using binary CDMA technology. The experimental results show that the proposed 
system can transmit a high resolution image of VGA (720x480) up to 300 meters with 
a frame rate of 22 fps. And the system can control remotely functions such a pan, tilt 
and zoom. 
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Abstract. In this paper, a soft QoS supporting multi-path routing scheme for 
mobile nodes in MANETs is proposed. The proposed multi-path routing 
scheme can obtain network metrics of nodes during route discovery. A source 
node can then select the most suitable routing paths to transmit packets to the 
destination node according to the QoS requirement of its network applications. 
The experiments show that the proposed scheme can prolong the network 
lifetime by providing soft QoS support to mobile nodes.  

Keywords: MANET, QoS, Multi-path Routing, Disjoint Path, Type of Service. 

1   Introduction 

A mobile ad hoc network (MANET) is a wireless network consisting of two or more 
mobile nodes that dynamically reconfigure wireless network with no fixed 
infrastructure. In a MANET, it doesn’t require a centralized access point or a base 
station to coordinate the communications among mobile nodes; instead, every node 
can act as a router to forward packets to other nodes within its radio transmission 
range. Meanwhile, every node can move arbitrarily and communicate with each other 
by using multi-hop packet forwarding mechanism.  

Several routing protocols for MANET have been proposed [1, 2, 3, 4, 5]. These 
routing protocols can be classified into proactive and reactive categories. The 
proactive protocols, e.g. Destination Sequenced Distance Vector (DSDV) [4] and 
Optimized Link State Routing (OLSR) [1], maintain routing information from nodes 
to nodes periodicity. The reactive protocols, e.g., Ad hoc On-Demand Vector 
(AODV) [5] and Dynamic Source Routing (DSR) [3], obtain routing information only 
when a route to a destination is required. Most routing protocols select routing paths 
according to shortest-path routing algorithm or maximum-bandwidth routing 
algorithm. MANETs have many characteristics like dynamic topologies, bandwidth-
constrained, and energy-constrained [2]. Conventional shortest path routing and 
maximum-bandwidth routing algorithms are not suitable for routing packets in 
MANETs. How to select suitable paths for packet transmission according to the QoS 
requirement of applications becomes an important issue. 
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The multi-path routing has been used to achieve load balance and fault tolerance in 
the networking environments [6, 7]. Multi-path routing protocols in wireless networks 
provide the fault tolerance capability. When a node obtains information of routing 
paths, the node can select one of the best routing paths as the main transfer path and 
the other paths as backup paths. If a link broken or routing error occurs at the main 
transfer path, the node can select another path as new transfer path to forward packets. 
Multi-path routing protocols maintain more than one routing path for packet 
transmissions. As a result, the fault-tolerance and reliability of the MANET can be 
enhanced [8, 9]. 

In this paper, we propose a multi-path routing protocol named “DMP” which 
provides soft QoS support for mobile nodes in wireless ad-hoc networks. In the 
proposed multi-path routing scheme, nodes collect networking metrics, .e.g., 
transmission latency, energy status of mobile nodes, and link-bandwidth, to obtain 
information of routing paths. After the information of routing paths is obtained, each 
node will adaptively select suitable paths for forwarding packets to the destination 
according to the QoS requirements of network applications. In route discovery phase, 
a node-disjoint multi-path discovery mechanism is introduced. By using the multi-
path routing scheme, data flows can be distributed to node-disjoint paths for packet 
transmission. In order to evaluate the performance of the proposed routing protocol, a 
comparison of the proposed scheme with DSR routing protocol is performed. 

The rest of the paper is organized as follows. Session 2 introduces the related 
works. Session 3 describes the proposed multi-path routing scheme that supports soft 
QoS for mobile nodes in wireless ad-hoc networks. Session 4 depicts the soft QoS 
control policy of the proposed scheme. Session 5 shows the experimental result. 
Session 6 concludes the proposed routing scheme. 

2   Related Works 

This Section provides a brief overview of Quality of Service (QoS) support, and 
multi-path routing protocols in MANETs.  

In MANETs, the Quality of Service (QoS) [10, 11] support can be classified into 
Hard QoS and Soft QoS categories [12]. The Hard QoS provides guaranteed services 
for low latency, low jitter, and assured bandwidth, which forcibly reserves network 
resources for nodes transmission [13, 14, 15]. In [16], Wen-Tsuen Chen et al. improve 
DiffServ framework for Expedited Forward class to provide absolute bandwidth 
guaranteed service. Irina Gerasimov et al. implement QoS support with AODV and 
TORA by using scheduling bandwidth queue to find QoS paths and provide 
guaranteed service [17]. 

In compare with forcibly resource reserved of Hard QoS, Soft QoS does not 
provide guaranteed resource for delivering data flows [18]. However, Soft QoS 
supports negotiated resource as much as possible for data flow required instead of 
forcibly reserve [19]. Jianfeng Wang et al. classify application class by use QoS 
index, and propose a target-orientated bandwidth allocation scheme [20]. Lei Chen et 
al. modify Hello packet header of AODV to measure bandwidth usage status and 
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provide QoS support [21]. Zhenyu Liu et al. propose EARA-QoS which classifies 
data flow by latency time and gives the highest priority to data flow which asks for 
low latency time [22] 

3   The Adaptive Multi-path Routing Protocol with Soft QoS 
Support 

The proposed routing protocol is based on the existing Dynamic Source Routing 
protocol (DSR) protocol [3]. In the proposed routing protocol, a multi-path 
discovering algorithm is introduced to discover suitable routing paths. In the standard 
DSR protocol, data packets are routed to the destination by the intermediate nodes 
using the entire path contained in the packet header. If a source node doesn’t have 
routing information of its destination node, the source node will broadcast a Route 
Request (RREQ) packet to its neighboring nodes for finding the routing path. When 
an intermediate node receives the RREQ packet, the node checks whether this RREQ 
packet has been received before or not. If the RREQ packet has not been received 
before, the node will broadcast the RREQ packet to its neighboring nodes again. If the 
RREQ packet has been received before, i.e., a RREQ message with the same 
originator, this RREQ packet will be dropped. 

Once the RREQ packet is reached at the destination node, the destination node will 
construct a Route Reply (RREP) packet and then send the RREP packet back to the 
source node according to the path information from the header fields of the received 
RREQ packet. When the RREP message arrives at the intermediate nodes and source 
node, the intermediate nodes and source node store the path information into its route 
cache (DSR_Cache). When the source node receives the RREP packet, the source 
node updates its routing table and starts using the newly found route. 

3.1   Routing Request (RREQ) 

In the original RREQ processing method of DSR protocol, route discovery is 
implemented by controlled flooding of the RREQ packet. Every intermediate node 
only forwards the first received RREQ packet to its neighboring nodes against packet 
flooding.  Once a duplicate originator’s RREQ packet is received at the intermediate 
node, the RREQ packet will be dropped. The method of broadcasting RREQ in DSR 
greatly decreases the possibility of finding multiple node-disjoint paths, because it 
limits the diversity of the multiple paths.  

In order to discover node-disjoint paths as more as possible, duplicate originator’s 
RREQ packets are be discarded by the intermediate node. However, route information 
in these duplicate RREQ packets are be cached and recorded if these duplicate RREQ 
packets contain different travel paths compared with that in DSR cache in the 
proposed protocol. We modified the method of processing RREQ packets in original 
DSR protocol, a cache table named DMP_Cache is added to help the processing of 
duplicate RREQ packets from the same originator that initiates the route discovery. A 
parameter named is_disjoint is also added into the optional field of RREP packet 
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header in the proposed protocol. This is_disjoint parameter will be used in the RREP 
packet processing stage to identify different node-disjoint path. The scope of flooded 
packets is constrained by a time-to-live (TTL) hop count. The RREQ value is set with 
a constant (Max TTL) value. During Route Discovery the source node sets a RREQ 
packet with a maximum TTL value. Each time the RREQ is rebroadcasted by the 
intermediate nodes this value is decremented. When the TTL reaches 0, the packet is 
discarded. 

 

 

Fig. 1. The proposed algorithm for processing RREQ packets 

When a source node requires a new route to a destination, the source node starts 
broadcast RREQ packets. When an intermediate node receives the RREQ packet, the 
node checks fields of RREQ packet to find who is the originator (source node) of the 
packet. If the originator was seen before at the intermediate node, i.e., a duplicate 
originator’s RREQ packet but with different travel path, the traversed path 
information in the RREQ packet will be put into the DMP_Cache. Meanwhile, the 
duplicate RREQ packet will be drop to avoid flooding storm. 

When the destination node receives a RREQ packet, the node checks the first hop 
node of the path included in this RREQ packet with all paths that stored in the  
 

If (Node == destination_node) { 
// RREQ packet is reached at destination node. 
Add route to DSR_Cache. 
Check the first hop of RREQ with the first hop of routes in cache. 
If (Route path is disjoint) 

  is_disjoint = true; 
Else 

  is_disjoint = false; 
Return source route to requestor. 

} 
Else { 

// RREQ packet is reached at intermediate node. 
If (RREQ is first received) { 
  Add route to DSR_Cache. 

  Append Node_id to path of RREQ. 
  Broadcast RREQ to neighboring node. 

} 
If (RREQ has already processed before) { 

  If (Node_id is not in route path) { 
   Put route path into DMP_Cache. 
  } 

} 
 Drop this RREQ. 
} 
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DSR_Cache. If the first hop node of the path included in this RREQ packet has not 
been recorded in the DSR_Cache, i.e., a new node-disjoint path, the extended 
parameter is_disjoint in RREP packet header is set to TRUE. If the first hop node of 
the path included in this RREQ packet has been recorded in the DSR_Cache, i.e., a 
recorded node-disjoint path, the extended parameter is_disjoint in RREP packet 
header is set to FALSE. After the parameter is_disjoint in RREP packet header is set, 
a RREP packet is sent to the source node. Figure 1 shows the algorithm of processing 
RREQ packets. 

3.2   Routing Reply (RREP) 

Once the destination node constructs a RREP packet, a reverse path included in the 
received RREQ packet is put into the RREP packet. Then the RREP packet is sent 
back to the source node. 

In order to provide soft QoS support for mobile nodes in wireless ad-hoc networks, 
a metric table named DMP_Metrics is added in the proposed protocol to help the 
collecting of network metrics of paths. Every routing path that stored in the 
DMP_Cache has a corresponding network metric record in the metric table 
DMP_Metrics. The metric table DMP_Metrics stores status of routing paths, 
including transmission latency, energy status of mobile nodes, and link-bandwidth. In 
order to provide QoS Support, the RREP packet header is extended with optional data 
fields that contain information of measured network metrics. While a RREP packet is 
received at an intermediate node, the node will measure network metrics and update 
the metric information in the extended RREP packet header. 

When an intermediate node receives a RREP packet, it checks is_disjoint field 
firstly. If the value of is_disjoint field is TRUE, i.e., the routing path included in the 
RREP packet is a node-disjoint path, the intermediate node forwards the packet to the 
next node in the routing path. If the value of is_disjoint field is FALSE, i.e., the 
routing path included in the RREP packet is a non-disjoint path, the intermediate node 
looks for another node-disjoint path from its DMP_Cache. When a first-hop node of 
shortest paths stored in DMP_Cache is differed from the first hop node of the routing 
path in the RREP packet, i.e., a new node-disjoint path from the intermediate node to 
the source node is founded, the new founded path will be put into the RREP packet to 
replace the old reversed routing path. Meanwhile, the is_disjoint field of RREP packet 
is set to TRUE to notify other nodes that a new node-disjoint path is founded. As a 
result, the proposed protocol can discover different node-disjoint path as many as 
possible. 

When the source node receives a RREP packet, the routing path included in the 
RREP packet will be stored in the node’s route cache which is as the same described 
in the DSR protocol. Meanwhile, the source node obtains information of network 
metrics of the routing path from DSR options header included in the packet. The 
source node stores the information into its metric table DMP_Metrics for providing 
QoS support. 
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3.3   Routing Error (RERR) 

Because the topology of a MANET may change with time as the nodes move or 
adjust their transmission range, a routing path may fail. When an intermediate node 
detects that the next hop of a packet is not reachable, it unicasts a routing error 
(RERR) packet to the source node. When the source node receives the RERR packet, 
the source node will check its route cache to find the unreachable nodes. If there has 
unreachable nodes on the broken link, the source node removes all of unreachable 
nodes on the broken link and selects a new routing path to transmit data packets to the 
destination. If there has no path available in the route cache of the source node, the 
source node reissues a RREQ packet for route discovery again. Meanwhile, the source 
node will update related information of network metrics of routing paths in its metric 
table DMP_Metrics when it receives the RERR packet.  

3.4   Packet Header Extending 

In order to provide multi-path routing and QoS support, the options header in standard 
DSR protocol is extended by added a 32-bit Metric Timestamp field, a 16-bit Metric 
Energy field, and a 16-bit Metric Link-Bandwidth field. We also extend the Route 
Reply option by adding 1-bit is_disjoint field. 

4   Soft QoS Support 

After the route discovery is finished, the source node’s route cache stores one or more 
node-disjoint routing paths. Every node-disjoint routing path has a corresponding 
network metric record in the metric table DMP_Metrics. The metric table 
DMP_Metrics stores status of routing paths, including transmission latency, energy 
status of mobile nodes, and link-bandwidth. In order to provide Soft QoS support for 
mobile nodes, the TOS (Type of Service) field of IP header is used to determine the 
QoS requirement of data flows in the proposed mechanism. The parameters of TOS 
field are depicted in Table 1. In the original QoS parameters 4th ~ 7th bits in IP 
header, we extend the 6th bit (Reliability) to represent the energy requirement for 
finding a routing path with maximum available energy of nodes.  

When a node wants to send data to a destination node, the application can set the 
TOS field in the IP header for depicting its QoS requirement. Then the proposed 
routing procedure in the system kernel will check the TOS information in the IP 
packet firstly. After the QoS requirement of the data flow is obtained, the routing 
procedure will select a suitable routing path from its node-disjoint paths in the route 
cache to transmit data packets to the destination node. 

4.1   QoS Control Policy 

Assuming that all mobile nodes support multi-channel transmission, several QoS 
control policies for mobile nodes are defined in this paper. According to the TOS 
field, the QoS control policies could be extended as follows. 
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4th bit (Delay) 
When the 4th bit of the TOS field is set, it denotes that the node needs low 
transmission latency for data delivery. For applications like Voice over IP (VoIP), 
data packets must arrive at the destination node as soon as possible. When the field is 
set to 1, the source node will select the path with lowest latency time from 
DSR_Cache to act as the routing path. The transmission latency of a path in 
DSR_Cache is obtained from the Route Discovery phase. First, the source node 
records the timestamp of broadcasting a RREQ packet to discover the destination 
node. While the source received the corresponding RREP packet, it compares the 
timestamp of the packet with the timestamp of received time and then records the 
transmission latency time of the path into DSR_Cache. 

Table 1. Type of Service fields 

Position Usage 

1st~3rd bits Precedence 

4th bit Delay 

5th bit Throughput 

6th bit Reliability 

7th bit Cost 

8th bit Reserved 

 

5th bit (Throughput) 
When the 5th bit of the TOS field is set, it denotes that the node needs to transfer bulk 
data to a destination node, e.g., file transfer. When the field is set to 1, the source node 
will select the top two paths that have maximum Link-Bandwidth (LB) from 
DSR_Cache to work as the routing paths. The data packets are sent out from source 
node using multi-path routing with multi-channel transmission support. The value of 
Link-Bandwidth (LB) can be obtained from the processing of RREP packets. An 
intermediate node compares the LB value in the received RREP packet with its 
current link bandwidth, and then rewrites minimum value to LB value metric field of 
DSR Options Header if a minimum LB value is founded.  

6th bit (Reliability) 
When the 6th bit of the TOS field is set, it denotes that the node needs to transfer 
packets to a destination node with lowest energy consumption. Routing paths in 
MANETs may fail because of nodes run out their energy, which makes the source 
node need to originate a route discovery request to find new routing paths. When the 
field is set to 1, the source node selects the path with maximum available energy from 
DSR_Cache to act as the routing path. The value of maximum available energy of 
nodes can be obtained from the processing of RREP packets. An intermediate node 
compares the value of maximum available energy from the received RREP packets 
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with its available battery energy, and then rewrites minimum value to the energy 
metric field of the extended DSR Options Header. 

7th bit (Cost) 
When the 7th bit of the TOS field is set, it denotes that the node needs to transfer 
packets to a destination node with lowest cost. When the field is set to 1, the node 
selects a path with the minimum hops from DSR_Cache to act as the routing path. 

5   Performance Evaluation 

To evaluate the performance of the proposed DMP scheme, we use the NS2 network 
simulator to simulate the MANET environment. Comparisons with standard DSR 
protocol in NS2 simulator are performed. There are 50 mobile nodes in a 1500 meter 
by 500 meter grid in the simulation environment. We generated a scenario file with 15 
pairs CBR data flows. Each CBR data flow sends out a 512 bytes packet per 250ms. 
The generated mobile nodes' mobility patterns are based on the random way-point 
mobility model with minimum moving speed of 5m/s and maximum moving speed of 
10m/s. The random way-point model breaks the movement of a mobile node into 
motion and stay periods. A mobile node stays at a location for a certain time at first, 
and then it moves to a new randomly chosen destination at a speed drawn uniformly 
from a given interval. The parameters in the simulated IEEE802.11b WLAN 
environment are based on Orinoco 802.11b Card. Each node uses the EnergyModel in 
ns-2 simulator to simulate the energy consumption and remaining energy of nodes; 
each node has initial energy range from 10J ~ 60J randomly. In our experiments, the 
transmitting power txPower is set to 0.5 mW, receiving power rxPower is set to 
0.25mW, and idle listening power is set to 0.05 mW. The QoS metric requirement is 
set to consider reaming energy of nodes firstly, the simulation runs with durations of 
100 to 900 seconds. 

The simulation results are shown in Table 2 and Table 3. In the tables, field Start 
Time represents the timestamp of the first packet that is send out, field End Time 
represents the timestamp of whole network stops to transfer packets. The results show 
that the DMP scheme can extend the life time of an ad hoc network because of it can 
select the suitable routing paths for delivering packets according to the QoS 
requirement. The standard DSR protocol uses the shortest path routing algorithm to 
transmit data packets. In the DSR experiment, the energies of intermediate nodes are 
consumed quickly because of DSR does provide QoS support of the energy 
consumptions of nodes. When nodes ran out the battery life, some routing paths may 
fail to work. Therefore, the source node needs to originate a route discovery request to 
find new routing paths in DSR protocol. On the other hand, the DMP scheme 
considers energy consumption of nodes, which can prolong the network lifetime. The 
node-disjoint routing paths stored in the DMP_Cache can used as backup paths for 
packet routing when the original routing path is broken, which can reduce route re-
discovery time. 
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Table 2. Performance results of the proposed DMP scheme 

Duration (sec) 100 200 300 400 500 600 700 800 900 

Start time(sec) 2.56 2.56 2.56 2.56 2.56 2.56 2.56 2.56 2.56 

Remain working 
nodes 

50 38 29 21 19 14 10 3 3 

End time(sec) 99.97 199.99 299.95 399.99 499.95 599.95 684.79 684.79 684.79 

Table 3. Performance results of the DSR protocol 

Duration 
(sec) 

100 200 300 400 500 600 700 800 900 

Start 
time(sec) 

2.56 2.56 2.56 2.56 2.56 2.56 2.56 2.56 2.56 

Remain 
working 
nodes 

50 37 27 21 18 13 8 3 3 

End 
time(sec) 

99.99 199.92 299.93 399.94 499.95 599.91 655.19 655.19 655.19 

6   Conclusion 

In this paper, we propose a multi-path routing scheme with soft QoS support for 
mobile nodes in MANETs. In the proposed scheme, nodes can find out the most 
suitable routing paths according to its QoS requirement. The experiments show that 
the proposed scheme can prolong the network lifetime by providing soft QoS support 
to mobile nodes. 
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Abstract. To hide the heterogeneous environment from a global user as much 
as possible while preserving the autonomy of each individual system to the 
highest degree, the study of a mediator has been actively carried out as an 
integration method for distributed heterogeneous information sources. To 
evaluate a global query on a view that integrates several distributed information 
sources, the query can be rewritten into a set of transformed queries based on 
the definition of the view. Each transformed query is targeted to one of the 
information sources. To speed up the execution of a global query, the previous 
results of frequently requested sub-queries are materialized in a mediator. This 
paper proposes a method of choosing the optimized set of materialized queries 
in each mediator such that available storage in each mediator can be highly 
utilized at any time. The integrating schema in a mediator can be incrementally 
modified and the evaluation frequency of a global query can also be 
continuously varied. In order to select the optimized set of materialized sub-
queries with respect to their current evaluation frequencies, the proposed 
method for modeling the recent access behavior of each sub-query. As a result, 
it is possible to adjust the optimized set of materialized sub-queries adaptively 
according to the recent changes in the evaluation frequencies of sub-queries.  

Keywords: mediator, data materialization, distributed query evaluation, 
heterogeneous information system, data integration, optimized query selection. 

1   Introduction 

To hide the heterogeneous environment from a global user as much as possible while 
preserving the autonomy of each individual system to the highest degree, the study of 
a mediator has been actively carried out as an integration method for distributed 
heterogeneous information sources [1]. A mediator is middleware that can provide a 
global user with the effect of accessing a single server by concealing the user from the 
actual heterogeneity of computing environment such as hardware, software, and 
databases in distributed information servers. To design a distributed database in 
general, a set of related local schemata are analyzed and integrated to a unique global 
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schema. A mediator is built to handle the specific requirements of a global user, so 
that only the local information relevant to its function needs to be integrated. When a 
local schema is changed, only the view mappings of a mediator need to be modified 
since there is no global schema. Due to this reason, the definition of a view in a 
mediator can be changed or a new view can be added incrementally. 

To evaluate a global query on a view that integrates several distributed information 
sources, the query can be rewritten into a set of transformed queries based on the 
definition of the view. Each transformed query is targeted to one of the information 
sources. In this paper, a term sub-query is used to denote a transformed query and 
each sub-query is a unit of evaluation in its target information server. In this paper, a 
sub-query evaluated by the modification method is called as a modified sub-query 
while a sub-query evaluated by the materialization method is called as a materialized 
sub-query. When a materialized sub-query is evaluated in a mediator, its materialized 
result stored in the mediator can be used if the result is valid. Consequently, the 
materialized method can reduce network traffic and provide the result of a sub-query 
quickly. However, it is inefficient when relevant base tables in the target information 
server of a materialized sub-query are updated frequently. Therefore, in order to use 
the materialization method effectively, it is important to model the evaluation 
frequency of a sub-query as well as the update frequency of its base tables precisely. 
These two frequencies are defined as the usage patterns of a sub-query. In order to 
describe how the sub-queries of a mediator are evaluated, a term ‘implementation 
plan (IP)’ is used in this paper. It is denoted by a set of pairs ( iq , iv ). Each pair 

represents that a sub-query iq  is evaluated by a method 
im ∈{materialization or 

modification}. Given a set of all sub-queries Q  in a mediator, an implementation plan 

),( modmat QQIP  denotes both the set of materialized sub-queries matQ  and the set of 

modified sub-queries modQ  ),( ∅=∩=∪ modmatmodmat QQQQQ . 

This paper consists of five parts. Section 2 describes related works and Section 3 
reviews how to find the optimized set of materialized queries in a hierarchical 
mediator system. In Section 4, the results of the proposed method are comparatively 
analyzed by a series of experiments to identify its various characteristics. Finally, 
Section 5 draws overall conclusions. 

2   Related Work 

View materialization is proven to be useful in data warehouse systems [2, 3]. A data 
warehouse schema itself can be regarded as a set of materialized views for operational 
databases or existing files [4,5]. Therefore, many researches have been concentrated 
on a view selection problem. In addition, a supporting view can be used to avoid the 
repetitive evaluation of a frequent query over base tables in a warehouse system [6]. 
In [2], a materialized view selection algorithm based on the data cube of a lattice 
structure is proposed.  

HERMES [1], DISCO [7], TSIMMIS [8] and SIMS [9] are well-known mediator 
systems to integrate the heterogeneous databases in distributed environment. In these 
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systems, whenever a new information source is added to a mediator, a mediator 
manager defines the mapping between the mediator schema and the data domain of 
the new source. In addition, these systems provide a catalog of all accessible 
information sources and map a multi-source global query into a set of local queries 
that are evaluated by the wrappers of related information sources. While HERMES, 
DISCO and TSIMMIS use only the query modification method to evaluate a global 
query, SIMS [9] employs the materialization method additionally. An information 
source in SIMS is assumed to contain read-only data. Accordingly, it does not 
consider the update frequency of an information source. Based on the evaluation 
frequency of each user query, SIMS identifies frequently queried patterns whose 
target data elements are possible candidates for materialization. Given the evaluation 
frequencies of user queries, the CM (Cluster and Merge) algorithm is proposed to 
extract such patterns from user queries. Since SIMS only deal with read-only data 
sources, the priority of materialization among these patterns is determined by the 
evaluation frequency of each pattern. Therefore, a query with the highest priority is 
chosen one by one to be materialized as a query until available storage space is 
exhausted. As users’ preferences may change over time, materialization need to be 
considered dynamically. [3] proposes a dynamic view management system with 
improved architecture. Data mining methods and probabilistic reasoning approaches 
are employed to predict incoming queries to select and materialize views. 

3   Optimized Implementation Plan 

The current usage patterns of a sub-query iq  indicate its recent rates of evaluation 

and update operations requested for the sub-query. A modified sub-query iq  is 

evaluated in its target information server as many as its evaluation frequency value, efi 
times recently. A materialized sub-query iq  is evaluated in its information server as 

many as its update frequency value, ufi times recently. The evaluation cost of a 
modified/materialized sub-query iq  can be defined by Equation (1) and (2).  

cmod(qi)=efi× size(qi)         (1) 

cmat(qi)=ufi× size(qi)                  (2) 

where size(qi) denotes the latest result size of the sub-query iq  by the amount of 

network transmission. The difference of these two evaluation costs for a sub-query is 
a possible gain when the sub-query is evaluated by the materialization method. As the 
difference becomes larger, the sub-query is more likely to be a materialized sub-
query. Formally, the gain gain(qi) of a sub-query iq  is defined by the difference as 

follows: 

 gain(qi)= cmod(qi)- cmat(qi)          (3) 

Since the total gain GA(Q) of all sub-queries Q can be defined by Equation (4), the 
total gain of a specific IP is equal to the total gain of its materialized sub-queries 

matQ  as in Equation (5). 
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)()),(( matmodmat QGAQQIPGain =         (5) 

Once a mediator is in operation, it is not a good idea to suspend its normal operation 
for a long period whenever the current implementation plan is not efficient any longer. 
To generate an optimized plan in linear time complexity, a essential implementation 
plan can be considered as ),( modmat QQEIP .The implementation plan is obtained by 

the ordered list of sub-queries Q={q1, q2,…,qi,…,qn}. 
Given a set of sub-queries Qset

k={q1
k,q2

k,…,ql
k} in a mediator km  of a hierarchical 

mediator system, a term extended practical implementation plan ext_EIPk(Qmat/mod
*) is 

used to denote the optimized implementation plan IP(Qmat/mod) of a mediator km  

where Qmat
*
�Qmod

*=Qset
k and Qmat

*
�Qmod

*= ∅ . It is generated in linear time 
complexity by the same method as in a single mediator system presented in Section 3. 
In order to generate the ext_EIP for a mediator km , all the sub-queries in Qset

k are 

arranged by their normalized gain in decreasing order.  
For the ext_EIPk(Qmat/mod

*)  of a mediator km  in a hierarchical mediator system, 

its materialized cost ck(Qmat
*) is defined by the sum of the evaluation costs of all 

materialized sub-queries as defined in Equation (6). Likewise, its modification cost 
ck(Qmod

*) is defined by the sum of the evaluation costs of all modified sub-queries as 
defined in Equation (7). Accordingly, the total evaluation cost of the 
ext_EIPk(Qmat/mod

*) is defined by the sum of these two costs as in Equation (8). 

c k(Qmat
*)= 

∈ *

)(
matQq

qc     (6) 

c k(Qmod
*) 

∈
=

*

)(
modQq

qc     (7) 

total_evaluation_costk = ck(Qmat
*)+ ck(Qmod

*)           (8) 

4   Experiments 

The first log is denoted by RATIO1 that contains only evaluation operations without 
any update operation. The second log is denoted by RATIO2 whose ratio between 
evaluation and update operations is 50:50 respectively. Each log contains a sequence 
of about 3000 evaluation or update operations each of which is applied to a randomly 
chosen sub-query. Furthermore, the average number of sub-queries in each mediator 
is set to 100 and the initial result size of each sub-query is randomly chosen from 
10MB to 200MB. The updated result size of each sub-query is also randomly chosen 
from the 10 percent of its previous size to 10 times of its previous size for each update 
operation. The operations in each log are uniformly distributed. The number of 
transformed sub-queries for a query imposed in a mediator is denoted by the fan-out 
of the query.  
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The performance of the globally optimized plan is compared with those of a 
general greedy (GRD) optimization method, the modification-only method (MOD) 
and the locally optimized method (EIP). A term relative cost efficiency (RCE) is 
introduced to measure the efficiency of each optimization method relatively to the 
true optimum plan. It is the ratio of the total evaluation cost (TC) of an IP generated 
by each optimization method over the true optimum cost (OC) of the true optimum IP.  

(%)100×





 −=

OC

OCTC
RCE  

In Figure 1, the performance of the proposed ext_EIP is compared with those of other 
optimization methods. The fan-outs of all queries are fixed to 4. As shown in this 
figure, the total evaluation costs of the proposed ext_EIP are the closest to the true 
optimum cost for the two types of request logs. As expected, the performance of the 
proposed ext_EIP on the RATIO1 log is better than that on the RATIO2 log. As the 
update ratio of a sub-query becomes smaller, the performance of the proposed 
ext_EIP becomes more efficient. 
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Fig. 1. RCE for different usage patterns 
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Fig. 2. RCE for the depth of a hierarchical mediator system 

Figure 2 shows the effect of the depth of a hierarchical mediator system on the 
total evaluation cost. The fan-outs of all queries are fixed to 4 as well. The depth is 
varied from 1 to 6 in order to illustrate its effect. If the depth of a hierarchical 
mediator system is 1, all the sub-queries of each mediator are terminal sub-queries. As 
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the depth of a hierarchical mediator system becomes larger, the performance of the 
ext_EIP is more enhanced. This is because the number of intermediate sub-queries in 
each mediator of a hierarchical mediator system and the amount of network 
transmission in the modification method are increased proportionally to the depth.  

5   Conclusion 

In a hierarchical mediator system, the performance of query evaluation can be greatly 
enhanced when the materialization method is utilized to evaluate sub-queries in each 
mediator. This paper proposes a method of choosing the optimized set of materialized 
queries in each mediator of a hierarchical mediator system such that available storage 
in each mediator can be highly utilized at any time. By carefully monitoring the usage 
patterns of sub-queries requested in each mediator of a hierarchical mediator system, 
the proposed algorithm can determine when a new optimization process in each 
mediator should be invoked in order to change its current IP. As the number of sub-
queries and the number of mediators are increased, the proposed algorithm can 
provide an efficient way of evaluating sub-queries in a hierarchical mediator system. 
Since the set of materialized sub-queries selected by the proposed algorithm is chosen 
based on the relative utilization efficiency of available storage space in each mediator 
of a hierarchical mediator system, it may not be optimum but practically efficient. 
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Abstract. Cloud computing has been a popular topic in recent years. How the 
system used in large-scale cloud computing to build large-scale distributed 
storage cluster and the provision of services become very popular and provoke 
animated discussion.  It is an inevitable trend to either the enterprise or the 
individual. The cloud of network services can be divided into three categories: 
Software as a Service (SaaS), Platform as a Service (PaaS), and infrastructure 
as a service (IaaS). Among these, the Software as a Service (SaaS) allows users 
to run applications remotely from the cloud. Platform as a Service (PaaS) 
includes the operating system and custom application-specific software. And 
Infrastructure as a Service (IaaS) is the computing resources as a service, 
including some virtual machines, hardware resource units. This research paper 
is about how to build the KVM environment in the cloud system and operation, 
and using the KVM to provide a virtual environment for users. In the user 
interface part, the work is able to reduce the complexity of cloud resources 
access. We use the web interface which is easy to understand and accessible for 
users in the operations as well. About the experimental results, the performance 
of physical machine and KVM virtual machine are compared  and analyzed. 

Keywords: Cloud computing, Virtualization, KVM, Virtual machines, IaaS. 

1   Introduction 

Cloud computing is currently a popular topic, but also all the main axis of 
development in recent years, the main points of infrastructure as a service (IaaS), 
Platform as a Service (PaaS), Software as a Service (SaaS), cloud computing is not a 
new technology, it is a new concept [1, 10, 19, 23, 21, 22, 24, 28, 30]. The early 
stages of the laboratory started in the creation and development of gird computing 
cluster and other distributed computing technologies and related issues, for the 
vigorous development in recent years is also very interested in cloud computing  
[13, 15]. 
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There are many companies currently offer a cloud of related services, like Google 
[30], Amazon [29], Yahoo! other companies, tens of thousands of servers used to 
construct a large-scale computing resources, and provides a variety of services 
previously not available such as: large storage space, a huge amount of computing 
power, no need to download the online features such as edit view, for their own local 
computing and storage resources are limited, users can access via the Internet 
computing resources they need. 

This paper focused on the cloud computing infrastructure, particularly virtual 
machines and physical monitoring component [3, 4, 5, 6, 7, 8, 9, 11, 12, 14, 18, 33, 
34]. Goal is to achieve a system can provide users apply and use the virtual machine, 
and can monitor the physical system. The information can be monitored include CPU 
utilization, disk usage, virtual machine space, memory usage. This system also uses a 
mechanism for Migration, when a problem occurs, the administrator can shift the 
user's virtual machine to another physical machine operation, and the user will not 
feel any abnormalities. Meanwhile, this paper also carried on the system performance 
test using the KVM [2, 20, 26, 27]. 

In section 2, we describe the techniques used and some background knowledge. 
Section 3 describes the system architecture and key algorithms which this paper were 
used. Section 4 conducts some experiments for our proposed system. In final, section 
5 states the conclusions and future work. 

2   Virtualization 

Virtualization technology is due to present a single host more and more powerful 
hardware performance, if only a single server implementation of the tasks seem too 
much idle time, so multiple hosts by the hardware virtualization technology, the 
original value Line by more than one virtual host, after the service, placed on a single 
powerful server is running, but also makes virtualization virtual machine after the 
machine easier to control than real checks and controls, more flexible configuration 
and can be anywhere in the world And can achieve real-time transfer of virtual 
machines to ensure uninterrupted service. 

KVM (Kernel-based Virtual Machine) is a virtualization solution for Linux on x86 
hardware containing virtualization extensions Technology (Intel VT or AMD-V) [2, 
20, 26, 27]. It consists of a loadable kernel module “kvm.ko”, which provides the core 
virtualization infrastructure and a specific processor module, supports KVM intel.ko 
module or KVM amd.ko module. KVM on a machine can run multiple virtual 
machines. Each virtual machine has its own virtualized hardware, such as: network 
card, disk, video card etc. 

Kernel-based Virtual Machine (KVM) is a Linux core, a part of the framework, the 
current structure of native virtualization support KVM hardware-assisted 
virtualization is supported by the CPU, Intel virtualization technology called VT or 
AMD's AMD-V Technology in Linux through the two CPU module to support two 
different KVM (Intel: kvm-intel.ko; AMD: kvm-amd.ko). KVM supports for the 
Para-virtualization, such as he now supports Linux and Windows, Para-virtual 
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network device drivers, and the balloon (on the memory technology VMM-virtual 
memory manager) has done for Linux Guest's CPU optimization. 

3   Related Work 

In recent years, performance improvement management process technology advances 
make it possible to try to use the virtual machine (VM) computing platform. Many 
studies have been implemented through the virtual network environment, reduce 
system costs. Data transmission between server nodes often appear in parallel and 
distributed computing systems, high cost of the network may cause significant loss of 
performance throughout the system. 

Amazon EC2 (Elastic Compute Cloud) is a virtual machine allows users to perform 
the required lease operating system. EC2 way through the web service so that users 
can implement their own virtual machine at any time, users will be able to run any 
virtual machine that you want the software or application. 

Binbin Zhang put forward for the KVM in the study of I/O optimization, how to 
simplify the client operating system by eliminating redundant operations in a virtual 
environment. Simplification of the client operating system will be an important 
direction for future research to optimize the performance of the VMM. They are 
studying how to make the guest operating system more effectively in a virtual 
environment, and how to make the guest operating system, VMM and the host 
operating system to better complement each other. 

The user can always create, execute, terminate its own virtual machine, how much 
count how many times, and therefore the system is “flexible” use. This paper focuses 
VMs running on physical machines and use KVM technology to Implementation a 
virtualization environment for user to application and use. 

4   System Implementation 

As an Infrastructure as a Service (IaaS) provider, this paper applies an ideas of 
virtualizes in the cloud system to economize power, web interface and user friendly to 
manage the virtual machines. Therefore, there are some distinct on framework of 
cloud; our system architecture is shown in Figure 1. About user friendly, users simply 
connect to the site through the Internet, and then set their own needs, you can create a 
virtual machine, the user does not need to know what happened back may need to set 
any object, they can be consistent with their own Needs of virtual machines. The user 
diagram is shown on Figure 2. 

According to the previous plan, this paper have established physical machine using 
KVM virtual machine system and provides a Web interface to manage the virtual 
machine. Our virtual system was built up with four homogeneous computers; the 
hardware of these computers is equipped with Intel Xeon CPU E5410 2.33 GHz, eight 
gigabytes memory, 500 gigabytes disk, Ubuntu 10.04 operating system, and the 
network connected to a gigabit switch. 
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Fig. 1. Virtual Machine System Architecture 

 

Fig. 2. The user diagram 

5   Experimental Results 

This paper focus on the efficiency of KVM virtual machines, include test the virtual 
machine build time, start time, migration time and computing performance while 
migration. The experiment programs are listed as below: 

─ VM Build Time - In order to enable users to obtain the application as quickly as 
the virtual machine, so this paper tested the speed of the virtual machine created 
in order to understand how their efficiency. 

─ Matrix Multiplication - Matrix multiplication is an efficient algorithm, 
commonly used in performance calculations, and seeking the path, is an 
application of strong algorithms. It is through the operation of multiplying a 
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matrix with either a scalar or another matrix by changing the size of the matrix 
of data can be different. 

─ Jacobi – An iterative method. In numerical linear algebra, Jacobi method is an 
algorithm to determine the solution of a system of linear equations of the 
absolute maximum in each row and column main diagonal elements [32]. Each 
diagonal element is solved, and a plug in the process of approximation, and then 
iterate until convergence. 

─ HPCC - HPCC (HPC Challenge Benchmark) [31] is a performance evaluation 
program, a number of different indices for the test can be used as high-
performance computing capacity and determination of indicators. Content of the 
test include HPL, STREAM, Random-access, PTRANS, FFTE, DGEMM and 
b_eff Latency / Bandwidth, seven test items 34. 

─ Computing Performance While Migration - When the system is migrated and 
the user is using the resource calculation, the calculated result is not any 
migration and the result is the same. 

This experiment, this paper tested the KVM image file in the creation of the 
efficiency, mainly on the number and size of construction compared as shown in 
Figure 3, when the construction is to quickly create, display image files in the 
establishment of KVM efficiency is good. 

 

 

Fig. 3. Create virtual machine images test 

We use Matrix Multiplication to show the KVM and Physical computing 
performance. About the efficiency, this paper tested the size of matrix 
512,1024,2048,4096 in the Figure 4. This paper see the KVM, whether in single, dual 
and quad core in performance is not outstanding, the gap is about 1 to 1.5 times the 
computing speed. This paper knows that KVM is not prominent in the CPU support, 
so this paper tests another experimental. 
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In Figure 5, we use a Jacobi linear equation to record the KVM and physical 
machines performance. By changing the size of the equation, compare the 
effectiveness of change, can be seen from the execution time using Jacobi operator, 
the physical machine and KVM only a little difference. Instructions in the use of 
KVM CPU computing performance, the performance will be as affected by the type 
of calculation. 

 

 

Fig. 4. Matrix Multiplication results 

In the case, we use HPCC [31] to measure the KVM and physical machine the 
overall performance. HPCC tests include HPL, STREAM, Random-access, PTRANS, 
FFTE, DGEMM and b_eff Latency/Bandwidth. In Figure 6, this paper can see that 
when the computation is not high, the physical machine's overall performance is 
better than KVM, but when computing the amount of increase, the KVM's 
performance with almost the same physical machine. Although the computing 
performance shown in KVM needs to be strengthened, but the overall performance, 
the place still has its expectations. KVM from the execution time can be found in the 
large amount of computing time, the efficiency has been with almost the same 
physical machine, or even slightly beyond. This is very surprising. 

In the last experiment, if user using computing resources, and then the machine 
starts migration. Experiments using performance measurement program HPCC. Start 
migration when the HPCC program running. In Figure 7, the case will measure the 
results and the previous data of HPCC for comparison, this paper can see that when 
the Migration is in progress, significantly reducing the efficiency, but is maintaining a 
certain performance. 
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Fig. 5. Jacobi results 

 

Fig. 6. HPCC of performance results 
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Fig. 7. Migration performance with HPCC test 

6   Conclusions 

This paper implemented a cloud of KVM infrastructure and monitoring website, 
which offers users to apply for the use and monitoring of VM state, and the main page 
with easy to understand the type, the user in the application and monitoring, can 
Obtained through the needs of the most simple steps in order to user friendly. Unlike 
the past, the usage of Xen as the virtualization technology, this paper tries to use 
KVM virtualization technology as a major. In addition, this paper also tested a 
number of VM creations and implementation of the efficiency of the test, although 
there is still a gap from the best performance, but the final results were very 
satisfactory. 
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1    Introduction to RFID 

This paper explains two main aspects of RFID supply chain management – the 
generic supply chain management and the specific military application for the purpose 
of asset viability. The generic supply chain management is studied by examining how 
to improve supply chain management through accurately determining inventory levels 
in real time without human interaction. For the military application, the current legacy 
systems used by the military for Supply Chain Management and Asset Visibility are 
analyzed and suggestions are made for improvements in the form of Total Asset 
Visibility through Radio Frequency Identification tags, and Geographic Information 
Systems.  

1.1    What Is RFID? 

“RFID technology is classified as a wireless automatic identification and data capture 
technology” [2].  This technology is composed of three parts: an identification tag, a 
reader and a computer.  The identification tag can take one of three forms, active 
passive, semi-passive; though the two major forms are active and passive.      

“Active RFID allows extremely low-level RF signals to be received by the tag 
(since the reader/interrogator does not power the tag), and the tag (powered by its 
internal source) can generate high-level signals back to the reader/interrogator.  
Active RFID tags are continuously powered, and are normally used when a longer tag 
read distance is desired.’ 
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‘Passive RFID tags reflect energy from the reader/interrogator or receive and 
temporarily store a small amount of energy from the reader/interrogator signal in 
order to generate the tag response. Passive RFID requires strong RF signals from the 
reader/interrogator, and the RF signal strength returned from the tag is constrained to 
very low levels by the limited energy” [2]. 

Semi Passive tags are similar to active tags, but the battery is used to run the 
microchip’s circuitry but not to broadcast a signal to the reader.  Some of these tags 
conserve battery life by sleeping until they are woken up by the reader’s signal.  
Semi-Passive tags may also be referred to as battery-assisted tags[24].  

Active tags are more expensive than passive tags because they send information 
using an internal battery source and store more data, while passive tags rely on the 
reader.  Also “tags have a discrete memory capacity that varies from a small license 
plate to thousands of records. Data within a tag can provide any level of identification 
for an item during manufacture, in-transit, in storage, or in use” [4].  

“In addition to tags, an RFID system requires a means for reading or 
"interrogating" the tags to obtain the stored data, and then a way of communicating 
this tag” [4]. Attached to readers are antennas which transmit data read from a passive 
or active tag to the computer. This information can be used to track the asset through 
the supply chain.  

Using RFID technology “could allow supply chain members to automate manual 
tasks, reduce human errors, and improve the traceability and availability of items 
(products, boxes, pallets, etc.), generating savings for all the supply chain members” 
[2]. “This can be done because RFID is a totally non-intrusive methodology for data 
capture” [4].  A non-intrusive methodology is a process that does not require human 
intervention. This is done by using automatic readers which gather information from 
the RFID tag attached to the item. It is also a “non-line-of-sight technology, and may 
possess both read and write options within the same equipment item” [4]. Radio 
waves are used to make this process capable of non-line-of-sight technology, which 
means the tags can be read even if they are not visible to the reader.  

RFID tags have also proven to be incredibly durable.  They have been subjected to 
physical, environmental and real world tests.  The physical tests included stacking, 
dropping, and vibration. Even after being subjected to these rugged tests an 
overwhelming majority of the tags were still functionally operational.  Tests 
concerning variations and extremes in temperature and humidity were used during the 
environmental testing.  It was found that some degradation to the read rates did occur 
when tested at the extremes.  It is also interesting to note that using “sensor enhanced 
RFID devices enable them to monitor their physical context (awareness) such as 
temperature or moisture” [9].  Real world tests included damage to a few tags such as 
scratches and depressions.  These defects did not have a significant reduction in tag 
performance [3]. 

The government requires that in the coming years the military will need to have 
total asset visibility.  To achieve this goal RFID technology will need to be used, 
along with effective databases. 
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Fig. 1. A potential setup of the distribution and network constituting a RFID SCM system [11] 

1.2    What Is Supply Chain Management? 

Supply chain management (SCM) has always been one of the most essential elements 
in business.  In the past, the focus has been more so on improving the distribution 
process and refining inventory models instead of technological components.  
However, it still lacks great efficiency.  That being said, how can we improve supply 
chain management using technology?  While it will never be perfect, utilizing 
advancements in technology, such as RFID can drastically improve the system.  
Systems that implement automated processes to collect, maintain, organize, and 
analyze information in real-time empower businesses to exponentially increase 
efficiency, resulting in increased profits.  By looking at the current problems and 
limitations facing supply chain management, this paper examines RFID’s potential in 
the supply chain and provides solutions to some of these problems. 

2    History of Supply Chain Management  

2.1    Supply Chain Management 

Supply chain management (SCM) is a broadened management focus that considers 
the combined impact of all the companies involved in the production of goods and 
services, from suppliers to manufacturers to wholesalers to retailers to final 
consumers and beyond to disposal and recycling.  (Helms, 2006) 

The goal of SCM is to seamlessly link all of the activities responsible for bringing 
goods and services to the market and efficiently manage the flow from start to finish.  
Basically, no matter how many companies are involved, this process should take 
place as though there were only one, very well managed company performing the 
activities.  All companies in the supply chain can benefit from sharing information 
and working closely with the other companies that are within their supply chain.   
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2.2   Supply Chain Management in the Military 

Currently, it is evident that the military has not adopted a very efficient Supply Chain 
Management (SCM) system.  Previous errors in package handling, frivolous spending 
on legacy systems and dirty data that is used in decision making are all reasons that 
the military needs to adopt a more efficient SCM system that has as its vision is of 
Total Asset Visibility (TAV).  Also, “With the end of the cold war, there has been a 
shift in paradigm from a large heavy force to a light, reactionary mobile force” [5].  
This effectively means that the equipment needs to be as responsive and mobile as the 
soldiers.  The equipment is only as good as the soldiers that use it, and the soldiers are 
only as good if they have the proper equipment to do their jobs.  To achieve the goal 
of a mobile logistic system good asset management should be used on the supply 
chain.  This would include managing assets individually, allowing locating the right 
assets, providing information about the current physical status (quality) of an asset, 
and to keep an information history of an asset. [9] 

The major need for an integrated supply chain management network arose from the 
problems the soldiers in the field experienced during the first Gulf War.  United States 
Air Force Gen.  Walter Kross explains concisely that “during the Gulf War, we 
simply did not have good information on anything.  We did not have good tracking; 
we had no real asset visibility.  Materiel would enter the logistics pipeline based on 
murky requirements, and then it could not really be tracked in the system.... We 
lacked the necessary priority flows to understand where and when things were 
moving.  It was all done on the fly, on a daily basis... It truly was brute force...We had 
too much, and, worse yet, we did not know what was where” [10].  

These problems led to wasted equipment and ill-equipped soldiers.  It was also not 
cost efficient; because of the way the military had set up its shipping and receiving, 
many of the pallets sent over to the theater went to waste.  The Department of 
Defense’s (DOD) logistics strategy was scattered and running on out of date 
technology.  “During the 1991 Gulf War, the DOD’s biggest logistic nightmare 
involved huge shipping containers sitting unopened in the desert, full of unidentified 
equipment and supplies.  Consequently, additional equipment and supplies had to be 
shipped, resulting in costly duplication and waste” [11].  When a shipment was 
received its arrival was not put into a database or any form of computer system; 
instead carbon copies were used.  This method further increased the number of 
duplicated shipments and also the confusion of what exactly was in each container.  It 
became clear that the military needed to create an organized supply chain in which 
not only would the data be easily accessible but that the equipment would also be able 
to be quickly located and allocated; the military needed total asset visibility (TAV). 

“That is, they need to have actionable information available to them at all times 
about the location, quantity and state of their material assets and personnel” [3].  This 
system would help to solve General Kross’ problem of not knowing what was what or 
where it was.  Eric Wagner believes that this can be done with radio frequency 
identification (RFID) tags.  It [RFID technology] integrates the digital and the 
physical world by seamlessly connecting objects in the physical world with their 
representations in information systems [9].  Wagner says that by using these tags “we 
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are tracking [the soldiers] movements, their actions and their interactions with each 
other" [12].  If these tags can be used to accurately collect and store data on the 
complexities of human movement it can also be applied to the objects in the supply 
chain.  This new technology has the power to completely restructure the militaries 
supply chain in a way that is cost effective and reliable. 

2.3    Problems and Limitations within the Supply Chain System 

SCM affects all aspects of business. Accounting, inventory control, marketing and 
ultimately a company’s revenues are all intimately linked to and dependent upon 
efficient management of their supply chain. Supply chains are systems with a flow of 
goods from supplier to consumer, made up of many facilities where communication 
and intensive coordination are a necessity. As with any system, one malfunctioning 
node can have major effects on all congruent and subsequent actions along the chain. 
This being said, supply chain management is perhaps the one area of business where 
creativity and flexibility are most necessary. Improved processes in a company’s 
supply chain can yield a plethora of cost cutting opportunities. Digital technologies 
and growing trend toward globalization are influencing supply chain management in 
very profound ways.  

 

 

Fig. 2. & 3. The integrated operating activities of a typical supply chain (left) and Cost V Order 
Quantity (Image obtained from: josephdamiano.com/Articles/JIT.htm,  
www.pwc.com/extweb/service.nsf/docid/E4D3338C2AC0BB7C80256E6D0048CE0B) 

Inefficient supply chains can hinder businesses in a number of ways. Faulty 
distribution strategies can put the right product in the wrong place or the wrong 
amount of product in places where they do not sell well. Companies lose revenue 
from missed sales opportunities and likely have to pay to correct the malfunction. 
Inefficient management of cash flow between departments can disrupt accounting 
processes and affect the bottom line. Inventory control has been one of the most 
visible problems facing supply chain management. Inventory management affects the 
way companies handle their manufacturing overhead.  Companies lose money by 
storing inventory items that are not selling. Whether to rely on mathematic equations, 
computer inventory records or a mixture of the two to determine the optimal 
inventory level is an issue facing companies today.  Recently there has been a shift in 
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the way businesses think about their inventory needs. Businesses are moving away 
from the industrial age model of “Iron Mountains of just-in-case inventory” into the 
21st century information age model of “demand driven… just-in- time inventory” 
[26]. Efficient supply chain processes that abide by just-in-time inventory principles 
can greatly reduce their inventory holding costs. By not buying and or producing, and 
ultimately not warehousing products that are not in high demand and not selling 
companies can save money.  

While Just-in-time inventory has the potential to solve many of the inventory 
problems facing current companies supply chains, just-in-time inventory practices are 
not without their limitations. The principles of just-in-time inventory may seem 
obvious; companies only hold as much as they can sell. Actually implementing just-
in-time principles and achieving them in practice can prove to be extremely difficult.  
Unforeseen fluctuations in customer demand can create a situation where stock outs 
force customers to shop elsewhere, costing the company in lost revenue and more 
importantly; customer good will. Controlling inventory in real-time should be the goal 
of any supply chain. 

Traditionally, companies relied on large advertising departments to develop and 
maintain marketing plans to provide potential customers with information about their 
products. These processes are exhaustive and require extensive financial and human 
resources to wage an effective campaign to attract customers. The emerging demands 
caused by globalization, and changing consumer trends require a more efficient 
system for gathering, maintaining and utilizing the information to effectively market 
products to intended customers. Product information Management or PIM is a 
emerging as a solution to these issues. PIM is the processes and technologies 
corporations use to gather and manage information about products with the aim of 
improving its marketing and increasing its overall selling power.  

Changing of traditional business processes and experimentation with new 
technologies is the key to survival in today’s competitive business environment. New 
technologies are providing answers to questions that most never thought to ask. The 
danger many businesses face is becoming comfortable with processes they have 
implemented, today’s business culture is fast paced and ever changing. Alexander 
Drobik and Jeff Woods in their article Development of Chaos-Tolerant Processes Is 
Key to Supply Chain Optimization say “the next generation of supply chain excellence 
will not come from lean-influenced or demand-driven-only planning”. This comes 
only decades removed from the renaissance of just-in-time centric thinking. Due to 
these types of realizations businesses are increasingly embracing the idea of Chaos 
Tolerant processes. The theory behind this thinking is that “the elimination of 
complexity and uncertainty solely through fail-safe process design is futile.” Many 
argue that implementing rigid policies of supply chain principles “across an unstable, 
performance-based network” cannot provide “coherent management span of control” 
and doing so can lead to diminishing returns. Designing “fault-tolerant rather than 
fail-safe processes” [20] will become increasingly necessary in the future.  

Businesses, managers and executives must be flexible and open to embracing new 
ideas in order to remain relevant in the ever changing technology driven global 
market place.  Information is power; therefore it follows that Information Technology 
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is power. Nearly all business problems can be solved by proper manipulation and 
implementation of information. Alexander Drobik notes; “supply chain operations 
[today] continue to accept a level of inefficiency… to overcome this, further redesign 
of the supply chain and leverage of new enabling IT is needed” [20]. New 
technologies are always evolving tackle problems with the hopes of increasing 
productivity, lowering waste and increasing profit margins. Radio Frequency 
Identification is a new technology whose applications are limited only by one’s 
imagination. RFID will change the way companies conduct business and 
revolutionize all aspects of supply chain management systems. 

3    Solutions 

3.1    Hardware 

In order to successfully implement RFID applications in the supply chain, there will 
need to be several components installed both within items and in the store.The EPC 
itself will be embedded into the RFID tag in order to be transmitted. To successfully 
translate the tag, a tag reader must be used. The tag reader must be able to handle 
readings both fast and effectively, allowing for greater increase in speed through the 
supply chain. 

3.2   Software 

Enterprise software must be created that performs a number of major tasks supporting 
the network of readers, namely, data smoothing, reader coordination, data forwarding, 
data storage, and task management. The software must be efficient in that it can 
accurately read and record product information at high speeds and can remove 
duplicates in real time. In addition, the software must realize what information can be 
terminated at a certain point and what information must be forwarded up and down 
the supply chain. The resulting databases must be designed to store mass amounts of 
information as well as the ability to quickly retrieve information of a specific item. 
Along with enterprise software, companies will need to utilize an object name service, 
or ONS. An ONS is similar to a DNS in that it will be used to associate bits of 
information together. The ONS must take the EPC from the enterprise software and 
quickly find the location of the detailed information of the product associated with the 
code. 

3.3    Language 

In addition to the necessary hardware and software arises the need for a new 
programming language called physical markup language, or PML, which is derived 
from XML. “PML is intended as the global standard to be used across industries for  
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describing physical objects, processes, and environments using a hierarchical basis of 
taxonomy” [17]. 

4    Achieving TAV 

A combination of RFID technology and a well maintained supply chain management 
system can result in TAV system.  It is important to the military to be able to track 
equipment, vehicles, ammunition, soldiers, and even military civilians in and out of 
theaters (war-zone).  The information will be stored in a database environment, and 
allow access to military personnel to query the information for logistical purposes.  
The query will return all the relevant information that was held on the RFID.  Things 
such as the Item Code, Status, Location, and other information will be stored on the 
tag, and then transferred to the database.  “It is expected that RFID will provide better 
inventory management and control.  This can also translate into better released 
support for the troops in the battlefield” [8i].  When the military is able to closely 
track these items operations will run more smoothly due to the fact of less variability 
and more reliable information of the localities of equipment and personal necessary 
for the war effort.  Having the power to know where all supplies, and personnel are in 
a hazardous and fast paced environment allows planners to make good well informed 
decisions, which leads to a more powerful and responsive military. 

“Moreover, when coupled with a wireless network, an RFID system allows access 
to continuous real-time information on “smart items,” anytime, anywhere in the 
supply chain, thereby enabling end-to-end supply chain visibility” [2].   “In addition, 
if there is a crucial requirement to locate a specific item at any of the nodes, the 
logistics operator can query the TAV system, [database], to find all the locations 
where the item is current[ly] located” [10].  Since active tags are more expensive than 
passive ones the Department of Defense has decided to use passive tags for a high-
volume rollout [16].  This means that a majority of the equipment that the military 
uses will already have the RFID tags on them, allowing a TAV system to be easily 
established. 

While a TAV system is a step in the right direction, it is not exactly what is needed 
for the military to have complete visibility of their assets.  All the information will be 
obtained but it will be stored into a database.  Only trained soldiers will be able to 
access the data and even if the data is retrieved it takes a long time processing all the 
information retrieved.  The next ultimate maneuver is to integrate the TAV system to 
a Geographic Information System (GIS).  This adds a visual perspective of the data 
that a TAV system cannot provide.  A GIS system can be used to show the location of 
assets using global positioning system (GPS) technology, as well as show the terrain 
that the military has to encounter.  It is important to integrate RFID with a 
“geolocation sensor since a RFID tag cannot provide x-y coordinates, but can only 
indicate its location within the field of its reader, or provide environmental 
observations” [8].  
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When an RFID tag is joined with a geolocation sensor “they will supply simple 
identifying information, including location coordinates. When queried, the RFID tag 
will return such location information as latitude and longitude, effectively serving as a 
digital survey stake” [6].  

5    Improvements 

While the above section discusses in detail about how the solutions can be 
incorporated with RFID, there is still room for achieving more. Although the 
solutions by themselves are sufficient to make big changes to supply chain 
management, it is possible to push the boundaries and get more in the process. In the 
sections below, we will look at some of the ways in which improvements can be 
included in order to ensure that the RFID solution will be an effective one that is 
capable of expansion and can provide more than just basic supply chain management.  

6    Introduction to GIS 

“Internet-based geographic information systems (GISs) are tremendous tools in 
providing constituent access to government information. The ability of a GIS to 
aggregate and easily display layered themes of data on maps can greatly enhance 
constituent access and streamline operations by avoiding requests for printed map 
production. GIS’s can, and are, playing a supportive role in improving government's 
homeland security posture” [1]. GISs can be used for: 

1. Visually locating and mapping critical infrastructure 
2. Help locating public-safety facilities based on population and proximity to 

at-risk critical infrastructure 
3. Identifying the best evacuation routes based on population, traffic patterns 

and road capacities 
4. Routing emergency vehicles efficiently in real time, using Global 

Positioning System and Automatic Vehicle Location 
5. Supporting field workers who collect data and report status in real-time (for 

example, reporting on the spread of fire or performing triage in multiple 
affected areas to help prioritize rescue and recovery operations)  [1] 

 

Military application of the above uses: 

1. Allows for a more detailed perspective of the battlefield that can be 
disseminated to the troops so that they can be better prepared for possible 
conflict. 

2. This could be used so that the military will always know where safe spots 
and potential medic tents can be set up. 

3. With the increasing danger of roadside bombs and RPG attacks finding an 
appropriate convoy route can be created. 
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4. If a “hot spot” (a place where conflict has broken out) has occurred then the 
other vehicles can be routed to this location to provide support, or if the 
vehicle is not capable of fighting, it can be immediately re-routed around 
this conflict zone.  “Spatially oriented information systems can improve 
road safety engineering by more accurately representing roads and 
intersections, as well as by providing more in-depth analysis of the factors 
that contribute to traffic accidents” [15]. 

5. This point will help the infantry soldier, if they are in trouble, the logistical 
information officer will be able to tell on the map, and send help to the 
location requested. 

 

All this information is provided on the map, which could be a lot of data to take in at 
one time, but because it is done visually the information is able to be seen and 
understood in less time than if it were done with text.  “Information visualization 
techniques amplify understanding by increasing human mental resources, reducing 
search times, improving recognition of patterns, increasing inference making, and 
increasing monitoring scope” [13]. 

This GIS is a great tool for military strategic planners.  It gives them the 
information in a form that is easy to understand and process.  “The inclusion of these 
types of technologies provide more accurate, up-to-date situational awareness and 
help make both training and tactical missions successful while improving force 
protection”  [5] 

6.1    Expanding TAV to Include GIS 

To improve on the GIS capability would be to include the usage of RFID tags with 
the TAV system.  Since the RFID tags would be set up with specific information to 
store such as their unique code, location, and timestamp, the GIS map system can be 
set up to include time as a third coordinate. Outdated mapping technology is only able 
to map in 2D, this dimension being space called “tracks, which were used by the Air 
Force and Navy command and control systems to show on a map surface the trails of 
moving entities” [13]. 

This only allows information to be plotted on x, y coordinates.  This means that 
looking at the data the user does not know how long a piece of equipment or 
personnel have been at the same location, or where they are supposed to be going.  
The maps if you would are just snap shots in time and do not incorporate the past or 
present into the picture.  “Time can extend above the map in the third dimension 
proving time does not need to be a “hidden dimension” [13].   

There are two major ways that this could be done. First, from the point where the 
object is located a line can go either up to indicate in the future, or below the graph to 
indicate in the past.  Second, from the objects location on the x, y coordinate a line 
will go upwards to a time scale, where the scale will determine whether it will be in 
the past, present, or future.  Examples of these two ways of mapping time onto the 
third dimension are showed below. 
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Fig. 4. Line extension and passage through terrain to indicate time. [13]  

 

Fig. 5. Time-Chart timelines depicting terrain location connections on the map. [13] 

The GIS now gives the military command and control the ability to have complete 
TAV.  With the advent of including time to maps creates the potential for well 
informed decisions, “Not only can they see their units, status and movements, they 
can track live fire, soldiers, vehicles, other entities and assets in real time” [5].  In 
addition, they will be able to track all of this important information.  This information 
will allow the user to be able to see the past and prospective future for the movements 
of the tracked items. 

The good thing that the map offers is the visualization that a command and control 
officer wants to process information quickly when it is needed, but the GIS allows for 
even more detail through the use of drill-down options.  “Mouse over drill down, 
allows additional information, such as text or images, to be displayed in the 
visualization” [14].  The GIS system will be in sync with the database that holds all 
the RFID tags information, and because “the memory of smart assets can be used to 
store history information that can be requested later” [9] when the option to drill-
down on a specific object on the map the GIS will run a query to populate information 
in a pop-up window.  Information will be presented to the user in a textual format.  
Status, Unique Code, Name, Location, and Timestamp are all possibilities of what 
data will be returned to the user.  

6.2    Improvement to JIT 

The main problem with JIT inventory is that stock levels are determined by historic 
demand and do not account for sudden spikes in demand resulting in unhappy 
customers. The ability of RFID enabled systems to maintain an accurate count of 
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inventory both on hand and in the warehouse can resolve this issue. As demand rises 
the system can automatically order new stock resulting in increase profits for the firm. 
In addition to the increased profits, the firm will see an increase in customer morale as 
the products they wish to buy will always be available. 

6.3    Improvement to PIM 

PIM’s biggest goal is to place more detailed product information out to customers and 
promote the development of e-commerce. Currently, in order to get information into a 
PIM system, there must be constant processing of products and data resulting in high 
labor cost. RFID will be able to streamline the process and provide the PIM with 
extensive information. Increasing product information will give more power to the 
consumers and will drive sales. Since the process will be automated and the tags will 
contain all the information, labor costs of PIM is decrease again resulting in increased 
profit. 

7    Benefits 

The benefits from implementing RFID in supply chain management are limitless. The 
main benefit is the improvement in inventory tracking from when the product is 
manufactured all the way until the product leaves the store. RFID technology provides 
companies the ability to control inventory levels at precise levels and automates the 
process. This will save the time, cost, and energy of workers who will no longer need 
to physically scan and log every item. An additional benefit is the ability to manage 
returns and recalls effectively. Products can be tracked to exactly where they came 
from which allows items that are inferior or dangerous to be quickly removed from 
the supply chain. Other benefits include: increased speed throughout the supply chain, 
enhanced inventory throughput, improved inventory management, reduced labor 
costs, reduced shrinkage, advance shipping notices, and anti-theft and aid in recall and 
returns. 

8    Conclusion 

Upon examining the problems associated with supply chain management and also 
indentifying some of the solutions RFID technology can offer, it is clear that the 
integration of RFID technology into SCM will have a positive impact.  While the 
technology is still relatively new and the initial investment associated with the 
transition to RFID based systems is substantial, it is clear that the benefits of RFID 
technology far outweigh the costs in the long run.  As more companies adopt the usage 
of this technology, its cost will continue to decline and will lead toward standardization 
within the industry – much like the barcode system.  Companies who use this 
technology will see several positive improvements, such as: reduced inventory 
shrinkage, increased efficiency maintaining inventory levels leading to reduced 
holding costs, decreased labor costs associated with inventory management, increased 
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speed and information sharing throughout the supply chain, and increased proficiency 
in recalls and returns. These are just examples of some of the tangible benefits that can 
be seen right now. In time, numerous intangible benefits will be realized.   

If the military wants to stay ahead of the swords, it needs to adopt a RFID 
embedded SCM system.  With this system in place the military will be able to easily 
track all of their assets and be able to manage the data in an organized fashion. This 
fusion of an RFID and SCM system would also lead to the opportunities to incorporate 
a GIS mapping function that would allow the military’s command and control officers 
to enjoy the benefits of easy to understand information in real time. This visual 
representation of data speeds cognitive understanding and will also be useful in 
emergency situations as well as day to day work.  Together the two technologies, RFID 
and GIS, will offer the military total asset visibility.   Not only would these benefits 
improve asset visibility, the system would also end up saving the military large sums of 
money that could be used across the board for various programs.  

The military needs to update its legacy systems. Its current systems are dangerous 
not only the military’s budget but also to the soldiers in the field who are being denied 
expedient delivery of equipment. Conversely it is also dangerous to the Military’s 
inventory in that soldiers or military personnel can easily walk off with an item of 
equipment and have it not be accounted missing for days or even weeks. The research 
indicates that the most efficient and effective way of updating the legacy systems 
would be to implement an RFID embedded SCM system that integrates GIS mapping 
technology.  
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