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Preface

This LNCS volume contains the papers presented at the Second Swarm,
Evolutionary and Memetic Computing Conference (SEMCCO-2011) held during
December 19–21, 2011 at Anil Neerukonda Institute of Technology and Sciences
(ANITS), Visakhapatnam, Andhra Pradesh, India. SEMCCO is regarded as one
of the prestigious international conference series that aims at bringing together
researchers from academia and industry to report and review the latest progress
in cutting-edge research on swarm, evolutionary, memetic computing and other
novel computing techniques, to explore new application areas, to design new bio-
inspired algorithms for solving specific hard optimization problems, and finally
to create awareness of these domains to a wider audience of practitioners.

SEMCCO-2011 received 422 paper submissions in total from 25 countries
across the globe. After a rigorous peer-review process involving 1,025 reviews in
total, 124 full-length articles were accepted for oral presentation at the confer-
ence. This corresponds to an acceptance rate of 25% and is intended for main-
taining the high standards of the conference proceedings. The papers included in
this LNCS volume cover a wide range of topics in swarm, evolutionary, memetic
and other intelligent computing algorithms and their real-world applications in
problems selected from diverse domains of science and engineering.

The conference featured four distinguished keynote speakers. Carlos. A. Coello
Coello’s talk on “Recent Results and Open Problems in Evolutionary Multi-
objective Optimization” reviewed some of the research topics on evolutionary
multi-objective optimization that are currently attracting a lot of interest (e.g.,
many-objective optimization, hybridization, indicator-based selection, use of sur-
rogates, etc.) and which represent good opportunities for doing research. Jacek
M. Zurada in his talk on “prediction of Secondary Structure of Proteins Using
Computational Intelligence and Machine Learning Approaches with Emphasis
on Rule Extraction” emphasized the Prediction of protein secondary structures
(PSS) with discovery of prediction rules underlying the prediction itself. He
explored the use of C4.5 decision trees to extract relevant rules from PSS pre-
dictions modeled with two-stage support vector machines (TS-SVM). Dipankar
Dasgupta delivered his keynote address on “Advances in Immunological Com-
putation.” N.R. Pal’s talk on “Fuzzy Rule-Based Systems for Dimensionality
Reduction” focused on the novelty of fuzzy rule-based systems used for dimen-
sionality reduction through feature extraction preserving the “original structure”
present in high-dimensional data.

SEMCCO-2011 also included two invited talks and tutorial, which were free to
all conference participants. The invited talks were delivered by Sumanth Yenduri,
University of Southern Mississippi, and Amit Kumar, CEO and Chief Scientific
Officer, Bio-Axis DNA Research Center, Hyderabad, on the topics “Wireless
Sensor Networks—Sink Shift Algorithms to Maximize Efficiency” and “Eval-
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uating Mixed DNA Evidence with Forensic Bioinformatics,” respectively. The
tutorial was delivered by Siba K. Udgata of the University of Hyderabad, India,
on “Swarm Intelligence: An Optimization Tool for Various Engineering Applica-
tions.” The tutorial gave a brief overview of many swarm intelligence algorithms.
The talk also covered an in-depth comparative study of these algorithms in dif-
ferent domains. In particular, emphasis was given to engineering applications like
clustering in data mining, routing in networks, node placement in wireless sensor
networks, finding the shortest path for packet forwarding, optimum resource al-
location and planning, software failure prediction in software engineering, among
many others.

We take this opportunity to thank the authors of all submitted papers for
their hard work, adherence to the deadlines and patience with the review process.
The quality of a refereed volume depends mainly on the expertise and dedica-
tion of the reviewers. We are thankful to the reviewers for their timely effort
and help rendered to make this conference successful. We are indebted to the
Program Committee members who not only produced excellent reviews but also
constantly encouraged us during the short time frames to make the conference
of international repute.

We would also like to thank our sponsors for providing all the support and
financial assistance. First, we are indebted to ANITS Management and Admin-
istrations (The Secretary and Correspondent, the Principal and Directors and
faculty colleagues and administrative personnel of the Departments of CSE, IT
and MCA) for supporting our cause and encouraging us to organize the con-
ference at ANITS, Vishakhapatnam. In particular, we would like to express our
heart-felt thanks to Sri V. Thapovardhan, Secretary and Correspondent, ANITS,
for providing us with the necessary financial support and infrastructural assis-
tance to hold the conference. Our sincere thanks are due to V.S.R.K. Prasad,
Principal, ANITS, for his continuous support. We thank Kalyanmoy Deb, IIT
Kanpur, India, and Lakhmi Jain, Australia, for providing valuable guidelines and
inspiration to overcome various difficulties in the process of organizing this con-
ference as General Chairs. We extend our heart-felt thanks to Janusz Kacprzyk,
Poland, for guiding us as the Honorary Chair of the conference. The financial
assistance from ANITS and the others in meeting a major portion of the ex-
penses is highly appreciated. We would also like to thank the participants of
this conference, who have considered the conference above all hardships. Finally,
we would like to thank all the volunteers whose tireless efforts in meeting the
deadlines and arranging every detail ensured that the conference ran smoothly.

December 2011 Bijaya Ketan Panigrahi
Swagatam Das

P.N. Suganthan
Suresh Chandra Satapathy
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Abstract. This paper introduces a novel method named DEGL (Differential 
Evolution with global and local neighborhoods) regarding the design of two 
channel quadrature mirror filter with linear phase characteristics. To match the 
ideal system response characteristics, this improved variant of Differential Evo-
lution technique is employed to optimize the values of the filter bank coeffi-
cients. The filter response is optimized in both pass band and stop band. The 
overall filter bank response consists of objective functions termed as recon-
struction error, mean square error in pass band and mean square error in stop 
band. Effective designing can be performed if the objective function is properly 
minimized. The proposed algorithm can perform much better than the other ex-
isting design methods. Three different design examples are presented here for 
the illustrations of the benefits provided by the proposed algorithm. 

Keywords: Filter banks, Quadrature Mirror Filter, Sub-band coding, perfect re-
construction, DEGL. 

1   Introduction 

Efficient design of filter banks has become a promising area of research work. An 
improved design of filter can have significant effect on different aspects of signal 
processing and many fields such as speech coding, scrambling, image processing, and 
transmission of several signals through same channel [1]. Among various filter banks, 
the two channel QMF bank was first used in Sub-band coding, in which the signal is 
divided into several frequency bands and digital encoders of each band of signal can 
be used for analysis. QMF also finds application in representation of signals in digital 
form for transmission and storage purpose in speech processing, image processing 
and its compression, communication systems, power system networks, antenna sys-
tems [2], analog to digital (A/D) converter [3], and design of wavelet base [4].  

Various optimizations based or non optimization based design techniques for QMF 
have been found in literature. Recently several efforts have been made for designing the 
optimized QMF banks based on linear and non-linear phase objective function using 
various evolutionary algorithms. Various methods such as least square technique [5-7], 
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weighted least square (WLS) technique [8-9] have been applied to solve the problem. 
But due to high degree of nonlinearity and complex optimization technique, these me-
thods were not suitable for the filter with larger taps. A method based on eigenvector 
computation in each iteration is proposed to obtain the optimum quantized filter weights 
[10]. An optimization method based on Genetic algorithm and signed-power-of-two 
[11] is successfully applied in designing the lattice QMF. In frequency domain methods 
reconstruction error is not equiripple [7-9]. Chen and Lee have proposed an iterative 
technique [8] that results in equiripple reconstruction error, and the generalization of this 
method was carried out in [9] to obtain equiripple behaviors in stop band. Unfortunate-
ly, these techniques are complicated, and are only applicable to the two-band QMF 
banks that have low orders. To solve the previous problems, a two-step approach for the 
design of two-channel filter banks [12,13] was developed. But this approach results in 
nonlinear phase, and is not suitable for the wideband audio signal. A more robust and 
powerful tool PSO has also been applied for the design of the optimum QMF bank with 
reduced aliasing distortion, phase aliasing and reconstruction errors [14,15]. The prob-
lem with PSO is the premature convergence due to the presence of local optima.  

Amongst all Evolutionary Algorithms (EAs) described in various articles, Diffe-
rential Evolution (DE) has emerged as one of the most powerful tools for solving the 
real world optimization problems. It has not been applied on the design of the perfect-
ly reconstructed QMF banks till now. In this context we present here a new powerful 
variant of DE called DEGL [20] for the efficient design of two channels QMF bank. 
Later in this paper, we will discuss the effectiveness of this algorithm and compare 
this with other existing method towards designing of Digital QMF filter. For proving 
our point we have presented three different design problems. 

The rest of the paper is arranged in the following way: Section 2 contains the Design 
Problem, Section 3 gives a brief overview of classical DE, Section 4 introduces a new 
improved variant of DE termed as DEGL, Section 5 deals with the design results and 
comparison of these results with other algorithms and Section 6 concludes this paper. 

2   Formulation of Design Problems 

For a typical two-channel QMF bank as shown in Fig. 1 the reconstructed output sig-
nal is defined as 

)()]()()()([2/1)()]()()()([2/1)( 11001100 zXzGzHzGzHzXzGzHzGzHzY −−+−++=  
                (1) 

                     )()()()( zXzAzXzT −+=  
where Y(z) is the reconstructed signal and X(z) is the original signal. 

 

Fig. 1. Two channel QMF BANK 
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In eqn.1 the first term T(z) is the desired translation from input to the output, called 

distortion transfer function, while second term, A(z) is aliasing distortion because of 

change in sampling rate. By setting  

)()(),()( 1001 zHzGzHzH −=−= and )()( 01 zHzG −−=                     (2) 

the aliasing error in (1) can be completely eliminated. Then eqn. (1) becomes
  

)()]()()()([2/1)( 0000 zXzHzHzHzHzY −−+=  
               (3) 

It implies that the overall design problem of filter bank reduces to determination of 

the filter taps coefficients of a low pass filter (z)H0
, called a prototype filter. Let 

(z)H0 be a linear phase finite impulse response (FIR) filter with even length ( N ): 

2/)1(
00 )()( −−= Njjj eeHeH ωωω                                                 (4) 

If all above mentioned conditions are put together, the overall transfer function of 
QMF bank is reduced to Eqn.(5)  { }2(
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)( 2/)1( ωωω jNjj eTeeT ′= −−                                  (6) 

Where, ])()1()([)(
2

0
)1(2

0 ωπωω −−−=′ − HHeT Nj  and N is the no of filters. 

If   1)()(
2(

0

2

0 =+ −πωω jj eHeH  it results in perfect reconstruction; the output signal 

is exact replica of the input signal. If it is evaluated at frequency ( πω 5.0= ), the 
perfect reconstruction condition reduces to Eqn. (7). 

707.0)( 5.0
0 =πjeH                         (7) 

It shows that QMF bank has a linear phase delay due to the term 2/)1( −− Nje ω  . 
Then the condition for the perfect reconstruction is to minimize the weighted sum 

of four terms as shown below: 

htsp EmorEEEK 54321 . ααααα ++++=                      (8) 

where 51 αα −  are the relative weights and pE , sE , tE , mor  (measure of ripple) , 

hE are defined as follows: pE  is the mean square error in pass band (MSEP) which 

describes the energy of reconstruction error between 0 and pω ,  

ωω
π

ω

dHHE p  −=
0

2

00 )()0(
1                                    (9) 

sE  is the mean square error in stop band (MSES) which denotes the stop band energy 

related to LPF between sω to π    
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ωω
π

π

ω

dHE
s

s = 2

0 )(
1                                       (10) 

tE is the square error of overall transfer function at quadrature frequency 2/π  

2
00 )]0(

2

1
)

2
([ HHEt −= π

                                        (11) 

Measure of ripple ( mor )  

)(log10min)(log10max 1010 ωω
ωω

TTmor ′−′=
                          

(12) 

hE is the deviation of )( ωjeT ′  from unity at 2/πω =  

1)
2

( −′= π
TEh

       

                                               (13) 

The above fitness is considered because we know that condition for perfect recon-
struction filter is 

           
1)()(

2(
0

2

0 =+ −πωω jj eHeH
           (14) 

3   DE with Global and Local Neighborhoods (DEGL) 

DE is a simple real-coded evolutionary algorithm [16]. It works through a simple 
cycle of stages, which are detailed in [16]. In this section we describe the variant of 
DE termed as DEGL. Suppose we have a DE population 

],.....,,,[ ,,3,2,1 GNPGGGG XXXXP


=                                (15) 

Where each GiX ,


),......,3,2,1( NPi =  a D dimensional parameter vector. Now, for 

every vector GiX ,


we define a neighborhood of radius k (where k is a nonzero integer 

from 0 to (NP-1)/2, as the neighborhood size must be smaller than the population size, 

i.e. 2k + 1 ≤ NP), consisting of vectors GkiX ,−


,. . , GiX ,


,…, GkiX ,+


. We assume the 

vectors to be organized on a ring topology with respect to their indices, such that vec-

tors GNPX ,


 and GX ,2


are the two immediate neighbors of vector GX ,1


.For each 

member of the population, a local donor vector is created by employing the best (fit-
test) vector in the neighborhood of that member and any two other vectors chosen 
from the same neighborhood. The model may be expressed as  

).().( ,,,,_,, GqGpGiGbestnGiGi XXXXXL
i


−+−+= βα   (16) 
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where the subscript n_besti indicates the best vector in the neighborhood of GiX , and 

 k] + i k, - [i  q p, ∈ with iqp ≠≠ . Similarly, the global donor vector is created as 

).().( ,2,1,,_,, GrGrGiGgbestnGiGi XXXXXg
 −+−+= βα

            
(17) 

where the subscript g_best indicates the best vector in the entire population at genera-
tion G and  ],1[2,1 NPrr ∈  with irr ≠≠ 21 .α  and β are the scaling factors. 

Note that in (16) and (17), the first perturbation term on the right-hand side (the one 
multiplied by α ) is an arithmetical recombination operation, while the second term 

(the one multiplied by β ) is the differential mutation. Thus in both the global and 

local mutation models, we basically generate mutated recombinants, not pure mutants. 
Now we combine the local and global donor vectors using a scalar weight 

)1,0(∈ω  to form the actual donor vector of the proposed algorithm 

GiGiGi LgV ,,, )..1(.


ωω −+=          (18) 

Clearly, if 1=ω and in addition F== βα , the donor vector generation scheme 

in (18) reduces to that of DE/target to-best/1. Hence the latter may be considered as a 
special case of this more general strategy involving both global and local neighbor-
hood of each vector synergistically. From now on, we shall refer to this version as 
DEGL (DE with global and local neighborhoods). The rest of the algorithm is exactly 
similar to DE/rand/1/bin. DEGL uses a binomial crossover scheme. 

3.1   Control Parameters in DEGL 

DEGL introduces four new parameters. They are:α , β ,ω  and the neighborhood 

radius k. In order to lessen the number of parameters further, we take F== βα . 

The most important parameter in DEGL is perhaps the weight factorω , which con-
trols the balance between the exploration and exploitation capabilities. Small values 
of ω (close to 0) in (11) favor the local neighborhood component, thereby resulting in 
better exploration. There are three different schemes for the selection and adaptation 
of ω  to gain intuition regarding DEGL performance. They are Increasing weight 
Factor, Random Weight Factor, Self-Adaptive Weight Factor respectively. But we 
have used only Random Weight Factor for this design problem. So we will describe 
only the incorporated method in the following paragraphs. 

3.2   Random Weight Factor 

In this scheme the weight factor of each vector is made to vary as a uniformly distri-

buted random number in (0, 1) i.e. )1,0(, randGi ≈ω . Such a choice may decrease 

the convergence speed (by introducing more diversity). But the minimum value is 
0.15. 
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3.3   Advantage of Random Weight Factor 

This scheme had empirically proved to be the best scheme among all three schemes 
defined in original DEGL article for this kind of design problem. The most important 
advantage in this scheme lies on the process of crossover. Due to varying weight fac-
tor the no of possible different vector increases. So the searching is much wider than 
using other two schemes. 

4   Design Problems 

4.1   Parameter Initializations 

For the design purpose we set the searching upper bound = 0.5 and searching lower 
bound = -0.5; Function bound Constraint for DEGL is set to be 0. The initial popula-
tion size is 100. The no of generations for DEGL is set equal to 500. Next we had to 
set the values of the constant terms i.e. 51 αα −  in Eqn. 8. For all the examples, the 

relative weights of fitness function are determined based on trial and error method 
using concepts of QMF filter. The values of the constants are as follows.  

,95.1 =α ,07.2 =α ,07.3 =α ,10 4
4

−=α .10 1
5

−=α  

4.2   Problem Examples 

4.2.1   Two-Channel QMF Bank for N = 22, πω 4.0=p  , πω 6.0=s  , with 11 

Filter Coefficient, 100 hh → . 

For filter length N = 22, πω 4.0=p , edge frequency of stop-band πω 6.0=s . The 

normalized amplitude response for H0, H1 filters of analysis bank and amplitude of 
distortion function )(ωT ′  are plotted in Figs. 2(a) and 2(b), respectively. From Fig. 

2(c), this represents attenuation characteristic of low-pass filter H0. Fig. 2(d) 
represents the reconstruction error of QMF bank. Table 1 provides the filter  
characteristics. 

=0h -0.00161  =1h -0.00475  =2h 0.01330 =3h 0.00104 =4h -0.02797 

=5h 0.00940      =6h 0.05150 =7h -0.03441  =8h -0.10013    =9h 0.12490 

=10h 0.46861. 
 

4.2.2 Two-Channel QMF Bank for N = 32, πω 4.0=p
, πω 6.0=s , with 16 

Filter Coefficient, 160 hh → .  

For filter length N = 32, πω 4.0=p
, edge frequency of stop-band πω 6.0=s . After 

setting the initial values and parameters, the DEGL algorithm is run to obtain the 
optimal filter coefficients. The normalized amplitude response for H0, H1 filters of 
analysis bank and amplitude of distortion function )(ωT ′  are plotted in Figs. 4(a)  
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(a) (b) 

 
 

(c) (d) 

Fig. 2. The frequency response of Example 2. (a) Normalized amplitude response of analysis 
bank. (b) Amplitude of distortion function. (c) Low-pass filter attenuation characteristics in dB. 
(d) Reconstruction error in dB, for N =22. 

 

(a) (b) 

 

(c) (d) 

Fig. 3. The frequency response of Example 3. (a) Normalized amplitude response of analysis 
bank. (b) Amplitude of distortion function. (c) Low-pass filter attenuation characteristics in dB. 
(d) Reconstruction error in dB, for N =32. 
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and 4(b), respectively. From Fig. 4(c), this represents attenuation characteristic of 
low-pass filter H0. Fig. 4(d) represents the reconstruction error of QMF bank. Table 2 
presents a comparison of proposed DEGL method with design based on CLPSO and 
DE algorithms.  Table 1 provides the filter characteristics. 

The optimized 16-filter coefficients for the analysis bank low-pass filter are given 
below.  

=0h 0.0012; =1h -0.0024; =2h -0.0016; =3h 0.0057; =4h 0.0013; =5h -0.0115 

=6h 0.0008; =7h 0.0201; =8h -0.0058; =9h -0.0330; =10h 0.0167; =11h  0.0539 

=12h -0.0417; =13h -0.0997; =14h 0.1306 ; =15h 0.4651 

Tab1e 1. Filter’s performance measuring quantities  

 N=22 N=32 
SBEA (stop-band edge attenuation ) 20.8669 dB 34.7309 dB 
SBLFA ( stop-band first lobe attenuation ) 31.1792 dB 44.6815  dB 
MSEP( mean square error in pass band ) 0710×8.95 =  0710×1.58 =  
MSES ( mean square error in stop band ) 4010×1.23 =  6010×3.15 =  
mor (measure of ripple) 0.0186 0.0083 

Table 2. Performance comparison of proposed DEGL method with other algorithms 

Name of the algorithm Filter constants and parameters 
mor MSEP MSES SBEA SBLFA 

CL- PSO[19] 0.0256 0410×1.84 =  0310×1.12 =  23.6382 31.9996 
DE[16] 0.0123 0610×9.72 =  0410×6.96 =  29.6892 39.8694 

DEGL 0.0083 0710×1.58 =  6010×3.15 =  34.7309 44.6815 

5   Discussion of Results 

We have described here two design problems with no of filter coefficients equal to 11 
and 16. One comparison table is also given for the 2nd design problem. In Table 2 the 
results for N=32 are compared with the results of same design problem using CL-PSO 
[19] and DE [16] algorithms. The results clearly show that this method leads to filter 
banks with improved performance in terms of peak reconstruction error, mean square 
error in stop band, pass band. The measure of ripple, which is an important parameter 
in signal processing, is also considerably lower than DE and CLPSO based methods 
for all the problems. Almost all the problems satisfy Eqn. 13 which is the condition 
for perfect reconstruction filter which is one of the achievements of this algorithm. 
The corresponding values of MSEP and MSES are also much lower in this method 
than the other two methods as shown in table 4. Also DEGL based method is much 
better in terms SBEA and SBLFA. 
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6   Conclusions 

In this paper, a DEGL Algorithm based technique is used for the design of QMF bank 
Simulation The result shows that design of filter using DEGL is very effective and 
efficient for QMF filter design for any number of filter coefficients. We could also 
use other improved DE algorithms and many other evolutionary algorithms for design 
purpose. We can also use multi objective algorithms and multimodal optimization 
algorithms [21]. Our further works will be focused on the improvement of the result 
obtained using some new design scheme and further optimization techniques. 
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Abstract. In the present work we propose a modified variant of Differential Evo-
lution (DE) algorithm named MDE. MDE differs from the basic DE in the man-
ner in which the base vector is generated. While in simple/basic DE, base vector 
is usually randomly selected from the population of individuals, in MDE base 
vector is generated as convex linear combination (clc) of three randomly selected 
vectors out of which one is the one having best fitness value. This mutation 
scheme is used stochastically with mutation scheme in which the base generated 
using a clc of three randomly generated vectors. MDE is validated on a set of 
benchmark problems and is compared with basic DE and other DE variants. 
Numerical and statistical analysis shows the competence of proposed MDE. 

Keywords: differential evolution, mutation strategy, global optimization. 

1 Introduction 

Differential Evolution (DE) algorithm is an evolutionary algorithm, which was pro-
posed by Storn and Price in 1995 [1]. Differential evolution (DE) [1], [2], is a simple 
and efficient, stochastic, population set based methods for global optimization over 
continuous space. DE is capable of handling non-differentiable, nonlinear and multi-
modal objective functions and have been applied successfully to a wide range of prob-
lem such as real-world applications, such as data mining [3], [4], pattern recognition, 
digital filter design, neural network training, etc. [5], Compared with Particle Swarm 
Optimization (PSO) and Genetic Algorithm (GA), DE algorithm has many advantag-
es, such as faster convergence speed, stronger stability, easy to realize [6] and so on, 
so it is noticed by many researchers. In order to improve the performance of DE, its 
several variants have been proposed. There are various mutation strategies available 
in the literature [7]-[11]. In this paper we have taken the basic DE strategy 
DE/rand/1/bin [8], [9]. We shall refer to it as basic/ simple DE (SDE). In the present 
study we have proposed a new variant of DE, named MDE using a modified mutation 
strategy, based on [10]. 

The rest of paper is organized as follows: Section 2 provides a compact overview 
of basic DE. Section 3 presents the proposed MDE algorithm. Numerical Simulation 
and Comparisons are reported in Section 4, and finally the conclusions derived from 
the present study are drawn in Section 5. 



12 P. Kumar, M. Pant, and V.P. Singh 

2 Basic DE 

Basic DE algorithm is a kind of evolutionary algorithm, used for function optimiza-
tion [1]. The structure of DE is similar to the GA and both use the operators’ selec-
tion, mutation and crossover to guide the search process. The main difference be-
tween standard GA and DE is mutation operation. Mutation is a main operation of 
DE, and it revises each individual’s value according to the difference vectors of the 
population. The algorithm uses mutation operation as a search mechanism; crossover 
operation to induce diversity and selection operation to direct the search toward the 
potential regions in the search space.  

The working of DE is as follows: First, all individuals are initialized with uni-
formly distributed random numbers and evaluated using the fitness function provided. 
Then the following are executed until maximum number of generation has been 
reached or an optimum solution is found. 

Mutation: For a D-dimensional search space, for each target vector 
GiX ,

at the gen-

eration G, its associated mutant vector is generated via certain mutation strategy. The 
most often used mutation strategy implemented in the DE is given by equation-1. 

DE/rand/1/bin: )(* ,,,1, 321 GrGrGrGi XXFXV −+=+                           (1) 

where },....,2,1{,, 321 NPrrr ∈ are randomly chosen integers, different from each 

other and also different from the running index i. F (>0) is a scaling factor which con-
trols the amplification of the difference vectors.  

Crossover: Once the mutation phase is over, crossover is performed between the 
target vector and the mutated vector to generate a trial point for the next generation.  

The mutated individual, Vi,G+1 = (v1,i,G+1, . . . , vD,i,G+1), and the current population 
member ( target vector), Xi,G = (x1,i,G, . . . , xD,i,G), are then subject to the crossover 
operation, that finally generates the population of candidates, or “trial” vectors,Ui,G+1 
= (u1,i,G+1, . . . , uD,i,G+1), as follows: 



 =∨≤

= +
+ otherwisex

kjCrrandifv
u

Gij

jGij

Gij
,,

1,,
1,,                                  (2) 

where j, k ∈ {1,…, D} k is a random parameter index, chosen once for each i, Cr  is 
the crossover probability parameter whose value is generally taken as ]1,0[∈Cr . 

Selection: The final step in the DE algorithm is the selection process. Each individual 
of the temporary (trial) population is compared with the corresponding target vector 
in the current population. The one with the lower objective function value survives 
the tournament selection and goes to the next generation. As a result, all the individu-
als of the next generation are as good as or better than their counterparts in the current 
generation.  
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3 Proposed Modified DE (MDE) 

In this section, we describe the proposed MDE. Here, we used two new mutation 
strategies: first strategy (say S1) is selected from [10] and the second strategy (say S2) 
is novel strategy. 

Both S1 and S2, differ from the basic DE mutation strategy in the selection of base 
vector. While in basic DE, a single vector is selected as a base vector in S1 and S2, the 
base vector is a convex linear combination of three randomly selected vectors of the 
population. 

In S1, the three vectors are randomly selected while in S2, only two vectors are 

randomly selected and the third vector is the one having best fitness value GbestX ,  

The strategies, S1 and S2, are defined as 

)()(:2

)()(:1

,3,2,33,22,11,

,3,2,33,22,111,

GrGrGrGrGbestGi

GrGrGrGrGrGi

XXFXXXVS

XXFXXXVS

−+++=

−+++=

+

+

μμμ
μμμ

     

(4) 

Here μi i=1, 2 are uniform random number between 0 and 1 and μ3=1-( μ1 +μ2), (sa-

tisfies the condition 1
3

1

=
=i

iμ ). 

These strategies are stochastically applied using a fixed probability (Pr). A random 
number (R) is generated uniformly between 0 & 1. If the value of R is less than Pr 
then S1 is selected otherwise is S2 selected. 

3.1 Pseudo Code for MDE 

Begin 
 Create uniformly random population Xi,G, where 
 i=1,2,..,NP 
   while(termination criteria is met)  
     for i=1:NP 
       { 
         Select three random parents Xr1,G, Xr2,G , Xr3,G   
         and Xbest,G   from the current population where 
         i≠r1≠r2≠r3 
 
         { 
           if(Pr<rand(0,1))  
           Perform mutation S1 by using equation-4 
           else 
           Perform mutation S2 by using equation-4 
         } 
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         Perform crossover and selection operation by 
         using equation-2 and equation-3 respectively. 
        } 
   end while 
End 

4 Numerical Simulation and Comparisons 

4.1 Experimental Setting 

In this section, the proposed MDE algorithm is validated on a set of eight benchmarks 
taken from [14]. In order to investigate the performance of the proposed MDE we 
compared it with the basic DE algorithm (SDE) and three other modified variants of 
DE; Trigonometric DE, (TDE)[12], SADE[13], and ISADE [14]. Basic DE, proposed 
MDE and TDE are implemented in Dev-C++ and the experiments are conducted on a 
computer with 2.00 GHz Intel (R) core (TM) 2 duo CPU and 2- GB of RAM. For 
SADE and ISADE, the results are taken from literature. For each problem, the MDE 
is independently run 30 times. The parameter setting is taken as follows: 

Table 1. Parameter Setting 

Pop size (NP) 100 
Dimension (D) 30  
Scale Factor  (F), and Crossover rate (Cr) 0.5,0.9 
Probability(Pr) 0,5 
Value to reach (VTR)  10-08 except for f4 where VTR 10-02 
Max NFE 300000 

4.2 Performance Criteria 

Four performance criteria are selected to evaluate the performance of the algorithms. 
These criteria are described as follows: 

Mean Fitness and Standard Deviation: The average of function fitness value that an 
algorithm can find, using predefined maximum NFEs, is recorded in each run and 
then average of the function fitness values are calculated.  Also the average and stan-
dard deviation of the fitness values are calculated. 

NFEs [15]: The number of fitness function evaluations (NFEs) is recorded when the 
VTR is reached before to reach maximum NFE. i.e we set the termination criteria as 

VTRff globqalopt ≤− ||  and record average NFE of successful run over 30 runs. 

Convergence Graphs [15]: The convergence graphs show the mean fitness perfor-
mance of the total runs, in the respective experiments. 
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Acceleration rate (AR) in %[16]: This criterion is used to compare the convergence 
speeds between MDE and other algorithms. It is defined as follows:

%
others

MDEOthers

NFE

NFENFE
AR

−
= ,  

4.3 Simulated Results 

The simulated results based on the above experimental setting are given in Table-2 
and Table-3. In Table-2 we have taken the results on the basis of average fitness. 
Here, first we fixed the NFE at 105 and then take the average of minimum fitness 
function value in 30 runs. From the Table-2 we can clearly see that for all benchmark 
functions MDE gives better results than TDE and SDE except function f3.In the case 
of f3 we cannot reach minimum value than 0. A two sample t-test [17],[18] is also 
applied to analyze the statistical significance of the proposed algorithm. We have 
checked the significant difference of MDE with respect to DE and TDE at 5% level of 
significance. For statistical analysis, we consider the null hypothesis and alternative 
hypothesis as: 

H0: There is no significant difference between the mean fitness value of MDE and 
others algorithms. 

H1: Mean fitness value of MDE is better than others algorithms. 

The calculated t-value of all function is greater than t-table value that shows the sig-
nificant better performance in the comparison of SDE and TDE. 

In the Table-3, we fixed VTR as given in experimental setting and then calculated 
the average NFE of 30 runs. From Table-3 we can see that the proposed MDE gives 
the better results for every function in the comparison to the other algorithms. From 
 

Table 2. Average function fitness value and standard deviation of 30 runs 

Fun SDE TDE MDE t-value 
MDE/SDE 

t-value 
MDE/TDE    

f1 2.32e-012 
±6.45e-013 

3.72e-015 
±1.98e-015 

3.71E-035 
±4.50E-035 

11.73 5.94 

f2 2.26e-006 
±3.67e-007 

8.20e-008 
±2.02e-008 

3.21e-019 
±7.84e-020 

19.47 12.83 

f3 0±0 0±0 0±0 -- -- 

f4 0.01996 
±0.00251 

0.01187 
±0.00301 

0.00328 
±0.00041 

20.73 8.94 

f5 -7826.02 
±265.026 

-7671.99 
±360.164 

-12569.4 
±134.52 

50.46 40.28 

f6 16.684 
±1.4569 

20.6849 
±2.62868 

0±0 36.21 24.88 

f7 7.53e-006 
±1.49e-006 

2.03e-007 
±3.99e-008 

3.41e-015 ±0 15.98 16.08 

f8 1.29e-008 
±1.79e-008 

4.45e-012 
±4.31e-012 

3.25e-020 
±4.96e-020 

2.27 3.36 
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Table 3. Comparison of MDE with other algorithms in terms of NFEs and AR(%), Here 5/2 
implies MDE vs TDE, 5/3 implies MDE vs SADE and 5/4 implies MDE vs ISADE 

F SDE TDE SADE[14] ISADE[14] MDE AR 5/2 AR 5/3 AR 5/4 
f1 6.49E+04 5.42E+04 5.43E+04 4.90E+04 2.43E+04 55.16 55.24 50.40 
f2 1.18E+05 9.91E+04 7.56E+04 6.46E+04 4.35E+04 56.10 42.46 32.66 
f3 2.92E+04 2.38E+04 2.06E+04 1.89E+04 1.04E+04 56.30 49.51 44.97 
f4 1.85E+05 1.35E+05 1.11E+05 1.02E+05 3.44E+04 74.51 69.00 66.27 
f5 2.82E+05 2.89E+05 8.94E+04 7.77E+04 5.87E+04 79.68 34.34 24.45 
f6 2.94E+05 NA 1.14E+05 8.62E+04 4.87E+04 NA 57.28 43.50 
f7 1.27E+05 1.02E+05 8.26E+04 7.36E+04 4.64E+04 54.5 43.82 36.95 
f8 9.07E+04 7.29E+04 5.74E+04 5.13E+04 3.25E+04 55.41 43.68 36.64 

Average AR(%) 61.66 49.41 41.98 

NA- when maximum NFE reached before VTR 
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Fig. 1. (a): Convergent graph of function f1, (b): Convergent graph of function f2, (c): Conver-
gent graph of function f7, (d): Convergent graph of function f8 

the Table-3 it is clear that the proposed MDE is faster than TDE by 61.66%, faster 
than SADE by 49.41% and faster than ISADE by 41.98%. 

Figure1(a)-1(d) shows the convergence graph of MDE with the comparisons of 
TDE and SDE. 
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5 Conclusions 

In the present study, we propose a new mutation scheme for DE algorithm, where the 
base vector is generated as convex linear combination of three randomly selected 
vectors out of which one is having the best fitness value. This scheme is applied sto-
chastically with the scheme proposed in [10]. The corresponding algorithm called 
MDE is validated on a set 8 benchmark problems taken from literature and the results 
are compared with SDE as well as with some other modified variants of DE available 
in literature. It is shown that the proposed scheme in MDE though simple achieves 
quality results within a reasonably good convergence rate. 
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Abstract. In this paper we propose a self adaptive cluster based Differential 
Evolution (DE) algorithm to solve the Dynamic Optimization Problems 
(DOPs). We have enhanced the classical DE to perform better in dynamic 
environments by a powerful clustering technique. During evolution, the 
information gained by the particles of different clusters is exchanged by a self 
adaptive strategy. The information exchange is done by re-clustering, and the 
cluster number is updated adaptively throughout the optimization process. To 
detect the environment change a test particle is used. Moreover, to adapt the 
population in new environment an External Archive is also used. The 
performance of SACDEEA is evaluated on GDBG benchmark problems and 
compared with other existing algorithms. 

Keywords: Differential Evolution, Dynamic Optimization Problem (DOP), Self 
adaptive clustering. 

1   Introduction 

Dynamic Optimization Problems (DOPs) are those optimization problems whose 
optimal solution changes over time during the optimization. Such dynamic 
optimization problems (DOPs) can be defined as follows: 

;),,( txfF φ=  (1)

where F is the optimization problem, f is the cost function, x is a feasible solution in 
the solution set X, t is time, and φ  is the system control parameter. In static 

optimization problem, the optima do not change their position and height, but in 
dynamic problem they are functions of time; i.e. the position and height of optima 
changes over time. A good dynamic optimization algorithm should not only be able to 
find the global optimum but also detect whether an environment change has occurred 
or not, and if yes then it should track the new optimum in the changed environment. 

In recent years, solving DOPs with Evolutionary Algorithms (EAs) has attracted 
much interest among researchers. However, most of the analysis and research were 
done on EAs in static optimization problems. So, properly enhanced EAs can tackle 
DOPs. An early approach of using Genetic Algorithm (GA) for DOPs could be found 
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in [3]. Differential Evolution (DE), [1, 10-13], is a powerful evolutionary algorithm 
for solving real-parameter optimization problems. DE has also been used to address 
DOPs [4]. Mendes and Mohais proposed DynDE [5], a multi-population DE 
algorithm for efficiently solving the Moving Peaks Benchmark (MPB) described by 
Branke [6]. Brest et al. [8] investigated a self-adaptive DE algorithm (jDE) where the 
control parameters F and CR are self adapted and multi population was used. Yang 
and Li [7] proposed a Clustering Particle Swarm Optimizer (CPSO) for DOPs. A 
Particle Swarm Optimizer with Composite Particles (PSO-CP) is proposed by Liu, 
Yang and Wang [9]. 

In this paper, we propose a self adaptive cluster based DE-variant with an External 
Archive to solve the DOPs. The total population is divided in several groups and 
optimization is done separately in each group. During the optimization process, 
redistribution takes place self adaptively. Also, an external archive is used to perform 
well in dynamic environment. 

2   Differential Evolution (DE) Algorithm 

Differential Evolution (DE) is a very simple but a very powerful algorithm for 

optimization problem. Let nRS ∈  be the search space of the problem under 
consideration. DE algorithm starts with an initial population of NP, n dimensional 

solution particles. The particles are of the form 1, 2, ,( , ,..., )i i i n iX x x x S= ∈


, where 

i=1, 2, ..., NP and are upgraded from one generation to next generation, where 

inii xxx ,....,, 21  are in between their respective upper and lower bounds 
lower
j

upper
j xx , respectively.  

2.1   Mutation 

After initialization for each solution vector 
tiX ,


, a new vector 

tiY ,


 is generated at 

each generation t. The vector tiY ,


can be generated by any one of the five methods; 

DE/rand/1, DE/best/1, DE/target-to-best/1, DE/best/2, DE/rand/2. We used the 
DE/best/1 scheme for our algorithm as given by: 

           )(
,,,,

21 trtrtbestti ii XXFXY


−⋅+=        (2)

2.2   Cross-Over 

After the phase of mutation the crossover phase plays a major role to enhance the 

diversity of the population. In this phase the generated vector tiY ,


exchanges its 

component with its parent vector tiX ,


 to generate a new vector 

, 1, , 2 , , , ,( , , ..., )i t i t i t n i tU u u u=


, where tiju ,,  is found by the following procedure: 
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, , ,

, ,
, ,

, (0,1)

,
j i t i j rand

j i t
j i t

y if rand Cr or j j
u

x otherwise

< == 


 

where )1,0(, jirand  is a uniformly distributed random number in the range 0 and 

1. [1, 2,...., ]randj n∈  is a randomly chosen index, which ensures that tiU ,


 gets at 

least one component from tiY ,


, and Cr is a user defined constant in the range (0,1). 

2.3   Selection Operation 

In this phase a greedy selection is made between the target vector and generated 
vector for next generation. The selection procedure is done by the following way: 
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for minimization problem. Thus after every generation we find either a new solution 
which has better fitness (here for minimization problem) or the previous vector is 
kept. So after each generation the population gets better or remains unchanged but 
never deteriorates. 

3   Proposed Algorithm: SACDEEA 

In this paper we propose a strategy based, self-adaptive, clustered DE with an 
External Archive to solve the DOPs. Here, in this algorithm we divide the whole 
population in several clusters based on their spatial positions. Before describing the 
algorithm in details let us define some terms regarding the clusters.  

• If the particles of a cluster are 1x


, 2x


….., mx


  then the center (C


) is determined as:  

m

x
C

m

i
i

== 1




 (3)

• The radius (R) of a cluster is defined as the mean distance (Euclidean) of the 
particles from the center of the cluster. So, we can write 

;

)(
1 1

2
,

m

Cx

R

m

i

n

j
jji 

= =

−
=  

(4)

where n  is the dimension of the problem.  

• For any cluster, we define a fixed value, named convergence radius (
convR ), which 

is calculated as  
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3
, 10)( −⋅= lowerupperconv XXdistR


,  
 (5)

where andupper lowerX X
 

are the upper bound and lower bound vectors in the search 

region, and  ( , )d is t a b
  denotes the Euclidean distance between the vectors anda b

 . 

• Every cluster can contain up to a maximum number (pop_max) of individuals. 
 
It has been seen that DE performs better than other EAs in many optimization 
problems. So, we used DE as our main improvement algorithm with some 
enhancements to handle dynamic problems. The modifications we have made are 
described below. 

3.1   Initialization 

A certain number of individuals (NP) are spread randomly in the search region. Then 
they are clustered into k clusters using the K-means clustering algorithm. 

3.2   Cluster Improvements 

After clustering is done, evolutionary strategy is used to improve the members of the 
cluster. For this purpose, “DE/best/1” scheme (2) is used separately in each cluster, 
i.e. there is no information sharing among the clusters in a specific generation.  This 
might prevent the algorithm to converge all the particles to a single local optimum or 
in other words, premature convergence is discouraged. The clustering technique is 
used to explore the search region more and search for better and promising areas 
simultaneously instead of optimizing a single population and therefore guiding all the 
particles to converge to one optimum, which may be a false one. By this way, the 
diversity of the population can be maintained. 

3.3   Performance Evaluation and Redistribution  

During optimization, it may so happen that two or more clusters get overlapped and 
therefore searching in a same region. So, redistribution is necessary over time. This is 
implemented in our algorithm with an extra technique of performance evaluation. 
After a time span (TS) or generations the performance of the algorithm is evaluated 
and accordingly the cluster numbers are updated. Performance of the algorithm is 
evaluated in terms of number of changes in global best value over a TS. If the change 
is satisfactory i.e. if number of changes is greater than a fixed value change_ref, then 
cluster number is reduced, otherwise it is increased. However, the number of clusters 
remains between two limits called max_cluster & min_cluster, which are the 
maximum and minimum allowed cluster numbers. After updating the number of 
clusters, the total population is re-clustered in updated cluster numbers. When the 
algorithm is performing well, it reduces the cluster number. However, when the 
performance evaluation test gives bad results, then the cluster number is increased by 
one. A fresh cluster is injected in the population, whose individuals are generated 
randomly. This process can help us to maintain the diversity of the population, which 
is an important aspect regarding to DOPs. 
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3.4   Detection of Environmental Change and External Archive 

It was stated that an efficient algorithm should detect when the environment changes. 
For the detection purpose, we place a particle, called test particle, in the search space. 
The test particle does not take part in the optimization process; rather its objective 
value is constantly evaluated in each generation. If its new function value does not 
match with the previous value, then we can say that an environmental change has 
occurred. Then we stop continuing the optimization process and it is restarted afresh, 
i.e. the algorithm starts from the Initialization step. 

An algorithm can be stated efficient in dynamic environments if it can utilize the 
knowledge gained in the previous environment on the changed one. For this purpose, 
we have used an External Archive. During optimization, the radius of each cluster is 
calculated. If the radius becomes smaller than Rconv, described in (5),

 
then we can say 

that the cluster is highly converged around a point. So then the position of the best 
particle of that cluster is stored in an Archive and the cluster is deleted. When a 
change in environment is detected, then the particles of the Archive, which were the 
optima in previous environment, are added to the new population, expecting they 
could help in tracking the movement of optima. If the change in environment is not 
too severe, this method should improve the search in new environment. 

4   Experimental Results 

4.1   Test Problems  

In this paper, our algorithm is tested on the GBDG benchmark problems [2]. The test 
suite has 6 problems F1-F6. The number of peaks of F1 is 10, 50 and other functions 
have 10 peaks each. For our simulation purpose, we took the change instances T1 to 
T6. The performance of our algorithm is compared with other 3 significant dynamic 
optimizers. The functions are evaluated over 60 environment changes in a single run 
and 20 such runs are recorded. The mean and standard deviation values of those runs 
are shown in tables 1-7. 

4.2   Parameter Settings 

NP = 200; F = 0.5*(rand+1); Cr = 0.9; k = 5; max_cluster = 2k = 10, min_cluster = 1; 
pop_max = 100; TS = 10; Rconv can be calculated from (5). 

Table 1. Error values achieved for F1 with number of peaks = 10 

Algorithm  
Change  instance 

T1 T2 T3 T4 T5 T6 

SACDEEA 
Mean 
Std. 

1.32e-05 
4.67e-05 

1.23e+00 
5.54e+00 

1.32e+01 
3.20e+01 

9.67e-04 
2.76e-03 

7.23e-01 
2.02e+00 

1.02e+00 
3.90e+00 

jDE Mean 
Std. 

2.88e-02 
4.43e-01 

3.59e+00 
7.84e+00 

3.00e+01 
7.13e+01 

1.53e-02 
2.88e-01 

2.18e+00 
4.39e+00 

1.15e+00 
5.73e+00 

CPSO 
Mean 
Std. 

3.51e-02 
4.26e-01 

2.72e+00 
6.52e+00 

4.13e+00 
9.00e+00 

9.44e-02 
7.86e-01 

1.87e+00 
4.49e+00 

1.06e+00 
4.81e+00 

DynDE 
Mean 
Std. 

7.32e-02 
2.96e+00 

2.55e+00 
8.43e+00 

5.42e+00 
9.24e+00 

1.26e-01 
9.42e-01 

1.56e+00 
4.64e+00 

1.31e+00 
6.25e+00 
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Table 2. Error values achieved for F1 with number of peaks = 50 

Algorithm  
Change  instance 

T1 T2 T3 T4 T5 T6 

SACD EEA Mean 
Std. 

1.32e-03 
3.89e-02 

1.34e+00 
5.96e+00 

4.83e+00 
7.29e+00 

3.87e-04 
1.89e-02 

5.98e-03 
4.67e-01 

5.73e-02 
2.03e+00 

jDE 
Mean 
Std. 

1.72e+00 
7.64e-01 

4.09e+00 
6.45e+00 

4.29e+00 
6.75e+00 

8.77e-02 
2.46e-01 

9.48e-01 
1.77e+01 

1.77e+00 
5.83e+00 

CPSO 
Mean
Std. 

2.63e-01 
9.36e-01 

3.28e+00
5.30e+00 

6.32e+00
7.44e+00 

1.25e-01
3.86e-01 

8.48e-01
1.78e+00 

1.48e+00 
4.39e+00 

DynDE 
Mean
Std. 

3.29e-01 
1.52e+00 

4.65e+00
6.34e+00 

6.46e+00
9.35e+00 

1.41e-01
5.91e-01 

1.02e+00
2.65e+00 

9.86e-01 
4.86e+00 

Table 3. Error values achieved for F2 

Algorithm  
Change  instance 

T1 T2 T3 T4 T5 T6 

SACDEEA Mean 
Std. 

3.09e-02 
2.09e-01 

6.22e+00 
3.12e+00 

4.54e+00 
3.45e+00 

9.34e-02 
3.56e-01 

1.76e+01 
4.32e+01 

9.83e-01 
2.90e+00 

jDE 
Mean 
Std. 

9.63e-01 
3.08e+01 

4.30e+01 
1.15e+02 

5.02e+01 
1.24e+02 

7.93e-01 
2.53e+00 

6.71e+01 
1.30e+02 

3.37e+00 
1.28e+01 

CPSO Mean 
Std. 

1.25e+00 
4.18e+00 

1.01e+01 
3.51e+01 

1.03e+01 
3.35e+01 

5.67e-01 
2.14e+00 

2.51e+01 
6.43e+01 

1.99e+00 
5.22e+00 

DynDE 
Mean 
Std. 

1.36e+00 
5.03e+00 

1.30e+01 
4.82e+01 

1.19e+01 
4.57e+01 

7.84e-01 
2.22e+00 

2.08e+01 
6.45e+01 

2.18e+00 
3.96e+00 

Table 4. Error values achieved for F3 

Algorithm  
Change  instance

T1 T2 T3 T4 T5 T6 

SACDEEA Mean 
Std. 

1.07e+01 
3.23e+01 

4.95e+02 
2.04e+02 

5.80e+02 
1.52e+02 

5.86e+01 
1.79e+02 

6.01e+02 
2.95e+02 

2.30e+02 
4.00e+02 

jDE 
Mean 
Std. 

1.14e+01 
5.81e+01 

5.58e+02 
3.85e+02 

5.72e+02 
3.86e+02 

6.57e+01 
2.09e+02 

4.76e+02 
3.80e+02 

2.43e+02 
3.85e+02 

CPSO 
Mean
Std. 

1.38e+02 
2.22e+02 

8.55e+02
1.61e+02 

7.66e+02
2.36e+02 

4.31e+02
4.32e+02 

8.60e+02
1.22e+02 

7.53e+02 
3.62e+02 

DynDE 
Mean
Std. 

2.12e+01 
7.37e+01 

7.92e+02
2.56e+02 

6.36e+02
3.43e+02 

3.42e+02
4.19e+02 

7.49e+02
2.81e+02 

5.19e+02 
4.38e+02 

 



 Self-adaptive Cluster-Based Differential Evolution 25 

Table 5. Error values achieved for F4 

 
Algorithm 

 
Change  instance

T1 T2 T3 T4 T5 T6 

SACDEEA Mean 
Std. 

1.24e+00 
5.46e+00 

2.43e+00 
5.67e+00 

1.34e+01 
5.90e+01 

2.97e+00 
2.63e+00 

1.20e+02 
1.93e+01 

7.67e-01 
1.09e+01 

jDE 
Mean 
Std. 

1.49e+00 
4.48e+00 

4.95e+00 
1.35e+00 

5.19e+01 
1.42e+02 

1.51e+00 
4.10e+00 

6.94e+01 
1.44e+00 

2.35e+00 
5.78e+00 

CPSO 
Mean 
Std. 

2.68e+01 
7.06e+00 

3.72e+01 
9.94e+01 

3.67e+01 
9.72e+01 

7.93e-01 
2.78e+00 

6.72e+01 
1.30e+02 

4.88e+00 
1.54e+01 

DynDE 
Mean 
Std. 

1.86e+00 
5.75e+00 

3.95e+01 
9.86e+01 

2.35e+01 
9.45e+01 

8.69e-01 
3.17e+00 

4.47e+01 
1.22e+02 

1.56e+00 
6.21e+00 

Table 6. Error values achieved for F5 

Algorithm  
Change  instance 

T1 T2 T3 T4 T5 T6 

SACDEEA Mean 
Std. 

2.90e-02 
3.09e+00 

1.89e+00 
2.89e+01 

2.74e-01 
1.98e+00 

3.09e-02 
3.02e-01 

1.38e-01 
2.90e+00 

1.23e-01 
3.78e-01 

jDE 
Mean 
Std. 

1.60e-01 
1.03e+00 

3.34e-01 
1.64e+00 

3.58e-01 
1.83e+00 

1.08e-01 
8.27e-01 

4.09e-01 
1.91e+00 

2.30e-01 
9.35e-01 

CPSO 
Mean 
Std. 

1.86e+00 
5.18e+00 

2.88e+00 
6.79e+00 

3.40e+00 
6.45e+00 

1.10e+00 
4.87e+00 

7.99e+00 
1.38e+01 

4.05e+00 
8.37e+00 

DynDE 
Mean 
Std. 

2.99e+00 
6.88e+00 

2.94e+00 
4.72e+00 

2.91e+00 
5.39e+00 

1.38e+00 
2.42e+00 

8.44e+00 
1.21e+01 

2.30e+00 
3.62e+00 

Table 7. Error values achieved for F6 

Algorithm  
Change  instance

T1 T2 T3 T4 T5 T6 

SACDEEA Mean 
Std. 

4.78e+00 
1.23e+01 

2.78e+01 
1.98e+01 

5.98e+00 
1.87e+01 

3.02e+00 
1.78e+01 

1.05e+00 
2.36e+01 

2.98e+00 
1.13e+00 

jDE 
Mean 
Std. 

6.23e+00 
1.04e+01 

1.03e+01 
1.32e+01 

1.10e+01 
2.33e+01 

6.79e+00 
1.02e+01 

1.49e+01 
4.52e+01 

7.80e+00 
1.10e+01 

CPSO 
Mean
Std. 

6.73e+00 
9.97e+00 

2.16e+01
6.35e+01 

2.71e+01
8.40e+01 

9.27e+00
2.42e+01 

7.16e+01
1.60e+02 

2.37e+01 
5.16e+01 

DynDE 
Mean
Std. 

6.04e+00 
1.10e+01 

2.02e+01
6.22e+01 

1.93e+01
6.74e+01 

8.87e+00
2.67e+01 

4.34e+01
1.37e+02 

1.21e+01 
2.52e+01 

5   Conclusion  

This paper proposes a self adaptive cluster based Differential Evolution algorithm for 
solving DOPs. We have evaluated the performance of our algorithm on the 
benchmark problems of GDBG system. There are six test functions and the numerical 
results show satisfactory performance of the algorithm. However, we have to enhance 
our algorithm such that it can detect dimension change also. So, our future work will 
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include this change instance. It will also be attempted to improve the self adaptive 
nature of the algorithm to get further good results. 
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Abstract. We propose an informative Differential Evolution (DE) algorithm 
where the information gained by the individuals of a cluster will be exchanged 
after a certain number of iterations called refreshing gap. The DE is empowered 
with a clustering technique to improve its efficiency over multimodal land-
scapes. During evolution, self-adaptive behaviour helps in re-clustering.  With 
the better explorative power of the proposed algorithm we have used a new lo-
cal search technique for fine tuning near a suspected optimal position. The per-
formance of the proposed algorithm is evaluated over 25 benchmark functions 
and compared with existing algorithms. 

Keywords: Differential Evolution, optimization, cluster, self-adaptive re-
clustering. 

1   Introduction 

Scientist and Engineers from all branches have to deal with the global optimization 
problem where the main target is to find globally maximum or minimum value for a 
specified objective or cost function. Traditional techniques like steepest decent, linear 
programming, fail to find the global optima for most of the cases. To solve these kind 
of problems many optimization algorithm have been invented, which are based on any 
natural behavior like Particle Swarm Optimization(PSO)[1] , that imitate bird flocking 
nature, Ant Colony Optimization (ACO)[2] is based on the foraging technique of ant, 
Genetic Algorithm(GA)[3] based on the principle of the Darwinian theory of the sur-
vival of the fittest and the theory of evolution of the living beings; and many others 
like Artificial Immune Algorithm(AIA)[4], Artificial Bee Colony(ABC) [5], Bacteria 
Foraging Optimization (BFO) [6], etc. Differential Evolution (DE) [7, 13-16] pro-
posed by Storn and Price is a very simple but one of the most promising algorithm for 
global optimization problems and it is not motivated by biological models. Now re-
searchers have also incorporated local search technique with GA to form Memetic 
Algorithm(MA), that also shows better efficiency in optimization. In many applica-
tions such as Pattern Recognition [7], Communication [8], mechanical engineering 
[9], Real world optimization the effectiveness and efficiency of DE and other algo-
rithms has been successfully demonstrated. But most of the algorithms and classical 
DE also fails to find the global optimum (optima) when the problem is high dimen-
sional, highly multimodal. So here we propose a new algorithm called Informative 



28 D. Maity, U. Halder, and P. Dasgupta 

Differential Evolution with Self Adaptive Re-clustering Technique (IDE-SR) to find 
the most promising solutions for such problems. The information exchange through 
the re-clustering technique is the main theme of this paper. The rest of the paper is 
organized as follows section 2 contains related research works on the problems,  
section 3 is about basic DE algorithm, section 4 is the description of our proposed 
algorithm, section 5 gives the set of parameters and section 6 gives the experimental 
results of our algorithm on benchmark problem set [10] and compare with other algo-
rithms and section 7 concludes the paper. 

2   Related Research Works 

A lot of researches have been done for the improvement of DE and also there are a lot 
of research works which have tried to optimize the CEC-2005 benchmark functions. 
Some of them are:  

• A. K. Qin, V. L. Huang, and P. N. Suganthan, proposed a self-adaptive nature for 
solving these problems [11]. 

• Anne Auger and Nikolaus Hansen proposed a CMA evolution strategy by tuning 
the population size [12]. 

3   Differential Evolution (DE) Algorithm 

Differential Evolution (DE) is a very simple but a very powerful algorithm for opti-

mization problem. Let nRS ∈  be the search space of the problem under considera-
tion. DE algorithm starts with an initial population of NP, n dimensional solution 

particles. The particles are of the form SxxxxX iniiii ∈= ),...,,,( ,,3,2,1


, where 

i=1,2,….,NP and are upgraded from one generation to next generation, where 

inii xxx ,....,, 21  are in between their respective upper and lower bounds 
lower
j

upper
j xx , respectively. The population undergoes through Crossover, Mutation at 

each generation t and produces a new solution vector  tiU ,


  for each vector .,tiX


 

3.1   Mutation 

After initialization for each solution vector
,i tX


, a new vector ,i tV


 is generated at each 

generation t. There are some methods to generate ,i tV


, DE/rand/1, DE/best/1, 

DE/target-to-best/1, DE/best/2, DE/rand/2 etc. are some most useful methods. We 
used the DE/best/1 for our algorithm.  

                          
1 2

, , , ,
.( )i ii t b es t t r t r t

V X F X X= + −
   

,        (1) 

where 1 2,i ir r  are mutually exclusive integers randomly chosen in the range [1,NP] 

and both are different from the index i. 
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3.2   Cross-Over 

After the phase of mutation the crossover phase plays a major role to enhance the 

diversity of the population. In this phase the generated vector ,i tV


exchanges its com-

ponent with its parent vector tiX ,


 to generate a new vector 

),...,,,( ,,,,3,,2,,1, tintitititi uuuuU =


 , where tiju ,,  is found by the following proce-

dure: 

            
, , ,

, ,
, ,

, (0,1)

,
j i t i j rand

j i t
j i t

v if rand C r or j j
u

x otherw ise

< == 


 

where )1,0(, jirand  is a uniformly distributed random number in the range (0,1). 

],....,2,1[ njrand ∈ is a randomly chosen index, which ensures that 
tiU ,


 gets at least 

one component from ,i tV


, and Cr is a user defined constant in the range [0,1]. 

3.3   Selection Operation 

In this phase a greedy selection is made between the target vector and generated vec-
tor for next generation. The selection procedure is done by the following way: 
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for minimization problem. Thus after every generation we find either a new solution 
which has better fitness (here for minimization problem) or the previous vector is 
kept. So after each generation the population gets better or remains unchanged but 
never deteriorates. 

4   Proposed Algorithm 

In our proposed algorithm we have used an information exchange strategy. We have 
adopted a self-adaptive cluster based strategy with a novel Local Search technique. 
The total population is divided into some clusters using K-means clustering algo-
rithm; this is done to avoid the trapping of particles in any local optimum i.e. if the 
population is not divided then they can prematurely converge to a single local optima, 
whereas if they are clustered then it is expected that even though the premature con-
vergence occurs, but different cluster will be converged to different optima. Each 
cluster exchanges information only after a certain number of iterations. After those 
iterations - which will be called as refreshing gap (g_r) for the rest of the paper- the 
total population is again clustered, now the cluster number may change or  
remain same. By this re-clustering technique, particles that were in different clusters 
in previous g_r can belong to same cluster now. So there will be a chance among 



30 D. Maity, U. Halder, and P. Dasgupta 

those particles to exchange information that they have learned in past g_r. This infor-
mation exchange helps them to explore a better position than that could be found by 
not using this re-clustering technique. The cluster number is varied in a self adaptive 
manner, here we used that if the algorithm performs satisfactorily well then cluster 
number is decreased until the cluster number is cluster_min, otherwise it is increased 
until it is cluster_max. It may so happen that two or more clusters can come closer to 
each other while improving them, then in the next g_r when we will re-cluster the 
total population then these clusters will form a single group as the K-means algorithm 
generates clusters based on the spatial distribution of the particles. So this algorithm 
does not require further checking of the overlapping of two or more clusters. We used 
DE/best/1 to each cluster separately because this variation of DE has faster conver-
gence. In multimodal landscapes when a cluster has converged to an optimum then all 
the particles in that cluster come very closer so the difference vector in equation (1) 
becomes very small. Due to this premature convergence the rest of the FEs are 
wasted. So to save FE and for the fine tuning of the suspected optimum we have used 
a Local Search technique. In each iteration we calculated the radius of the clusters by 
the following rule,  

        

( ) ( )
,

.
1

m

cxcx
R

m

i
i

T
i

=

−−
=



         (2) 

where m is the number of particles and c


is the centre of the cluster defined as 

     
m

x
c

m

i
i

== 1



 .                                             (3) 

If R is less than a pre-specified value R_limit, then we use the Local Search technique 
for better exploration in the small range, otherwise we use the DE/best/1. 

     ( ) ( ) 210.._ −−−= lowerupper

T

lowerupper XXXXlimitR


.       (4) 

A brief description of the algorithm is as follows: 

4.1   Initialization 

We initialize the population randomly in the search space that try to cover the whole 
search region uniformly as much as possible. Using K-means algorithm we divide the 
population into clusters with cluster number cluster_max. 

4.2   Information Exchange among Clusters 

For each g_r each particle is updated using DE/best/1 and they can exchange informa-
tion among the particles that belong to that cluster only. If the radius of the cluster 
becomes less than R_limit then we use the local search algorithm in search of better 
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solution within that region. If any cluster has radius less than R_limit and does not 
improve after applying the Local Search technique then the cluster is deleted unless 
the cluster contains the global best particle. We calculate the percentage change of the 
function value after each g_r and accordingly cluster number is varied. If percentage 
change is less than p_ref  then  

                       cluster_no = max( cluster_min, prev_cluster_no-1). 

Otherwise      cluster_no = min( cluster_max, prev_cluster_no+1). 

4.3   Local Search Technique 

We generate some exploiting particles (exploiters) to exploit information from the 
suspected optimum position. When a cluster radius is less than R_limit then almost all 
the particles in that cluster are very close to each other, so if we do Local Search 
around each particle then it will be some sort of wastage of FEs. So we take only best 
40% particles of that cluster and new particles are randomly generated around these 
40% of old particles within a radius r_exploit. The r_exploit is small for the best fit 
particle and comparatively large for the worst particle among those 40% of particles. 
The number of exploiters generated is varied according to the fitness of the particles. 
We used  

( )
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−−
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Where fi is the fitness value of that particle and best and worst are the fitness value of 
the best fit and worst fit particle respectively. In case of r_exploit we used  

      ( ) inir
bestworst

bestf
kexploitr id _

)(
.1_ +

−
−−= ,   Where   

worst

best
k = .       (6) 

5   Parameters 

NP = 150, cluster_min = 2, cluster_max = 10 , exploitrs_max = 7, exploiters_min = 2, 
d = 1,  g_r = 10, F = 0.5( rand(0,1) + 1) , Cr =0.9, r_ini = 5e-03, p_ref = 5. 

6   Experimental Results 

We have applied our algorithm on the 25 benchmark problem of CEC-2005 and the 
dimensionalities of those functions are 10 and 30. We have run the algorithm 25 times 
on each function and calculated the mean and standard deviation (std) from that re-
sults. 
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Table 1. Error values for dimension n = 10 

Algorithm 
Func1 Func2 Func3 Func4 Func5 Func6 Func7 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 5.14e-09 
1.82e-09 

5.31e-09 
1.77e-09 

4.94e-09 
1.45e-09 

1.79e+06  
4.66e+06 

6.57e-09 
1.88e-09 

5.41e-09 
1.81e-09 

4.91e-09 
1.68e-09 

SADE 0.00e+00 
0.00e+00 

1.04e-13 
5.11e-13 

1.67e-05 
3.12e-05 

1.41e-05 
7.09e-05 

1.2e-02 
1.4e-02 

1.20e-08 
1.93e-08 

1.99e-02 
1.07e-02 

IDE-SR 0.00e+00 
0.00e+00 

0.00e+00 
0.00e+00 

0.00e+00 
0.00e+00 

0.00e+00 
0.00e+00 

3.63e-12 
1.99e-12 

0.00e+00 
0.00e+00 

4.70e-02 
2.25e-04 

 
Algorithm 

 

Func8 Func9 Func10 Func11 Func12 Func13 Func14 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 2.00e+01 
0.00e+00 

4.49e+01 
1.36e+01 

4.08e+01 
3.35e+01 

3.65e+00  
1.66e+00 

2.09e+02  
4.69e+02 

4.94e-01 
1.38e-01 

4.01e+01 
3.14e-01 

SADE 2.00e+01 
5.39e-08 

0.00e+00 
0.00e+00 

4.96e+00 
1.69e+00 

4.89e+00 
6.62e-01 

4.50e-07 
8.50e-07 

2.20e-01 
4.00e-02 

2.91e+00 
2.06e-01 

IDE-SR 2.00e+01 
0.00e+00 

3.75e+00 
1.98e+00 

3.70e+00 
1.38e-01 

1.17e+00 
3.99e-01 

1.02e-12 
6.35e-11 

2.10e-01 
1.90e-03 

2.46e+00 
1.50e-01 

Algorithm 
Func15 Func16 Func17 Func18 Func19 Func20 Func21 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 2.11e+02  
1.02e+02 

1.05e+02 
1.26e+01 

5.49e+02
3.49e+02 

4.97e+02
2.18e+02 

5.16e+02
2.34e+02 

4.42e+02 
2.03e+02 

4.04e+02 
1.23e+02 

SADE 3.20e+01 
1.10e+02 

1.01e+02 
6.17e+00 

1.14e+02 
9.97e+00 

7.19e+02 
2.08e+02 

7.05e+02 
1.90e+02 

7.13e+02 
2.01e+02 

4.64e+02 
1.58e+02 

IDE-SR 8.65e+01 
1.64e+01 

8.03e+01 
3.56e+01 

9.17e+01 
2.79e+01 

3.00e+02 
1.24e-01 

3.43e+02 
2.47e+01 

3.17e+02 
1.67e+01 

3.01e+02 
8.61e+00 

Algorithm 
Func22 Func23 Func24 Func25 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 7.40e+02 
5.94e+01 

7.91e+02 
2.79e+02 

8.65e+02 
6.39e+02 

4.42e+02 
3.58e+02 

SADE 7.35e+02 
9.15e+01 

6.64e+02 
1.53e+02 

2.00e+02 
0.00e+00 

3.76e+02 
3.14e+00 

IDE-SR 7.11e+02 
2.58e+01 

5.58e+02 
6.46e-01 

2.98e+02 
1.84e+01 

3.11e+02 
1.85e+01 
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Table 2. Error values for dimension n = 30 

Algorithm 
Func1 Func2 Func3 Func4 Func5 Func6 Func7 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 
5.42e-09 
9.80e-10 

6.22e-09 
8.95e-10 

5.55e-09 
1.09e-09 

1.11e+04 
3.02e+04 

8.62e-09 
8.53e-10 

5.90e-09 
1.61e-09 

5.31e-09 
1.41e-09 

SADE 0.00e+00 
0.00e+00 

9.72e-08 
4.86e-07 

5.05e+04 
1.58e+05 

5.82e-06 
1.45e-05 

7.88e+02 
1.24e+03 

2.12e+01 
1.34e+01 

8.27e-03 
1.14e-02 

IDE-SR 0.00e+00 
0.00e+00 

1.64e-13 
6.69e-14 

6.38e+02 
1.59e+02 

2.36e-02 
5.34e-02 

6.21e+02 
4.05e+01 

1.17e+00 
1.45e+00 

5.21e-06 
1.57e-05 

Algorithm 
Func8 Func9 Func10 Func11 Func12 Func13 Func14 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 
2.01e+01 
2.79e-01 

9.38e-01 
1.18e+00 

1.65e+00 
1.35e+00 

5.48e+00 
3.13e+00 

4.43e+04 
2.19e+05 

2.49e+00 
5.13e-01 

1.29e+01 
4.19e+01 

SADE 
2.01e+01 
5.73e-03 

2.27e-15 
1.14e-14 

3.58e+01 
6.08e+00 

2.66e+01 
1.13e+00 

8.73e+02 
9.34e+02 

1.21e+00 
1.34e-01 

1.24e+01 
2.59e-01 

IDE-SR 2.01e+01 
1.35e-05 

1.41e-02 
1.84e-02 

1.12e+00 
5.21e-02 

4.99e+00 
1.25e+00 

1.32e+02 
9.71e+01 

1.04e+00 
7.39e-01 

1.14e+01 
3.44e-01 

Algorithm 
Func15 Func16 Func17 Func18 Func19 Func20 Func21 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 
2.08e+02 
2.75e+01 

3.50e+01 
2.04e+01 

2.91e+02 
1.93e+02 

9.04e+02 
2.88e-01 

9.04e+02 
2.71e-01 

9.04e+02 
2.48e-01 

5.00e+02 
1.31e-13 

SADE 
3.28e+02 
9.65e+01 

1.38e+02 
1.70e+01 

1.51e+03 
9.63e+02 

9.54e+02 
3.44e+01 

8.46e+02 
6.22e+02 

2.02e+03 
8.77e+02 

1.73e+03 
5.12e+02 

IDE-SR 1.15e+02 
2.69e+00 

7.51e+01 
1.53e+01 

9.42e+01 
1.17e+01 

8.49e+02 
3.86e+00 

8.46e+02 
3.53e+00 

8.30e+02 
3.92e+00 

5.00e+02 
3.26e-15 

Algorithm 
Func22 Func23 Func24 Func25 

Mean 
Std 

Mean 
Std 

Mean 
Std 

Mean 
Std 

GCMA 
8.03e+02 
1.86e+01 

5.34e+02 
2.22e-04 

9.10e+02 
1.48e+02 

2.11e+02 
9.21e-01 

SADE 1.58e+03 
4.52e+02 

5.21e+02 
2.49e+01 

2.00e+02 
1.25e-02 

5.00e+02 
5.68e-03 

IDE-SR 5.45e+02 
4.43e+00 

4.98e+02 
1.72e+01 

2.00e+02 
5.61e-03 

2.07e+02 
1.15e+00 

7   Conclusion 

In this paper, we have proposed an Informative Differential Evolution with Self 
Adaptive Re-clustering Technique for solving global optimization problems. The 
cluster number is changed in a self adaptive way. The proposed Local Search tech-
nique also takes the advantage of self-adaptive behaviour of the algorithm to change 
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the R_limit parameter which is crucial for the performance of the Local Search algo-
rithm and thus for the performance of IDE-SR. 
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Abstract. Image edge enhancement is the art of enhancing the edge of significant 
objects in an image. The proposed work uses the concept of hybrid filters for edge 
enhancement whose optimal sequence is to be found by differential evolution. Its 
unbiased stochastic sampling and bench-mark results in a quite many number of 
applications ignited us to use for the aforesaid purpose and motivated for further 
research. The major five mutational variants of differential evolution employing 
the binomial crossover have been used in the proposed work which and have been 
tested over both standard images and medical images. Our extensive experimental 
studies produce encouraging results.  

Keywords: Image edge enhancement, hybridized smoothening filter, 
differential evolution. 

1   Introduction 

In the modern era, digital images have been widely used in an aggrandizing number 
of applications and the effort on edge enhancement has been focused mostly to 
improve visual perception of images that are unclear (blurred). Edges are the 
representations of the discontinuities of image intensity functions. For processing 
these discontinuities in an image, an efficient edge enhancement technique is essential 
[5]. These edge enhancement techniques fall under two categories: smoothening 
filters and sharpening filters [2].  

Smoothening filters are used for blurring and noise reduction [6]. Noise reduction 
can be accomplished by blurring with linear filters (mean, median and mode) and 
non-linear filters (circular, pyramidal and cone) [8]. Sharpening filters (Laplacian, 
Sobel, Prewitt and Robert filters) are used to highlight fine details in an image or to 
enhance details that have been blurred but because of their results of complexity and 
image quality, smoothening filters are used which involves simple subtractive 
smoothened image concept which reduces complexity and makes the images look 
sharper than they really are. This can also be done with the help of a new filter called 
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the hybridized smoothening filter (a sequence of smoothening filter) [8]. The optimal 
magnitude (for different combinations of smoothening filters) of the hybrid filter is 
found by using the differential evolution (DE) and is compared to that obtained by the 
different variants of it. Hybrid filters, its optimization using DE is explained in 
Section 2. Section 3 discusses our proposed framework. In Section 4, experiments 
have been conducted and their corresponding results obtained are discussed. 
Conclusions and further study is given in Section 5. 

2   Hybrid Filters and Differential Evolution Algorithm  

2.1   Hybrid Filters 

Hybrid filter is defined as the series of existing filters (Smoothening filters) to 
optimize the magnitude of the image [8]. It can efficiently remove large amounts of 
mixed Gaussian and impulsive noise besides preserving the image details. In this 
approach, hybrid filter is taken as a combination of smoothening filters (for e.g. 1-2-
3-4-5-6 i.e. suppose 1-mean, 2-median, 3-mode, 4-circular, 5-pyramidal, 6-cone. The 
output of mean filter is taken as input for median filter and the output of median filter 
is given as input to the next and so on). This hybrid filter yields optimal threshold 
values using clustering algorithm. 

2.2   Differential Evolution 

DE is an evolutionary optimization technique, which is simple, significantly faster 
and robust at numerical optimization and likely chances of finding true global 
optimum. The stages involved are: 

(i) Initialization. The DE starts with the creation of an initial population, 
normally at random. 

(ii) Mutation. New individuals are created applying the mutation operations. At 
each generation, for each individual of the population a new solution (v i 
t+1) is created using a weighted vector difference between two other 
individuals, selected randomly from the current population. The available 
schemes use the notation DE/α/γ/β where α represents the way in which 
individuals are selected from the current population. They can be selected 
either randomly (rand) or as the best individual from the current 
population (best). The γ is the value of difference vector pairs used, which 
normally is 1 or 2. t represents the tth generation and r1, r2, etc. are 
randomly selected individuals from the tth generation population. F value 
is the scaling factor, which controls the differential variation (mutation). 
The different types of mutations are listed in table1.  

v i 
t+1 = xr3

t + F(x r1
t- x r2

t)                                          (1) 

(iii) Crossover. The crossover which has been applied here is of binomial type 
which follows the scheme given in equation 2. For each individual x i 

t, a 
trial individual u i 

t+1 is generated by using equation 2 which involves 
using a crossover constant cr [10] 



 Differential Evolution for Optimizing the Hybrid Filter Combination 37 

   u i 
t+1 =       v i 

t+1   if (rand < cr) || j==rand(0,D)                     (2) 

x i 
t   else if(rand> cr)  

Table 1. Mutation Schemes [4] 

Scheme name Mutation Definition 
DE/ran/1/β v i 

t+1= xr3
t+F(x r1

t- x r2
t) 

DE/best/1/ β v i 
t+1= x best 

t +F(x r1
t- x r2

t) 
DE/ran/2/ β V i 

t+1= xr5
t+F(x r1

t- x r2
t+ x r3

t- x r4
t) 

DE/best/2/ β v i 
t+1= x best 

t +F(x r1
t- x r2

t+ x r3
t- x r4

t) 
DE/rantobest/1/ β v i 

t+1= xr3
t+ F(x best 

t- x r3
t) +F(x r1

t- x r2
t) 

(iv) Selection. The child individual x (i, t+1) is selected between each pair of x (i, 
t) and u (i, t+1) by using greedy selection criterion: 

                        x i 
t+1 =     u i 

t+1     if F(u i 
t+1) < F(x i 

t) (3) 

x i 
t      other wise, 

where, F is the fitness function. 

3   Framework 

3.1   Initialization of Population 

First optimal magnitudes of the image are obtained by using adaptive thresh-holding 
with foreground and background clustering algorithm [9] as described below: 

One background and one foreground are assumed, K=2, i.e. only two clusters are 
considered, which makes the overall implementation easy. 

(i) Region selection. Divide the document into all-inclusive mutually exclusive 
sub-regions. Select the document sub-region for which the threshold be 
computed, and a region containing the sub-region that will be used to 
determine the threshold sub-region. For example, the region may consist 
of N contiguous scan lines, where the sub-region is the center M scan 
lines, with M<N. 

(ii) Initialization. Initialize the background cluster mean and the foreground cluster 
mean to be the same as computed for the previous sub-region. If there is not 
one, set the two initial cluster means with a large separation between them. 
For each pixel inside the region, iterate between steps (iii) and (iv). 

(iii) Pixel Assignment. Assign each pixel to the nearest cluster. 
(iv) Cluster Mean Update. After each new pixel assignment update the relevant 

cluster mean. If they are over the range, set them to maximum range. 
(v) Threshold Calculation. After all pixels in the region have been assigned, set 

the threshold for the sub-region equal to the average of the foreground and 
background cluster means. After obtaining the optimal magnitude of the 
image we take the random population with the magnitudes of different 
combinations, which are closer to the obtained optimal magnitude. 
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3.2   Using Differential Evolution for Finding Optimal Hybrid Filter 
Combination 

(i) Population Generation. Here, we randomly generate the required number of 
population. Each a population member is nothing but the hybrid filter 
combination that we intend to optimize.  

(ii) Mutation Operation. Using any of the mutation schemes given in table 1, 
the mutation vector v is found out for every member of population. 
Hence the mutation vector v, now has new hybrid filter combinations. 

(iii) Crossover Operation. Using the binomial Crossover scheme given in 
equation 2, the crossover vector u is generated for every member of the 
population. The Crossover constant cr has been taken as 0.5. 

(iv) Selection. The optimal combinations for next generations are selected in this 
stage. This selection involves selecting in between the crossover 
individual and the individual of the previous generation. This is done by 
using the fitness evaluation as described in step (v). An individual ‘n’ is 
selected based on equation 7 in which optimal magnitude of image 
called as rand (x n) is subtracted from its fitness value. In this 
application, F (x n) has to be as small as possible since that hybrid filter 
combination would yield a magnitude closer to the optimal magnitude. 

(v) Calculate the Fitness Function: An individual’s fitness is measured by the 
sum of intensities of edges E (k) in an enhanced image, because a gray 
image with a visual good contrast includes many intensive edges.  

    δ h k (x, y) =g k (x+1, y-1) + g k (x+1, y) + g k (x+1, y+1)- (4) 

 g k (x-1, y-1) - g k (x-1, y) - g k (x-1, y+1) 

    δ v k (x, y) =g k (x-1, y+1) + g k (x, y+1) + g k (x+1, y+1)- (5) 

    g k (x-1, y-1) - g k (x, y-1) -  g k (x+1, y-1) 

E (k) = Σ x Σ y √(δ h (x, y) 2+ δ v (x, y)2)                                   (6) 

F (x n) = E (k) - rand (x n)                                              (7) 

4   Experimentations and Results 

The images camera man [3], Lena [3], peppers [3], MRI-Brain and MRI-Spine 
(courtesy: Vijaya Diagnostics, Visakhapatnam) along with their corrupted noisy 
versions were taken as references for our work. The noisy versions include noises of 
Gaussian noise 0.0mean-0.1standard deviation, 0.1mean-0.1standard deviation, 
0.05mean-0.05 standard deviation and Salt and Pepper noise 0.02standard deviation, 
0.04standard deviation and0.06 standard deviation. The following table gives the 
details of these images. The entire work has been carried out in java using NetBeans 
IDE 6.8 as platform. Matlab has been used to add noise to the original images. Further 
details of the images have been listed under Table 2. 
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Table 2. Details about the Images  

Image Format Size 
(pixels) 

Resolution 
(dpi) 

Bit Depth 

Camera man JPG 512 x 512 96 x 96 8 
Lena PNG 512 x 512 72 x 72 32 

Peppers JPG 512 x 512 72 x 72 24 
MRI-Brain JPG 512 x 512 96 x 96 24 
MRI-Spine JPG 512 x 512 96 x 96 24 

 
 
The order in which each of the images and its noisy versions has been given below 

is as follows:  
 

1. Gaussian 0.0m-0.1d 
2. Gaussian 0.1m-0.1d 
3. Gaussian 0.05m-0.05d 
4. Original Image 
5. Salt and Pepper 0.02d 
6. Salt and Pepper 0.04d 
7. Salt and Pepper 0.06d 
 

 

Fig. 1. Camera Man  

 

Fig. 2. Lina  
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Fig. 3. Peppers  

 

Fig. 4. MRI- Brain  

 

Fig. 5. MRI- Spine  

4.1   Observation Tables 

For observing the efficiency of the various algorithms used we have adopted various 
factors like: 

1. Standard Deviation (d) 
2. Mean Square Error (ms) 
3. Mean Absolute Error (ma) 

 
Tables 3 gives a remarkable view of all filters applied on MRI-Brain image. Relying 
on the values in the table one can ascertain that results obtained by hybrid filters are 
closer to original magnitudes of the images. It can be inferred from the table that the 
results obtained by the different algorithms vary from image to image. Any one of the 
algorithms might give better results for a given image but, it doesn’t hold for all kinds 
of images. The performance of these algorithms varies with the kind of images that 
they are applied to like for example the noise that it has. These algorithms always 
produce optimal results than other traditional approaches. 
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Table 3. MRI- Brain 

Images DE/best/1/
bin 

DE/best/2
/bin 

DE/rand/1/
bin 

DE/rand/2/ 
bin  

DE/rantobest/
1/bin 

Sa
lt 

an
d 

Pe
pp

er
 N

oi
se

 

0.
06

 d
 m

a 

30.8  22.1  24.2  24.5  21.6  

m
s 130.06  70.93  105.8  91.35  73.32 

d 36.06  26.63  32.526  30.224  27.07  

0.
04

 d
 m

a 8.4  3.5  2.9  5.0  6.7  

m
s 13.04  1.95  1.289  3.44  5.93  

d 11.41 4.41588  3.5916  5.8651  7.700  

0.
02

 d
 m

a 12.1  10.9  6.6 14.2  9.6  

m
s 26.58  23.57  5.34  34.38  20.74  

d 16.30  15.35  7.3075  18.541  14.401  

 G
au

ss
ia

n 
N

oi
se

 

0.
05

 m
-0

.0
5 

d 

m
a 20.1  9.2  14.4  15.5  23.6  

m
s 76.63  12.0  41.4999  38.9299  107.16  

d 27.68  10.954  20.371  19.730  32.735  

0.
1 

m
-0

.1
 d

 m
a 33.6  24.5  54.2  31.4  33.2  

m
s 202.299  110.78  419.64  189.32  178.97  

d 44.97  33.285  64.7796  43.51  42.30602  

0.
0 

m
-0

.1
 d

 

m
a 16.9  23.4  14.7  27.8  23.4   

m
s 73.83  88.979  45.69  112.239  80.76  

d 27.17  29.829  21.375  33.502  28.418  

O
ri

gi
na

l 

m
a 

 23.3  27.2  22.8  24.9  24.9   

M
s 75.4899  87.16  111.58  102.15  75.85  

D
 27.47  29.522  33.403  31.960  27.540  
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5   Conclusion and Future Work 

As processing time is not an issue and only efficiency is the prime criteria in the field 
of edge enhancement, we have been exploring the scope of DE in this field. We have 
done our research in the direction of edge enhancement by hybrid filters through DE. 
Different variants of DE have been found to provide better image quality compared to 
smoothening filters and baroque results in displaying the output image with or 
without noise. We extend connotations to our work with Artificial Immune System 
(AIS), Bacterial foraging optimization algorithm, Neuro Fuzzy, Neuro Genetic, 
Simulated Annealing and fuzzy logic.  
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Abstract. This paper investigates the performance of Differential Evolution 
(DE) in solving a Flexible Assembly Line (FAL) scheduling problem. Using a 
mathematical model developed in literature, the DE algorithm is implemented 
with the objectives of minimizing the sum of Earliness/Tardiness (E/T) penal-
ties and maximizing the balance of the FAL. Experimental results have shown 
that DE is capable of solving the FAL scheduling problem effectively. Further-
more, a comparison with similar work in literature which employs Genetic Al-
gorithm (GA) shows that DE produces a better solution. 

1 Introduction 

A Flexible Assembly Line (FAL) is a unidirectional production flow line which com-
prises a set of assembly stations inter-linked with an automated material handling 
system. One of the main problems in the effective operation of FALs is scheduling. 
Effective scheduling in FALs is important is important to optimize the allocation of 
resources so that production costs can be lowered. FAL scheduling is a formidable 
problem because it allows the assignment of one operation to multiple machines and 
multiple operations on one machine. In practice, scheduling remains a difficult prob-
lem as there is a need to address both routing and operation flexibility. It has been 
proven that even a simple two-group scheduling problem is NP-hard [1]. 

Various techniques have been proposed to solve the scheduling problem. These 
techniques can be generally classified as efficient optimal methods, enumerative op-
timal methods, and heuristic methods [6]. While the first method produces an optimal 
solution, it is often limited to a small class of problems and entails a substantial com-
putational effort. Enumerative methods, such as branch-and-bound enumerates a set 
of all possible solutions. On the other hand, heuristic methods such as Particle Swarm 
Optimization (PSO), Genetic Algorithm (GA), Simulated Annealing (SA), and Ant 
Colony Optimization (ACO) attempt to find a near optimal solution instead of the best 
solution. This method has captured the interests of researchers because they have 
produced promising results while remaining computationally efficient and easy to 
implement. 

For a FAL, researchers are often interested to generate a schedule which  
maximizes the balance of the FAL. In other words, researchers want to determine the 
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operation assignment to workstations which optimizes the performance of the FAL. In 
recent years, minimizing the Earliness/Tardiness (E/T) penalties has become equally 
important due to the awareness of the Just-in-Time (JIT) production concept. Guo, et 
al. [4] proposed a GA-based-optimization model to solve a FAL scheduling problem 
with the objectives of minimizing the sum of E/T penalties and maximizing the bal-
ance of the FAL. Guo, et al. [5] then further expanded the problem by adding con-
straints of workstation revisiting and work sharing. However, the performance of 
these models could not be compared with others as similar research has not been pub-
lished elsewhere. Moreover, the effects of various uncertainties in the FAL, such as 
unpredictable customer behavior and machine breakdown were not considered.  

In this paper, we are interested in solving the FAL scheduling problem based on 
the work in [4] using Differential Evolution (DE), a recent heuristic search technique. 
We would also like to provide a comparison between DE and GA in solving the same 
scheduling problem. 

1.1 Differential Evolution 

DE is a parallel direction search technique which explores the search space in a sto-
chastic manner through a population of D-dimensional parameter vectors [7] xi, k, 
where i = 1, 2,…, N and k is the generation number of the algorithm. In each genera-
tion, the entire population is targeted for replacement by applying mutation, crossover 
and acceptance operators. In this paper, focus will be placed on how DE is applied to 
solve the FAL scheduling problem. Comprehensive surveys on DE [2] are available in 
literature.    

2 Problem Formulation 

The notations adopted in this paper are summarized in Table 1. Consider a two order 
FAL scheduling problem, with the orders denoted as i and j. For such a problem, we 
consider five arrangements or modes in which the orders can be schedules, as shown 
in Fig. 1. If the value of t1 is such that order i is completed, mode (c) becomes mode 
(e). Hence, mode (e) is a subset of mode (c). Similarly, mode (d) is a subset of modes 
(a) and (b).  

2.1 Objective Function  

The quality of the generated schedule is measured through two criteria, namely the 
weighted sum of E/T penalties and the balance of the FAL. The former criterion is 
defined as 

min , =  ( · ( ) · + · ( )(1 )) . (1) 
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Table 1. Nomenclature 

Notation Description 
Pn The nth production order 
Onl The lth operation of the nth order 
Mkj The jth machine of the kth machine type 
Snl Actual starting time of operation Onl 
Xnlkj Indicates whether operation Onl is assigned to machine Mkj. 

(If so, Xnlkj = 1. Otherwise, Xnlkj = 0.) 
 Tardiness weight (penalty cost per time unit of delay) of order Pn 
 Earliness weight (storage cost per time unit) of order Pn 

Dn Due date of order Pn pre-determined by the customer 
Fn Actual completion time of order Pn 

 Indicates if the tardiness of order Pn is greater than 1. 
(If so, λn = 1. Otherwise, λn = 0.) 

SPTr Processing time of the rth scheduling status 
SBr Balance index of the rrh scheduling status 
SSr The set of orders involved in the rth scheduling status 
n (n ≥ 1) The number of orders in the rth scheduling status 
PBn The balance index of order Pn 
on The number of operations of order Pn 
OPTnl The average processing time of operation Onl 
STnl The standard processing time of operation Onl 
EMnlkj Operator’s efficiency to process operation Onl on machine Mkj. 
ηnlkj Task proportion of operation Onl being assigned to machine Mkj. 

In this paper, task proportion is assumed to be divided equally. 
For example, if there are nl operations to be processed by ma-
chine Mkj, Xnlkj = 1. 

 

Fig. 1. Scheduling modes of a two-order problem 
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On the other hand, the latter criterion is defined as  

max , = max ∑ ·∑ . (2) 

The terms SBr and PBr are defined as = , ∈ . (3) 

= ∑· max ( ) (4) 

The two terms above require an additional term OPTnl, which is defined as =  ∑ . (5) 

Finally, converting the balance index to a minimization function, the objective func-
tion can be obtained as follows: , = , + · 1 , . (6) 

2.2 Assumptions 

1) An operation cannot be interrupted once it has started.  
2) There is no material shortage, machine breakdown, and absence of operators. 
3) The assembly line is empty at time t = 0; there is no Work-in-Process (WIP). 
4) Operator efficiencies are constant. 

2.3 Constraints 

1) Allocation constraint: Operation Onl can only be assigned to workstations with 
the suitable machine type. Each operation must be processed at least once. 

2) Precedence constraint: An operation starts only if its preceding operation is 
complete. 

3 DE Algorithm for FAL Scheduling Problem 

In this problem, there are two objectives–to balance the FAL and to minimize the sum 
of E/T penalties. The first objective depends on the operation assignments to worksta-
tions. The second objective depends on the actual completion time of the orders, Fn. 
However, the value of Fn depends on the operation assignments. Hence, two levels of 
optimization are performed using DE. Level one DE (DEA1) optimizes the  
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assignment of operations Onl to workstations Mkj. Based on these assignments, level 
two DE (DEA2) optimizes the starting time Sn1 of each scheduling status. 

3.1 Representation 

Each parameter vector in DEA1 represents a set of operation assignments for the three 
scheduling statuses. Each vector consists of three sub-vectors. A sub-vector represents 
the operation assignment in one scheduling status. The number of parameters in each 
sub-vector is the number of workstations in the FAL. Each parameter represents a 
workstation; its value denotes the operation assigned to that workstation. Since there 
are two machine types in the FAL, each sub-vector can be further divided into two 
parts. Each part represents one machine type. Hence, there is a total of six parts in 
each parameter vector. 

For DEA2, each parameter vector represents the starting time of each scheduling 
status. If the value of t1 is known, the starting time of each scheduling status can be 
determined. Hence, t1 is the only parameter of the vector. 

Parameter vectors for scheduling problems are naturally represented as integer vec-
tors. However, this approach cannot be used directly in DE because the mutation op-
erator produces floating-point vectors. Hence, the sub-range encoding scheme [9] is 
applied to map the floating-point vectors to integer vectors. In this approach, six sub-
range arrays are required to represent the set of operations allowed in each part of the 
vector. Then, the floating-point vectors are mapped to their corresponding operation 
numbers depending on the sub-range index that they fall into. 

3.2 Algorithm 

• Step 1: Generate initial population for DEA1 and DEA2, and select values 
for the control parameters. 

• Step 2: Evaluate fitness of DEA2 parameter vectors and determine optimal 
scheduling mode. 

• The fitness of DEA2 parameters is determined using (1). The mode with the 
smallest sum of E/T penalties is the optimal scheduling mode. 

• Step 3: Evaluate fitness of DEA1 parameter vectors. 
Using the optimal scheduling mode, the fitness of parameter vector i in DEA1 is 
determined by converting (6) to a fitness function so that it can be compared with 
the results of GA: =  10, + 1 . (7) 

• Step 4: Repeat Steps 2 and 3 for all parameter vectors in DEA1. 
• Step 5: Apply the mutation, crossover and acceptance operators for both 

DEA1 and DEA2. 
For mutation, using the notation of Das, et al. [2], the DE/best/2/bin scheme is 
used. Furthermore, a time-varying mutation scale factor F is used [3]: 
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Table 2. Data sets for Experiment 1 (left side of /) and 2 (right side of /) 

Order Order 
size 

Due 
date 

Tardiness 
weight 

Earliness 
weight 

Operation Machine 
type 
required 

Standard 
time (s) 

1 2,000 15/28 5,000 100 1 T2/T1 308/308 
     2 T1/T1 310/310 
     3 T1/T1 150/330 
     4 T1/T1 160.350 
     5 T2/T2 280/240 
     6 T2/T2 320/160 
     7 T1/T1 270/300 
2 2,000 28/32 3,000 100 8 T2/T1 218/300 
     9 T2/T2 156/180 
     10 T1/T1 280/240 
     11 T2/T2 120/120 
     12 T1/T1 200/260 

Table 3. Operative efficiencies of operators in experiment 1 (row 1 of workstation n) and 2 
(row 2 of workstation n) 

Machine 
type 

Wst Operation no. of order 1 Operation no. of order 2 

  1 2 3 4 5 6 7 8 9 10 11 12 
T1 (E1,E2) 1 0 1 0.95 0.90 0 0 1 0 0 1 0 0.95 
  0.90 1 0.95 0.90 0 0 1 0.90 0 1 0 0.95 
 2 0 0.75 0.70 0.70 0 0 0.75 0 0 0.80 0 0.70 
  0.70 0.75 0.70 0.70 0 0 0.75 0.80 0 0.80 0 0.70 
 3 0 0.80 0.80 0.85 0 0 0.80 0 0 0.60 0 0.85 
  0.80 0.80 0.80 0.85 0 0 0.80 0.80 0 0.75 0 0.85 
 4 0 0.70 0.65 0.60 0 0 0.70 0 0 0.75 0 0.65 
  0.70 0.70 0.65 0.60 0 0 0.70 0.70 0 0.75 0 0.65 
 5 0 0.85 0.75 0.80 0 0 0.85 0 0 0.95 0 0.80 
  0.80 0.85 0.75 0.80 0 0 0.85 0.90 0 0.95 0 0.80 
 6 0 0.90 0.85 0.90 0 0 0.90 0 0 0.90 0 0.95 
  0.90 0.90 0.85 0.90 0 0 0.90 0.90 0 0.90 0 0.95 
 7 0 0.95 1 1 0 0 0.95 0 0 0.85 0 1 
  0.95 0.95 1 1 0 0 0.95 0 0 0.85 0 1 
T2 (E1) 8 0.90 0 0 0 0.95 0.95 0 0.90 0.95 0 0.95 0 
  0.80 0.75 0.75 0.75 0 0 0.80 0.85 0 0.75 0 0.80 
T2 (E2) 9 0.80 0 0 0 0.80 0.70 0 0.85 0.90 0 0.70 0 
  0 0 0 0 1 0.90 0 0 0.95 0 0.90 0 
 10 0.60 0 0 0 0.70 0.65 0 0.70 0.70 0 0.80 0 
  0 0 0 0 0.70 0.80 0 0 0.85 0 0.75 0 
 11 0.75 0 0 0 0.70 0.80 0 0.80 0.85 0 0.70 0 
 12 1 0 0 0 1 0.90 0 0.90 0.90 0 0.85 0 
 13 0.95 0 0 0 1 0.90 0 1 0.85 0 1 0 
 14 0.90 0 0 0 0.85 1 0 0.95 1 0 0.90 0 

Table 4. Obtained final values of control parameters 

N (DEA1) N (DEA2) GEN Fmin Fmax CR 

200 30 500 0.3 0.8 0.50 
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Table 5. Comparison of fitness between DE and GA 

Experiment Best Fitness  Average Fitness 
 DE GA  DE GA 
Experiment 1 Case 1 4.03 1.58  3.40 1.58 
Experiment 1 Case 2 4.17 2.68  3.54 2.68 
Experiment 2 Case 1 2.33 1.42  1.49 1.42 
Experiment 2 Case 2 3.38 3.73  1.87 3.73 
Experiment 2 Case 3 1.45 0.97  0.70 0.97 

5 Conclusion 

The DE algorithm can be used to solve a two-order FAL scheduling problem. Com-
paring between DE and GA in solving the same problem, experimental results show 
that DE produces a better solution compared to GA. 
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Abstract. Image entropy thresholding is one of the most widely used technique 
for multilevel thresholding. The endeavor of this paper is to focus on obtaining 
the optimal threshold points. Several meta-heuristics are being applied in 
literatures over the decade, for improving the accuracy and computational 
efficiency of Minimum Cross Entropy Thresholding (MCET) method.  In this 
paper, we have incorporated a Differential Evolution (DE) based approach 
towards image segmentation. Results are also compared with modern state-of-
art algorithms like Particle Swarm Optimization (PSO) and Genetic Algorithm 
(GA). Further Mean Structural Similarity Index Measurement (SSIM) and 
Universal Image Quality Index (UIQI) are also being used for performance 
evaluation. 

Keywords: Multilevel Image Segmentation, MCET, DE, MSSIM, UIQI. 

1 Introduction 

Image segmentation is the process to discriminate object from its background in pixel 
level and has become the most significant component of image analysis. Over the 
years segmentation is being applied as a basic step for several computer vision 
applications like feature extraction, identification, image registration etc. Image 
segmentation done via bi-level thresholding sub divides the image into two 
homogenous regions, based on texture, histogram, edge etc, it uses one threshold 
value, whereas, Image segmentation done via multilevel thresholding splits the image 
into different classes by selecting multiple threshold points [1]. 

Entropy based approaches for multilevel image segmentation are widely popular at 
present day, especially Shannon entropy, Renyi entropy [2], Tsallis entropy [3] and 
cross entropy [4] etc. Minimum Cross Entropy (MCE) [13] based thresholding has 
drawn considerable attention of researchers as a complex optimization problem. 
Recently several successful meta-heuristics like Genetic Algorithm (GA), Particle 
Swarm Optimization (PSO), Ant Colony Optimization (ACO), Stimulated Annealing 
(SA), and Bacteria Forging Optimization (BFO) are being applied to achieve the 
optimum threshold values [5], [6], [7]. 
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In this paper we have applied Differential Evolution (DE), proposed by Storn [8] 
for minimization of the Cross Entropy (CE) between the original image and its 
thresholded version. DE has found an effective paradigm for numerous complex 
optimization problems during last decade [9], [10], [11]. In addition to that, DE is 
superior to other algorithms in terms of convergence time. The computational time of 
the DE for solving image threshold is also being investigated in this article. 

The rest of the paper is organized as follows. Section 2 introduces the concept of 
MCET. Section 3 describes the details of method and formulation of the objective 
function.  A brief introduction of DE is given in the Section 4.In Section 5, the 
experimental results and comparative performances are presented. Finally the 
conclusion is made in Section 6. 

2 Minimum Cross Entropy Thresholding 

The cross entropy was developed by Kullback in [12]. Let = , , … . ,  
and  = , , … . ,  be two probability distributions on the same set. The 
cross entropy between F and G is defined by 

( , ) =                                                               (1) 

The thresholds are being selected by minimizing the MCET between the original 
image and resulted image. For better understanding of multilevel concept first bi-level 
thresholding is discussed.  Let I be the original image and ( ), = 1,2, . . . . ,  is the 
histogram of the corresponding image.  is indicating the number of gray levels. 
Then the resulted image It can be expressed as ( , ) = (1, )            ( , ) <( , + 1)    ( , )                                           (2) 

where  = selected threshold which divides the image into two regions (object and 
background) and ( , ) = ∑ ( ) ∑ ( )⁄  

The cross entropy then calculated by 

( ) = ( ) log (1, ) + ( ) log ( , + 1) ( )        (3) 

The MCET determines the optimal threshold  by minimizing the cross entropy,   = arg min  ( )                                                             (4) 

The computational complexity for determining  is O( ). However, it could be 
time-consuming under the multilevel thresholding scenario. For the n-threshold 
values, it requires O( ). 
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3 Recursive MCET 

The MCET objective function (4) can be rewritten as 

( ) = ( ) log( ) ( ) log( (1, )) ( ) log( ( , + 1)) (5) 

Since the first term is constant for a given image, the objective function can be 
redefined as 

( )  = ( ) log (1, ) ( ) log ( , + 1)  

 

 

= ( ) log ∑ ( )∑ ( ) ( ) log ∑ ( )∑ ( )  

 

 

= (1, ) log (1, )(1, ) ( , + 1) log ( , + 1)( , + 1)  (6) 

where  ( , ) = ∑ ( ) and    ( , ) = ∑ ( )  are the zero-moment and 
first-moment on partial range ofthe image histogram. 

The recursive programming technique can be easily applied to multilevel 
thresholding. Assume  is the number of selected thresholds denoted by  ,  ,  …  . For the convenience of the illustration two dummy threshold 0 , +1  and  <  < < <  , are being added. The objective function for 
multi-level thresholding becomes (  ,  , … … , ) = ( , ) log ( , )( , )  (7) 

It is found that the computational complexity of (7) is O( ), which is less than O( )ïïIn our approach, DE is used for minimizing δ(t). 
4 Differential Evolution (DE) 

DE, a population-based global optimization algorithm, was proposed by Storn in 
1995. The  individual (parameter vector) of the population at generation (time)  
is a -dimensional vector containing a set of optimization parameters:     

 ( ) = , ( ), , ( ), … … , , ( )  (8) 

In each generation to change the population members   ( ) (say), a donor vector  ( )is created. It is the method of creating this donor vector that distinguishes the 
various DE schemes. In one of the earliest variants of DE, now called DE/rand/1 
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scheme, to create  ( ) for each member, three other parameter vectors (say the 
1, , and -th vectors such that , ,  ∈  1, and   ) are chosen 

at random from the current population. The donor vector   ( ) is then obtained 
multiplying a scalar number F with the difference of any two of the three. The process 
for the  component of the  vector may be expressed as, 

 , ( ) = , ( ) + . , ( ) , ( )  (9) 

A ‘binomial’ crossover operation takes place to increase the potential diversity of the 
population. The binomial crossover is performed on each of the  variables 
whenever a randomly picked number between 0 and 1 is within the  value. In this 
case the number of parameters inherited from the mutant has a (nearly) binomial 
distribution. Thus for each target vector   ( ), a trial vector  ( )is created in the 
following fashion: 

, ( ) =  , ( )         (0,1) = ( ), ( )        (0,1) ( ) (10) 

for j = 1, 2, ….., D and (0,1) ∈ 0,1 is the  evaluation of a uniform random 
number generator.   ( ) ∈ 1, 2, … … , is a randomly chosen index to ensures 
that  ( ) gets at least one component from   ( ). Finally ‘selection’ is performed in 
order to determine which one between the target vector and trial vector will survive in 
the next generation i.e. at time  =   +  1. If the trial vector yields a better value of 
the fitness function, it replaces its target vector in the next generation; otherwise the 
parent is retained in the population: 

 ( + 1) =  ( ) ( ) ( )
 ( ) ( ) ( )  (11) 

where (. ) is the function to be minimized. 

5 Experimental Results 

DE based multilevel thresholding was performed in MATLAB in a workstation with 
Intel® Core™2 Duo 2.8 GHz processor. For experimental results four widely popular 
test images: Lena, Baboon, Boat and Cameraman are chosen (all of 256X256 
resolution). The original images are shown in Fig.1. Fig. 2 displays the multilevel 
thresholded test images. The results are computed for 2, 3 and 4 no of threshold 
values. 

The performance of DE based method is compared with other efficient global 
optimization techniques like GA and PSO. In case of DE, the following parametric setup 
is used for all the test images: = 0.9, = 0.5. Best possible parametric setup is also 
maintained for GA and PSO. Results are reported as the mean of the objective functions 
of 50 independent runs. Each run contains 500 generations. Table 1 shows the required 
computational time for each levels of “Lena”.  Results indicate that the computation 
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(a) (a') (a'') 

(b) (b') (b'') 

(c) (c') (c'') 

(d) (d') (d'') 

Fig. 2. Thresholded images obtained by MCET-DE method [(a), (b), (c), (d) 2-level 
thresholding, (a'), (b'), (c'), (d') 3-level thresholding, (a''), (b''), (c''), (d'') 4-level thresholding)] 

Table 2. Mean objective function value ( ) and standard deviation ( ) of “Lena” 

L 
DE PSO GA 

      
2 -4.012e+007 0.0 -4.008e+007 3.496e+004 -4.011e+007 3.617e+003 

3 -4.016e+007 0.0 -4.013e+007 3.816e+004 -4.016e+007 21.070e+000 
4 -4.017e+007 0.0 -4.013e+007 4.207e+004 -4.017e+007 1.515e+000 
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Table 3. Threshold values acquired by using DE, GA, PSO 

Image 
L 

Threshold values 
DE PSO GA 

Lena 2 84,142 83,142  83,141 
3 75,120,166 77,122,166 75, 120, 165 
4 73, 110, 142, 177 74, 111,137, 176 62,94, 130, 170 

Baboon 2 89,144 88,143 89,144 
3 71,111,153 71, 110,  152 70 , 110, 152 
4 59, 95, 128, 162 56, 96,126, 162 61, 96, 128,161 

Boat 2 69 ,132 69 ,132 64, 128 
3 58, 113, 163 57, 110, 160 59, 114, 162 
4 48, 88, 130, 166 48, 94, 134, 166 43, 82, 127, 166 

Cameraman 2 51,137 51,134 49, 137 
3 31, 84, 144 29,84,137 30, 83, 144 
4 31, 79, 131, 162 29, 69, 122, 158 29, 76, 125, 158 

Table 4. Correlation and PSNR of test images 

Image 
L 

Correlation PSNR(dB) 

DE PSO GA DE PSO GA 

Lena 2 0.9204 0.9200 0.9197 11.9622 11.9736 11.8788 
3 0.9480 0.9483 0.9478 15.5203 15.4761 15.4566 
4 0.9605 0.9612 0.9555 17.0688 16.8667 16.7030 

Baboon 2 0.9230 0.9223 0.9229 12.0785 12.0231 12.0785 
3 0.9429 0.9429 0.9424 13.7640 13.6677 13.6862 
4 0.9466 0.9463 0.9475 15.3353 15.3270 15.1896 

Boat 2 0.9124 0.9124 0.9107 9.7301 9.7301 9.4186 
3 0.9325 0.9275 0.9357 15.8764 15.4506 15.7879 
4 0.9434 0.9404 0.9399 17.0920 17.1636 17.0427 

Cameraman 2 0.9610 0.9605 0.9605 11.3301 11.1359 11.3207 
3 0.9657 0.9637 0.9657 11.9115 11.4522 11.9091 
4 0.9584 0.9572 0.9612 14.2777 13.5395 13.5476 

Table 5. MSSIM and UIQI of test images 

Image No. of 
Levels 

MSSIM UIQI 

DE PSO GA DE PSO GA 

Lena 2 0.5181 0.5201 0.5210 0.7550 0.7551 0.7520 
3 0.6144 0.6085 0.6122 0.8645 0.8642 0.8631 
4 0.6489 0.6487 0.6609 0.9032 0.9005 0.8911 

Baboon 2 0.5435 0.5429 0.5435 0.7294 0.7278 0.7294 
3 0.6436 0.6406 0.6423 0.7997 0.7971 0.7981 
4 0.7199 0.7194 0.7143 0.8450 0.8456 0.8407 

Boat 2 0.4660 0.4660 0.4754 0.6921 0.6921 0.6863 
3 0.5760 0.5590 0.5724 0.8590 0.8472 0.8563 
4 0.6396 0.6435 0.6453 0.8883 0.8843 0.8870 

Cameraman 2 0.5840 0.5802 0.5843 0.8186 0.8127 0.8178 
3 0.6138 0.6058 0.6139 0.8369 0.8230 0.8366 
4 0.6159 0.6403 0.6412 0.8863 0.8743 0.8734 
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6 Conclusion 

The objective of image thresholding for image segmentation is to obtain better 
segmentation effect within a short span of time. In this paper we have proposed a 
scheme based on differential evolution for multiple thresholding using MCET. This 
technique was applied to various real images and the results demonstrated the 
efficiency and feasibility. The results are encouraging for further research on complex 
image segmentation and recognition problems. New variations of DE also can be 
explored in future to achieve improved performance. 
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Abstract. In this paper, differential evolution (DE) optimization algorithm is 
applied to design robust power system stabilizer (PSS). The design problem of 
the proposed controller is formulated as an optimization problem and DE is 
employed to search for optimal controller parameters. By minimizing the time-
domain based objective function, in which the deviation in the oscillatory rotor 
speed of the generator is involved; stability performance of the system is 
improved. The non-linear simulation results are presented under wide range of 
operating conditions; disturbances at different locations as well as for various 
fault clearing sequences to show the effectiveness and robustness of the 
proposed controller and their ability to provide efficient damping of low 
frequency oscillations.  

Keywords: Differential evolution, power system stabilizer, low frequency 
oscillations, power system stability. 

1   Introduction 

Low frequency oscillations are observed when large power systems are 
interconnected by relatively weak tie lines. These oscillations may sustain and grow 
to cause system separation if no adequate damping is available [1]. Power system 
stabilizers (PSS) are now routinely used in the industry to damp out oscillations. An 
appropriate selection of PSS parameters results in satisfactory performance during 
system disturbances [2]. The problem of PSS parameter tuning is a complex exercise. 
A number of conventional techniques have been reported in the literature pertaining 
to design problems of conventional power system stabilizers namely: the eigenvalue 
assignment, mathematical programming, gradient procedure for optimization and also 
the modern control theory [3]. Unfortunately, the conventional techniques are time 
consuming as they are iterative and require heavy computation burden and slow 
convergence. In addition, the search process is susceptible to be trapped in local 
minima and the solution obtained may not be optimal [4-7].   

Differential Evolution (DE) is a branch of evolutionary algorithms developed by 
Rainer Stron and Kenneth Price in 1995 [8] is an improved version of GA for faster 
optimization. DE is a population based direct search algorithm for global optimization 
capable of handling nondifferentiable, nonlinear and multi-modal objective functions, 
with few, easily chosen, control parameters. The major advantages of DE are its 
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simple structure, ease of implementation and robustness. DE differs from other 
Evolutionary Algorithms (EA) in the mutation and recombination phases. DE uses 
weighted differences between solution vectors to change the population whereas in 
other stochastic techniques such as Genetic Algorithm (GA) and Expert Systems 
(ES), perturbation occurs in accordance with a random quantity. DE employs a greedy 
selection process with inherent elitist features. Also it has a minimum number of EA 
control parameters, which can be tuned effectively [9-10]. It has been reported in the 
literature that DE is far more efficient and robust compared to PSO and the EA [11]. 
In view of these advantages, a DE-based approach for design of power system 
stabilizer is proposed in this paper. 

2   System Under Study 

The SMIB power system with SSSC controller, as shown in Fig. 1, is considered in 
this study. The system comprises a generator connected to an infinite bus through a 
step-up transformer and a SSSC followed by a double circuit transmission line. In the 
figure T represents the transformer; VT and VB are the generator terminal and infinite 
bus voltage respectively; I is the line current and PL is the real power flow in the 
transmission lines. The generator is equipped with hydraulic turbine & governor 
(HTG), excitation system and a power system stabilizer.  

Generator Infinite-bus

Tr. Line

T

 Bus1
 Bus2

I

PL

PL1
 

Fig. 1. Single-machine infinite-bus power system 

3   The Proposed Approach 

3.1   Structure of the Power System Stabilizer  

The structure of PSS, to modulate the excitation voltage is shown in Fig. 2. The 
structure consists of a sensor, a gain block with gain KP, a signal washout block and 
two-stage phase compensation blocks as shown in Fig. 2. The input signal of the 
proposed controller is the speed deviation (∆ω), and the output is the stabilizing signal 
VS which is added to the reference excitation system voltage. The signal washout 
block serves as a high-pass filter, with the time constant TW, high enough to allow 
signals associated with oscillations in input signal to pass unchanged. From the 
viewpoint of the washout function, the value of TW is not critical and may be in the 
range of 1 to 20 seconds [1]. The phase compensation block (time constants T1, T2 and 
T3, T4) provides the appropriate phase lead characteristics to compensate for the phase 
lag between input and the output signals. 
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Fig. 2. Structure of power system stabilizer 

3.2   Problem Formulation  

\In case of lead-lag structured PSS, the sensor and the washout time constants are 
usually specified. In the present study, a sensor time constant TSN = 15 ms and 
washout time constant TW =10s are used. The controller gain KP and the time 
constants T1, T2, T3 and T4 are to be determined.  

In the present study, an integral time absolute error of the speed deviations is taken 
as the objective function expressed as follows: 

   ⋅Δ=
=

=

simtt

t
dttJ

0
.]||[ ω     (1) 

In the above equations, Δω denotes the rotor speed deviation for a set of controller 
parameters (note that here the controller parameters represent the parameters to be 
optimized; KP, T1, T2, T3 and T4; the parameters of the PSS), and tsim is the time range 
of the simulation. For objective function calculation, the time-domain simulation of 
the power system model is carried out for the simulation period. It is aimed to 
minimize this objective function in order to improve the system response in terms of 
the settling time and overshoots.  

4   Overview of Differential Evolution Optimization Algorithm 

Differential Evolution (DE) algorithm is a stochastic, population-based optimization 
algorithm introduced by Storn and Price in 1996 [8]. DE works with two populations; 
old generation and new generation of the same population. The size of the population 
is adjusted by the parameter NP. The population consists of real valued vectors with 
dimension D that equals the number of design parameters/control variables. The 
population is randomly initialized within the initial parameter bounds. The 
optimization process is conducted by means of three main operations: mutation, 
crossover and selection. In each generation, individuals of the current population 
become target vectors. For each target vector, the mutation operation produces a 
mutant vector, by adding the weighted difference between two randomly chosen 
vectors to a third vector. The crossover operation generates a new vector, called trial 
vector, by mixing the parameters of the mutant vector with those of the target vector. 
If the trial vector obtains a better fitness value than the target vector, then the trial 
vector replaces the target vector in the next generation. The evolutionary operators are 
described below [3, 5]; 
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4.1   Inilization   

Chromosome For each parameter j with lower bound L
jX  and upper bound U

jX , 

initial parameter values are usually randomly selected uniformly in the interval 

[ L
jX , U

jX ]. 

4.2   Mutation  

For a given parameter vector GiX , , three vectors ( GrX ,1 GrX ,2 GrX ,3 ) are randomly 

selected such that the indices i, r1, r2 and r3 are distinct. A donor vector 1, +GiV
 is 

created by adding the weighted difference between the two vectors to the third vector 
as: 

  ).( ,3,2,11, GrGrGrGi XXFXV −+=+    (2) 

Where F is a constant from (0, 2). 

4.3   Crossover 

The Three parents are selected for crossover and the child is a perturbation of one of 
them. The trial vector 1, +GiU  is developed from the elements of the target vector 

( GiX , ) and the elements of the donor vector ( GiX , ). Elements of the donor vector 

enters the trial vector with probability CR as: 
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With ijrand , ~ U (0,1), Irand is a random integer from (1,2,….D) where D is the 

solution’s dimension i.e number of control variables. Irand ensures that  

GiGi XV ,1, ≠+ .
 

4.4   Selection 

An The target vector GiX , is compared with the trial vector 1, +GiV  and the one with 

the better fitness value is admitted to the next generation. The selection operation in 
DE can be represented by the following equation: 
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where ],1[ PNi ∈ . 
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5   Results and Discussions 

The SimPowerSystems (SPS) toolbox is used for all simulations and SSSC-based 
damping controller design [12]. SPS is a MATLAB-based modern design tool that 
allows scientists and engineers to rapidly and easily build models to simulate power 
systems using Simulink environment. In order to optimally tune the parameters of the 
PSS, as well as to assess its performance, the model of example power system shown 
in Fig. 1 is developed using SPS blockset.  

5.1    Application of DE 

For the purpose of optimization of Eq. (4), DE is employed. Implementation of DE 
requires the determination of six fundamental issues: DE step size function, crossover 
probability, the number of population, initialization, termination and evaluation 
function. Generally DE step size (F) varies in the interval (0, 2). A good initial guess 
to F is in the interval (0.5, 1). Crossover probability (CR) constants are generally 
chosen from the interval (0.5, 1). If the parameter is co-related, then high value of CR 
work better, the reverse is true for no correlation [8]. In the present study, a 
population size of NP=20, generation number G=200, step size F=0.8 and crossover 
probability of CR =0.8 have been used [3, 5]. Optimization is terminated by the 
prespecified number of generations for DE. Simulations were conducted on a Pentium 
4, 3 GHz, 504 MB RAM computer, in the MATLAB 7.0.1 environment. The solver 
options used in the paper are, Variable step type, ode23s (stiff/Mod. Rosenbroc) 
solver, with a maximum time step of one cycle of the fundamental frequency. The 
optimization processes is run 20 times and the best values of PSS parameters obtained 
by the DE algorithm among the 20 runs is given below: 

KP=20.4573, T1=0.2000, T2=0.1500, T3=0.2000, T4=0.0280 

5.2    Simulation Results 

The controllers are designed at nominal operating conditions for the system subjected 
to one particular severe disturbance (3-phase fault). To show the robustness of the 
proposed design approach, different operating conditions and contingencies are 
considered for the system with and without controller. In all cases, the optimized 
parameters obtained for the nominal operating condition given above are used as the 
controller parameters. Also, the simulation results are compared with a conventional 
power system stabilizer [1]. Three different operating conditions (nominal, light and 
heavy) are considered and simulation studies are carried out under different fault 
disturbances and fault clearing sequences. The response without controller is shown 
with dotted lines with legend ‘NC’; the response with conventional power system 
stabilizer is shown with dashed line with legend ‘CPSS’ and the response with 
proposed DE optimized PSS is shown with solid lines with legend ‘DEPSS’. 

A 3-cycle 3-phase fault is applied at the middle of one transmission line at the 
nominal operating conditions (Pe = 0.75 pu, δ0 = 45.370). The fault is cleared after 3-
cycles and the original system is restored. The system response for the above 
contingency is shown in Figs. 3-5. It is also clear from Figs. that, the proposed DE 
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Fig. 3. Speed deviation response of for 3-cycle 3-phase fault at middle of transmission line with 
nominal loading condition 

0 1 2 3 4 5 6

35

40

45

50

55

Time, sec

δ,
 d

eg

 

 

NC CPSS DEPSS

 

Fig. 4. Power angle response of for 3-cycle 3-phase fault at middle of transmission line with 
nominal loading condition 

optimized PSS outperform the conventional PSS from dynamic performance point of 
view. The power system oscillations are quickly damped out with the application of 
proposed PSS. 

To test the robustness of the controller to operating condition and fault clearing 
sequence, the generator loading is changed to light loading condition (Pe = 0.5 pu, δ0 = 
22.90), and a 3-cycle, 3-phase fault is applied at Bus2. The fault is cleared by opening 
both the lines. The lines are reclosed after 3-cycles and original system is restored. 
The system response is shown in Fig. 6 which shows the robustness of proposed PSS 
to operating conditions and fault clearing sequence. 
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Fig. 5. Tie-line power flow response of for 3-cycle 3-phase fault at middle of transmission line 
with nominal loading condition 
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Fig. 6. Speed deviation response of for 3-cycle 3-phase fault at bus-2 cleared by both line 
outage with light loading condition 

The effectiveness and robustness of proposed PSS is also verified under heavy 
loading condition (Pe = 1.0 pu, δ0 = 60.70). A 3-cycle 3-phase fault is applied near the 
end of one of the transmission line near infinite bus at t=1.0 s. The fault is cleared by 
opening the faulty line and the line is reclosed after 3-cycles. The system response is 
shown in Fig. 7. It can be clearly seen from Figs. 13-15 that, for the given operating 
condition and contingency, the system is unstable without control. Stability of the 
system is maintained and power system oscillations are effectively damped out with 
the application of conventional PSS. The proposed PSS provides the best performance 
and outperform the conventional PSS by minimizing the transient errors and quickly 
stabilizes the system. 
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Fig. 7. Speed deviation response of for 3-cycle 3-phase fault near infinite bus at end of one 
transmission line cleared by one line outage with light heavy condition 

6   Conclusion 

In this paper, power system stability enhancement by power system stabilizer is 
presented. For the proposed controller design problem, a non-liner simulation-based 
objective function to increase the system damping was developed. Then, differential 
evolution optimization algorithm is implemented to search for the optimal controller 
parameters. The effectiveness of the proposed controller, for power system stability 
improvement, is demonstrated by a weakly connected example power system 
subjected to different severe disturbances. The dynamic performance of proposed PSS 
has also been compared with a conventionally designed PSS to show its superiority. 
The non-linear simulation results presented under wide range of operating conditions; 
disturbances at different locations as well as for various fault clearing sequences, 
show the effectiveness and robustness of the proposed DE optimized PSS controller 
and their ability to provide efficient damping of low frequency oscillations..  
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Abstract. This paper presents a new adaptive differential evolution technique 
based on logistic map for optimal distribution placement and sizing. The para-
meters of differential evolution that need to be selected by the user are the key 
factors for successful operation DE. Choosing suitable values of parameters are 
difficult for DE, which is usually a problem-dependent task. Unfortunately, 
there is no fix rule for selection of parameters.  The trial-and-error method 
adopted generally for tuning the parameters in DE requires multiple optimiza-
tion runs. Even this method can not guarantee optimal results every time and 
sometimes it may lead to premature convergence. The proposed method com-
bines differential evolution with chaos theory for self adaptation of DE parame-
ters. The performance of the proposed method is demonstrated on a sample test 
system.  It is seen that the proposed method can avoid premature convergence 
and provides better convergence characteristics.  The results obtained by the 
proposed methods are compared with other methods. The results show that the 
proposed technique is capable of producing comparable results. 

Keywords: Capacitor placement, Loss reduction, Voltage profile, distribution 
systems, chaos theory. 

1   Introduction 

Capacitor placement plays a very important role in distribution system planning and 
operation. Capacitors have been very commonly used in distribution systems to pro-
vide reactive power compensation. They are used to reduce power losses, to improve 
power factor and to maintain voltage profile with acceptable limits. The objective in 
capacitor placement problem is to minimize system losses while satisfying various 
operating constraints under a certain load pattern. 

Significant research activity on optimal capacitor placement can be traced back to 
the 1950’s when the famous “two-thirds” rule was developed.  According to this rule,   
a capacitor rated 2/3 of the total peak reactive demands needs to be installed at a dis-
tance of 2/3 along the total feeder length away from the substation for an optimal loss 
reduction. This rule is still being used as a recommended rule of thumb by many  

                                                           
* Corresponding author. 
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utilities [1]. Lee el al [2] objectively criticized the rule and it was shown that it can be 
misleading in terms of results accuracy. Grainger et al, [3] presented some better me-
thods to solve the problem using shunt as well fixed and switched capacitor assuming 
non-uniform load profile. The optimal capacitor placement problem is a complex 
combinatorial optimization problem and several optimization techniques and algo-
rithm have been applied over the years to solve it. These methods include dynamic 
programming [4], heuristic numerical algorithm [5], genetic algorithm [6] fuzzy-
reasoning method [7], particle swarm optimization technique [8].  Recently, a new 
method based on plant growth algorithm was proposed by Wang et al [9].   

Differential Evolution (DE) is one of the most recent population-based stochastic 
evolutionary optimization techniques. Storn and Price first proposed DE in 1995 [10] 
as a heuristic method for minimizing nonlinear and non-differentiable continuous 
space functions. Several This paper proposes an adaptive differential evolution (DE) 
technique using chaos theory to solve the problem of distribution capacitor planning. 
The feasibility of the proposed method is verified on a sample test system. The results 
have been compared with other evolutionary methods and it is found that it can pro-
duce comparable results.  

2   Problem Formulation 

The objective of capacitor placement problem is to minimize the total annual cost of 
the system while satisfying some operating constraints under a certain load pattern.  
The mathematical model of optimal capacitor placement problem can expressed as 
follows: 

( )minmin COSTF =                           (1) 

where COST includes cost of power loss and capacitor placement.  
The voltage magnitude at each bus must be maintained within its limits and is ex-

pressed as 
 

maxmin VVV i ≤≤
                             

(2) 

Where iV  is the voltage magnitude of  i th bus i, minV and maxV are the minimum and 

maximum  bus voltage limits  respectively. 

 

Fig. 1. Single -line diagram of a main feeder 
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A set of simplified feeder-line flow formulation is assumed for simplicity. Consi-
dering the one-line diagram shown depicted in Fig.1, the following set of equations 
may be used for power flow calculation [Sundharajan and Pahwa 1994]. 
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where iP  and iQ  are the real and reactive powers flowing out of  i th bus respective-

ly. LiP , LiQ are the real and reactive load powers at the i th bus respectively. The re-

sistance and reactance of the line section between buses i and i+1 are denoted by 

1, +iiR  and 1, +iiX   respectively. The power loss of the line section connecting buses i 

and i + 1 can be calculated as 
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The total power loss of the feeder LossTP ,  may then be determined by summing up the 

losses of all line sections of the feeder. The loss is given by  
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The principle of placing compensating capacitor along distribution feeders is to lower 
the total power loss and transport the bus voltages within their specified limits while 
minimizing the total cost. Considering the practical capacitors, there exists a finite 

number of standard sizes which are integer multiples of the smallest size cQ0 . Besides, 

the cost per kVAr varies from one size to another. In general, capacitors of larger size 
have lower unit prices. The available capacitor size is usually limited to 

0
max c
c LQQ =                      (8) 

where L is an integer. Therefore, for each installation location, there are L capacitor 

sizes { }ccc LQQQ 000 ,...,2,  available. Let { }c
L

cc KKK ,...,, 21  be their corresponding equivalent 

annual cost per kVAr. Therefore, the total annual cost function due to capacitor 
placement and power loss may be found as  
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where PK  is the equivalent annual cost per unit of power loss in $/ (kW – year) and, i 

= 1, 2, . . . , n are the indices of buses selected for compensation. The bus reactive 
compensation power is limited to 

1
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(10) 

3   Overview of Differential Evolution   

DE or Differential Evolution belongs to the class of evolutionary algorithms [10] that 
include Evolution Strategies (ES) and conventional genetic algorithms (GA).   
       DE offers several strategies for optimization [11]. The version used here is the 
DE/rand/1/bin, which is described by the following steps.   

3.1   Initialization 

The optimization process in DE is carried with four basic operations: initialization, 
mutation, crossover and selection. The algorithm starts by creating a population vec-
tor P of size NP composed of individuals that evolve over G generations. Each indi-
vidual Xi is a vector that contains as many elements as the problem decision variable. 
The population size NP is an algorithm control parameter selected by the user. Thus,  
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The initial population is chosen randomly in order to cover the entire searching region 
uniformly. A uniform probability distribution for all random variables is assumed in 
the following as 

( )minmaxmin)0(
, jjjjij XXXX −+= σ

                       
(13) 

where  PNi ...........,.........1=  and  Dj ...........,.........1= ;  

Here D is the number of decision or control variables, min
jX  and max

jX  are the 

lower and upper limits of the j the decision variables and [ ]1,0∈jσ  is a uniformly 

distributed random number generated anew for each value of j.  )0(
, ijX  is the j th para-

meter of the  i th individual of the initial population. 

3.2    Mutation Operation     

Several strategies of mutation have been introduced in the literature of DE.  The essen-
tial ingredient in the mutation operation is the vector difference. The mutation operator 
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creates mutant vectors ( )iV  by perturbing a randomly selected vector ( )kX  with the 

difference of two other randomly selected vectors ( )ml XandX  according to:  
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where kX , lX  and mX  are randomly chosen vectors [ ]PN...,..........,.........1∈  and 

.imlk ≠≠≠ The mutation factor Mf  that lies within [0, 2] is a user chosen parameter 

used to control the perturbation size in the mutation operator and to avoid search 
stagnation. 

3.3   Crossover Operation 

In order to extend further diversity in the searching process, crossover operation is 
performed. The crossover operation generates trial vectors ( )iU  by mixing the pa-

rameter of the mutant vectors with the target vectors. For each mutant vector, an in-
dex [ ]PNq ........,.........1∈  is chosen randomly using a uniform distribution and trial 

vectors are generated according to: 
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where PNi .........,,.........1=  and Dj ........,,.........1= ;  jη  is a uniformly distributed ran-

dom number within  [0, 1] generated anew for each value of j. The crossover factor 
[ ]1,0∈RC  is a user chosen parameter that controls the diversity of the population. 
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ijU  are the j th parameter of the i th target vector, mutant vector 

and trial vector at generation G respectively.  

3.4   Selection Operation 

Selection is the operation through which better offspring are generated. The evalua-
tion (fitness) function of an offspring is compared to that of its parent. Thus, if f de-
notes the cost (fitness) function under optimization (minimization), then 

( ) ( )






 ≤
=+

otherwiseX

XfUfifU

X
G

i

G
i

G
i

G
i

G
i

,

,

)(

)()()(

)1(

                                     

(16) 

The optimization process is repeated for several generations. The iterative process of 
mutation, crossover and selection on the population will continue until a user-
specified stopping criterion, normally, the maximum number of generations allowed, 
is met.   
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4   Hybrid Differential Evolution Using Chaos Theory 

Optimization algorithms based on chaos theory are stochastic search methodologies 
and are different from the existing evolutionary algorithms. Evolutionary algorithms 
use the concepts of bio-inspired genetics and natural evolution. On the other hand, 
optimization techniques using chaos theory based on ergodicity, stochastic properties, 
and irregularity [12]. Chaotic sequences display an unpredictable long-term behavior 
due to their sensitiveness to initial conditions. This feature can be utilized to track the 
chaotic variable as it travels ergodically over the searching space. Crossover ratio and 
mutation factors are the two important user defined parameters and successful opera-
tion of differential evolution is heavily dependent on these two parameters. This paper 
utilizes chaotic sequence for automatic adjustment of DE parameters. This helps to 
escape from local minima and improves global convergence. 

One of the simplest dynamic systems evidencing chaotic behavior is the   iterator 
called the logistic map [13] and can be described by the following equation.    

( ) ( ) ( )[ ]111 −−⋅−⋅= tytyty μ                         (17) 

Where t is the sample and µ is control parameter, 40 ≤≤ μ .  

The behavior of the system described by (17) is greatly changed with the variation 
of µ .  The value of µ  determines whether y stabilizes at a constant size, oscillates be-
tween a limited sequence of sizes, or behaves chaotically in an unpredictable pattern.  
Equation (17) is deterministic displaying chaotic dynamics when 

4=μ and ( ) { }1,75.0,5.0,25.0,00 ∉y . In this case, y(t) is distributed in the range of (0,1) 

provided the initial . ( ) ( )1,00 ∈y . 

The values of the parameters mutation factor (fM) and cross over ratio (CR) can be 
modified using (16) as follows: 

( ) ( ) ( )[ ]111 −−⋅−⋅= GfGfGf mmm μ                              (18) 

( ) ( ) ( )[ ]111 −−⋅−⋅= GCGCGC RRR μ                  (19) 

where G is the current iteration number. 

5   Structure of Solutions 

In this section, an algorithm based on a novel hybrid DE for optimal solution of capa-
citor placement problem is described. For any population based algorithm like PSO, 
the representation of individuals and their elements is very important. For the present 
problem, it is the candidate bus where the capacitor is to be placed. The algorithm 

starts with the initialization process. Let [ ])0()0()0(
2

)0(
1

)0( ,,,,
PNk XXXXP =  

be the initial population of pN  number of particles.   For a system of n number of 

candidate buses, position of k th individual is of n-dimension and can be represented 
by  
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The element ( )0c
kjQ  represents a randomly selected capacitance from the available size 

satisfying the constraints given by (8).   

6   Simulation Results 

The proposed algorithm was implemented using in house Matlab code on 3.0 MHz, 
2.0 GB RAM PC. To demonstrate the effectiveness and feasibility of the proposed 
algorithm, it was applied on a sample test system. A population size of 30 and maxi-
mum iteration number of 300 was chosen after 50 trial runs for optimal solutions. 

The test system [7] under consideration consists of a 23 kV, 9 section feeder. Feed-
er impedance data, three phase load, available capacitor size with their corresponding 
annual cost and other data are taken from [7] and not shown here due to page limita-
tion. The equivalent unit cost per unit of power loss considered for the present prob-
lem is $168/(kW-year). The limits on bus voltages are as follows: 

 
          Vmin = 0.90 p.u. 
          Vmax = 1.10 p.u. 

   

It is considered that all the buses were available for compensation. The annual costs, 
system power loss both before and after compensation, capacitor addition at the de-
sired location are shown in Table 1. 

It is seen from Table 1 that voltage profile for all the buses are within the system 
limits. The annual cost is $114,757 while the system power loss is 0.6731 MW in 
comparison with uncompensated cases where the annual cost is $131,675 and power 
loss is 0.7837 MW.  The convergence characteristic for cost is shown in Fig.2. 

Table 1. Results including Voltage profile, Annual cost, Capacitor and Power Loss  

Bus No. Uncompensated 
Voltage (p.u) 

Placed (Qc) 
(kVar) 

Compensated 
Voltage (p.u) 

0 1 0 1.0000 
1 0.9929 0 1.0000 
2 0.9874 4050 1.0050 
3 0.9634 1200 0.9934 
4 0.9619 1650 0.9832 
5 0.9480 0 0.9614 
6 0.9072 1200 0.9554 
7 0.8890 0 0.9406 
8 0.8587 450 0.9177 
9 0.8375 450 0.9011 
Total cap. size  (Mvar)  9.00 
Total Loss (MW) 0.7837 0.6731 
Annual cost in ($/year) 131,675 114,757 
CPU time (sec) 80.23 
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    .  

Fig. 2. Convergence Characteristics for Cost      

The result is also compared with other methods like fuzzy reasoning [7], DE, GA, 
ACSA [14] and is shown in Table 2. It is seen from the Table 6, that the proposed 
method can avoid premature convergence successfully and produce better results. 

Table 2. Comparison of results with different methods 

 Fuzzy 
Reasoning 

DE GA ACSA Proposed 
Method 

Total Loss 
(MW) 

0.7048 0.6763 0.6766 0.6753 0.6734 

Annual cost 
in ($/year) 

119,420 115,471 115,572 115,395 114,757 

7   Conclusions 

Capacitor placement is one of the important issues in modern day power system oper-
ation.  The basic objective is to reduce power losses as well as to improve voltage 
profile. In this paper, an algorithm based on a novel hybrid differential evolution 
technique has been successfully applied for solving optimal capacitor placement prob-
lem to avoid premature convergence. To evaluate the performance of the proposed 
algorithm, it has been applied on a sample test system. The results obtained by the 
proposed method have been compared with other population based algorithms like 
fuzzy reasoning, DE, GA, ACSA. The results show that the proposed algorithm is 
indeed capable of obtaining good quality solution efficiently in case of capacitor 
placement problems.    
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Abstract. An Improved Multiobjective Generalized Differential Evolution ( I- 
GDE3) approach is proposed in this paper. For maintaining good diversity, 
the concepts of Simulated Binary Crossover (SBX) based recombination and 
Dynamic Crowding Distance (DCD) are implemented in GDE3 algorithm. 
The proposed approach is a p p l i e d  to different sets of classical test problems 
suggested in the MOEA literature to validate the performance of the I-GDE3. 
Later, t h e  proposed approach i s  i mp lemen ted  t o  Reac t ive  P o w e r  
P l a n n i n g  (RPP) problem. The objective functions are minimization of 
combined operating and VAR allocation cost and bus voltage profile 
improvement. The performance of the proposed approach is tested in 
standard IEEE 30-bus test systems. The performance of I-GDE3 is 
compared with respect to multi- objective performance measures namely 
gamma, spread, minimum spacing and Inverted Generational Distance 
(IGD). The results show the effectiveness of I-GDE3 and confirm its 
potential to solve the multi-objective problems.  

1   Introduction 

Multi-objective optimization problems, unlike a single objective optimization 
problem, do not necessarily have an optimal solution that minimizes all the 
multiobjective functions simultaneously. Often, different objectives may conflict each 
other and the optimal parameters of some objectives usually do not lead to optimality 
of other objectives (sometimes make them worse). 

Evolutionary Algorithms (EAs) can find multiple optimal solutions in single 
simulation run due to their population approach. The main advantage of evolutionary 
algorithms (EAs) in solving multi-objective optimization problems is their ability to 
find multiple Pareto-optimal solutions in one single run. Recently, a number of 
multiobjective evolutionary algorithms (MOEAs) have been suggested by [5, 25, 26,  
28]. Most of these algorithms were developed taking into consideration of two 
common goals, namely fast convergence to the Pareto-optimal front and good 
distribution of solutions along the front. Each algorithm employs a unique 
combination of specific techniques to achieve these goals. MOEA/D [26] decomposes 
a multiobjective problem into a number of scalar optimization subproblems and 
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optimizes them simultaneously. PAES proposed by [13], uses a histogram-like 
density measure over a hyper-grid division of the objective space. Deb [5] proposed 
NSGA-II approach which incorporates elitist and crowding approaches. 

The differential evolution (DE) algorithm has been found to be successful in single 
objective optimization problems [21]. Recently there are several attempts to extend 
the DE to solve multi-objective problems. One approach is presented to optimize train 
movement by tuning fuzzy membership functions [4]. A Pareto-frontier Differential 
Evolution algorithm (PDE) to solve multi-objective problem by incorporating Pareto 
dominance is proposed by [1]. This PDE is also extended [2] with self-adaptive 
crossover and mutation. An extended DE approach for solving multi-objective 
optimization problems by incorporating a non-dominated sorting and ranking 
selection scheme of NSGA-II is presented in [17]. In the literature, the third evolution 
step of Generalized Differential Evolution (GDE3) has been reported in [14] as an 
extension of DE for constrained multi-objective optimization. In GDE3, reproduction 
part of the algorithm is similar to DE [21] and selection and diversity are similar to 
NSGA-II [5]. Another version of MODE algorithm is found and is applied to 
industrial styrene reactor [7]. As an extension of this MODE, the concept of elitism is 
incorporated with the MODE algorithm [6] and it is named as Elitist MODE 
(EMODE) which is applied to Purified Terephthalic Acid (PTA) Oxidation Process. 
A hybrid version of MODE (H-MODE) which consists of MODE with sequential 
simplex based local search technique is employed successfully for optimizing the 
Adiabatic Styrene Reactor and Polyethylene Terephthalate (PET) reactor [8,9]. Wang 
et al. proposes a self-adaptive differential evolution algorithm which incorporates the 
concept of Pareto dominance to solve multi-objective optimization problem [23]. 

Recently, the NSGA-II algorithm is used in various power system problems such 
as economic dispatch [12] and Generation Expansion Planning [11]. Some successful 
application of EAs to optimal Reactive Power Planning (RPP) has been reported in 
the literature [15, 3, 27], where minimizing voltage differences have been considered 
as a multi-objective in addition to cost minimization. The objective of this paper is to 
solve the multi-objective RPP problem using an Improved Multiobjective Generalized 
Differential Evolution (I-GDE3) algorithm. This algorithm replaces the crowding 
distance operator [15] in the original GDE3 algorithm by means of a diversity 
maintenance strategy which is based on Dynamic Crowding Distance (DCD) 
proposed by [17]. To validate the performance of the algorithm, performance metrics 
such as gamma, delta, minimum spacing and inverted generational distance are used. 

2   Multi-objective Differential Evolution 

Storn and Price proposed an evolutionary algorithm called Differential Evolution 
(DE) to solve real-parameter optimization problems [21]. DE uses a simple mutation 
operator based on differences between pairs of solutions (called vectors) with the aim 
of finding a search direction based on the distribution of solutions in the current 
population. DE also utilizes a steady-state-like replacement mechanism, where the 
newly generated offspring (called trial vector) competes only against its 
corresponding parent (old object vector) and replaces it if the offspring has a higher 
fitness value. 
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In order to apply the DE strategy for solving multi-objective optimization 
problems, the original scheme has to be modified since the solution set of a problem 
with multiple objectives does not consist of a single solution (as in global 
optimization). Instead, in multi-objective optimization, the intention is to find a set of 
different solutions (the so-called Pareto optimal set). Two design aspects should be 
considered for DE algorithm for extending to multi-objective optimization. The first 
is to promote diversity among the individuals in the population which can be achieved 
by means of crowding distance measure and the second is to select the individuals in 
the population through non-dominated sorting approach proposed by Deb [5]. In the 
subsequent sections, proposed MODE algorithm is discussed. 

2.1   Implementation of I-GDE3 Algorithm 

There are different types of MODE algorithm available in the literature. They differ 
mainly on the type of selection mechanism, mutation strategy and diversity 
maintenance. In the selection mechanism, MODE can be further classified based on 
Pareto dominance [1,2,4] and Pareto ranking concepts [6, 7, 8, 9, 14, 17]. 

In mutation strategy, MODE vary on the type of the criterion to select one of the 
individuals to be used in the mutation operator (called donor vector), the number of 
differences computed also in the mutation operator and, finally, in the recombination 
operator chosen. Several types of mutation strategies were used in MODE namely 
DE/current to rand/1/bin [1, 2, 17], DE/rand/1/bin [6, 7, 8, 9, 14] and DE/best/1/bin 
[24]. In diversity maintenance, two major approaches were used. One is based on 
fitness sharing [4] and the other is based on crowding distance [9, 14]. 

This paper proposes Simulated Binary Crossover (SBX) as a recombination 
operator [5] in the MODE algorithm [19]. Besides typical parameters used in EAs 
(number of individuals and number of iterations), two parameters adopted in I-GDE3 
are: crossover index (ηc) and step size (F). Theηc controls the influence of the parents 
in the generation of the offspring. Higher value of “ηc” means higher probability for 
creating solutions nearer to the parents and a smaller value of “ηc” allows creating 
solutions away from the parents. “F” scales the influence of the set of pairs of 
solutions selected to calculate the mutation value. 

It is of great importance for Pareto front with good convergence and diversity 
characteristics with respect to true Pareto front. A good diversity can give decision-
makers more reasonable and efficient selections. The diversity maintenance strategy 
(DMS) is often realized in the process of population maintenance, which uses a 
truncation operator to wipe off individuals when the number of non-dominated 
solutions exceeds population size. In this paper, a DMS which is based on dynamic 
crowding distance (DCD) is used [16]. 

2.2   I-GDE3 Algorithm 

The following steps can be adopted for the implementation of proposed MODE 
algorithm. 

Step1: Identify the control variables for the problem  
Step2: Select the parameters like population size, maximum number of iterations, 

crossover index (ηc) and mutation parameter (F). 



80 S. Ramesh, S. Kannan, and S. Baskar 

Step3: Generate initial parent population (P) 
Step4: Evaluate objective functions for initial population 
Step5: Set the generation count 
Step6: a. Perform mutation in the parents to generate mutated parents (Qm)  

 b. Perform recombination using SBX crossover (of P size), for the entire 
mutated parents created from step 6a (QC). 

Step7: Perform non-dominated sorting. (i.e., sorting the population according to 
each objective function value in ascending order of magnitude) for the combined 

parent and offspring population ( CQP∪ ). 

Step8: Calculate DCD for the combined population based on the algorithm 
discussed in [16]. 

Step9: Increment the iteration count and repeat the steps from 6 to 9 until the count 
reaches the maximum number of iterations. 

3   Simulation Results 

The I-GDE3 algorithm was implemented using MATLAB version 7.4, on an IBM PC 
with Pentium dual core processor having 1.86GHz clock speed and 1 GB of RAM. 

3.1   Standard Test Problems 

Different sets of classical test problems suggested in the MOEA literature are used to 
validate the performance of the I-GDE3. The results are sensitive to algorithm 
parameters. Hence, it is required to perform repeated simulations to find suitable 
values for the parameters. Optimal parameter combinations for different methods are 
experimentally determined by conducting series of experiments with different 
parameter settings before conducting actual runs to obtain the results. The crossover 
index (ηc) is selected between 1 and 10, in steps of 1 and for each ηc performance is 
analyzed. It is found that ηc = 3, produces the best results. During simulation, ‘F’ is 
varied in the range 0.1 to 1 in steps of 0.1. It is identified with a step length of 1 is 
more suitable for better convergence characteristics. 

Table 1. Mean and Variance Values of the Convergence (γ) and Divergence (Δ) Metrics for 
constrained optimization problems & KUR problem 

Problem Algorithms 
Convergence Divergence 

Mean Variance Mean Variance 

OSY 
NSGA II 1.5615 0.2232 0.7482 0.0882 
I-GDE3 1.1782 0.1249 0.7709 0.0752 

SRN 
NSGA II 0.2397 0.0346 0.3906 0.0452 
I-GDE3 0.0588 0.0076 0.1502 0.0162 

TNK 
NSGA II 0.0023 3.59E-4 0.8481 0.1005 
I-GDE3 0.00145 2.21E-4 0.3640 0.0421 

KUR 
NSGA II 0.028964 0.000018 0.4115 0.000992 
I-GDE3 0.0021233 0.00018741 0.4936 0.00513 
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The performance of the proposed I-GDE3 algorithm is tested in a benchmark test 
unconstrained (KUR) optimization and constrained optimization problems such as 
OSY, SRN and TNK [5]. The performance of I-GDE3 is compared with respect to the 
multi-objective performance measures (namely convergence and divergence metrics) 
and it is reported in Table 1. The results show the effectiveness of I-GDE3 and 
confirm its potential to solve the multi-objective RPP problem. All results have been 
averaged over 30 independent runs. A result with boldface indicates better value 
obtained. From the Table 1, it is observed that the performance of I-GDE3 is better 
than NSGA-II in the standard benchmark test problems. 

3.2   Implementation of I-GDE3 to RPP Problem 

This paper considers a short-term RPP, where the investment is to be performed only 
once. The first objective function comprises two terms [10, 15]. The first term 
represents the total cost of energy loss and the second term represents the cost of 
VAR source installations which has two components, namely, fixed installation cost 
and cost of the VAR source. The second objective is to minimize the deviations in 
voltage magnitudes at load bus [3, 27]. In the control variables, the generator bus 
voltages i.e. Automatic Voltage Regulator operating values are taken as continuous 
variable, whereas the transformer tap settings and shunt susceptance values are taken 
as discrete values.  

The IEEE 30-bus test system is considered as a test system the detailed data are 
given in [22]. The system has 6 generators, 4 transformers and 9 shunt compensators; 
therefore, the numbers of variables to be optimized are 19. The bus numbers 1, 2, 5, 8, 
11, and 13 are generator bus. The lower and upper limits for voltage magnitude of 
these buses are 0.95 p.u. and 1.1 p.u., and for the remaining bus lower and upper 
limits for voltage magnitude of bus are 0.95 p.u. and 1.05 p.u. respectively. The 
transformer tapping are varied between 0.9 and 1.1 p.u. with the step size of 0.0001 
and the shunt capacitors have the rating between 0 and 5 MVAR with each capacitor 
with the step size of 1 MVAR. 

The RPP problem is treated as true multi-objective optimization problem where 
combined operating and investment costs and voltage deviations are optimized 
simultaneously with the I-GDE3 algorithm. 

The NSGA-II and I-GDE3 algorithm are applied to solve the RPP problem and the 
best pareto-front obtained among 15 simulation runs is represented in fig. 1. In some 
problems, the true pareto-front may not be available. For that case, the determination 
of reference pareto-front is needed. In this paper, Covariance Matrix Adapted 
Evolution Strategy (CMA-ES) technique [18] with conventional weighted sum 
approach is used as reference pareto-front since for a RPP problem there is no true 
pareto-front reported in the literature. So the performance metrics have been 
calculated for NSGA-II, MNSGA-II [20] and I-GDE3 (by comparing with the 
reference pareto-front generated by CMA-ES).The statistical results of performance 
metrics such as mean and standard deviation (σ) in 15 simulation runs are represented 
in Table 2 and the bold numbers indicate the best mean values. From Table 2, it is 
observed that except for minimum spacing, the performance of I-GDE3 is better than 
NSGA-II and MNSGA-II with respect to the mean values of metrics. 
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Table 2. Statistical Comparison of Performance Metrics IEEE 30-bus 

Performance Measures NSGA-II I-GDE3 MNSGA-II 

Gamma (γ) Mean 0.1146 0.1118 0.1118 
σ 0.0854 0.0765 0.1071 

Spread (Δ) 
Mean 0.0675 0.0621 0.0629 
σ 0.0711 0.0638 0.0668 

Minimum 
Spacing (Sm) 

Mean 0.0376 0.0412 0.0542 

σ 0.0590 0.0503 0.0503 

IGD 
Mean 0.2311 0.2281 0.2291 
σ 0.0362 0.0473 0.0563 
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Fig. 1. Comparison of Pareto-Optimal Set for IEEE 30-bus 

4    Conclusion 

In this paper, Improved Generalized Differential Evolution (I-GDE3) is applied to 
standard multi-objective test problem and reactive power planning problem (RPP). In 
RPP, conflicting objectives such as combined operating and VAR allocation cost 
minimization and bus voltage profile improvement are considered. The IEEE 30-bus 
system is considered as a test system. By using conventional weighted sum method 
with Covariance Matrix Adapted Evolution Strategy (CMA-ES), a reference pareto-
front is generated. The statistical multi-objective performance measures such as 
gamma, spread, minimum spacing and Inverted Generational Distance are considered 
for validating the improved performance of I-GDE3. From the simulation results, it 
was observed that I-GDE3 performs better in most of the performance measures when 
compared to NSGA-II for both standard test problem and RPP problem. The 
simulation result clearly shows that I-GDE3 algorithm is certainly more suitable for 
solving multi-objective RPP problems. 
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Abstract. This paper presents an enhanced differential evolution technique to 
solve the optimal coordination of directional overcurrent relays in a power 
system. The most vital task when installing directional relays on the system is 
selecting suitable current and time settings such that their fundamental protective 
functions are met under the requirements of sensitivity, selectivity, reliability and 
speed. Coordination of directional over current relays can be formulated as a 
linear or non-linear problem taking into account the discrete value for the time 
dial settings and the pickup current settings. The results are compared with 
different algorithms on a test system and are presented in this paper. 

Keywords: Directional overcurrent relays (DOCRs), Enhanced Discrete 
Differential Evolution Algorithm (EDDEA), Relay coordination, Pickup current 
settings (Ip), Time dial settings (TDS). 

1   Introduction 

The basic role of a transmission protection system is to sense faults on lines or at a 
substation and to rapidly isolate these faults by opening all incoming current paths. It 
should be very selective in disconnecting the network from service to avoid 
unnecessary removal of network and also it should reliable. This need has made the 
protection of system to come up with two types of protection i.e. primary protection 
and back up protection. The primary relays are designed for speed and minimum 
disruption of network while back up relay operates more slowly than the primary and 
affects larger network [1]. The problem of coordination involves computation of time 
dial setting (TDS) and pick up current (Ip) setting or plug setting. Various techniques 
have been approached to solve the coordination problem since the manual 
computation is very tedious and time consuming task. Many researchers report on 
computing the optimal coordination of directional overcurrent relays by using linear 
programming techniques such simplex method [2]-[4], dual simplex methods [5]. A 
detail report has been performed by Birla et al in solving coordination problem by 
three techniques namely curve-fitting technique, graph theoretical technique and 
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optimization technique [6]. In [7] random search technique to achieve proper 
coordination with acceptable speed of the primary protection. Stochastic search 
technique like GA and PSO started applying by many researchers to solve the 
coordination problem. So and Li proposed GA [8] algorithm to compute the optimal 
setting of DOCR. A modified PSO [9] was proposed by Zeineldin et al with less 
computation time to determine global optimum value of settings. Differential 
evolution (DE) is an efficient and powerful population-based stochastic search 
technique for solving optimization problems over continuous space, which has been 
widely applied in many scientific and engineering fields [10]. Bashir et al 
implemented a new hybrid PSO [11] to compute optimal coordination of DOCR 
considering TMS as continuous parameter and PS as discrete parameter. 

This paper is organized as follows: In Section 2, mathematical model formulation 
for solving the coordination problem is discussed. Section 3 describes about the 
enhanced differential evolutionary algorithm which have been applied to solve the 
problem.  In Section 4, the proposed method is carried in 8 bus test system and the 
results are discussed. Finally, conclusions are summarized in Section 5. 

2   Problem Formulation 

Identifying the relay requirements precisely and unambiguously and also the relay 
coordination criteria to be adopted are the most important and primary task to be 
undertaken by the protection engineers to ensure the high efficiency of system 
protection. Relay characteristics and coordination criteria are summarized below. 

2.1   Relay Characteristics 

The operating time of the overcurrent relay is a non-linear function of pickup current 
setting (Ip) and time dial setting (TDS). The pickup current is the minimum current 
value above which the relay trips. The time dial setting determines the operation time 
of the relay for each current value given by the typical time characteristic T Vs M. 
Where, M (multiple of the pickup current) is the ratio of the relay fault current to the 
pickup current setting, i.e. M=If/Ip. The relay characteristics function can be 
represented by equation (1) and is given by equation (2). 

Ti=fi(TDSi,Ipi,Ifi)                                                     (1) 
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Where, TDSi is the time dial setting of relay Ri, Ipi is the pickup current setting of 
relay Ri and Ifi is the current flowing in the relay Ri for a particular fault located in 
zone k.  

2.2    Relay Setting 

The calculation of the two settings, TDS (discrete) and IP (discrete) is the most 
important part of the overcurrent relay coordination. IP also correspond to the plug-
setting of the relay. Each relay pickup current has lower and upper limit values. The 
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lower limit is the larger of the minimum tap available or a factor times the maximum 
load current flowing through the relay. The upper limit is the smaller of the fault 
current. Similarly TDS has also lower and upper limit values based on the relay 
current-time characteristic. The constraints can be formulated as 

maxmin pipipi III <<
                                                 (3) 

 

maxmin iii TDSTDSTDS <<
                                          (4) 

2.3   Coordination Criteria 

\To ensure relay coordination, the operating time of the backup relay should exceed 
that of its corresponding primary relay for all the faults by a coordination time 
interval (CTI). The typical value of CTI is 0.2 sec. CTI constraint is illustrated. 

CTITT primarybackup ≥−
                                                  (5)  

Where, Tbackup is the operating time of backup relay and Tprimary is the operating time 
of the primary relay. After considering all these criteria, overcurrent relays 
coordination problem can be formulated as minimization of 
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Where N is the number of relays operating and Tpri is the operating time of the 
primary relay for near-end fault.  

3   Enhanced Differential Evolution 

Evolutionary Algorithms (EAs), inspired by the natural evolution of species, have 
been successfully applied to solve numerous optimization problems in diverse fields. 
The differential evolution (DE) algorithm, proposed by Storn and Price [12], is a 
simple yet powerful population-based stochastic search technique, which is an 
efficient and effective global optimizer in the continuous search domain. DE has been 
successfully applied in diverse fields such as power systems [13], mechanical 
engineering [13], communication [13] and pattern recognition [13]. In DE, there exist 
three crucial control parameters, i.e., population size, scaling factor, and crossover 
rate, may significantly influence the optimization performance of the DE. 

DE algorithm aims at evolving a population of NP D–dimensional parameter 
vectors, so-called individuals, which encode the candidate solutions towards the 
global optimum. The parameters of the ith vector for the generation g are given by 
equation (7). 
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g = 1,2, ... , G and i = 1,2, ... , N, where G is the maximum number of generations, N 
is the population size and D is the dimension of the problem.  The initial population 
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should better cover the entire search space as much as possible by uniformly 
randomizing individuals within the search space constrained by the prescribed 
minimum and maximum parameter bounds.  
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(9)

The jth parameter of the ith vector at the first generation is initialized randomly using 
the equation     

( )minmax
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),( jjjijji xxrandxx −×+=

  (10)

Where rand(i,j) represents a uniformly distributed random variable within the range 
(0,1). 

3.1   Mutation Operation 

After initialization, DE employs the mutation operation to produce a mutant vector V 
with respect to each individual X, so-called target vector, in the current population. 
For each target vector X at the generation g, its associated mutant vector is can be 
express as, 
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It can be generated via certain mutation strategy. For example, the five most 
frequently used mutation strategies implemented in the DE are listed as follows: 
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2) “DE/best/1”: 
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3) “DE/rand-to-best/1”: 
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4) “DE/best/2”: 
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5) “DE/rand/2”: 
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The indices α, β, γ, ζ, η are mutually exclusive integers randomly generated within the 
range [1, N], which are also different from the index i. These indices are randomly 
generated once for each mutant vector for a particular generation g. The scaling factor 
F, F1 and F2 are positive control parameters for scaling the difference vector. X(best) is 
the best individual vector with the best fitness value in the population at generation g. 

3.2   Crossover Operation 

After the mutation phase in the generation g, crossover operation defined by equation 
(18) is used to generate each trial vector represented in equation (17). 
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The crossover rate Cr is a user-specified constant within the range (0, 1), which 
controls the fraction of parameter values copied from the mutant vector. jrand is a 
randomly chosen integer in the range [1, D]. The binomial crossover operator copies 
the jth parameter of the mutant vector V(i) to the corresponding element in the trial 
vector U(i) if rand(i,j) ≤ Cr or j=jrand . Otherwise, it is copied from the corresponding 
target vector X(i). This ensures that the trial vector will differ from its corresponding 
target vector by at least one parameter. 

3.3   Selection Operation 

After the objective function values of all trial vectors are evaluated, a selection 
operation is performed. The objective function value of each trial vector f(U(i)) is 
compared to that of its corresponding target vector f(X(i)) in the current population. If 
the trial vector has less or equal objective function value than the corresponding target 
vector, the trial vector will replace the target vector and enter the population of the 
next generation. Otherwise, the target vector will remain in the population for the next 
generation. The selection operation can be expressed as follows: 
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3.4   Enhanced Discrete DE 

The differential evolution used in this paper requires operation on discrete values 
since the decision variables to be optimized (TDS and Ip) are discrete by nature. The 
input dimensions of the objective function to be optimized (summation of the 
operating time of all the relays), possess piecewise existential domains. So, before 
evaluation of the each potential solution vector in DE, the vectors generated are 
quantized to two digit precision when expressed in engineering notation. 
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The DE algorithm is enhanced by making the scaling factors F, F1 and F2 time 
varying and stochastic using the equations (20)-(22).  

gg FF φλ ⋅+= *

           
(20)

gg FF 11
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11 φλ ⋅+=     
(21)

gg FF 22
*

22 φλ ⋅+=  
(22)

Where Fg values are the time varying enhanced scaling factors F* values are the 
constant offsets which act as the mean around which the scaling factors oscillate. The 
φ  values represent random values which follow normal distribution function with 
zero as mean. The λ values are the multipliers which amplify the random values. 
Since the Fg values act as multipliers of differential vectors, it is often possible for the 
DE to get stuck at a local optimum. As the domains of the decision variables are 
discontinuous, it is difficult for the conventional algorithm to perturb the potential 
solutions so that the decision variables can have values which exist in their feasible 
domain.  The time varying scaling factors ensure that the mutation operation causes 
necessary variation in the decision variables so that they can jump to other feasible 
points. This makes the DE enhanced for such a discrete problem. 

4   Simulation Results 

4.1   System Data 

The proposed method for solving the coordination problem was tested on 8 bus test 
system which is shown in Fig.1. The TDS are assumed to vary from 0.1 to 1.1 and the 
available pickup current setting is [0.5, 0.6, 0.8, 1, 1.5, and 2.5]. The coordination 
time interval (CTI) is taken as 0.2.  

 

Fig. 1. 8 bus test system 
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The three phase faults are applied at the near-end of each phase relay. The CT 
ratios for the pickup current setting for 3 bus system are given Table 1. The primary 
and back up pairs and also the fault currents are given in Table 2. 

Table 1. CT ratio for 8 bus system 

Relay    
No.  

CT Ratio Relay  
No.  

CT Ratio Relay  
No.  

CT Ratio 

1 1200/5 6 1200/5 11 1200/5 
2 1200/5 7   800/5 12 1200/5 
3   800/5 8 1200/5 13 1200/5 
4 1200/5 9   800/5 14   800/5 
5 1200/5 10 1200/5   

Table 2. Primary and Backup pair information for 8 bus systems 

Relay 
No. 

Primary 
Fault 

current (If), 
Amps 

Relay   
No. 

Backup 
Fault 

current (If), 
Amps 

Relay 
No. 

Primary 
Fault 

current (If), 
Amps 

Relay 
No. 

Backup 
Fault 

current (If), 
Amps 

13 1.400 1 5.000 10 2.600 11 4.300 
3 0.176 2 4.900 6 0.485 12 4.800 
4 2.700 3 4.300 5 1.600 13 4.900 

12 1.700 4 4.300 1 2.600 14 5.300 
11 0.831 5 4.800 14 0.666 2 4.900 
8 0.202 6 4.900 14 1.800 6 4.900 

11 0.202 7 5.300 12 0.485 7 5.300 
2 0.666 8 5.000 7 0.086 8 5.000 
1 0.745 9 4.900 7 1.800 12 4.800 
9 1.700 10 4.300 2 0.086 14 5.300 

4.2   Implementation of Enhanced Discrete Differential Evolution 

DE applied to the relay coordination problem formulation and was coded in 
MATLAB with total number of variables 28 and population size of 20 particles. The 
maximum number of generation count used is 1000. The enhanced discrete DE 

performs best with the last strategy in DE. The scaling factor 
*

1F  and 
*

2F  are taken to 
be as 0.5 and 0.3. Both λ1 and λ2 were taken as 0.8. The normal distribution function 

(represented by 
g

1φ  and
g
2φ ) generates positive and negative values in continuous 

domain with mean as zero. The crossover rate used is 0.8. The optimal time dial 
setting and pick up current setting of each overcurrent relay for the test systems are 
calculated. The optimal values are shown in Table 3. 

The results obtained by using Enhanced Discrete DE are compared with other 
algorithms and found that the Enhanced DE algorithm gave better performance than 
other algorithms. Performance of various comparable algorithms in terms of optimal 
operating time is given in table 4.  
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Table 3. Optimal setting of relays for 8 bus test system 

Relay No. TSM Ip Relay No. TSM Ip 
1 0.1 0.5 8 0.1 0.5 
2 0.1 0.5 9 0.1 1.5 
3 0.1 0.5 10 0.1 0.5 
4 0.1 0.5 11 0.1 0.5 
5 0.1 0.8 12 0.1 0.5 
6 0.1 0.5 13 0.1 0.5 
7 0.1 0.5 14 0.1 0.5 

Objective  function value (J) 2.6245 
 

Table 4. Comparisons of optimal setting of relays with various algorithms 

Algorithm Objective function values  (J) 
Genetic Algorithm (GA) 2.7620 s 

Particle Swarm Optimization (PSO) 3.6272 s 

Enhanced  Discrete Differential Evolution (EDDA) 2.6245 s 

5   Conclusion 

The details of the proposed algorithm and program implementation for directional 
overcurrent relay coordination have been discussed in this paper. The problem has 
been formulated as non-linear problem taking into account both the parameter i.e., 
TDS and Ip as discrete. Computer results for the 8 bus test system have been reported 
and compared with different algorithms. The obtained results show that the proposed 
algorithm (EDDEA) gave better optimal operating time of relay without 
miscoordination when compared to other algorithms. 
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Abstract. Dynamic thinning is a process by which the total number of active 
elements in an antenna array is reduced under real time conditions without 
causing major degradation in system’s performances. This paper suggests a 
technique by which a thinned antenna array is designed by simple differential 
evolution(DE) algorithm overcoming the difficulties of large and rugged 
solution space and slow rate of convergence in case of large 2-D arrays. 
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1   Introduction 

Thinning refers to strategic elimination of a subset of active elements within an 
antenna array, keeping the deviation of the resulting radiation pattern within limits. 
All the results present in this paper are based on study of Array factor of a set of 
isotropic radiators placed at a uniform spacing of half wavelength. 

The array factor of a linear array of M identical antenna elements is given by,     
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where iR  is the complex excitation coefficient of the i th element located at idx =  
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where iR  and id ),...,1( MQi ≤=  are the complex excitations and locations for 

Q antenna elements respectively, for all values of θ . 
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2   Objective Function 

Construction of a good objective function is an important issue in any antenna array 
design problem.  

In this paper the following objective function was used for the thinned antenna 
array synthesis:                      
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where ( )n  is the number of evolution generations, )2,1( =iiω  is the weighing factor 

for the different terms to the objective function. )()(
max νnSLL is the calculated 

maximum SLL and oθ and Mθ are desired and calculated main beam directions 

respectively. In equation (3),U  is a step function used for restriction of )()(
max νnSLL  

for prescribed 0SLL  such that 1=U  for )()(
max νnSLL > 0SLL  and 0=U  for 

≤)()(
max νnSLL 0SLL .This objective function is found to be ideal for using with 

simple differential evolution (DE) algorithm. 

3   Overview of Differential Evolution  

Differential evolution algorithm, proposed by Storn and Price [1] in 1995, is a 
simple but effective population-based stochastic search technique for solving global 
optimization problems. The algorithm is named differential evolution (DE) owing to a 
special kind of differential operator, which they invoked to create new off-spring from 
parent chromosomes instead of classical crossover or mutation. 

Let nS ℜ⊂  be the D dimensional search space of the problem under 
construction. The D.E. evolves a population of NP, D-dimensional individual vectors, 

GiX ,


= ( ) NPiSDiii xxx ,2,1,,,, ,2,1,  =∈  from one generation to another.  The 

primary features of D.E can be stated as follows [1, 2]: 

3.1   Initialization 

The 1st step of D.E. Algorithm is the initialization of the population. The  
population should ideally cover the entire search space between the prescribed upper 

and lower bounds maxX


and minX


where },......,,{ max,max,2max,1max DxxxX =


 

and },.......,{ min,min,2min,1min DxxxX =


. The jth component of the ith individual is 

initialized as follows: 

+= min,, jji xx )1,0(j
irand )( min,max, jj xx − ; j∈ [1,D]                  (4)

Here )1,0(j
irand  is a uniformly distributed random number within [0, 1]. 
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3.2   Mutation  

For every target vector, GiX ,


, in any generation G, a mutant vector GiV ,


is 

generated. The most common mutation policies generally used in DE are: 
 

1. DE/rand/1/bin: ).( ,3,1,1, GrGrGrGi XXFXV


−+=                                                (5) 

2. DE/best/1/bin: )( ,2,1,, GrGrGbestGi XXFXV


−⋅+=                                               (6)  

3. DE/target-to-best/1/bin: )().( ,2,1.1,,,, GrGrGiGbestGiGi XXFXXFXV


−+−+=       (7) 
 

where r1, r2, and r3 are random and mutually exclusive integers generated in the 
range [1, NP], which should also be different from the trial vector’s current index i. F 
and F1 are weight factors in [0, 2] for scaling differential vectors and GbestX ,


is the 

individual vector with best fitness value in the population at generation G. 

3.3   Crossover 

This operation involves binary crossover between the target vector GiX ,


and the 

mutant vector GiV ,


produced in the previous step which produces the trial vector 

GiU ,


= ( )GniGiGi uuu ,,,2,,1, ,,,  . The crossover operation is done as follows. 







=
=≤

otherwise

j CR or j),if rand(

i,j,G

randi,j,G

x

v
u

10
Gj,i,                                (8)  

where CR is a user-specified crossover constant in the range [0, 1) and jrand is a 

randomly chosen integer in the range [1, NP] to ensure that the trial vector GiU ,


will 

differ from its corresponding target vector GiX ,


 by at least one parameter. 

3.4   Selection 

If the values of some parameters of a newly generated trial vector exceed the 
corresponding upper and lower bounds, we randomly and uniformly reinitialize it 

within the search range. The fitness value of each trial vector f ( GiU ,


) is compared to 

that of its corresponding target vector f ( GiX ,


) in the current population and the 

population for the G+1 generation is formed as follows: (for a minimization 
problem) 



 ≤

=+
otherwiseX

XfUffU
X

Gi

GiGiGi
Gi

i

,

,,,
1,

)()(





          (9)  
where f (.) is the objective function. 



 Dynamic Thinning of Antenna Array Using Differential Evolution Algorithm 97 

 

 

 
 

 
 
 

  Gen=1 
 
 
 
 
 
 
 
 

 
 
 
               
 

                                                                                                                           No 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The Flowchart describes the Differential Evolution Operation 
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4   Application of Differential Evolution to Dynamic Array 
Thinning 

It can be shown that the Differential Evolution (DE) algorithm is successful in 
designing a thinned array which can be accomplished by strategically removing a 
subset of active elements in the array to achieve the objective function. Now, this type 
of problem can be represented in a binary format by representing the active elements 
as value of ‘1’ and inactive elements are represented by value of ‘0’. So the problem 
reduces to finding the appropriate pattern of ‘1’s and ‘0’s in order to satisfy the 
constraints. 

The first step of applying DE to the above is to initialize a set of random binary 
strings as the initial population where a ‘1’ represents an active element and a ‘0’ 
represents an inactive element in a particular string. Then the basic steps of DE 
involving mutation, recombination and selection is done iteratively on the population 
until end criteria is met. The Side Lobe Level (SLL) so obtained is compared with 
that of Simple Genetic Algorithm (SGA).It is seen from fig.2 that for a 100 element 
uniformly excited antenna array compared to the -20.5dB peak SLL of thinned 
antenna array by SGA the peak SLL by DE algorithm is -23dB.In both the cases a 
total of 20 array elements are found to be inactive. 

 

Fig. 2. Radiation pattern  of  a  uniformly  excited  array  after thinning  using DE; Due 
to symmetry  only half the pattern is shown 

4.1   Dynamic Array Thinning 

Dynamic array thinning is a process by which thinning pattern is varied on a real time 
basis to adapt to varying conditions. Although it is seen that performance of DE 
algorithm is better than SGA in solving thinned antenna arrays it still suffers the 
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problem of computational complexity and finding an ‘acceptable solution’ for the real 
world scenario. 

1. Computational Complexity: The evaluation of objective function usually involves 
long procedures. Also, for linear 2-D antenna arrays as the number of antenna 
elements increases the solution space within which a required solution can be found 
also increases. As a result exploring such a large solution space would not only 
require time but there is a chance of premature convergence. 
2. Concept of Acceptable Solution: Generally an optimization problem would strive 
at getting at globally optimized solution within the set constraints. However, in a real-
time scenario as in the case of dynamic thinning, a solution which gives a near-
optimum value would be more useful input than the absolute minimum value. So, 
dynamic thinning should look for acceptable solution rather than the absolute 
minimum value. 

The computational complexity and the problem of acceptable solution can be taken 
care of by the zoning technique [3] which is described below: 

4.2   Zoning Technique  

Zoning is the process by which the antenna array is partitioned into a number of 

convenient zones ZN  so that the solution space can be explored usefully. It is 

assumed that each zones consists of a minimum of two elements and ZN =1 

represents an undivided antenna array. 
It is evident that the number of inactive elements in the central portion of the linear 

array is generally less than the other portions of the array. Such an assumption helps 
in better exploitation of the solution space. Thus, Zoning can help in enhancing 
convergence rate, since the proportion of the exploring space to total solution space 
reduces drastically in case of large arrays. 

5   Parameter Values Used for the Experiment 

The parameters for the Differential Evolution algorithm in this particular experiment 
performed are: 

1. Weight Factor: F and F1 are both taken as  
 

F= F1= F_weight + rand (0, 1)*F_weight; F_weight =0.5                             (10) 
 

2. Crossover Constant: The value of the Crossover constant (CR) is taken as 0.7  
3. Mutation Scheme of DE: The mutation scheme in the DE part of the algorithm 

applied to the superior sub-population is the “DE/target-to-best/1/bin” scheme 
that follows the mutation according to equation (7) 
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6   Experimental Results 

The simulation was carried on symmetrical arrays with isotropic radiators placed at a 
uniform spacing of half wavelength. Study was mainly carried out to see the effect of 
the number of zones on the speed of convergence. The Zoning details of 200 element 
linear antenna array are shown in table1. 

The objective function was chosen to achieve -24dB SLL outside the sector of 

01.0± radians. Maximum number of iterations taken is =itN 1000 and the 

termination criterion is to achieve either the SLL or the maximum number of 
iterations whichever was earlier. The average of 50 runs of the said algorithm is 
shown below. 

The convergence behavior of DE was compared with SGA [3] after observing 

(i)Number of runs in which objective function was achieved within itN . 

(ii)Number of iterations required to achieve the desired SLL averaging over 50 runs. 
(iii)SLL actually obtained while termination criteria is satisfied averaging over 50 
runs. 

Figure 3 shows the convergence trend of normalized SLL for the four zoning 
approaches used. For each curve, at every iteration, an average value of normalized 
SLL over 50 runs is calculated. 

Table 1. Comparative Study of the SLL for DE and SGA algorithms 

 Algorithm  
used 

1=zN  2=zN  3=zN  4=zN  

Zoning details 
(Number of 

elements in half 
array) 

 Zone1:100 Zone 1: 40 
Zone 2: 60 

Zone 1: 40 
Zone 2: 30 
Zone 3: 30 

Zone 1: 40 
Zone 2: 20 
Zone 3: 20 
Zone 4: 20 

Number of runs in 
which desired SLL 

was achieved 

within itN  

DE 1 80 20 3 

SGA 1 90 40  3 

Number of 
iterations to 

achieve desired 
SLL averaged over 

50 runs 

DE 457 346 358 330 

SGA 496 337 382 448 

SLL (dB) obtained 
while termination, 
averaged over 50 

runs 

DE -21.36 -23.15 -22.42 -23.68 

SGA -20.35 -22.13 -22.03 -21.84 
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Fig. 3. Convergence curves for study of the number of zeroes 

From the figure it is evident that best convergence is achieved for Nz=4. 

7   Conclusion 

Dynamic array thinning is a very important concept for real time thinning of antenna 
arrays in varying conditions. Simple differential evolution (DE) algorithm provides an 
easy and effective way to achieve this. However, for large 2-D arrays Zoning 
technique is employed for computational complexity and to solve the problem of 
‘acceptable solution’. The simulation results thus found were much better than simple 
genetic algorithm (SGA). 
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Abstract. The design of antenna arrays aims at minimizing side-lobe levels far 
as practicable. So a major concern of designer is to optimize the side lobes to 
increase directivity, gain, and efficiency. Invasive Weed Optimization (IWO) is 
a recently developed, ecologically inspired metaheuristic algorithm that has 
already found some major applications in electromagnetic research. In this 
article the synthesis of array antenna pattern by digital phase shifters is 
accomplished with a modified version of the IWO algorithm called QIWO 
(Quantized Invasive Weed Optimization. The proposed algorithm searches for 
optimal solution of the fitness function, which contains the SLL value and the 
interference suppression keeping the main beam unchanged. The results 
obtained from this algorithm are better than that of QPSO (Quantized Particle 
Swarm Optimization) and BPSO (Binary Particle Swarm Optimization). In this 
paper the array factor is expressed mathematically by a linear transform, which 
is similar to Discrete Cosine Transform (DCT). This proposed algorithm is also 
found to be efficient in computing for large arrays. 

1   Introduction 

In an array of identical elements, there are five controls that can be used to shape the 
overall pattern of the antenna array. These are (1) the geometrical configuration of 
overall array (linear, circular, rectangular, spherical etc.) (2) relative displacement 
between the elements, (3) excitation amplitude of individual elements (4) excitation 
phase of individual elements and (5) the relative pattern of individual elements. The 
theory related to this topic can be found in [1]-[3]. Among these the main factor of 
concern here is the excitation phase of individual array elements as these networks 
can minimize excitation errors and preserve coherence. In recent times, use of digital 
phase shifters has become very popular for beam scanning and interference 
suppression. Usually, the optimized phase solutions are calculated assuming the phase 
shifters to be variables that are continuous not discrete.. Thus, the actual calculated 
phases must be rounded to the nearest quantized value of digital phase shifters for 
simplification and also this is transferred into digital domain. Recently Mehrabian and 
Lucas proposed the Invasive Weed Optimization (IWO) [4], a metaheuristic 
algorithm, mimicking the ecological behavior of colonizing weeds.  Here we use a 
modified version of IWO. For the particular problem we restrict the solution space 
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into finite discrete phase values. So the proposed Quantized IWO (QIWO) will search 
for an optimal solution within the available quantized values for digital phase shifters. 
Here the Side Lobe Levels (SLLs) are optimized for designing the antenna array [5] 
and the objective function includes a weighted sum of the mean beam width value, the 
sum of the nulls’ depths at the interference signals directions, and the SLL value. To 
allow high speed solution of the objective or fitness functions, the array factor is 
expressed linearly, based on the Discrete Cosine Transform with pre-computed DCT 
matrix The proposed method provides significant performance improvement over 
Quantized Particle Swarm Optimization (QPSO) [6] and Binary Particle Swarm 
optimization (BPSO) [7, 8]. 

2   Digital Phase Antenna Array 

Figure 1 shows a uniformly excited Centro-symmetric linear array of 2N isotropic 
equi-distant elements with inter element spacing d. Each element of the array is 
followed by a digital phase shifterϕ . Thus the array factor with main beam steering 

is expressed as, 

( ) ( ) ( ) ( )

( ) ( ) ( )
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where ( )a n is equal to 
nje ϕ

, k is the wave number,θ  is the scanning angle, and 

sθ is the main beam angle. 

The first term corresponds to the array factor of the left hand half of the array, and 
the second term corresponds to the array factor of the right hand half of the array. By 
letting m n= − the array factor can be written as:  
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= ( ) ( )θθπ 21 FF +−                                                                                                                                                                                       (2)                                                                                          

If the phase shifter values nϕ  are taken in a symmetrical manner relative to the center 

of the array ( ) ( )a n a n= −  then the Centro-symmetric array of size 2N is reduced to, 

( ) ( ) ( ) ( )( )( )
1

2 cos . . . cos cos
N

s
n

F a n n d kθ θ θ
=

= −                      (3)  

For one part of the array the arrival angle is θ while for the other part of the array the 
arrival angle is π θ− . Now we discretize (3) with M points and the above equation 
can be written in matrix form by multiplication of two matrices having sampled 
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values of a(n), & W( ni ,θ )  with, )))cos()(cos(cos(),( sii ndknW θθθ −= . 

Clearly the product of matrices containing the sampled values of a(n) and W( ni ,θ ) 

gives the same result as obtained by its continuous equivalent i.e. eqn. (3): 
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The above transformation is similar to performing discrete cosine transform. 

 

Fig. 1. Centro-symmetric antenna array using digital phase shifters 

3   IWO and Its Proposed Modification 

IWO is a population-based algorithm based on trial and error method that copies the 
colonizing behavior of weeds. Weed grows its population entirely or in a specified 
area without any control of any external factor in a very random manner. Initially a 
certain number of weeds are randomly spread over the entire search range. These 
weeds will eventually grow up and execute the following steps and the algorithm 
proceeds.  

3.1   Classical IWO 

There are four steps in the classical IWO algorithm as described below: 
 

Initialization. A finite number of weeds are initialized randomly in the search space. 
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Reproduction. Each member of the population is allowed to produce seeds 
depending on its own, as well as the colony’s lowest and highest fitness, such that, the 
number of seeds produced by a  weed increases linearly from lowest possible seed for 
a weed with the worst fitness to the maximum number of seeds for a weed with the 
best fitness. 
 
Spatial distribution. The generated seeds are randomly scattered over the d-
dimensional search space by perturbing them with normally distributed random 
numbers with zero mean and a variable variance. However, the standard deviation 

(sd) of the random function is made to decrease over the iterations. If maxsd and minsd  

are the  maximum and minimum standard deviations and if  pow  is a real number, 

then the standard deviation for a particular iteration can be given as in eqn. (5): 
                                

                         ( )max
max min min

max

,
pow

ITER

iter iter
sd sd sd sd

iter

 −= − + 
 

                   (5) 

 
Where iter is the current iteration number and itermax equals the maximum number of 
iterations allowed.  
 
Competitive Exclusion. Some kind of competition between plants is needed for 
limiting maximum number of plants in a colony. Initially, the plants in a colony will 

reproduce until the number of plants  reaches a maximum value maxpop . From then 

on, only the fittest plants up to pop_max, among the existing ones and the reproduced 
ones, are taken in the colony and steps 2 to 4 are repeated until the maximum number 

of iterations has been reached, i.e. the colony size is fixed from thereon to maxpop . 

This method is known as competitive exclusion and is also a selection procedure of 
IWO.  

3.2   The Quantized IWO 

The algorithm described above is based on continuous variables which are difficult to 
perceive in this context of digital phase shifters. This forced us to restrict the solution 
space into some quantized values of digital phase shifters consequently; QIWO will 
search for optimal solution within the available quantized values. 

The algorithm starts by randomly initializing integer particle values. Each value or 
level l has the ability to change to a higher value l+1 or to a lower value l-1.Any value 
exceeding the maximum level L-1 is set to L-1, and any negative value is set to the 
lowest level 0.After bounding the positions and quantization is performed the fitness 
of each solution is obtained and the best solution is found by IWO. 

In our optimization problem, a plant is the set of digital values of the phase shifters 
associated with each element of the half of the antenna array of size N whose position 

is given in N dimensional space by [ ]qNqqqqX ψψψϕ ,.....,, 21==  where qϕ is the 

phase of an element of the antenna array. Each phase can have any value in the 
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discrete space [0…15] since the total phase has been quantized in 16 divisions and 
therefore can be written with hexadecimal notation [0…F] which is encoded using 4 
bits. Quantization means discrete amplitude representation of a physical quantity. .We 
contemplate the original physical quantity whose excursion is confined to a certain 
range ,the total range being divided into equal intervals .In the center of each of these 
intervals we locate quantization levels. At every instant of time, the approximated 
version of the physical quantity takes the value of the quantization level to which the 
recent value of the original physical quantity is closest.  

 

A: minimum SLL optimization:  

                         1 min( ( )),F AF θ=                                             (6) 

Where array factor is a function of θ 
 

B: optimization with interference suppression: 

                         2 1 2 ,F C C= +                                                 (7) 
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The first term of the cost function in (7) is used for the purpose of SLL suppression. 
SLL0 and SLLd in (8) are respectively the normalized side lobe level of actual pattern 
and the desired pattern. Coefficient k is the weight, controlling the optimization 
process. This second term of the cost function in (7) is for interference suppression 
i.e. to place nulls at specified directions, where, AF0 (θ) is the pattern obtained by 
using QIWO, AFd (θ) is the desired pattern, and W (θ) is the controlling parameter for 
creating the null. Now we have applied the proposed QIWO algorithm on the final 

objective function ( )θ3F   defined as: 

                      ( )θ3F = ( ) ( )1 1 2 2 ,F Fμ θ μ θ+                                     (10) 

Where 1μ  and 2μ  are the weights signifying the importance of the individual terms. 

4   Experiments and Results 

The computing was achieved on a Pentium 4 computer running at 3.0 GHz equipped 
with 1.5 GB of RAM. Results are presented for arrays of 100 and 200 elements for a 
Centro-symmetric antenna. The only controlled parameter of the array is the element 
digital phase shifter which is 4 bit in all the following results.. In general, the values 
of the phases can have any discrete values between –П and + П .Running a large 
number of computer simulation examples we find that that a 4 bit phase shifter is a 
good choice with shift angles range set from 0º to 120º with 6.50º  increment step. In 
term of computation time and based on the DCT implementation the search of 
optimum solutions among a space of 50,000 solutions is performed in only 15 
seconds for an array size of 100 elements. This timing shows the efficiency of our 
implementation compared to QPSO algorithm. 
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4.1   Minimum SLL Optimization  

First ,an array factor is designed with low side lobe level by optimizing the digital 
phase shifters. The optimization algorithm takes into consideration two linear equi-
spaced isotropic antenna arrays with 100 array elements (N=50) and 200 array 
elements (N=100) respectively. Figures 4 and 5 show the array factor with SLL equal 
to 21 dB and 25 dB respectively while the main beam width remains equal to the 
uniformly excited antenna array. The values of SLL obtained is compared to the 
values obtained by QPSO in [8] and shown in Table I. An optimum set of discrete 
solutions of the digital phase shifters in provided in TABLE II. The array factor is 
taken every 0.5 degree. 

Table 1. Comparison of QIWO with BPSO and QPSO 

N Values obtained 
by QPSO 
algorithm 

          (dB) 

Value obtained by 
BPSO algorithm  

(dB) 

Value  obtained  
by QIWO 

algorithm (dB) 

50            18 17 21 
100            21 20 25 

 

Fig. 2. The optimized array factor with minimum SLL only, d=λ/2, swarm size=100,SLL=21dB 

Table 2. Different solutions given by their digital phase sequences and SLLs 

FIGURE DIGITAL PHASE    SEQUENCE SLL (dB) 
2 000FA45888BDAC490EDC372A8

5375AC2D7E46091267549530025 
21 

3 145372EDCA437693BCEF465842
487635EDCABF333289BDE3D6327 

452579ACDE 

25 

5 46676561345286235884685EDACFB
AECFF888003442414238642346242 

48800ADDEE4235 

15 

6 25000428289438ADEF42242CED472
4256356DEACBD24563556AED425 

EFACEEBACE 

17 
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Fig. 3. The optimized array factor with minimum SLL only, d =λ/2, swarm size=200, 
SLL=25Db 

To prove the effectiveness of QIWO over QPSO we plot the SLL value versus 
iteration value for N=50 averaging 20 trials in Fig. 4.The ash plot and the red plot 
shows the SLL values for QIWO and QPSO respectively. 

 

Fig. 4. SLL versus number of iterations using QPSO(red) and QIWO(black).the curves show 
the convergence by averaging 20 trials and taking N=50,swarm size=100. 

Optimization with Interference Suppression. The digital phase shifters are used for 
narrowband and wideband interference suppression. The QIWO algorithm uses a 
swarm size of 100 and the fitness function given in (2).Fig. 5 shows two array factors 
with 15 dB SLL with one suppressed sectors of 1º starting from 120º compared to 
12.4 dB SLL obtained from QPSO respectively. Also for the third fitness function we 

find that QIWO produces the best result for 1μ =0.6 & 2μ =0.4. 
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Fig. 5. The optimized array pattern with one suppressed sector (120º-121º),d= λ/2,N=50 

5   Conclusion 

The digital phase shifters are controlled for interference suppression while 
minimizing SLL by quantized invasive weed optimization (QIWO).The algorithm 
proposed here is more effective than QPSO because IWO in many applications gives 
better results than PSO and is faster than other algorithms. The particles with better 
fitness are allowed to reproduce and hence they find the optimum solution for the 
multimodal function more efficiently and quickly. 
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1 Introduction 

The optimal power flow (OPF) has been commonly used as an efficient tool in the 
power system planning and operation for many years. OPF is an important tool in 
modern Energy Management System (EMS). It plays an important role in maintaining 
the economy of the power system. The problem of OPF subjected to set of equality 
and inequality constraints was originally formulated in 1962 by Carpentier [1]. The 
OPF problem is a nonlinear, non-convex, large scale, static optimization problem with 
both continuous (generator voltage magnitudes and active powers) and discrete (trans-
former taps and switchable shunt devices) control variables. Even in the absence of 
discrete control variables, the OPF problem [2] is non convex due to the existence of 
the nonlinear (AC) power flow equality constraints. The presence of discrete control 
variables, such as switchable shunt devices, transformer tap positions further compli-
cates the problem solution.  

Evolutionary Algorithms (EAs) such as Genetic Algorithms (GA), Particle Swarm 
Optimization (PSO), Differential Evolution (DE) etc. have become the method of 
choice for optimization problems that are too complex to be solved using determinis-
tic techniques such as linear programming or gradient (Jacobian) methods.  

EAs require little knowledge about the problem being solved, and they are easy to 
implement, robust and inherently parallel. Because of their universality, ease of im-
plementation, and fitness for parallel computing, EAs often take less time [3] to find 
the optimal solution than gradient methods. 

OPF can be used periodically to determine the optimal settings of the control va-
riables to minimize the generation cost, minimization of the transmission system 
losses. Genetic Algorithm (GA), Enhanced GA, Improved GA has been successfully 
applied for solution of OPF problem [4]-[6]. In [7], PSO was used to solve the OPF 
problem. Here, we propose the Differential Evolution algorithm, and a Hybridized 
Algorithm with D.E and I.W.O (with Population Exchange) which can handle both 
continuous and discrete control variables. The effectiveness of the differential evolu-
tion algorithm is tested on practical Indian 75 bus system data. 
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2 Optimal Power Flow (OPF) Problem Formulation 

The OPF problem is to optimize the steady state performance of the power system in 
terms of the objective function while satisfying several equality and inequality  
constraints. OPF is a highly non-linear, non-convex, large scale static optimization 
problem due to large number of variables and limit constraints. It minimizes a certain 
objective function subjected to a set of equality and inequality constraints.  

Mathematically, the problem was defined as  

Minimize           f(x, u, p)  
Subjected to      g(x, u, p) = 0 
                           h(x, u) ≤ 0 
 
      Where       Tx =[δ,V]   

1 NG 2 NG 1 NC

T
G G G G 1 NT C Cu =[V ...V ,P ...P ,T ...T ,Q ...Q ]  

The minimization function ‘f’ (objective function) can take different forms. 

2.1 Objective Functions 

Fuel Cost (FC) Minimization 
For active power optimization (economic load dispatch of the thermal units) fuel cost 
is considered as the objective function. The minimization function f can be obtained 
as sum of the fuel costs of all the generating units. 

NG

i Gi
i=1

f = F (P )                                                           (1) 

2
i Gi i i Gi i GiF (P )=a +b P +c P

                                          (2) 

Where ai, bi, ci are cost coefficients of unit-i, PGi is real power generation of unit-i. 

Real power losses (PL) 
For reactive power optimization, system transmission loss minimization is considered 
as the objective function. Transmission power loss in each branch is calculated from 
the load flow solution. The converged load flow solution gives the bus voltage magni-
tudes and phase angles. Using these, active power flow through the lines can be eva-
luated. Net system power loss is the sum of power loss in each line. 

Nl

i
i=1

f = Loss                                                    (3) 

Where Nl is the number of transmission lines in a power system. 
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2.2 OPF Problem Constraints [8] 

Equality constraints: These are load flow (nodal power balance) equations. 

Inequality Constraints: These constraints represent system Operating limits.  

Generator Constraints: Generator Voltage magnitudes VG, Generator active power 
PG and reactive power QG are restricted by their lower and upper limits. 

Transformer Constraints: Transformer taps have minimum and maximum setting 
limits. 

Switchable VAR sources: The switchable VAR sources have minimum and maxi-
mum restrictions on reactive power of Switchable VAR sources. 

Security constraints: These include the limits on the load bus voltage magnitudes and 
line flow limits. 

3 Overview of Differential Evolution  

Differential evolution algorithm, proposed by Storn and Price [9] in 1995, is a sim-
ple but effective population-based stochastic search technique for solving global op-
timization problems. The algorithm is named differential evolution (DE) owing to a 
special kind of differential operator, which they invoked to create new off-spring from 
parent chromosomes instead of classical crossover or mutation. The main differences 
between Genetic Algorithm and DE algorithm are the selection process and the muta-
tion scheme that makes DE self-adaptive. 

Let 
nS ℜ⊂  be the D dimensional search space of the problem under construc-

tion. The D.E. evolves a population of NP, D-dimensional individual vectors, GiX ,


= 

( ) NPiSDiii xxx ,2,1,,,, ,2,1,  =∈  from one generation to another.  The primary 

features of D.E can be stated as follows [9, 10]: 

3.1 Initialization 

The 1st step of D.E. Algorithm is the initialization of the population. The population 

should ideally cover the entire search space upper and lower bounds maxX


 and minX


:

},......,,{ max,max,2max,1max DxxxX =


and },.......,{ min,min,2min,1min DxxxX =


. The 

jth component of the ith individual is initialized as follows: 

+= min,, jji xx )1,0(j
irand )( min,max, jj xx − ; j∈ [1,D]                      (4) 

Here )1,0(j
irand  is a uniformly distributed random number within [0, 1]. 
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3.2 Mutation 

For every target vector, GiX ,


, in any generation G, a mutant vector GiV ,


is generat-

ed. The most common mutation policies generally used in DE are: 

1. DE/rand/1/bin: ).( ,3,1,1, GrGrGrGi XXFXV


−+=                                                 (5) 

2. DE/best/1/bin: )( ,2,1,, GrGrGbestGi XXFXV


−⋅+=                                                (6) 

3. DE/target-to-best/1/bin: )().( ,2,1.1,,,, GrGrGiGbestGiGi XXFXXFXV


−+−+=     (7)                                  

Where r1, r2, and r3 are random and mutually exclusive integers generated in the 
range [1, NP], which should also be different from the trial vector’s current index i. F 
and F1 are weight factors in [0, 2] for scaling differential vectors and GbestX ,


is the 

individual vector with best fitness value in the population at generation G. 

3.3 Crossover 

This operation involves binary crossover between the target vector GiX ,


and the 

mutant vector GiV ,


produced in the previous step which produces the trial vector 

GiU ,


= ( )GniGiGi uuu ,,,2,,1, ,,,  . The crossover operation is done as follows. 







=
=≤

otherwise

j CR or j),if rand(

i,j,G

randi,j,G

x

v
u

10
Gj,i,                              (8)                                             

where CR is a user-specified crossover constant in the range [0, 1) and jrand is a ran-

domly chosen integer in the range [1, NP] to ensure that the trial vector GiU ,


will 

differ from its corresponding target vector GiX ,


 by at least one parameter. 

3.4 Selection 

The fitness value of each trial vector f ( GiU ,


) is compared to that of its corresponding 

target vector f ( GiX ,


) in the current population and the population for the G+1  

generation is formed as follows: (for a minimization problem) 
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=+
otherwiseX

XfUffU
X

Gi

GiGiGi
Gi

i

,

,,,
1,

)()(





          (9)                                      

Where f (.) is the objective function. 

4 Hybridized D.E and I.W.O with Population Exchange 

The Invasive Weed Optimization (IWO) and DE algorithms are applied simultaneous-
ly on two sub-populations and population exchange is incorporated to refine the quali-
ty of the population after every generation. Invasive Weed Optimization [11] is a 
population-based algorithm based on trial and error method that copies the colonizing 
behavior of weeds [12].The main concept behind this population exchange is taken 
from the basic concept of any sports team, that, if the less-performing members of a 
team are replaced by the better-performing members, the team performs much better 
on an average. Thus the concept of population exchange rises.  

Suppose the 2 sub-populations are updated every generation according to IWO and 
DE respectively. Now, after every generation(G), the best (i.e. with best fitness) “m” 
percent members of the 1st sub-population, after that iteration(G), is exchanged with 
the worst(i.e. with worst fitness) “m” percent members of the 2nd sub-population, 
thereby refining the 2nd population and making it more effective for the next genera-
tion(G+1). The same exchange can be done to the 1st sub-population to make the algo-
rithm perform in a better way as a whole. The value of “m” is taken as an input and 
made equal to 25. 

• 1st/ 2nd Sub-population for (G+1)th generation= m% of the best members of 
the 2nd/1st sub-population which replaces the worst m% + (100-m)% of the 
remaining members from the (G)th generation.                                          (10) 

5 Parameter Values Used for the Experiment 

The parameters for in this particular experiment performed are: 

1. Population Size: The total size of the population (NP) is taken to be 50. 
2. Weight Factor : F and F1 are both taken as  

F= F1= F_weight + rand (0, 1)*F_weight; F_weight =0.5                         (11) 

3. Crossover Constant : The value of the Crossover constant (CR) is taken  
as 0.7.  

4. Mutation Scheme of DE: The mutation scheme in the DE part of the algorithm 
applied to the superior sub-population is the “DE/target-to-best/1/bin” scheme 
that follows the mutation according to equation (7).  
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5. Limiting Values of Standard Deviation for IWO: The values of sdmin and sdmax 

are 0.001 and 5 respectively. 
6. The Modulation Index for IWO: The value of modulation index(pow) is taken 

as 4.5 (a sufficiently high value so as to magnify the search space for formation 
of new plants in IWO). 

6 Results of the Algorithm Implementation 

The Indian 75 Bus, 97 branch system consists of fifteen generators, twenty-four 
transformers, ninety-seven lines and twelve shunt reactors. In the optimization of 
OPF of the system there are sixty four (64) control variables of the system: 15 gene-
rator bus voltage magnitudes, 14 generator active powers (excluding the slack genera-
tor), 24 tap transformer settings and 12 shunt reactors. . The results given are the best 
solutions (minimum cost value) over 10 runs. Table 3 shows the control variables 
values and Table 4 shows the comparative fuel cost values between Hybridized D.E-
I.WO, D.E, P.S.O and I.W.O. Fig. 1 shows the convergence characteristics of the 
Differential Evolution (DE) algorithm.   

Table 1. Generator Cost Coefficients for Indian 75 bus system 

 
Generator 

No. 

Real Power Output 
Limit (MW) 

Fuel Cost Coefficients 

Maximum Minimum a b c 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

15 

3 

2 

1.7 

2.4 

1.2 

1 

1 

5.7 

2.5 

2.0 

18 

9 

1.5 

4.54 

1 

1 

0.4 

0.4 

0.02 

0.01 

0.01 

0.2 

0.6 

0.3 

0.4 

0.8 

0.5 

0.1 

0.2 

0.008 

0.0014 

0.0016 

0.0016 

0.0016 

0.0018 

0.0018 

0.0018 

0.0012 

0.0017 

0.0016 

0.0004 

0.0007 

0.0015 

0.0010 

0.814 

1.3804 

1.5662 

1.6069 

1.5662 

1.7442 

1.7755 

1.7422 

1.1792 

1.6947 

1.6208 

1.4091 

0.6770 

1.4910 

1.0025 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 
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Table 2. Limits of Variables for 75 Bus System 

Sl .No. Description Upper Limit Lower Limit 

1. Generator Voltage 1.1 0.95 

2. Load Voltage 1.05 0.9 

3. Transformer Tap 0.9 1.1 

4. Shunt Reactors 0.0 0.05 

Table 3. Control Variable Values corresponding to the best result 

Generator  
Voltages 

Generator  
Powers 

Tap  
Transformers 

Shunt 
Reactors 

Gene-
rator 
No. 

Value 
(Volt) 

Genera-
tor 

 No. 

Real  
Power 
(MW) 

Reactive 
Power 

(MVAR) 

Tap 
No. 

Value Shunt 
No. 

Value 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

1.0300 

0.9759 

1.0139 

1.0536 

1.0627 

1.0696 

0.9874 

0.9516 

1.0937 

1.0691 

1.0973 

0.9919 

1.0213 

1.0703 

0.9500 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

100.000 

148.288 

71.0260 

43.8954 

7.07132 

26.2905 

25.9262 

61.7397 

60.0000 

40.1591 

40.0000 

113.202 

50.0000 

24.2167 

 

 

89.400 

235.482 

119.312 

73.618 

11.155 

47.048 

47.242 

114.424 

75.072 

70.799 

67.392 

51.437 

35.600 

36.987 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 

0.9000 
1.0250 
1.0875 
0.9000 
1.0875 
1.0375 
1.0625 
1.0375 
1.0750 
1.0000 
1.0000 
1.0125 
1.1000 
0.9125 
1.0250 
0.9375 
1.0500 
1.0250 
1.0875 
1.0375 
1.0625 
1.0250 
1.1000 
1.0500 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

 

0.982 

1.078 

0.955 

1.072 

0.960 

0.950 

1.008 

1.046 

1.100 

0.984 

1.070 

1.080 

 

The Losses of the system which was calculated by the 1st generator (slack genera-
tor) is found to be equal to 6.182217 MW. 
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Table 4. Comparison of the Best, Worst, Average and S.D of cost over 10 runs 
(Between hybridized D.E-I.W.O, D.E, P.S.O and I.W.O) 

Cost($/hr) Algorithm 
Hybrid D.E.-I.W.O D.E. P.S.O I.W.O 

Best 1042.97812 1087.54028 1261.8568 1213.8650 
Average 1071.22352 1124.67659 1306.6439 1265.9812 
Worst 1117.89166 1209.0989 1344.0017 1296.0948 

Standard Devn. 31.4594 34.39535 47.0876 42.8861 

 

Fig. 1. Best Value of Cost vs No of Generations (best run) 

7 Conclusions 

This paper presents a DE solution to the optimal power flow problem and is applied to 
an Indian 75-bus power system. The main advantage of DE over other modern heuris-
tics is modeling flexibility, sure and fast convergence, less computational time than 
other heuristic methods. And it can be easily coded to work on parallel computers.  

The Future work in this area consists of applying other variants of D.E to the bus 
system and comparing the values obtained to the values obtained in this experiment.  
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Abstract. Many real-world optimization problems are dynamic in nature. In 
order to deal with these Dynamic Optimization Problems (DOPs), an 
optimization algorithm must be able to continuously locate the optima in the 
constantly changing environment. In this paper, we propose a multi-population 
based differential evolution (DE) algorithm to address DOPs. This algorithm, 
denoted by pDEBQ, uses Brownian & adaptive Quantum individuals in 
addition to DE individuals to increase the diversity & exploration ability. A 
neighborhood based new mutation strategy is incorporated to control the 
perturbation & there by to prevent the algorithm from converging too quickly. 
Furthermore, an exclusion rule is used to spread the subpopulations over a 
larger portion of the search space as this enhances the optima tracking ability of 
the algorithm. Performance of pDEBQ algorithm has been evaluated over a 
suite of benchmarks used in Competition on Evolutionary Computation in 
Dynamic and Uncertain Environments, CEC’09. 

Keywords: Differential Evolution, Dynamic Optimization, Neighborhood 
based Mutation Strategy. 

1   Introduction 

The Differential Evolution (DE) [1-3] has become one of the most powerful tools in 
evolutionary algorithms (EAs) in recent years. However, unlike the traditional EAs, 
the DE-variants perturb the current-generation population members with the scaled 
differences of randomly selected and distinct population members. Therefore, no 
separate probability distribution has to be used, which makes the scheme self-
organizing in this respect. 

Several problems that we face in real world are dynamic in nature. For these 
Dynamic Optimization problems (DOPs), the function landscape changes over time. 
Practical examples of such situations are price fluctuations, financial variations etc. 
However, for dynamic environment, convergence problem is a significant limitation 
in case of EAs; if it becomes greatly converged, it will be unable to respond 
effectively to dynamic changes. So, in case of DOPs our main challenge is to 
maintain the diversity and at the same time to produce high quality solutions by 
tracking the moving optima. 

In this paper, a multi-population based partial DE variant with Brownian & Quantum 
individuals, denoted by pDEBQ, is proposed to address DOPs. The main change that we 
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introduce in pDEBQ algorithm is the partial DE method. In each subpopulation, one 
individual is adaptive Quantum individual, analogous to particles in Quantum 
mechanics & one individual is Brownian individual whose trajectory is similar to the 
trajectory of any particle in Brownian motion; other individuals in the subpopulation 
evolve according to DE with a neighborhood based double mutation strategy. The 
double mutation strategy is developed to prevent the algorithm from converging 
quickly. In order to produce high accuracy in locating optima within the continuous 
search space, we have also introduced a control parameter to control the diversity. 

However, in case of EAs, stagnation is another significant problem as it reduces 
adaptability & exploration ability. So, we incorporated an aging mechanism to 
prevent the algorithm from stagnation. Also an exclusion scheme is used so that the 
subpopulations become evenly distributed over the entire search space. This increases 
the exploration efficiency & optima tracking ability of the algorithm. 

We tested the performance of our algorithm on a suite of DOPs generated by the 
Generalized Dynamic Benchmark Generator (GDBG) [4] which was used in Special 
Session & Competition on “Evolutionary Computation in Dynamic and Uncertain 
Environments”, CEC 2009.  

2   Overview of Differential Evolution 

Differential Evolution was first proposed by Storn & Price [1]. The main steps of DE 
algorithm are: 1) Initialization of the population – the search process starts with a 
initial population of target vectors, 2) Mutation – a mutant vector is created 
corresponding to each target vector following some mutation scheme, 3) Crossover 
operation - in this operation the mutant vector exchanges its component with the 
target vector to form a trial vector, 4) Selection operation – the trial vector is selected 
for the next generation if it shows a better fitness value than the target vector. These 
steps (except the Initialization step) are repeated generation after generation until a 
stopping criterion is fulfilled. A detailed survey on DE is given in [3]. 

3   The pDEBQ Algorithm 

3.1   Partial DE Scheme 

In order to ensure the population diversity, we introduced adaptive Quantum and 
Brownian individuals in addition to DE individuals. These Quantum and Brownian 
individuals do not follow the same rule as DE individuals to generate the next 
generation individuals. Hence, the population diversity is maintained to a greater extent.  

Actually, within a subpopulation, two individuals are randomly chosen at each 
generation; we apply Quantum individual generation process to one of them and 
Brownian individual generation process to the other. If one of the chosen individuals 
is the best individual in the subpopulation then we randomly choose another 
individual and replace it with the best individual.  

 

1) Adaptive Quantum Individuals: In quantum mechanics, due to the uncertainty in 
position measurement, position of a particle is probabilistically defined. Here we use 
this idea to generate individuals within a specific region around the local best 
position. 
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The steps for stochastically generating an individual whose position is inside a 

sphere of radius R and centered on the local best position bL


 are as follows:  

i) Generate a radius randomly from a uniform distribution within the range (0, R).    
),0( RUr =  

ii) Generate a vector whose each component is randomly taken from a normal 

distribution having mean=0 and variance=1. },.......,,{ 21 DxxxX =


;   ∈dx N (0, 1); 

where 1 ≤ d ≤ D 

iii) Compute the distance of the vector from the origin.  =
=

D

i ixDist
1

2  

iv) New quantum individual’s position will be:  

XDistrbL


*)/(+                                                   (1) 

The probability of generating a point near the local best point increases with 
dimensionality. In pDEBQ, the quantum individuals are adaptive because the radius 
within which the individuals are to be generated is self adaptive in nature, i.e. the 
radius is varied automatically according to the condition. 
 

2) Brownian Individuals: Brownian motion is the mathematical model used to 
describe the random movement of particles suspended in a fluid. We used a very 
simple model to incorporate the Brownian motion into the positions of individuals. 
Actually, new individuals are generated within a Gaussian hyper parallelepiped. If the 

local best position is bL


then the new Brownian individual’s position will be: 

                              +bL


N


),0( σ                                                  (2) 

where σ  is the standard deviation of the normal distribution from which the 
perturbation is randomly sampled. 

3) DE Individuals: These individuals follow the DE method for generating new 
individuals. Here we have developed a new mutation scheme to produce mutant 
vectors. We have discussed this mutation scheme in the following section in details. 

3.2   Double Mutation Strategy 

In the case of DOPs, the optima positions are changed dynamically. If the population 
becomes greatly converged to a global optima then it will lose its ability to find the 
global optima again when the position of the global optima changes. So, here the idea 
is to control the perturbation to slow down the searching process. For this, we have 
developed a double mutation scheme. In this scheme, we first generate a mutant 
vector according to a neighborhood based mutation scheme and then we add this 
mutant vector to the local best vector with a weight factor having maximum value of 
0.1. As we did the mutation process twice for each DE individuals, we call it double 
mutation strategy. 

1) Neighborhood based Mutation Scheme: It’s a modified DE/current-to-best/2/bin 
scheme. In order to overcome the limitations of fast but less reliable convergence 
performance of DE/current-to-best/2/bin scheme, we have made some changes in the 
process of generating two differential vectors. For the 1st differential vector, in our 
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modified scheme we used the difference between nearest memory individual and the 
current individual where the memory archive is the collection of best individuals from the 
previous subpopulations. This change is done to control the convergence of the population 
towards global optima and encourage the subpopulations to explore the vicinity of local 
best position. For the second differential vector, we took the difference between the best 
individual in the neighborhood and the worst individual in the neighborhood with respect 
to the current individual. This second modification is done to guide the mutant vector to 
explore the neighborhood of the current individual within the subpopulation. 

During the process of generating the mutant vector, the scaling factor is 
independently generated for each dimension of each differential vector and its value also 
depends on the magnitude of the differential vector along the corresponding dimension. 
Actually, for each dimension of each differential vector, the scaling factor is randomly 
generated from a uniform distribution within a range and this range is varied inversely 
with the magnitude of the differential vector along the corresponding dimension. This 
adaptation of the scaling factor is done to amplify the differential vector properly. 

The first mutation according to neighborhood based mutation scheme can be 
expressed as: 

)()( ,,,,,,
j

Gworst
j

Gbest
j

bw
j
Gi

j
Gm

j
m

j
Gi

j
Gmut XXFXXFXV


−⋅+−⋅+= ,where },.......,2,1{ Dj ∈   (3)  

Here, GiX ,


is the current vector, GbestX ,


 is the best vector in the neighborhood with 

respect to the current vector. It’s the vector within the corresponding subpopulation 

for which 
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(k = 1, 2,…, M where M = Number of individuals in the 
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Similarly GworstX ,


 is the worst vector in the neighborhood with respect to the 

current vector. For this vector, 
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(k = 1, 2,…, M where M = Number 

of individuals in the subpopulation and k ≠ i) is maximum among all individuals 
within the subpopulation.  Here also ikr  has the same meaning as previously.  

GmX ,


 is the nearest memory individual to GiX ,


 in terms of Euclidean distance. 

The scaling factors are generated as follows: 
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where || j
Rx is the search range. 
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2) Second Stage Mutation: As mentioned earlier, we add the mutant vector from the 
1st stage of mutation to the local best vector with a weight factor. In this way we 
perturb the local best vector in a controlled manner. 

The second mutation can be expressed as: 

GmutGbGfinal VLV ,,, )1(


⋅+⋅−= ωω                                      (6)  

Where GbL ,


 is the local best vector, i.e. the best vector of the corresponding 

subpopulation, GmutV ,


 is the mutant vector generated from 1st stage mutation and ω  

is the weight factor. 

3.3   Exclusion Rule 

For optimizing DOPs, it is important to ensure that the population is almost evenly 
distributed over the entire search space. If it is not so then the population will lose its 
exploration capability. In order to achieve the uniform distribution in this multi-
population algorithm, we developed an exclusion rule to ensure that different 
subpopulations are located around different basins of attraction.  

Here, the strategy is to calculate the Euclidean distance between each pair of best 
individuals of two different subpopulations at each generation. If the distance between 
the best individuals of any two subpopulations falls below the marginal value then the 
subpopulation having the best individual of lower fitness value among the two is 
marked for re-initialization. The marginal value of the distance is calculated 
according to the following rule: 

If the search range is R, the search space is D dimensional and there are SP number 
of subpopulations then the marginal value for the distance is Dis_marginal 

).*/( DSPR≤   

3.4   Ageing Mechanism 

It may happen that a subpopulation gets trapped in some local optima. This stagnation 
phenomenon hinders the search process. So, in order to get rid of stagnation at any 
local optima, we employed a simple aging strategy. Consistent bad performance of 
any individual is also taken into account in this strategy.  
 

 

Algorithm for Aging Mechanism:Considering i-th individual of j-th 
subpopulation. 1. if  j-th subpopulation have the global best individual then do not 
re-initialize the subpopulation. 
2. else if i-th individual is the best individual in j-th subpopulation then 
Age_best(j,i)=Age_best(j,i)+1. 
if Age_best(j,i)≥30 then re-initialize  j-th subpopulation and reset Age_best(j,i) to 
0. 
3. else if i-th individual is the worst individual in j-th subpopulation then 
Age_worst(j,i)=Age_worst(j,i)+1. 
if Age_worst(j,i)≥20 then re-initialize the individual and reset Age_worst(j,i) to 0. 

(Initially all the entries of Age_best & Age_worst were 0) 
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3.5   Control Parameter 

In order to locate the global optima within the current function landscape, we 
introduced a control parameter. Depending on the condition this parameter can have a 
value 0, 1 or 2. We measured the progress of the algorithm every 20 iterations. The 
control parameter (C) is set to the value corresponding to the predefined range in 
which the progress falls. If C becomes 1 then the Quantum individuals are not 
generated; if C becomes 2 then the Brownian individuals are not generated and if C 
becomes 0 then both Quantum and Brownian individuals are generated. Actually, this 
parameter controls the diversity of the population in order to give high accuracy in 
locating global optima. 

4   Experimental Settings 

CEC 2009 benchmark problems for dynamic optimization use the generalized 
dynamic benchmark generator (GDBG) proposed in [5], which constructs dynamic 
environments for the location, height and width of peaks. In these benchmark 
problems, the basic test functions are as follows: 

1) F1: Rotation peak function, 2) F2: Composition of Sphere’s function, 3) F3: 
Composition of Rastrigin’s function, 4) F4: Composition of Griewank’s function, 5) 
F5: Composition of Ackley’s function, 6) F6: Hybrid Composition function. 

Only F1 is maximization problem and others are minimization problems. In F1, 
there are two tests, one using 10 peaks and another using 50 peaks.  

There are seven change types for each test functions. However, we tested our 
algorithm over two most difficult change types for each test function which are large 
step change and random change. In these change types other algorithms gave the 
worst results. A detailed description about the experimental settings is given in [4]. 

5   Parameter Settings 

1. Population Size: The Population size (NP) was 60. We divided the whole 
population into 10 subpopulations. Dimensionality was 10 for all the test functions. 

2. Control Parameter Adaptation: First we define the difference of the global best 
fitness values between first 20 iterations as PR. From this point onwards, if the global 
best fitness values between 20 iterations have a difference greater than PR then the 
current value of PR is replaced by this new value. If the difference becomes less than 
(PR /10) but greater than (PR /50) then C is set to 1. If the difference becomes less 
than (PR /50) then C is set to 2.  

3. Quantum Individual Adaptation: The parameter R which is the radius within 
which the quantum individuals are generated is adaptive in nature. If C is 0 then R is 
set to 1. If C is 2 then R changes according to the following rule depending upon the 
difference (Diff) of global best fitness values between 20 iterations. 









+∗=

Diff

PR
DiffR

*50
10log10                                           (7) 
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4. Marginal Value for Distance between Best Individuals: If C is 0 then 
Dis_marginal is set to 0.08 but if C becomes 1 or 2 then Dis_marginal becomes 0.03. 

5. Crossover Probability: The crossover probability (CR) was kept fixed at 0.9 
throughout the search process.  

6. Weight Factor for Double Mutation Strategy: The weight factor ω  was set to 
0.035 for maximization problem (i.e. F1) and 0.1 for minimization problems. 

6   Experimental Results 

In this section, we represent the performance of our algorithm in terms of mean and 
standard deviation (STD) of error values obtained for 14 significantly difficult test  
 

Table 1. Comparison of Error Values for Change Type T2 

Function 
 

Error  
Value 

Algorithm 
pDEBQ DASA jDE CESO 

F1 
(10 Peaks) 

Mean 1.6451e-007 4.18 3.5874 2.36549 
STD 2.7157e-007 9.07 7.83849 7.93215 

F1 
(50 Peaks) 

Mean 5.0230e-008 4.86 4.08618 4.35869 
STD 7.3943e-008 7.0 6.4546 6.21243 

F2 
 

Mean 4.4666 25.6 43.004 12.1431 
STD 7.5912 83.2 114.944 47.2519 

F3 Mean 750.1274 824 558.497 791.1642 
STD 193.5187 204 384.621 254.1579 

F4 Mean 18.7268 65.6 49.5044 28.5925 
STD 25.2722 160 135.248 98.6229 

F5 Mean 0.16270 0.99 0.33392 2.282617 
STD 1.4162 4.05 1.64364 4.4479 

F6 Mean 9.5653 37 10.3083 20.0895 
STD 27.3228 122 12.2307 60.9701 

Table 2. Comparison of Error Values for Change Type T3 

Function 
 

Error  
Value 

Algorithm 
pDEBQ DASA jDE CESO 

F1 
(10 Peaks) 

Mean 6.2113e-009 6.37 2.99962 5.17873 
STD 9.0601e-009 10.7 7.12954 8.97652 

F1 
(50 Peaks) 

Mean 0.7390 8.42 4.29209 6.26213 
STD 1.7022 9.56 6.74538 9.16489 

F2 
 

Mean 3.7863 18.9     50.1906     11.5219 
STD 6.2560 67.8 124.015 43.6323 

F3 Mean 750.0162 688 572.105 634.5213 
STD 230.8435 298 386.09 341.2314 

F4 Mean 13.2794 53.6 51.9448 23.4561 
STD 23.7620 140 141.78 92.5379 

F5 Mean 0.29820 0.949 0.3579 2.81789 
STD 1.7355 3.31 1.83299 5.25534 

F6 Mean 10.25390 26.7 10.954 18.5418 
STD 30.1322 98.4 23.2974 65.6901 



126 A. Mandal, A.K. Das, and P. Mukherjee 

cases. We have also compared these results with three significant evolutionary DOP 
solvers - CESO [6], jDE [2], and DASA [7]. We represented it in Table 1& 2.  

7   Conclusion 

In this paper, a partial differential evolution algorithm namely pDEBQ has been 
proposed to address DOPs. Key features of the algorithm are briefly outlined as 
follows: 

 It uses a partial DE scheme which obviously shares the traditional DE 
framework. 

 In addition to DE individuals, it uses adaptive Quantum and Brownian 
individuals to increase the diversity and exploration ability. 

 A control parameter is introduced to control the diversity as necessary. 
 The algorithm also uses an aging mechanism to get rid of stagnation. 
 The DE individuals produce the donor vectors according to a neighborhood 

based double mutation strategy to control the perturbation. 
 An exclusion scheme is used so that the subpopulations become evenly 

distributed over the entire search space. 
 

The statistical summary of the simulation results also shows that pDEBQ is far better 
than other algorithms in terms of performance in dynamic landscape. So, we can easily 
conclude that pDEBQ is very good optimizer for DOPs. 

Our future plan includes more co-operation and information exchange between the 
subpopulations. It will also be valuable to try to make the crossover probability 
adaptive to the condition of the fitness landscape.  
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Abstract. Memetic Algorithm is a metaheuristic search method. It is based on 
both the natural evolution and individual learning by transmitting unit of infor-
mation among them. In the present paper, Genetic Algorithm due to its good 
exploration capability is used for exploration and Particle Swarm Optimization 
(PSO) does local search. The memetic process is realized using the fitness in-
formation from the individual having best fitness value and searching around it 
locally with PSO. The proposed algorithm (PSO based memetic algorithm -pMA) 
is tested on 13 standard benchmark functions having unimodal and multimodal 
property.  When results are compared, the proposed memetic algorithm shows 
better performance than GA and PSO. The performance of the discussed memetic 
algorithm is better in terms of convergence speed and quality of solutions.  

1   Introduction 

Hybridization of Genetic Algorithm with a local search mechanism is known as Me-
metic Algorithms (MAs) [1]-[3]. It is inspired by both Darwinian principle of natural 
evolution and Dawkins’ notion of a meme as a unit of information or idea transmis-
sion from one to another or cultural evolution capable of individual learning [1][2]. In 
general, MA is a synergy of evolution and individual learning [1] [3], which is im-
proving the capability of evolutionary algorithms (like GA) in finding optimal solu-
tions accurately in function optimization problems with faster speed of convergence. 

Stochastic optimizers that have drawn the attentions of researchers in recent times 
are Genetic Algorithm, Differential Evolution, Evolutionary Programming etc. [4]-[6] 
where a population of the solutions is utilized in the search process. Many population 
based algorithms are capable of exploring and exploiting the promising regions in the 
search space but they take relatively longer time [1]. Hence, algorithms are combined 
for better exploration and exploitation making it faster as well as accurate. Memetic 
Algorithm is an outcome of such combination of GA with Local Search. The Real-
Coded Memetic Algorithm based on crossover-hill climbing maintains a pair of  
parents and performs crossover until offspring are obtained for the best offspring 
selection [3]. Some of the population based search algorithms like Particle Swarm 
Optimization (PSO) have a tendency of premature convergence [7]. To overcome this 
drawback, combinatorial optimization method based on particle swarm optimization 
and stochastic local search is designed in which stochastic search method takes the 
solution out from local trapping [7]. GA along with gradient-based information as a 
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local search has been used to develop memetic algorithms [8]. But the gradient-based 
methods failed in the cases of multimodal and non-differentiable functions [8]. So, 
population based local search algorithms have advantages over the gradient type local 
searches for not getting trapped in local optima [9].PSO is population based and is good 
for local searching; therefore, it is used as a local search in the proposed algorithm. Ge-
netic Algorithm is mainly used for exploration and the Particle Swarm Optimization 
(PSO) does the local search. After certain exploratory search by the genetic algorithm, 
the current best solution obtained is further refined by the local search. The proposed 
algorithm converges for multimodal functions also. The paper is organized as follows. 
In section 2 the proposed Memetic Algorithm (pMA) is presented.  Section 3 gives the 
detail about experimentation and results and section 4 concludes the paper. 

2   Memetic Algorithm with GA and PSO as Local Search 

The GA is used for an intelligent exploration having a random search confined within 
a defined search space for solving a problem optimally with the help of population 
[4]. Standard GA applies genetic operators such as selection, crossover, and mutation 
on initially generated random population in order to evolve a complete generation of 
new solutions [4] for exploration of the complete search space. GA is good for explo-
ration but it is slow. So, local search is applied which searches for a local optima. This 
is called memetic algorithm and this enhanced algorithm shows speed of conver-
gence. Elitism prevents the loss of good solutions once the solutions are found [4]. 
Elitism is used in algorithm for enhancing the performance. 

In proposed algorithm, GA is used mainly for exploration purpose and PSO is used 
for local search. The population is real coded for both genetic algorithm and local 
search algorithm [3][9]. The population is uniformly distributed random population in 
the specified range for respective functions as given in Table 1. Based on fitness, the 
current best individual is selected for elite preservation. Then the population goes 
through the GA operations viz., crossover and mutation. 

The crossovers used are BLX-α crossover [10] and SBX crossover [11]. The 
offspring O1= { o1

1, o
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2, . . . , o

1
i , . . . , o

1
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i, . . . , 

p2
d}having ‘d’ dimension.  

Table 1. Benchmark functions used for experimental study (D is the dimension of the  
functions) [6] 

F Function Range NFFE F Function Range NFFE 
F1 Sphere [-100,100]D 150000 F8  Schwefel’s  2.26 [-500,500]D 300000 

F2 Schwefel’s 2.22 [-10,10]D 200000 F9  Rastrigin [-5.12,5.12]D 300000 

F3 Schwefel’s 1.2 [-100,100]D 500000 F10 Ackley [-32,32]D 150000 

F4 Schwefel’s 2.21 [-100,100]D 500000 F11 Griewank [-600,600]D 300000 

F5 Rosenbrock [-30,30]D 500000 F12 Penalized #1 [-50,50]D 150000 

F6 Step [-100,100]D 150000 F13 Penalized #2 [-50,50]D 150000 

F7 Quartic [-1.28,1.28]D 300000     
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In BLX-α crossover O is chosen randomly between the interval [(P1 – I · α) , (P2 + I · 
α) ] with the condition P1 < P2 and I = max(P1 , P2) - min(P1 , P2 ). In SBX crossover 
the effect of the one-point crossover of the binary representation is tried to emulate. 
The crossover generates two offspring O1=1/2[(1+B) P1 + (1-B) P2] and O2=1/2[(1-B) 
P1 + (1+B) P2] where B ≥0 is a sample from random generator having density func-
tion shown in equation (1).  
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This distribution is obtained by using uniform random number source u(0,1) as shown 
in equation (2). 
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where η=2 is used for better results. Exploitation capacity of operator increases with 
higher values of η. Mutation changes the variable randomly under uniform normal 
distribution in the specified range as per Table 1.  

The local search algorithm is evoked after a decided number of iterations or gener-
ations of genetic algorithm (known as Glocal) are elapsed. A small population is gen-
erated around the current best individual by perturbations and given to PSO local 
search.  Velocity and position are updated by equation (3) and (4) respectively. 
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Initially when error is above 0.01 the local search intensity is less i.e., NFFE=200 and 
when it is below 0.01, intensity is increased by 50% of the previous one. The PSO 
ensures the particles to be within the range.  

The performance of the pMA-BLX-α, pMA-SBX, PSO and GA is checked with 13 
standard benchmark functions shown in Table 1. The proposed algorithm is applied 
on unimodal and multimodal standard benchmark functions and the performance is 
noted by determining accuracy and convergence speed. 

Pseudo Code of MA-PSO is as follows: 
 

1.Initialization: Generate a random initial population  
2.while Stopping conditions are not satisfied do 
3.Evaluate all individuals in the population 
4.Find current best individual (1 elite individual) 
5.If Glocal=2 for best individual do (refinement by PSO) 

6.Generate local population by elite perturbation 
7.While stopping conditions are not satisfied do  
8.Evaluate the population  
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9.Update current_best_individuals, current_Global_best 
10.Calculate velocity and Update the positions 
11.Make the particles feasible as per range, if any    
12.endwhile 

13.Return best individual to main algorithm 
14.end if 

15.Select individuals for crossover with probability Pc 

16.Crossover parents by BLX-• or SBX crossover operators 

17.Make the offspring feasible 
18.Mutate individual with mutation probability Pm 
19.Replace the parents by offspring preserving the elite 

20.end while 

3   Experimentation 

In the genetic as well as in memetic algorithms, a population of 100 individuals of 
real-valued representation is used. The crossover operator used is the BLX-α crossov-
er or SBX crossover with crossover probability set to 0.8. For BLX-α crossover, α = 
0.3 and for SBX crossover, η =2 are used. The mutation probability is set to 0.05. The 
algorithm is using generational replacement of individuals preserving one elite. Two 
stopping criterions are used – the number of fitness function evaluations (NFFE as in 
Table 1) or an error value of 10-8. PSO is also executed for the same dimensions, pop-
ulation, stopping criterion etc. In PSO, inertia weight is 0.4 and constants considered 
are c1=c2=2. All functions are having 10 dimensional inputs. All algorithms are ex-
ecuted for 25 independent trials and the best errors in trails are used for averaging and 
calculating standard deviation (Std Dev) presented in Table 2. 
 

Table 2. Comparison of the experimental results GA, PSO and PSO based Memetic Algorithm 
(pMA) using PSO as Local Search 

GA-BLX-α GA-SBX PSO pMA-BLX-α pMA-SBX F 
Mean (Std Dev) Mean (Std Dev) Mean (Std Dev) Mean (Std Dev) Mean (Std Dev) 

F1 5.44E+2 (3.34E+2) 1.57E+3 (4.25E+2) 7.53E-9(1.53E-9) 6.10E-9 (2.27E-9) 6.77E-9 (2.36E-9) 
F2 5.86E+0 (4.94E+0) 3.76E+1 (2.16E+1) 6.46E-8 (1.99E-7) 8.80E-09 (1.02E-9) 8.62E-09 (8.77E-10) 
F3 9.40E+2 (6.04E+2) 7.10E+3 (2.72E+3) 9.30E-9(7.45E-10) 8.78E-09 (1.13E-9) 9.17E-9 (8.31E-10) 
F4 6.86E+0 (1.57E+0) 6.59E+0 (1.88E+0) 9.52E-9 (5.46E-10) 9.30E-09(5.75E-10) 9.28E-09 (5.59E-10) 
F5 1.26E+4(1.27E+4) 6.88E+5 (5.03E+5) 3.60E+3 (1.80E+4) 1.95E-1 (8.00E-1) 9.61E-1 (1.74E+0) 
F6 5.09E+2(3.36E+2) 1.54E+3 (4.74E+2) 0.00E+0(0.00E+0) 0.00E+0 (0.00E+0) 0.00E+0 (0.00E+0) 
F7 1.013E+0 (4.12E-1) 9.84E-1 (4.23E-1) 4.48E-4 (2.32E-4) 3.76E-1 (2.22E-1) 3.30E-1 (2.18E-1) 
F8 2.33E+2 (1.49E+2) 5.68E+2 (1.83E+2) 5.67E+2 (1.96E+2) 4.60E+2 (3.49E+2) 6.65E+2 (2.53E+2) 
F9 2.39E+1 (5.09E+0) 2.59E+1 (5.69E+0) 2.75E+0(1.36E+0) 1.59E-1 (3.72E-1) 1.59E-1 (3.72E-1) 
F10 5.00E+0 (7.83E-1) 4.65E+0 (8.18E-1) 4.62E-2 (2.31E-1) 5.70E-08 (1.98E-8) 6.39E-08 (1.83E-8) 
F11 4.03E+0 (1.89E+0) 9.40E+0 (3.11E+0) 6.37E-2(2.98E-2) 1.24E-01 (7.57E-2) 1.47E-1 (7.71E-2) 
F12 3.92E+2 (1.45E+3) 1.18E+6 (1.40E+6) 2.07E-2 (4.23E-2) 5.21E-9 (2.10E-9) 5.06E-9 (2.72E-9) 
F13 1.14E+4 (3.66E+4) 6.58E+6 (3.99E+6) 8.79E-4 (3.04E-3) 6.22E-9 (2.58E-9) 5.96E-9 (2.50E-9)  
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Table 3 and Table 4 show the error values achieved by algorithms, pMA-BLX-α 
and pMA-SBX, respectively in 25 runs for functions F1-F13. 

3.1   Discussion 

These algorithms are tested on standard benchmark functions having unimodal, multi-
modal properties with noise and discontinuity. Functions F1-F5 are with unimodal 
property. Function F6 is a step function, which is having one minimum and is a discon-
tinuous function. Function F7 is a noisy quartic function comprising of random value in 
range [0, 1). Functions F8 – F13 are multimodal functions in which the number of local 
minima is increasing exponentially with the problem dimension [6]. For unimodal func-
tions, the convergence rates are more interesting than the final results of optimization. In 
case of multimodal functions, the final results are important since they reflect algo-
rithm’s ability of escaping from poor local optima and locating a good near-global op-
timum. The pMA is converging quickly in most of the functions like F1-F4, F6, F9-F10, 
and F12-F13 (both unimodal and multimodal) as shown in Table 3 and Table 4. In Fig. 1 
the graphs show the number of fitness function evaluations on x-axis and error in the 
optimum value averaged over 25 runs on the y-axis. For comparison the convergence  
 

Table 3. Error values achieved by pMA-BLX-α in 25 runs for functions F1-F13 

F 1st (Best) 7th 13th (Median) 19th 25th(Worst) Mean Std Dev 
F1 2.22E-09 4.73E-09 6.23E-09 8.21E-09 9.77E-09 6.10E-09 2.27E-09 
F2 6.26E-09 8.08E-09 9.22E-09 9.51E-09 1.00E-08 8.80E-09 1.02E-09 
F3 5.69E-09 8.49E-09 9.04E-09 9.47E-09 9.93E-09 8.78E-09 1.13E-09 
F4 7.95E-09 8.95E-09 9.48E-09 9.73E-09 9.94E-09 9.30E-09 5.75E-10 
F5 3.75E-04 4.98E-04 6.22E-04 8.63E-04 3.99E+0 1.95E-01 8.00E-01 
F6 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 
F7 1.21E-01 1.88E-01 3.44E-01 5.22E-01 9.26E-01 3.76E-01 2.22E-01 
F8 1.27E-04 2.17E+2 4.34E+2 6.51E+2 1.05E+3 4.60E+2 3.49E+2 
F9 3.71E-09 7.55E-09 8.62E-09 9.82E-09 9.95E-01 1.59E-01 3.72E-01 
F10 2.79E-08 4.19E-08 5.15E-08 6.90E-08 9.59E-08 5.70E-08 1.98E-08 
F11 2.96E-02 7.39E-02 1.01E-01 1.60E-01 3.74E-01 1.24E-01 7.57E-02 
F12 1.38E-09 3.60E-09 4.76E-09 6.45E-09 9.49E-09 5.21E-09 2.10E-09 
F13 7.78E-10 5.06E-09 6.87E-09 8.28E-09 9.84E-09 6.22E-09 2.58E-09 

Table 4. Error values achieved by pMA-SBX in 25 runs for functions F1-F13 

F 1st (Best) 7th 13th (Median) 19th 25th(Worst) Mean Std Dev 
F1 2.51E-09 5.18E-09 7.04E-09 9.07E-09 9.95E-09 6.77E-09 2.36E-09 
F2 6.93E-09 8.03E-09 8.65E-09 9.25E-09 9.84E-09 8.62E-09 8.77E-10 
F3 7.18E-09 8.86E-09 9.60E-09 9.76E-09 9.98E-09 9.17E-09 8.31E-10 
F4 8.15E-09 8.93E-09 9.39E-09 9.80E-09 1.00E-08 9.28E-09 5.59E-10 
F5 3.95E-04 6.28E-04 7.66E-04 3.91E-02 4.02E+0 9.61E-01 1.74E+0 
F6 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 0.00E+0 
F7 9.03E-02 1.58E-01 3.23E-01 3.66E-01 1.00E+0 3.30E-01 2.18E-01 
F8 1.27E-04 5.35E+2 6.91E+2 8.49E+2 1.16E+3 6.65E+2 2.53E+2 
F9 4.90E-09 7.88E-09 8.98E-09 9.79E-09 9.95E-01 1.59E-01 3.72E-01 
F10 3.65E-08 5.03E-08 6.40E-08 7.52E-08 9.80E-08 6.39E-08 1.83E-08 
F11 3.74E-02 9.59E-02 1.21E-01 1.99E-01 3.17E-01 1.47E-01 7.71E-02 
F12 1.62E-09 2.71E-09 4.70E-09 6.96E-09 9.50E-09 5.06E-09 2.72E-09 
F13 1.47E-09 3.54E-09 6.13E-09 7.92E-09 9.37E-09 5.96E-09 2.50E-09 
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Fig. 1. Average fitness error versus NFFE for functions F2, F3, F4, F5, F9, F10, F11& F13 
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characteristics of GA-BLX-α, GA-SBX, pMA-BLX-α, pMA-SBX and PSO are plotted. 
As seen from the figure, the GA-BLX-α and GA-SBX are performing in a similar way 
and pMA-BLX-α and pMA-SBX are also having similar nature of convergence. PSO is 
converging better than GA but showing lower performance than pMA. The future work 
could be to integrate local search with improved PSO variants [12] and incorporating 
CEC 2005 test problems [13] for validation. 

4   Conclusion  

In this paper a new variant of memetic algorithm named pMA is developed. Particle 
Swarm Optimization (PSO) is used as the local search in this Memetic Algorithm. 
The mechanism of PSO for dragging all the particles towards the best one shows the 
instating property of ‘meme’. PSO is good at local search and showing its usefulness 
in the pMA. The proposed PSO based Memetic Algorithm (pMA) is performing ro-
bustly as compared to Genetic Algorithms in terms of higher accuracy and conver-
gence speed. PSO is also showing promising performance individually and supporting 
GA very well to make the MA. Both the algorithms are having convergence accuracy 
upto the error value 10-8 for most of the functions and showing better speed, success 
and consistency of the convergence. The variants of PSO can be integrated as a local 
search for making MA and can be tested on CEC2005 test problems. 
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Abstract. An Unified Power Flow Controller (UPFC) is a typical Flexible AC 
Transmission System (FACTS) device playing a vital role as a stability aid for large 
transient disturbances in an interconnected power system. This paper deals with the 
design of Feedback Linearising Controller (FBLC) tuned by PSO for UPFC.The dis-
turbances are created in the SMIB system and the results are simulated. The results 
proved the supremacy of the Power System Stabilizer (PSS) equipped with FBLC 
over the PSS equipped with Proportional Integral (PI) controller. 

Keywords: UPFC, PSO, FACTS, FBLC, PSS, PI. 

1    Introduction 

1.1    Transient Stability 

Transient stability refers to ‘‘the ability of a power system to maintain synchronism 
when subjected to a severe transient disturbance’’ [1]. Stabilization of a synchronous 
generator is undoubtedly one of the most important problems in power system con-
trol. Power system stabilizers (PSS) and Automatic voltage regulators (AVR) with 
exciter are normally employed to damp out the electromechanical oscillations as well 
as for the post fault bus-voltage recovery. However, it is well known that the perfor-
mances of PSS and AVR are limited since their designs are primarily based on linear 
control algorithms. In the event of large faults, the nonlinearities of the system be-
come very severe, thereby putting limitations on the performances of classical control 
designs. Thus, the most appropriate approach for controller design for a power system 
is the use of nonlinear control theory, i.e., multivariable feedback linearization 
scheme. The application of feedback linearization approaches for power system control 
was first investigated by Marino [2] and subsequently by several researchers [3-5]. This 
control technique has also been successfully applied to control of drives and power 
electronics based systems [6-8]. Successful applications of FACTS equipment for pow-
er flow control, voltage control and transient stability improvement have been reported 
in the literature [9-13].The rapid development of power electronics technology provides 
opportunities to develop new power equipment to improve the performance of the actual 
power systems. During the last decade, a technology called “Flexible AC Transmission 
Systems” (FACTS) have been proposed and implemented. 
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2   Modeling of UPFC 

2.1   UPFC Installed in SMIB System 

The mathematical model of the UPFC is derived here in the d-q (synchronously rotat-
ing at the system angular frequency ω) frame of reference. This is followed by a de-
tailed description of the conventional PI control strategy employed for active and 
reactive power control using UPFC. The equivalent circuit model of a power system 
equipped with a UPFC is shown in Fig 2. The series and shunt VSIs are represented 
by controllable voltage sources Vc and Vp, respectively.  Rp and Lp represent the resis-
tance and leakage reactance of the shunt transformer respectively. Leakage reactance 
and resistance  of series transformer have been neglected. 

 

Fig. 1. Single line diagram of UPFC installed in power system 

2.2   Modeling of Shunt Converter R + L i    =  V  V                                                  (1) 

 =  R L + L V  V                                           (2) 

Where: 

  i =  i i i T
 

  V =  V V V T 

  V =  V V V T
 

  =  0 00 00 0 and =  0 00 00 0  

 

Under the assumption that the system has no zero sequence components, all currents 
and voltages can be uniquely represented by equivalent space phasors and then  
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transformed into the synchronous d-q-o frame by applying the following transforma-
tion (q is the angle between the d-axis and reference phase axis): 

= 23
cos 23 cos + 23sin sin 23 sin + 231√2 1√2 1√2

 

Thus, the transformed dynamic equations are given by, 

   =  R L + L V  V + ωi                                  (3) 

   =  R L + L V  V ωi                                   (4) 

where ω is the angular frequency of the AC bus voltage. 

 

Fig. 2. PI-Control Structure of Shunt Converter 

2.3   Modeling of Series Converter =  + +  ( sin )                               (5) 

 =  + cos                                (6) 

 
For fast voltage control, the net input power should instantaneously meet the charging 
rate of the capacitor energy. Thus, by power balance, 

 = + + + ( + ) 
   = Vdcidc 

 =  +  

      =  +  + +   (  ) +        (7) 

 
An appropriate series voltage (both magnitude and phase) should be injected for ob-
taining the commanded active and reactive power flow in the transmission line, i.e., 
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(Pu,Qu) in this control. The current references are computed from the desired power 
references and are given by, 

 =                                           (8) 

 =                                           (9) 

The  corresponding control system diagram is shown in Fig 6 . 

 

Fig. 3. PI-Control of Series Converter 

3   Particle Swarm Optimisation 

PSO is basically developed through simulation of bird flocking in a two-dimension 
space. The position of each agent is represented by its XY-axis position and the veloc-
ity is expressed by VX

 
(the velocity of x-axis) and VY (the velocity of y-axis). Modifi-

cation of the agent position is realized by position and velocity information. Bird 
flocking optimizes a certain object function. Each agent knows its best value (pbest) 
and its XY position. This information is an analogy of personal experiences of each 
agent. Moreover, each agent knows the best value

 
in the group (gbest) among bests. 

This information is an analogy of knowledge of how the other agents around them 
have performed. Namely, each agent tries to modify its position. 

• The current position (X,Y)  
• The current velocities( VX, VY)  
• The distance between the current position and pbest  
• The distance between the current position and gbest 

 

 
where 
vi,j velocity of particle i and dimension j, xi,j position of particle i and dimension  
j c1,c2 Acceleration constants, w inertia weight factor, r1,r2 Random numbers between 
0 and 1, pbest Best position of a specific particle, gbest Best particle of the group 
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4   FBLC for UPFC 

In this section, the design steps for the feedback linearizing control of UPFC have 
been presented. In the UPFC control, there are two objectives, i.e. ac bus voltage 
(Vdc) control. in the following control design, the dynamic equation for Vs is ob-
tained as follows with reference to single line diagram. Now, for the control design, 
the complete state space model is expressed in the form of equations as follows: 

 

=  

 

=  

=  =  =  =  =  =  ( ) +  =  ( ) +  =  ( ) +  =  ( ) +  =  ( ) 
 =  ( ) + + + + ( ) 

The outputs of the system are Vs and Vdc. thus,  

 
 

 
 

By control law, the outputs of the system is given by, 

= 3( )4( )6( )5( ) +
0    0        00    0      0    

  

         = ( ) + ( )  

The non-singularity of E(x) can be observed by computing the determinant of E(x). 
E(x) is non-singular in the operating ranges of Vs and Vdc. For tracking of Vs and 

Vdc, the new control inputs v1, v2, v3 and v4 are selected as (by both proportional and 
integral control): 
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=
+ ++ ++ ++ + +

 

The gain parameters K11, K12, K21, K22,K23are determined by assigning desired poles 
on the left half s-plane and, thus, asymptotic tracking control to the reference can be 
achieved. 

5   Simulation Results 

5.1   CASE-I 

The synchronous generator is assumed to operate at  P=1.2p.u.and Q = 0.85 p.u.  A 3-
phase fault occurs near the infinite bus for duration of 100 ms The 3-phase fault is 
created at 500ms and removed at 600ms. 

 

 

 

Fig. 4. Comparison of transient responses between FBLC and PI-Controller 
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5.2   CASE-II 

The synchronous generator is assumed to operate at  P=1.2p.u.and Q = 0.5 p.u.  A 3-
phase fault occurs near the infinite bus for duration of 100 ms The 3-phase fault is 
created at 500ms and removed at 600ms. 

 

 

 

Fig. 5. Comparison of transient responses between FBLC and PI-Controller 

6   Conclusion 

The mathematical model for Unified Power Flow Controller (UPFC) has been devel-
oped and the MATLAB experimental results proved the supremacy of the Feed-Back 
Linearization Controller (FBLC) over the ordinary Proportional Integral (PI) Control-
ler. For all type of disturbances created in the Single Machine Infinite Bus (SMIB) 
system, the Feed-Back Linearization Controller (FBLC) equipped with Power System 
Stabilizers (PSS) damped the electromechanical oscillations faster than the Propor-
tional Integral (PI) controller equipped with Power System Stabilizers (PSS). 
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Abstract. In distribution system, the size and location of shunt capacitors for 
peak power loss and energy loss reduction plays a vital role. This paper 
proposes a new method, Nelder-Mead particle swarm optimization (NM-PSO) 
for the optimal capacitor placement problem. The NM-PSO method is applied 
to IEEE 69-bus radial distribution system and the results obtained are compared 
with that of particle swarm optimization (PSO). Also, the problem has been 
reformulated to include the maintenance cost and economic factors such as 
inflation and interest rates. The results obtained clearly indicate the better 
performance of NM-PSO over PSO, confirming its superiority to PSO in 
finding the optimal solution and handling more complex, nonlinear objective 
functions. 

1   Introduction 

The power system aims to feed the customer loads with quality electrical energy as 
economical as possible. Distribution system, one of the three components of power 
system is responsible for energy transfer to these electrical loads. Studies indicate that 
in a power system major portion of the total system losses, nearly 13% occur in 
distribution system [1]. With development, the increase in quantity of electrical loads 
will make the system more inefficient by increasing the distribution system losses. 
Therefore, the utilities need to increase the efficiency of the distribution system. 

To reduce these power losses the utilities provide the reactive power demands 
locally by shunt capacitors. Due to their economical cost and high cost benefits shunt 
capacitors have been the preferred choice of the utilities.  However, the amount of the 
profit that can be achieved using these capacitors largely depends upon their optimal 
location and size. Investment cost is one of the most important factors for optimal 
capacitor placement (OCP) amongst other factors such as cost of planning, operation, 
design process investment, power or energy etc. Thus, economic consideration 
becomes necessary for obtaining the best solution in capacitor placement design. This 
problem of OCP has attracted many researchers, taking the problem’s publication 
count to over 400 [1]. Various heuristic methods [2, 3] and Numerical programming 
[4] are also used for solving the problem. Recently, artificial intelligence based 
methods [5-8] have also been used to optimally placing the capacitors. 

Researchers have modeled the OCP problem as different objective functions. In some 
papers, maximizing dollar saving function [3], [5-9] remains the objective while in some it 
remains only reducing the power losses [10]. But these objective functions assume the 
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costs to remain constant over the planning period, without including the maintenance cost, 
market inflation and creditor’s interest. This paper proposes a new optimization algorithm 
of evolutionary computation, known as Nelder-Mead particle swarm optimization (NM-
PSO) [10], for solving OCP problem.  NM-PSO combines the advantages of both Nelder-
Mead (NM) and particle swarm optimization (PSO) algorithms.   

A new objective function of the problem with the objectives of cost reduction of peak 
power loss, energy loss and capacitor’s cost with effects of maintenance cost, inflation and 
interest rates on cost. The candidate bus selection is done using the bus sensitivity method 
[12]. The NM-PSO algorithm is applied to the IEEE 69-bus radial distribution system and 
the results are compared with PSO algorithm. The results obtained show the applicability 
of NM-PSO over PSO for OCP. The results show that with NM-PSO mores savings can 
be achieved with less kVArs placed in the system in comparison to PSO. 

2   PSO and NM-PSO 

This section describes the PSO and NM-PSO briefly. The PSO algorithm is an 
evolutionary computation technique, imitating the social behavior amongst entities. In 
NM-PSO, the efficient local direct search technique is combined with PSO. This 
helps PSO is searching the space effectively.  

2.1   Method 1: Particle Swarm Optimization (PSO) 

PSO [13, 14] is an evolutionary computation technique imitating the social behavior 
of bird flocking and fish schooling. It is a population based stochastic algorithm, 
where population and individual entities are termed as swarm and particles, 
respectively. These particles move through the problem hyperspace with given 
velocity. In PSO, particles in the swarm update their positions stochastically towards 
the successful regions. The success of particles is influenced by particle’s previous 
best position and success of their topological neighbors. The detailed analysis of this 
algorithm is presented in [13, 14]. 

For an n-dimensional search space the position ( )(txi ) and velocity ( )(tvi ) of 

particles, at any instant t, can be given as:  

[ ]Tni txtxtxtxtx )(,),(),(),()( 321 =  (1)

[ ]Tni tvtvtvtvtv )(,),(),(),()( 321 =  (2)

Keeping the relative importance of particle’s own and neighborhood experiences, the 
updated velocity of the particle is given as 

))(.(.)(.(.)()1( 2211 txgrandtxprandtvtv ibestibestii −+−+=+ ϕϕ  (3)

where, φ1, φ2 are two positive numbers (1.5, 2), rand1, rand2 are two random numbers 

[0, 1], pbest is local best of particles, gbest is global best of particles.  )(tvi  is the 

velocity of the particles taken as difference between maximum and minimum 
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capacitor values divided by number of iteration respectively. Accordingly, the 
updated position of the particle is given as 

)1()()1( ++=+ tvtxtx iii  (4)

The pseudo code of the above algorithm is shown in Fig.1. 

1. Initialize each particle 
          End 

2. Do 
  For each particle  
     Calculate fitness value 
      If the fitness value is better than the best fitness value (pl)  
         set current value as the new pl 
End 
  Choose the particle with the best fitness value of all the particles as the pg 
    For each particle  
        Calculate particle velocity according equation (3) 
        Update particle position according equation (4) 
End 

Fig. 1. Pseudo code of particle swarm optimization (PSO) 

2.2   Method 2: Nelder-Mead Particle Swarm Optimization (NM-PSO) 

The hybrid NM-PSO algorithm, as proposed by Fan and Zahara [10], is based on 
combination of NM method and PSO for constrained optimization. Nelder and Mead 
proposed a simple local direct search technique, which does not require any derivative 
for finding solution of any function [15]. The PSO is used as global search technique 
but it is limited by high computational cost of the slow convergence rate. 

The slow convergence rate of PSO than NM is due to improper utilization of local 
information to determine a most promising search direction. To overcome this slow 
convergence PSO is combined with NM, in a way that both the algorithms enjoy 
merits of each other. In NM-PSO, PSO prevents the hybrid approach from getting 
trapped in local optima, whereas NM increases the convergence rate. Summarily, 
PSO focuses on “exploration” and NM method focuses on “exploitation” [11].  

For an N-dimensional problem, the pseudo code of the algorithm is given in Fig. 2. 
 

1. Initialize. Generate a population of size 3N+1 
          Repeat 

2. Evaluate the fitness of each particle 
          Rank them based on the fitness results. 

3. Simplex Method. Apply NM operator to top N+1 particle. 
4. PSO method. Apply PSO operator to remaining 2N particles, and update the 

particles with worst fitness until stopping criterion is reached 

Fig. 2. Pseudo code for Nelder-Mead particle swarm optimization (NM-PSO) 
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There are various parameters to be specified for the experiments. The parameters 
for PSO have already been discussed in previous sub-section. The various parameters 
of the NM algorithm in NM-PSO viz. reflection coefficient (α), expansion coefficient 
(β), Contraction coefficient (γ), and Shrink Coefficient (δ) are given as 1, 2, 0.5, and 
0.5, respectively. The experiments are performed for 100 iterations. 

3   Bus Sensitivity 

Sensitivity of any particular bus can be calculated using bus sensitivity method [12], 
which reveals that reactive power compensation is mainly required on buses having 
reactive power demand and below nominal bus voltage. The index bus sensitivity for 
each bus i bus sensitivity (BSi) index is defined as 

i

i
Qii V

Ql
BS λ=  (5)

where, λQi, Qli, and Vi are the Lagrange multiplier, load reactive power and voltage 
magnitude at bus i, in that order. For the capacitor placement problem, λQi imitates the 
sensitivity of objective function towards the changes in the reactive power injection to 
bus bar i. Bus sensitivity index BSi gives cost required to increase the voltage at bus i. 
The unit of BSi is $/V. 

4   Problem Formulation 

The objectives of OCP are to minimize power loss, energy loss, and cost of 
capacitors, along with maintaining the bus voltages in a limit. The costs included in 
the objective function are affected by the maintenance cost and the economic factors. 
The reformulated objective function incorporating these costs and factors, can be 
expressed as 

( ) ( )( )  
= = =

−++++=
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where, Ti is time duration, nl is load level, Cj(u
0
j) is cost function of capacitor 

00 )( jcjinstjj ukkuC += , nc is number of capacitors, Pl is power loss at peak load, kef 

is economic factor given as 
f

m
kef +

+=
1

1
, and Pi power loss at load level i. The 

values for capacitor cost (kcj), capacitor installation cost (kinst), cost of energy (ke), cost 
of peak power loss (kp), Planning period (Y),  maintenance cost (Mtc), increment (I) in 
Mtc,  inflation rate (m), and interest rate (f ) are  taken as US$ 3/kVAr, US$ 1000, US$ 
0.06/kWh, US$ 168/kW, 10 years,  US$ 322.42/year, 10% per year, 4% per year, and 
5% per year, respectively.  

Initially, based on distribution load flow [16], the power losses for the system are 
calculated without any capacitor placement. BSi calculation forms the basis of bus 
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selection for capacitor placement. Then at the selected buses the capacitors are placed 
utilizing the two methods (i.e. PSO and NM-PSO) and the objective function. For the 
given system the process of determination of the OCP is done till the minimum value 
of the objective function is obtained following the constraints. Performance of the 
system is then evaluated based on the solutions obtained. 

4.1   Operating Constraints 

The problem of capacitor placement is subjected to the following constraints: 
 

(1). AC power flow constraints. The power flow constraint as be expressed as: 

nliuxG iii ,...,2,1;0),( ==  (7)

(2). Bus voltage constraint. The bus voltages should lie in between the 
minimum, Vmin (0.9 pu) and Vmax (1.1 pu). 

maxmin VVV <<  (8)

(3). Capacitor capacity constraint. The maximum number of capacitors to be 
installed in a system is limited, i.e. 

{ }nc
u

u

s

j ,,2,1
0

∈  (9)

5   Results and Discussions 

The proposed objective function and algorithm, has been implemented on the 
MATLAB platform. It has been implemented on 12.6 kV IEEE 69-bus system [17] 
radial distribution system. The diagram of the test feeder system is shown in Fig. 3. 
Load duration data for the IEEE 69-bus system is given in Table 1.  

5.1   Candidate Bus Selection 

Bus sensitivity method is adopted for candidate bus selection. Buses having highest 
numeric value of BSi are selected for capacitor placement. The bus sensitivity 
calculation for IEEE 69-bus system, on this basis 9 buses are selected for capacitor 
placement, i.e. 11, 12, 21, 48, 49, 50, 59, 61, and 64. Based on the capacitors selected 
the problem of OCP becomes a 9 (N=9) dimensional problem. 

5.2   Capacitor Placement at Buses 

The capacity of capacitors placed on selected buses of test system is calculated using 
method-1 and method-2. Table 2 shows the capacitors placed at the candidate buses 
using the two methods. After placement of capacitors the performance of the bus  
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Fig. 3. IEEE 69-bus radial distribution 
system 

 

Fig. 4. Bus sensitivity of IEEE 69-bus radial 
distribution system 

 

Table 1. Load Duration Data for IEEE 69-bus System 

 Low Medium Peak 
Load Level 0.5 1 1.4 
Time Interval (Hrs) 1000 6760 1000 

 
systems is evaluated by considering peak power loss, energy loss, total cost and the 
benefits. The results obtained are tabulated in Table 3. 

From Table 2 and 3 it is clearly visible that with method-1 the OCP results in 
considerable reduction in peak power loss of 29.58%. Also, the cost energy losses are 
reduces to US$ 220,445.3 from the original US$ 305513.9. This results in yearly 
benefits of US$ 95, 820.17, which is nearly 19.22%. Method-2 applied for capacitor 
placement also provides 29.58% peak power loss reduction, but the cost of energy 
losses reduces from US$ 220445.30 to US$ 220408 in comparison to method-1. The 
yearly benefit of US$ 99914.11(20.04%) is achieved with method-2 which is higher 
than that obtained with method-1. 

Although, the results obtained for both the methods are comparable in terms of 
losses, but the kVArs placed by the two methods makes the difference. Table 2 shows 
that for the given system with method-1 15,450 kVArs are placed, whereas with 
method-2 only 14,100 kVArs are placed. This indicates that for OCP problem, NM-
PSO provides more efficient solution than PSO. 

Table 2. Capacitors Placed at the Candidate Buses 

Bus  11 12 21 48 49 50 59 61 64 Total 
Method 1 2400 2700 900 3450 600 1200 450 3000 750 15,450 
Method 2 2100 2400 900 2400 750 1200 750 2700 900 14,100 
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Table 3. Capacitors Placed at the Candidate Buses 

 Original Configuration Method 1 Method 2 
Peak Power Loss (kW) 1149 809.11 809.07 
Medium Power Loss (kW) 563.34 397.51 397.47 
Low Power Loss (kW) 134.72 177.81 177.5 
Total Power Loss (kW) 1847.06 1384.43 1384.04 
% Peak Power Loss Reduction - 29.58 29.58 
% Loss Reduction - 25.05 25.07 
Cost of Peak Power Loss (US$) 193032 135930.50 135923.80 
Cost of Energy Loss (US$) 305513.9 220445.30 220408 
Capacitor Cost (US$) - 46350 42300 
Total Cost (US$) 498545.9 402725.70 398631.80 
Benefits (US$) - 95820.17 99914.11 
% Benefits  - 19.22 20.04 

6   Conclusion 

In this paper, the proposed NM-PSO based algorithm is tested on IEEE 69-bus radial 
distribution system for OCP. To make the problem more realistic, objectives of the 
problem were modified to include the reduction in total cost and real power losses, 
with inclusion of economic factor and maintenance cost. The work demonstrates that 
the inclusion of variation in the costs calculated in the objective function gives the 
problem a more realistic approach. The computational effort for NM-PSO is balanced 
by dividing the total number population size (3N+1) into NM (N+ 1 particle) and PSO 
(2N particles).  NM being inherently fast in computes the local solutions while the 
global solutions are searched by the PSO. The results presented help in establishing 
the NM-PSO as a promising and viable tool for finding the optimal solution and 
handling more complex, nonlinear objective functions. 
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Abstract. This paper focuses on unit sizing of stand-alone hybrid energy 
system using Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) 
and comparative performance study of these two meta-heuristic techniques on 
hybrid energy system. The hybrid system is designed focusing on the viability 
and combining different renewable energy sources like wind turbines, solar 
panels along with micro-hydro plant as well as fuel cells to compensate the 
deficit generation in different hours. Apart from the non-conventional sources, 
the system has been optimized with converters, electrolyzers and hydrogen 
tanks. Net present cost (NPC), cost of energy (COE) and generation cost (GC) 
for power generation have been considered while optimal unit sizing of the 
system are performed. Feasibility of the system is made based on net present 
cost (NPC). The performances of two algorithms have been checked for 
different values of variants of the respective algorithms and a comparative study 
has been carried out based on number of iterations taken to find optimal 
solution, CPU utilization time and also quality of solutions. The comparative 
analysis shows that the Particle Swarm Optimization technique performs better 
than Genetic Algorithm when applied for the sizing problem. 

Keywords: Genetic Algorithm, Particle Swarm Optimization, Off-grid 
renewable energy system, Solar panels, Wind turbine, Micro-hydro plant. 

1   Introduction 

Fast depletion of fossils fuels, direct and indirect green house gases emission from 
thermal power plants and environmental issues have shifted world’s focus towards the 
new and renewable sources of energy. Huge amount of electricity is being produced 
to meet the high energy demand in India and is in fifth position in electricity 
generation (922.2TWh) in the world at the end of year 2010 [1]. Still many remote 
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villages of India are waiting for the electricity to taste. It is now of great concern for 
government to provide power to a remote location where power can’t be supplied 
from the main grid line due to the high associated cost. This has explored a new 
horizon and opened up the door of off-grid renewable energy system. For better 
understanding of performance and proper optimization of this type of hybrid system, 
different meta-heuristic techniques have been used extensively such as Genetic 
Algorithm [2-4], Particle Swarm Optimization [5-7], Fuzzy Control, Differential 
Evolutionary Algorithm, Ant Colony, Tabu Search etc. [8-11]. 

2   Hybrid Test System Model 

The hybrid test system model has been framed keeping in mind a typical village 
of India. It is assumed that the village has high potential of solar energy, wind 
energy along with the micro hydro plant. The sizing of the proposed hybrid 
energy system has been carried out considering an increase of 10% in average 
load profile over the lifetime of the project of 30 years. The average hourly wind 
velocity and solar insolation data and load profile for 24 hours of that location are 
shown in Figure 1.  

The different components used in this system are standard components of 
different manufacturer make and data used for different components are listed in 
Table 1. 

 

 

Fig. 1. Hourly load, solar insolation and wind velocity data for the site 
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Table 1. Different parameter values & costs (Rs./Yr) considered for the hybrid energy system 

Component Parameter Value Capital 
Cost 

Replacement 
Cost 

Operation 
     Cost 

Micro 
Hydro-plant 

Installed capacity 20kW 
1610K 1288K 32K Operating efficiency 50% 

lifetime 20Years 
Wind 

Turbine 
Capacity 10kW 

1334K 1104K 46K 

Rated speed 12m/s 
Cut–in speed 2.5m/s 

Furling 
speed 

15.6m/s 

Lifetime 15years 
Solar PV 
Module 

Rated power 0.15kW 

23K 18.4K NIL 
Slope 25 degrees 

Derating Factor 0.9 
Lifetime 20 years 

Fuel Cell Capacity 5kW 
552K 460K 23K Efficiency 50% 

Lifetime 15Years 
Electrolyzer Capacity 1kW 

92K 82K 9.2K Efficiency 90% 
Lifetime 20 Years 

Converter Capacity 5kW 
115K 92K 0.92K Efficiency 90% 

Lifetime 20 Years 
Hydrogen 
Tank 

Capacity 1 Kg 
55.2K 46K 0.46K 

Lifetime 15 Years 

3   System Costs and Objective Function 

The total annualized cost of a component consists of the annualized capital cost, 
annualized replacement cost, annualized operation and maintenance cost as well as 
annualized fuel cost. The total annualized cost of different components of the hybrid 
systems can be represented by the equations shown below [12]. 

Total annualized cost of each component: 

,

,,,,

componentafc

componentaomcomponentarepcomponentacapcomponentann

C

CCCC +++=
  (1) 

Where, acapC = annualized capital cost, arepC = annualized replacement cost, aomC = 

annualized operation & maintenance cost, afcC = annualized fuel cost. 
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The total annualized cost of the hybrid energy system can be expressed as [12]: 
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Where, sN  = number of installed solar modules, wN = number of installed wind 

turbines, cN = number of installed converters, tN = number of installed hydrogen 

tanks, eN = number of installed electrolyzers and fN  = number of fuel cells installed 

in the hybrid system. 
The net present cost of the system is expressed as: 

,

proj

totann
NPC CRF

C
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(3) 

The cost of energy of the system is given by [13] as: 

,

kWhinyeartheoversystemthebycateredloadTotal

C
COE

totann=
       

(4) 

Similarly the generation cost of the system can be expressed as: 

,

kWhinyeartheovergeneratedpowerTotal

C
GC

totann=
                      

(5) 

As in some hours of operation, the total power generated by the system is not 
completely utilized by the demand side and there is some input to the electrolysers, 
the value of COE and GC differs by some extent. In this study, the system is 
optimized based on the net present cost. 

4   Optimization Methods 

The objective function derived above for obtaining the optimal sizing of the different 
components of the hybrid energy system under study has been optimized employing 
Particle Swarm Optimization technique and Genetic Algorithm. 

4.1   Particle Swarm Optimization 

Particle swarm optimization was originally developed by Kenedy and Eberhart [14] 
based on natural behaviour of the particles or agents and it is quite efficient 
population based optimization procedure for multidimensional non-linear complex 
problem. Each position of the particle in d-dimensional search space represents the 
possible solution of the problem. After each iteration, particles change their position 
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to give the better solution. Each time particles update their position in the search 
space depending upon their own experience and their neighbour particles’ experience. 
A particle’s position is updated depending upon its current velocity, its own distance 
from its previous best position and distance from the best position occupied by the 
particle in the group. According to Kennedy et al., for each particle i, its position is 
updated in the following manner: 

11
i

k
i
k

i
k VXX ++ +=

                                      
(6) 

Where i
kV 1+  is pseudo velocity and can be calculated as follows: 
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Here k represents a pseudo time increment, i
kP  represents the best ever position of 

particle i at time k and g
kP represents the global best position in the group of swarm.  

1r  & 2r represent the uniform random values in the range [0 1], w represents the 

weight parameters and 1c  & 2c are the acceleration constant which depend on the 

cognitive and social nature of the swarms. 

4.2   Genetic Algorithm 

Genetic algorithm is started with a random initial population of chromosomes. The 
fitness function is evaluated for each chromosome of the corresponding population. A 
selection operation is performed on the population of chromosomes which will be 
subjected to crossover and mutation operations based on Roulette Wheel method [2] 
to produce the new generation. The minimum value of objective function found for a 
generation of chromosomes is compared with the minimal value found in the previous 
generation. If the current minimal value is lower than that of the previous generation, 
then this value is considered to be the optimal solution of the minimization problem. 
The optimal chromosome found in each generation represents the sizing of different 
components for the hybrid energy system. 

From one generation to next generation four steps are involved: 
 
a) Selection: selection of individuals (chromosomes) for reproduction according 

to their fitness (objective function value) 
b) Crossover: merging the genetic information of two individuals based on 

crossover probability factor. 
c) Mutation: a random alternation of the chromosomes based on mutation 

probability factor. The positive effect is preservation of genetic diversity and 
as an effect that local maxima can be avoided. 

d) Sampling: procedures which computes a new generation from the previous 
one and its off-spring. 
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5   Simulated Results and Comparative Study 

The objective function formulated for obtaining the sizing of the hybrid energy 
system is optimized using both Particle Swarm Optimization and Genetic Algorithm.  

A comparative analysis is performed varying the values of different optimization 
variants to find their best fitted values for the objective function under study. 

The optimal sizing as found employing Genetic Algorithm and Particle Swarm 
Optimization is given in Table 2. 

We performed the analysis taking the different values of acceleration constant and 
swarm population for Particle Swarm Optimization technique keeping weight 
parameter constant. We considered different values for acceleration constant in the 
range [0.1 2]. Similarly for swarm population, different values in the range [10 200] 
were considered. Based on our analysis, we found that the technique performs best 
when acceleration constant is 2 and the swarm population is 150. 

Table 2. Optimal sizing obtained for the integrated hydro-wind-solar-fuel cell system 

Component Optimal Sizing 
(No. of Units) 

Capacity 

Wind Turbine 8 80 kW 
Solar Panel 0 0 kW 
Converter 3 15 kW 
Fuel Cell 3 15 kW 

Electrolyser 5 5 kW 
Hydrogen Tank 3 3 kg. 

Net Present Cost (NPC): Rs. 24327.45k 
Generation Cost (GC):  Rs. 4.98/kWh 
Cost of Energy (COE): Rs. 7.53/kWh 

 
Again, we performed similar analysis for Genetic Algorithm varying the values of 

crossover probability factor, mutation probability factor and chromosome population. 
We considered different values for crossover and mutation probability factors in the 
range [0.1 0.9]. In the same way, for chromosome population, different values in the 
range [10 200] were considered. Analyzing the performance of Genetic Algorithm in 
different runs, it was found that it performs best for the objective function when 
crossover and mutation probabilities are 0.5 and chromosome population is 200. 

Using the fine tuned values obtained by varying the parameters of PSO and GA, 
the comparative analysis between the two optimization techniques was performed. 
The comparison of performance was mainly based on the number of iterations needed 
to reach the optimal value, CPU utilization time as well as quality of solutions. 

A sampling of 100 separate runs was taken for each of the techniques. The 
performances of these two optimization techniques in terms of average number of 
iteration needed to find the optimal value and the average CPU Utilization time are 
given in Table 3. 
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Table 3. Performance comparison of PSO and GA 

Method Avg. No. Of Iteration to 
Find the Optimal Value 

CPU Utilization Time 
(Sec.) 

PSO 2 12.7 
GA 13 108.5 

 
Figure 2 shows the number of iteration to reach the optimal value with the fine 

tuned values of the variants for Genetic Algorithm and Particle Swarm Optimization. 

 

Fig. 2. The optimal Net Present Cost (NPC) in terms of the iterations for GA & PSO 

5   Conclusion 

From the analysis, it can be derived that PSO performs a way ahead of Genetic 
Algorithm both in terms of minimum number of iterations needed to reach the 
optimum as well as CPU utilization time period. When analysis was performed for 
samples of 100 different runs, we found that PSO reaches the optimal value using 
85% less iterations and consuming 88% less CPU time. So PSO is a more preferred 
technique of optimization rather than Genetic Algorithm for our test system. 
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Abstract. A pixel-level multi-focus image fusion scheme using Independent 
Component Analysis (ICA) and Particle Swarm Optimization (PSO) is pro-
posed in this paper. The novelty in this work is optimization of ICA bases using 
PSO and its application to multi-focus image fusion, which is not found in the 
literature. The idea is to divide the input registered images into patches and get 
the independent components using ICA transform. The images are then fused in 
the transform domain using pixel-based fusion rules. PSO is used to optimize 
the independent components in ICA. We observe that the proposed method out-
performs the existing fusion techniques using ICA. 

1   Introduction 

The process of combining multiple images of the same object into a single image is 
known as Image Fusion. A wide variety of data acquisition devices are available at 
present. Hence, the scope of image fusion has increased manifold and it has become 
an important area of research. There are now sensors available which cannot generate 
images of all objects at various distances (from the sensor) with equal clarity (e.g. 
camera with finite depth of field, light optical microscope and so on). Thus several 
images of an object are captured, with focus on different parts of it. The captured 
images are complementary in many ways and a single one of them is not sufficient in 
terms of their respective information content. The advantage of multi-focus data can 
be fully exploited by integrating the sharply focused regions seen in the different  
images using suitable image fusion techniques [1-3]. Multi-focus image fusion tech-
niques have been widely used in the field of image analysis tasks such as target rec-
ognition, remote sensing and medical imaging.   

A number of multi-focus image fusion techniques are seen in the literature. The 
techniques in which the fusion operation is performed directly on the source images 
(e.g. weighted- average method) often have serious side effects like reduction of visu-
al perception of the fused image. Other approaches include, image fusion using con-
trollable camera [4], probabilistic methods [5], image gradient method with majority 
filtering [6], multi-scale methods [7] and multi-resolution methods [8, 9]. Maurer et 
al. [10] described methods depending on controlled camera motion but that do not 
work for arbitrary set of images.  Probabilistic techniques involve huge computation 
using floating point arithmetic and thus require a lot of time and memory-space.  Im-
age  gradient  method  with  majority filtering has the drawback that the defocused 
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zone of one image  is  enhanced  at  the  expense  of  focused  zone  of others. Multi-
scale methods involve processing and storing of scaled data at various levels which 
are of same size as that of the original images resulting in a huge amount of memory 
and time requirement. 

In this paper, the use of PSO in optimizing the independent components in ICA for 
a pixel-based multi-focus image fusion algorithm is introduced. The idea is to divide 
the source images into patches and then express the patches as a linear combination of 
a set of basis images. It is assumed that the input images have negligible registration 
problem. Then an analysis kernel and a synthesis kernel is estimated. The transform 
projects the observed signal on a set of basis vectors. The estimation of these vectors 
is performed using a population of training image patches and a criterion (cost func-
tion), which is going to be optimized using PSO in order to select the basis vectors. 
First PCA is used to identify the uncorrelated components and then statistically inde-
pendent vectors are identified using ICA. It is here only PSO is used to obtain and 
optimize the independent bases which have been identified by using FastICA method 
[12]. The advantage of our method is in using PSO to optimize the independent com-
ponents than using a random approach. And the resultant fused images are both quali-
tatively and visually superior to that of FastICA. 

The rest of this paper is organized as follows. Section 2 gives the introduction of 
Independent Component Analysis (ICA). Section 3 introduces the framework of PSO. 
The proposed fusion scheme using PSO-ICA is described in Section 4. Section 5 
gives simulation results and Section 6 gives the conclusion. 

2   Independent Component Analysis 

The image fusion process can be performed at different levels i.e. signal, pixel, fea-
ture, and symbolic level of information representation. Nikolov et al. [15] proposed a 
classification of image fusion algorithms into spatial domain and transform domain 
techniques. The transform domain image fusion scheme consists of obtaining a trans-
form on each input image and, following specific fusion rules, combining them into a 
composite transform domain representation. The composite output image is obtained 
by applying the inverse transform on this composite transform domain representation. 
Instead of using a standard bases system, such as the DFT, the mother wavelet or 
cosine bases of the DCT, a set of bases that are suitable for a specific type of image 
can be trained. A training set of image patches, which are acquired randomly from 
images of similar content, can be used to train a set of statistically independent bases. 
This is known as independent component analysis (ICA) [12].  

In order to obtain a set of statistically independent bases for image fusion in the 
ICA domain, training is performed with predefined set of images. Training images are 
selected in such a way that the content and statistical properties are similar for the 
training images and the images to be fused. An input image I(x,y)  is randomly win-
dowed using a rectangular window  W of size NxN, centered around the pixel (mo,no). 
The result of windowing is an image patch which is defined as [14]  

Ip(m,n) = W(m,n) * I (m0 - N/2 + m, n0 – N/2 + n) . (1)

where m and n take integer values from the interval [0,N-1]. 
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Each image patch Ip(m,n) can be represented by a linear combination of a set of M    
basis patches bi(m,n),  


=
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iip nmbvnmI

1

),(),(
. 

(2)

where v1,v2,… vM  stands for the projections of the original image patch on the basis 
patch i.e.     n)(m,bn),(m,Iv ipi =   . 2-D representation of the image patches can be 

simplified to a 1-D representation, using lexicographic ordering. This implies that an 
image patch Ip (m, n) is reshaped into a vector Ip, mapping all the elements from the 
image patch matrix to the vector in a row-wise or column-wise fashion. Decomposi-
tion of image patches into a linear combination of basis patches can then be expressed 
as follows:  
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where t represents the image patch index.  

Let B = [ M21 b............b,b ] and V(t) = [v1,v2………..vM]T then equation (3) can 

be represented as  

Ip(t) = B*V(t). (4)

V(t) = B-1*Ip(t) = A*Ip(t) . (5)

Thus, here A = [ a1, a2…..aM ]
T represents an unknown mixing matrix called analysis 

kernel and B represents the un-mixing matrix called synthesis kernel. This “trans-
form” projects the observed signal Ip (t) on a set of basis vectors bi.  So in the first 
stage, PCA is used for dimension reduction. This is obtained by eigen value decom-
position of the data correlation matrix C = E {Ip(t)Ip(t)

T}. The eigen values of the 
correlation matrix illustrate the significance of their corresponding basis image 
patches [13]. If V is the obtained K x N2 PCA matrix, the input image patches are 
transformed by  

Z (t) =V*Ip (t). (6)

After the PCA preprocessing step, the statistically independent vectors are selected by 
using approximations of negentropy by minimizing the objective function 

JG (w) = [E {G (wTz)}-E {G (v)}] 2     . (7)

where w is a m-dimensional (weight) vector constrained so that E{(wTx)2}=1, 
E{.} represents the expectation operator, ‘v’ is a Gaussian variable with zero mean 

and unit variance and G(.) is a non-quadratic function. 
The above function computes one independent component. But for several  

independent components the following optimization problem is solved using PSO. 
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minimize   wrt. wi, i=1,…,n . (8)

under constraint  E{( x) ( x}= δjk. 

After the input image patches Ip(t) are transformed to their ICA domain representa-
tions V(t), image fusion can be performed in the ICA domain. The equivalent vectors 
Vk(t) from each image are combined in the ICA domain to obtain a new image Vf(t) as  

Vf(t) = g(V1(t),…,Vk(t)). (9)

where g(*) represents the fusion rule. Many fusion rules have been proposed earlier 
and for multi-focus image fusion, “max-abs” rule i.e. fusion by absolute maximum by 
selecting the greatest in absolute value of the corresponding coefficients in each im-
age is chosen as  

Vf(t) = sgn(Vk(t))
k

max |Vk(t)|. (20)

After the composite image Vf(t) is constructed in the ICA domain, the spatial domain 
representation can be obtained by using the synthesis kernel B, and synthesize the image 

If (x,y) = B*Vf(t). (11)

3   Particle Swarm Optimization 

The particle swarm optimization is an evolutionary computation technique which is a 
population-based optimization tool that was proposed by Eberhart and Kennedy [16] 
in 1995.  

Let N denote the number of particles in a swarm. In general, there are three 
attributes of a particle, the particle’s current position xi, current velocity vi and local 
best position pi, in the search space to present their features. Each particle in the 
swarm is iteratively updated according to the aforementioned attributes. During the 
search process, the particle successively adjusts its position towards the global opti-
mum according to the two factors: the  best position encountered by itself (pbest) 
which is denoted as pi, j = ( pi1, pi2 ,..., piD ) and the best position encountered by the 
whole swarm (gbest) which is denoted as   pg = ( pg1, pg2,…..,pgD ). 

Assuming that the objective function f is to be minimized (or maximized), the new 
velocity of every particle is updated as given below: 

vi,j(g+1) = w*vi,j(g) + c1*rand1(g)*[pbesti,j(g)-xi,j(g)] 

+ c2*rand2(g)*[gbesti,j(g)-xi,j(g)] for all jЄ1….N. 
(12)

vi,j is the velocity of the jth dimension of the ith particle, w denotes the inertia weight of 
velocity, c1 and c2 denotes acceleration coefficients namely cognitive and social parame-
ter respectively, rand1 and rand2 represent two uniform random functions in the range 
(0,1) to effect the stochastic nature of the algorithm and g is the number of generations. 

The new position of a particle is calculated as  

 xi,j(g+1) = xi,j(g) + vi,j(g+1). (13)
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4   Proposed PSO-ICA Algorithm for Multi-focus Image Fusion 

The algorithm of the proposed image fusion method using PSO-ICA is as follows. A 
set of images with similar content is chosen as the input images. We assume the input 
images have negligible registration problem. The steps followed in the proposed  
method are: 

Step 1 decomposes the input registered images into non overlapping square patches 
using equation (1). The acquired patches are then ordered lexicographically using 
equation (3).  

Step 2 applies the PSO-ICA transform on individual input image patches and con-
verts the images from spatial domain to transform domain using equation (6). We 
have used the optimization of negentropy as a non- Gaussianity measurement to iden-
tify the independent components as explained in [13].  

Step 3 uses the max-abs fusion rule by combining the corresponding coefficients 
from each transformed image to get the fused image using equation (10). 

Step 4 uses the inverse transformation to convert the fused image into the spatial 
domain using equation (5). 

PSO has been used in this paper to minimize the objective function as given in eq-
uation (8). 

The steps followed for PSO-ICA are as follows: 
 

• The parameters for PSO are initialized including number of particles in the 
swarm N, acceleration coefficients c1, c2, inertia weight w and the maximum 
iterative count. 

• X, v, pbest are initialized for each particle and gbest for the swarm. 
• The linear matrix w is calculated for each particle using equation (9). 
• The fitness value is then calculated for each particle. 
• Pbest and Gbest is calculated for each particle and the swarm respectively. 
• The velocity and the position for each particle  is updated using equation (12) 

and (13) 
 

The termination condition in the proposed method is the number of iterations or no 
improvement in ‘gbest’ in a number of iterations. 

5   Simulation Results 

In order to demonstrate the effectiveness of the proposed method, three artificially 
distorted aircraft images are taken as presented in fig.1.  Because a reference image is 
available, numerical evaluation of the fusion schemes is presented in Table 1. 

The Signal to Noise Ratio (SNR) expression to compare the reference image with 
the fused image is: 

2
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The expression for Image Quality Index (Q0) as a performance measure is :  
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mI represents mean of image I(m,n), M1, M2 represent size of the images. As -1≤ 
Q0≤1, a value of Q0 that is closer to 1 indicates better fusion performance. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

Fig. 1. Artificially Distorted Aircraft Source Images and Fusion Results: (a) Aircraft 1,(b) Air-
craft 2, (c) Aircraft 3, (d) Reference Image, (e) Fast-ICA Fusion Result, (f) PSO-ICA Fusion 
Result. 
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Fig. 2. Fitness function value vs No. of Iterations 

Table 1. Performance Comparison of Fast-ICA and PSO-ICA fusion method 

Fusion Parameters Fast-ICA PSO-ICA 
Signal to Noise Ratio 

(SNR in DB) 
13.5384 17.6621 

Image Quality Index 
(Qo) 

0.7881 0.9295 

Root Mean Square Error    
(RMSE) 

0.0968 0.1171 

Information Entropy         
(E) 

5.8284 6.0638 

Signal to Noise Ratio 
(SNR in DB) 

13.5384 17.6621 

 
We trained the ICA bases with 8 x 8 non overlapping image patches from the input 
images. Then we implemented the fusion method using Fast-ICA and PSO ICA. We 
can see that we got better fusion performance using PSO-ICA both in visual quality and 
metric quality (PSNR, Q0). The reason may be, in Fast-ICA to find out the independent 
components no standard optimization method is used but we have introduced PSO in 
ICA to estimate the independent components. The parameters for PSO are taken as: 

Swarm size = 40, Dimension = size of W, w = 0.9 to 0.4, c1 = c2 = 2, Number of 
Iterations = 25. 

6   Conclusion 

This paper has demonstrated that the proposed method outperforms the existing Fast-
ICA technique both visually and quantitatively. Though PSO and ICA are not new but 
their application to multi-focus image fusion is new. The problem is not multimodal, 
that’s why the standard PSO has been taken. The results are quite evident by the 
quantitative parameters as given in the table. Future work should include some more 
example figures to prove that proposed method is better. Also some more compari-
sons with other swarming methods can be included in future. 
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Abstract. This paper presents a Hybrid Genetic Algorithm (HGA) Particle 
Swarm Optimization (PSO) approach to solve Economic Emission Optimal 
Power Flow problem. The proposed approach optimizes two conflicting 
objective functions namely, fuel cost minimization and emission level 
minimization of polluted gases namely NOX, SOX and COx simultaneously 
while satisfying operational constraints. An improved PSO which permits the 
control variables to be represented in their natural form is proposed to solve this 
combinatorial optimization problem. In addition, the incorporation of genetic 
algorithm operators in PSO improves the effectiveness of the proposed 
algorithm. The validity and effectiveness have been tested with IEEE 30 bus 
system and the results show that the proposed algorithm is competent in solving 
Economic Emission OPF problem in comparison with other existing methods. 

1   Introduction 

OPTIMAL Power Flow (OPF) is one of the most important function in modern energy 
management systems. The OPF problem aims to achieve an optimal solution to 
specific objective function such as fuel cost by adjusting the power system control 
variables while satisfying a set of operational and physical constraints. A number of 
mathematical programming based techniques have been proposed to solve the optimal 
power flow problem. These include gradient method [1-3], Newton method [4] linear 
programming [5,6] and Interior point method [7]. These traditional techniques rely on 
convexity to find the optimum solution. But due to the non-linear and non-convex 
nature of the OPF problem, the methods based on these assumptions do not guarantee 
to find the global optimum. Also, the discrete variables related to the tap changing 
transformer and shunt capacitors cannot be incorporated directly into the general 
optimal power flow programs. Recently Evolutionary Computation Techniques like 
Genetic Algorithm [8-9] and Evolutionary Programming [10] have been successfully 
applied to solve the OPF problems. After the Clean Air Act Amendments (Kyoto 
Protocol) in 1990, operating at minimum cost maintaining the security is no longer 
the sufficient criterion for dispatching electric power. Minimization of polluted gases 
such as NOx, SOx and COx in case of thermal generation power plants is also 
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becoming mandatory for the generation utilities in many countries. Hence, the 
minimization of pollution emission has to be considered along with the cost problem 
which makes OPF a multi-objective optimization problem [11-14].  Panigrahi et al 
[15] proposed a novel optimization approach for ELD problem using artificial 
immune system. The approach utilizes clonal selection principle and evolutionary 
approach wherein cloning of antibodies is performed followed by hypermutation. 

In the proposed approach the OPF problem is formulated as non linear constrained 
multi objective problem where fuel cost and environmental impact are treated as 
competing objectives. In addition, GA operators were included in PSO algorithm to 
improve the effectiveness of the algorithm. In this paper, continuous variables are 
represented as floating point numbers and discrete variables are represented as 
integers. Further for effectiveness, crossover and mutation operators which can 
directly operate on floating point numbers and integers are used. The effectiveness of 
the proposed GA -PSO has been demonstrated through IEEE 30 bus system.  

2   Problem Statement 

List of Symbols 
 
FT        Total fuel cost; 
P loss       Network real power loss; 
Pi, Qi      Real and Reactive Powers injected into network at bus i; 
Gij, Bij   Mutual conductance and susceptance between bus i  and bus j; 
Gii,Bii     Self- conductance and susceptance of bus i; 
Pgi, Qg  Real and Reactive power generation at bus i ; 
QCi           Reactive power generated by ith capacitor bank; 
t k              Tap setting of   transformer at branch k ; 
Vi              Voltage magnitude at bus i; 
Vj         Voltage magnitude at bus j; 

θij               Voltage angle difference  between bus i and bus j; 
Sl         Apparent power flow through the lth branch; 
g k            Conductance of branch k; 
NB           Total number of buses; 
NB-1         Total Number of buses excluding slack bus; 
NPQ          Number of PQ buses; 
Ng             Number of generator buses; 
Nc             Number of capacitor banks; 
NT            Number of tap-Setting transformer branches; 
Nl           Number of branches in the system. 

A. Fuel  Cost Minimization 

In general, the optimal power flow problem is formulated as an optimization problem 
in which minimize a specific objective function is minimized while satisfying a 
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number of equality and inequality constraints. Mathematically, this problem is stated 
as, 

Minimize FT  =   
=

gN

i 1

Fi           (1) 

Where Fi = iGiiGii cPbPa ++2   $/hr 

B. Emission Cost Minimization 

The problem formulation is same as that of real power dispatch problem, but 
emission coefficients in place of fuel coefficients are used and dispatching is done by 
allocation of power generation across various generation units [16]. The problem 
formulations for various emissions are given below: 

Min 2
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(ii) Voltage constraint: 

Vi
min < Vi < Vi

max                
BNi ∈                      (5)  

(iii) Generator reactive power generation limit:      

          Qgi
min < Qgi ≤Qgi

max       gNi ∈                                (6) 

(iv) Reactive power generation limit of capacitor banks 

          QCi 
min < QCi ≤ QCi 

max     CNi ∈                                          (7)  

(v) Transformer tap setting limit: 

          tk
min < tk < tk

max                    
TNk ∈                                       (8)  

(vi) Transmission line flow limit 

           Sl  <  Sl
max              lNl ∈                      (9) 
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The equality constraints given by Equations (3) and (9) are satisfied by running the 
power flow program. The active power generation (Pgi) (except the generator at the 
slack bus), generator terminal bus voltages (Vgi), transformer tap settings (tk) and 
reactive power generation of capacitor bank (Qci) are the optimization variables and 
they are self-restricted by the optimization algorithm.  

3   Proposed Hybrid GA Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a simple and efficient population based 
optimization method proposed by Kennedy and Eberhart [17]. Let x i and v i denote 
the positions and the corresponding flight speed (velocity) of the particle i in a 
continuous search space, respectively. The modified velocity and position of each 
particle can be calculated using the current velocity and the distance from the pbest 
and gbest as follows: 

 

Vi
k+1= wVi

k +c1 rand1(.)(pbesti-si
k) + c2 rand2(.) .(gbest-si

k)   (10) 

   (11) 
Where:  
 

 vi
k: velocity of  agent i at iteration k,  

 w: weighting function,                                                                                                                                    
 cj : weighting factor,                                                                                                                        
 rand : uniformly distributed random number between 0 and 1 

  si
k : current position of agent i at iteration k,                                                                                                  

 pbesti : pbest of agent i,                                                                                                                           
 gbest: gbest of the group.  

 vi
t+1  : velocity of  agent i at iteration t+1 

 xi
t  : position of  agent i at iteration t 

 xi
t+1  : position of  agent i at iteration t+1 

 
In the velocity updating process, the value of the parameters such as w, c1, c2 and k 
should be determined in advance. In the proposed GA-PSO for OPF problem, genetic 
operators were incorporated in the PSO algorithm which improves the effectiveness 
of the proposed algorithm. In the proposed algorithm, before population is updated, 
elitism was executed and best solutions from previous population were retained, while 
velocity and particle position were updated based on a component from GA 
algorithm, i.e. Mutation which is incorporated for updating particle position and 
generating new population. This was done because as PSO algorithm progresses, and 
convergence towards global best solution is attained, process of updating population 
is slowly halted, mutation according to fitness keeps on updating population in order 
to further optimize solution and converge towards even better solution.  
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4    PSO Implementation 

While applying PSO for the OPF problem, the following issues need to be addressed: 
 

• Problem Representation and 
• Fitness evaluation. 

4.1    Problem Representation 

Implementation of PSO for a problem starts with the parameter encoding. Each 
individual in the population represents a candidate solution. With mixed form of 
representation, an individual in the PSO population for the OPF problem will look 
like the following: 
 

97.5     100.8 ...  250.70       0.981      0.970  …  1.05       3 ..       1   ...      8            2            1   …..    8 
        
  Pg2      Pg3             Pgn              Vg1            Vg2                   Vgn         t1        t2           tn           Qc1              Qc2                 Qcn 
 

 

This coding scheme avoids the redundant value mapping or the introduction of 
artificial constraints which is necessary if binary coding is used to represent the 
transformer tap setting and the reactive power generation of capacitor. Also, with 
direct representation of the solution variables, the computer space required to store the 
population is reduced.     

4.2   Evaluation Function 

PSO searches for the optimal solution by maximizing a given fitness function, and 
therefore an evaluation function which provides a measure of the quality of the 
problem solution must be provided. In the OPF problem under consideration, the 
objective is to minimize the total fuel cost satisfying the constraints. With the 
inclusion of the penalty function the new objective function becomes,     
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Where Ks, Kv, Kq, Kl and Ks are the penalty factors for the slack bus power output, bus 
voltage limit violation, generator reactive power limit violation, line flow violation 
and voltage stability limit violation respectively. The success of the approach lies in 
the proper choice of these penalty parameters. Since PSO maximizes the fitness 
function, the minimization objective function f is transformed to a fitness function to 
be maximized as, 

Fitness = k/f    where k is a large constant.  
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5   Simulation Results 

The proposed GA based PSO approach has been applied to solve the economic 
emission optimal power flow problem in IEEE-30 bus system. The buses 10, 12, 15, 
17, 20, 21, 23, 24 and 29 are identified for reactive power injection. The generator 
cost coefficients and the t r ansmission line parameters are taken from [2]. The 
emission characteristics of Sox, NOx and COx are given in Appendix A1. The OPF 
algorithm solved using GA based PSO was implemented using the MATLAB 
program and was executed on Intel Core Duo 1.66GHz, with a 2 GB memory 
computer. Two different cases were considered for simulation, one minimizing fuel 
cost without considering the emission function and the next one to solve the OPF 
problem by including the emission function in the problem formulation. The results of 
these simulations are presented below. 

Case 1: Minimizing Generation Cost (Single Objective Optimization) 

In this case, PSO algorithm was applied to solve the optimal power flow with single 
objective function to minimize fuel cost by identifying the optimal control parameters 
using different PSO parameter settings. The minimum fuel cost obtained using PSO 
based OPF is 802.06 $/hr with no limit violations. In addition different combinations 
of GA operators were included in the OPF problem and are mentioned in Table 1. 
From this table, it is clear that crossover and mutation operators when incorporated 
into PSO algorithm provides better results than the other combinations.   

Table 1. Different combinations of genetic operators in PSO algorithm 

GA operators Pm Pc Minimum 
fuel cost 

($/hr) 
Mutation 0.2 0 802.31 

 
Mutation, elitism, selection & 
crossover 

0.001 0.9 803.4 

Elitism & mutation 0.001 - 802.02 
Elitism, selection & mutation 0.0013 - 802.09 
Elitism, crossover & mutation 0.05 1 802.35 
Crossover &mutation 0.001 0.6 801.81 

 
The optimal settings corresponding to the optimal combination of GA based PSO is 

given in Table 2. Further, the minimum cost solution obtained by the proposed 
approach is less than the values reported in literature for the IEEE 30-bus system and 
is shown in Table 3. This shows the powerfulness of the proposed algorithm to obtain 
the optimal solution in the OPF problem. 
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Table 2. Optimal control settings for GA-PSO for OPF problem 

Control  
Variables 

Variable 
 Setting 

Control  
Variables 

Variable  
setting  

P1 

P2 

P5 

P8 

P11 

P13 

V1 

V2 

V5 

V8 

V11 

V13 

176.37 

48.88 

21.47 

21.98 

12.03 

12.00 

1.0499 

1.0366 

1.0096 

1.0171 

1.0999 

1.1000 

 

T11 

T12 

T15 

T36 

Qc10 

Qc12 

Qc15 

Qc17 

Qc20 

Qc21 

Qc23 

Qc24 

Qc29 

3.0 

0.0 

2.0 

0.0 

5 

5 

5 

5 

4 

5 

3 

5 

1 
Cost 801.81 $/hr 

Table 3. Comparison of fuel cost 

Algorithm Fuel cost 
($/hr) 

Tabu Search [18] 802.50 
Improved GA [14] 802.19 
Modified DE [19] 802.37 
PSO 802.06 
Hybrid PSO 801.81 

Table 4. Comparison of fuel cost and emission level with PSO and GA-PSO 

Gas Nox Sox Cox 
Optimization 
technique 

PSO GA 
based 
PSO 

PSO GA 
based 
PSO 

PSO GA 
based 
PSO 

Fuel cost 
($/hr) 

849.511 848.467 855.546 847.710 872.0426 862.579 

Emission 
(Kg/hr) 

1263.7 1263.3 2892.3 2884.7 15043 15008 
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Case 2: Hybrid GA-PSO with minimizing Fuel Cost and Emission functions 

In the proposed multi-objective problem, the problem was handled as a multi 
objective optimization problem with fuel cost and controlled emission as objectives to 
be minimized simultaneously. The fuel cost objective problem is combined with three 
combinations of polluted gases namely NOx, SOx and COx and the simulation results 
are given in Table 4. From this table, it is clear that multi objective GA-PSO provides 
better results than multi-objective PSO for all combinations of objective functions.  

6   Conclusion 

This paper has proposed an improved Particle Swarm Optimization incorporating 
genetic algorithm operators to solve the economic emission OPF problem. The 
performance of PSO with different combination of genetic operators has been 
explored. Simulation results on the IEEE 30-bus system are presented to illustrate the 
effectiveness of the proposed approach to solve the economic emission OPF problem. 
Hence by incorporating emission control into OPF problem, the proposed method 
converges fast, provides better outputs and also occupies less memory space. In 
future, MOPSO discussed in [20] will be considered to solve the multi-objective OPF 
problem. 
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Abstract. This paper addresses short-term scheduling of hydrothermal systems 
by using Particle Swarm Optimization (PSO) algorithm. Particle Swarm 
Optimization is applied to determine the optimal hourly schedule of power 
generation in a hydrothermal power system. The developed algorithm is 
illustrated for a test system consisting of one hydro and one thermal plant 
respectively. The effectiveness and stochastic nature of proposed algorithm has 
been tested with standard test case and the results have been compared with 
earlier works. It is found that convergence characteristic is excellent and the 
results obtained by the proposed method are superior in terms of fuel cost . 

Keywords: Hydrothermal Scheduling, Particle Swarm Optimization. 

1 Introduction 

Now a days, because of the increasing competition in power market, scheduling the 
Hydro and Thermal energy in the most economic manner has become an important 
task in modern power systems. The main objective of hydrothermal operation is to 
minimize the total system operating cost, represented by the fuel cost for the systems 
thermal generation subject to the operating constraints of hydro and thermal plant 
over the optimization interval. In short range problem the water inflows is considered 
fully known and is constrained by the amount of water available for draw down in the 
interval. The short term hydro thermal scheduling problems have been solved by 
various methods. These methods which have been reported in the literature includes 
classical methods such as Langrage Multiplier Gradient Search and Dynamic 
programming stochastic search algorithm such as simulated annealing (SA) [6], 
Genetic algorithm (GA) [3], Evolutionary Programming (EP) [7,8] and Particle 
Swarm Optimization (PSO) [2,9,10,11]. The PSO technique can generate high-quality 
solution within shorter calculation time and more stable convergence characteristic 
than other stochastic methods. Many researches are still for proving its potential in 
solving complex power system problems. 
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2 Problem Formulation 

2.1 Objective Function 

The main objective of Hydro Thermal Scheduling is minimizing the thermal 
generation cost by satisfying the hydro and thermal constraints. Hydro thermal 
scheduling is the optimization of a problem with non-linear objective function, the 
objective function to be minimized can be written as: 

The problem formulation is same as that of real power dispatch problem, but 
emission coefficients in place of fuel coefficients are used and dispatching is done by 
allocation of power generation across various generation units [16]. The problem 
formulations for various emissions are given below: 

( ) ( )
=

=
N

j
jjj PTfnf

1

min    (1) 

Where 
j = 1, 2, 3 ………N schedule interval 

( )jj PTf  is the thermal generation cost in $/h 

nj is the number of hours in jth interval  
 
Subject to: 
 

Power balance constraint ( ) ( ) 0=+−+ jjLossdj PTPHPP
j

   (2) 

The transmission loss is given by 

( )jLoss PHkP =     (3) 

The hydro generation is consider to be a function of discharge rate only 

( )jj PHgq =                           (4) 

Discharge rate limits 

minmax qqq j >>     (5) 

Thermal generation limits 

minmax PTPTPT j >>       (6) 

Hydro generation limits 

minmax PHPHPH j >>          (7) 

Reservoir volume 

( )jjjjjj sqrnVolumeVolume −−+=+1        (8) 

Where 
            n j is the number of hours in jth interval 
            rj is the water inflow rate in jth interval 
            q j is the water discharge rate in jth interval 
            s j is the water spillage rate in jth interval 
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Reservoir storage limits 

minmax VolumeVolumeVolume j >>          (9) 

3 Particle Swarm Optimization 

Particle swarm optimization (PSO), first introduced by Kennedy and Eberhart in 
1995, is one of the modern heuristic optimization algorithms. Among all the 
stochastic search algorithms PSO gives the reasonable solution in a short CPU time. 
The application of PSO technique into nonlinear discontinuous constrained power 
system problems such as Economic Dispatch (ED), Unit Commitment (UC), state 
Estimation (SE), Load Forecasting (LF), Optimal Power Flow (OPF), etc have been 
reported by several authors. This method has been developed under the scope of 
artificial life where PSO is inspired by the natural phenomenon of fish schooling or 
bird flocking. PSO is initialized with a group of random particles and then searches 
for optima by updating generation. In every iteration each particle is updated by two 
best values. First one is based on its own best exploration called pbest. Another best 
value is based on best swarm overall experience called gbest. After finding two best 
values the particle velocity and positions are updated by following equations. 

( ) ( )k
j

k
j

k

j

k
j xgbestrandcxpbestrandcWVV k −+−+=+ )()( 2211

1
     (10) 

11 * ++ += k
ji

k
j

k
j VKxx                    (11) 

Where 

=k
jV Velocity of individual particle (i) at iteration k 

W = Weight parameter 

iter
iter

WW
WW *

max

minmax
max

−
−=             (12) 

c1 & c2 : Acceleration Constant 
c1 = 2.5= c2  
rand1( ) & rand2( ) : Uniform random number in range [0,1] 
pbest : Previous best value 
gbest : Global best value 
K : Constriction factor 

4 Proposed PSO Algorithm for Hydrothermal Scheduling 

The various possible particles are Hydro generation, thermal generation, water 
discharge rate and reservoir volume for hydro thermal scheduling problem.  One can 
select any of the above as particle. The work shows that selecting discharge as a 
particle gives the best result. The proposed PSO based HTS algorithm with reservoir 
volume as particle is presented here. 
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Step 1: Input parameters of the system and specify the upper and lower boundaries of 
each variable. 

Step 2: Initialize randomly the particles of the population. 

Step 3: Let qj be the dishcarge rate denoting the particles of population to be 
evolved.It is the discharges of turbines of reservoirs at various intervals.Then 
knowing the hydro discharges, storage volumes of reservoirs Vj are calculated using 
Eq.(8).Then PH and PT is calculated for all the intervals. 

Step 4: Compare each particle with its Pbest.The best evaluation value among the 
Pbest is denoted as gbest. 

Step 5: Update the iteration count and update the velocity and particle position uisng 
Eq.  (10) and Eq. (11)respectively.   

Step 6:  Each particle is evaluated according to its updated position, only when 
satisfied by all constraints. If the evaluation value of each particle is better than the 
previous Pbest. The current value is set to be Pbest. If the best Pbest is better than 
gbest, the value is set to be gbest. 

Step 7: If the stopping criterion is reached, then print the result and stop; otherwise 
repeat steps 2–6. 

5 Test System and Results 

In this study, a test system consisting of one hydro unit and one thermal unit 
respectively. The entire optimization period is three days and it has been divided into 
6 intervals and each interval is of 12 hours. Three days’ twelve hour based load curve 
is given in Table 1. 

Table 1. Load Demand 

 
Interval Day Time 

Interval 
Demand 
(MW) 

1 1 0-12h 1200 

2 1 12-24h 1500 

3 2 0-12h 1100 

4 2 12-24h 1800 

5 3 0-12h 950 

6 3 12-24h 1300 
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Water discharge rate 

qj =330 + 4.97* PHj if         0 < PHj  < 1000 acre – ft /h     (13) 

qj =5300  + 12 (PHj  - 1000)  +   0.05  (PHj  - 1000)2                  (14) 
 
  if PHj   > 1000 acre – ft /h 
 

qj =  0  if   PHj = 0 
Volume start = 100000 acre – ft 
 

Volume End = 60000 acre – ft 
 

Volume mix = 120000 acre – ft 
 

Volume min = 60000 acre – ft 
 

The objective function, hydro constraints and thermal constraints are given below. 
The cost characteristic of thermal plant is given by: 

f (PTj) = 0.000184 PHj
2   +   9.2 PHj   + 575   $ / h               (15) 

150 < PTj  <  1500   MW 
0 <  PTj  <  1100   MW 
 

The reservoir is considered to have a constant water inflow (rj) of 2000 acre-ft/h. The 
spillage rate j s is considered to be zero. Transmission loss is taken to be negligibly 
small. 

In applying the proposed PSO algorithm for the test system, the appropriate values 
of population size NP and maximum iteration number Nmax are set to the values of 
30 and 100 , respectively.Table-2 gives the results of PSO by considering water 
discharge as a particle. 

Table 2. Results of Proposed Method 

In
te

rv
al

 PT 

(MW) 

PH 

(MW) 

Volume 

(acre ft) 

Discharge 

Rate 

(acreft/hr) C
os

t 
($

) 

1 812.54 387.45 96931.91 2255.674 

60
64

23
.1

6 

2 801.58 698.41 75318.31 3801.133 

3 1100 0 99314.31 0 

4 804.72 995.27 59996.04 5276.52 

5 950 0 83996.04 0 

6 561.56 738.43 59996.04 4000 
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Table 3. Comparison of Results 

S.No Author Year Method Cost 

1 Wood.A.J 1984 GS 709877.38 

2 Sinha.et.al 2003 IFEP 709862.05 

3 Wong.K.P.et.al 1994 SA 709874.36 

4 Sinha.et.al 2006 GAF 709863.70 

5 Sinha.et.al 2006 CEP 709862.65 

6 Sinha.et.al 2006 FEP 709864.59 

7 Sinha.et.al 2006 PSO 709862.04 

8 D.S.Suman.et.al 2006 Hybrid EP 703180.26 

9 Proposed 2011 PSO 606423.16 

 
The result of the proposed algorithm has been compared with the results of earlier 

works in Table-3. The proposed algorithm was more successful in reducing the cost 
searching the entire search space than all other earlier methods. All the earlier work 
results have taken from references [1, 3, 6, 7, 8 and 9]. Table-3 gives the comparison 
of earlier works and proposed method. 

The convergence characteristics of the proposed method is given in figure-1. 
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6   Conclusion 

In this paper, a particle swarm optimization (PSO) based algortihm has been proposed 
for solving Short term hydrothermal scheduling problem by taking the discharge rate 
as particle.The results shows that best optimal solutions can be obtained by particle 
swarm optimization method,when compared with already existing techniques.A 
variant of particle swarm optimizer can be used whereby all other particles’historical 
best information can be used to update the particle’s velocity.This strategy enables the 
diversity of the swarm to be preserved to discourage premature convergence.This can 
be used as the future work to yield better convergence . 
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Abstract. Grid computing infrastructure emerged as a next generation of high 
performance computing by providing availability of vast heterogenous 
resources. In the dynamic envirnment of grid, a schedling decision is still 
challenging. In this paper, we present efficient scheduling scheme for workflow 
grid based on discrete particle swarm optimization. We attempt to create an 
optimized schedule by considering two conflicting objectives, namely the 
execution time (makespan) and total cost, for workflow execution. Multiple 
solutions have been produced using non dominated sort particle swarm 
optimization (NSPSO) [13]. Moreover, the selection of a solution out of 
multiple solutions has been left to the user. The effectiveness of the used 
algorithm is demostrated by comparing it with well known genetic algorithm 
NSGA-II. Simulation analysis manifests that NSPSO is able to find set of 
optimal solutions with better convergence and uniform diversity in small 
computation overhead.  

1 Introduction 

With the rapid development of networking technology, grid computing [4] has 
emerged as a promising distributed computing paradigm that enables large-scale 
resource sharing and collaboration. One of the key challenges of heterogeneous 
systems is the scheduling problem. Scheduling of computational tasks on the Grid is a 
complex optimization problem, which may require consideration of several 
scheduling criteria. Usually, the most important criterion is the task execution time, 
cost of running a task on a machine, reliability, resource utilization etc. 

The optimization of scheduling problem is NP-complete, so numerous heuristic 
algorithms have been proposed in literature [3]. Many heuristics have also been 
proposed for workflow scheduling in order to optimize a single objective [9], [10], 
[16], [20]. To achieve better solution quality, many meta-heuristic methods have been 
presented for job scheduling such as simulated annealing (SA) [2], genetic algorithm 
(GA) [15], ant colony optimization (ACO) [14] and tabu search[6]. 

Defining the multiple objectives for the task scheduling problem for generating 
efficient schedules at reduced computational times are of research interest in the 
recent days. For multi objective optimization to independent task scheduling [1] used 
the fuzzy particle swarm optimization and [11] used the discrete particle swarm 
optimization. These methods combine the multiple objectives into scalar cost function 
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using the weight factors, which convert the problem into single objective problem 
prior to optimization. Generally, it is very difficult to accurately select these weights 
as small perturbations in weights leads to different solutions.  

Hence, in this paper we introduced the multi objective optimization approach based 
on discrete particle swarm optimization to generate Pareto optimal solutions, which is 
the set consisting of all non-dominated solutions. A solution is called non-dominated 
solution if it is best at least in one objective with respect to others.  Pareto optimal 
solutions are preferred to single solution in real life applications. In this paper, we 
considers the two objectives for task scheduling keeping in view the tradeoff between 
two conflicting objectives of minimizing the makespan and total cost under the 
specified deadline and budget constraint. Towards the goal of obtaining Pareto optimal 
set, we applied non dominated sort PSO (NSPSO) [13] as it performs better against a set 
of well known test functions that are presumed difficult. Rest of the paper is organized 
as follows. Section 2 specifies the problem definition. In section 3, describes the 
formulation of discrete particle swarm optimization for multi objective workflow grid 
scheduling. In section 4, we explained the procedure of non dominated sort particle 
swarm optimization algorithm which is used to obtain Pareto optimal solutions. Section 
5 discusses the simulation analysis and finally section 6 gives the conclusion. 

2 Problem Definition: Workflow Grid Scheduling 

We define workflow Grid scheduling as the problem of assigning different 
precedence constraint tasks in the workflow to different available grid resources.  We 
model the application as a task graph: Let G = (V, E) be a directed acyclic graph 
(DAG), with V as the set of n tasks ti є V, 1 ≤ i ≤ n and E is the set of edges 
representing precedence constraint among the tasks eij = (ti, tj) ∈ E, 1 ≤ i ≤ n, 1 ≤ j ≤ 
n, i ≠ j. Associated to each edge is the amount of data required to send from task ti to tj 
if they are not executed on the same resource. Let set R represent the m number of 
resources which are available in the grid and resource rj є R is associated with two 
values: Time and cost of executing the task on resource rj. Every task ti has to be 
processed on resource rj until completion. In our work, scheduling solution is 
represented as the task assignment string corresponding to the scheduling order string. 
Task assignment string is the allocation of each task to the available time slot of the 
resource capable of executing the task, and the scheduling order string encodes the 
order to schedule tasks. The ordering of tasks in the scheduling order string must 
satisfy the task dependencies. The execution optimization problem is to generate task 
assignment string S, which maps every ti onto a suitable rj to achieve the multi 
objective below: 

Minimize Time(S) = maxtime (ti) where ti є V and 1≤ i ≤  n                    (1) 

Minimize Cost(S) = ∑ cost (ti)     where ti є V and 1≤i ≤n                    (2) 

                      Subject to   Cost(S) < B and Time(S) < D 

Where B is the cost constraint (Budget) and D is the time constraint (Deadline) 
required by users for workflow execution. 
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3 Discrete Particle Swarm Optimization for Workflow Grid 
Scheduling 

In this paper, we used the version of discrete particle swarm optimization (DPSO) 
[11] to solve the problem of workflow grid scheduling. PSO is a self adaptive global 
search optimization technique introduced by Kennedy and Eberhart [12] and it relies 
on the social behavior of the particles. In every generation, each particle adjusts its 
trajectory based on its best position (local best) and the position of the best particle 
(Global best) of the entire population. One of the key issues in designing successful 
PSO algorithm is the representation step, i.e. finding a suitable mapping between 
problem solution and PSO particle. For optimization of workflow grid scheduling 
problem, solution is represented as task assignment string (S) as mentioned in section 
2. To represent S, we setup an n dimension search space corresponding to n number 
of tasks and each dimension represents the discrete value corresponding to m number 
of resources. 

Here, solutions or task assignment strings are encoded as m×n matrix, called 
position matrix where m is the number of available resources and n is the number of 
tasks. Let Xk is the position matrix of kth particle then 

 Xk (i,j) ∈ {0,1} (∀ i,j), i ∈ {1,2,...m}, j ∈ {1,2,..., n}. (3) 

where Xk (i, j) = 1 means that jth task is performed by ith resource. Hence, in each 
column of the matrix only single element is 1 and others are 0. For example, Fig.1. 
shows the mapping between one possible task assignment strings to the particle 
position matrix in PSO domain. 

Task Assignment String 

{[T1 : R3], [T2 : R1], [T3 : R3], [T4 : R2], [T5 : R1], [T6 : R3]} 

Particle Position Matrix 
      

 T1 T2 T3 T4 T5 T6 

R1 0 1 0 0 1 0 

R2 0 0 0 1 0 0 

R3 1 0 1 0 0 1 

Fig. 1. Mapping of Task assignment string to Particle Position matrix  

Velocity of each particle is again an m×n matrix whose elements are in range  
[-Vmax, Vmax]. If Vk  is the velocity matrix of kth particle, then: 

 Vk (i,j) ∈ [-Vmax, Vmax ], (∀ i, j), i ∈ {1,2,...m}, j ∈ {1,2,..., n}. (4) 

Also, Pbest and Gbest are m×n matrices and their elements assume value 0 or 1 as 
in the case of position matrices. Pbestk represents the best position that kth particle has 
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visited since the initial time step and Gbestk represents the best position that kth 
particle and its neighbors have visited since the algorithm was initiated. For updating 
Pbestk and Gbestk in each time stamp we are using the non dominated sort multi 
objective PSO algorithm as mentioned by procedure of NSPSO in section 4.  

For particle updating, we are first updating velocity matrix according to (5) and 
then finally position matrix is updated using (6). V( )

 (i,j) = ω. V( )
 (i,j) +c1r1 (Pbest( )

  (i,j) - X( )
 (i,j)) + c2r2 (Gbest( )

 (i,j) - X( )
 (i,j)) (5) 

 

X( )(i, j) = 1,  V( ) (i, j) = max V( ) (i, j) i ∈ 1,2, . . .0,  
(6) 

Using equation (6), each column of position matrix, the value 1 is assigned to the 
element whose corresponding element in velocity matrix has maximum value in its 
corresponding column. If in a column of velocity matrix there are more than one 
element with max value, then one of these elements is selected randomly and 1 is 
assigned to its corresponding element in the position matrix. 

A particle represented as position matrix Xk is formulated from task assignment 
string (S). Initially, S representing resource on which a task will execute is defined 
randomly. The fitness functions Ftime(S) and Fcost(S) are formed in order to evaluate 
individuals according to makespan and cost of the schedule respectively. These 
fitness functions are calculated from Equation (1) and (2) by adding the penalty. On 
the violation of deadline and budget constraints, penalty is added respective to 
objective function, otherwise not. 

4 Multi Objective Optimization Algorithm Used 

To optimize workflow grid scheduling under two conflicting objective of makespan 
and total cost, we are using non dominated sort particle swarm optimization (NSPSO) 
[13] approach. NSPSO extends the basic form of PSO by making a better use of 
particle’s personal bests and offspring for effective non-domination comparisons. The 
steps of basic NSPSO procedure are as follows: 

NSPSO Procedure 

1. Create and initialize m×n dimensional swarm with N 
particles randomly. The initial velocity for each 
particle is also initialized randomly but in the 
range [-Vmax, Vmax]. The personal best position of each 
particle (Pbestk), is set to Xk.  

2. Evaluate each particle in the swarm. 
3. Apply non-dominated sorting on the particles.  
4. Calculate crowding distance of each particle.  
5. Sort the solutions based on decreasing order of 

crowding distance.  
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6. Select randomly Gbest( ) for each particle from a 
specified top part (e.g. top 5%) of the first front 
F1;  

7. Calculate the new velocity V( )  for all particles 
based on Equation (5) and new position X( ) from 
Equation (6) using the determined Gbest( ) and Pbest( ).  

8. Create a new population of size 2N by combining the 
new position and their personal best, X( ) ∪ Pbest( ).  

9. Apply non-dominated sorting on 2N particles and 
calculate the crowding distance for each particle. 

10. Generate a new set of N solutions by selecting 
solutions from non-dominated fronts F1, F2 and so on 
using the crowding distance. The N solutions form the 
personal best for the next iteration. 

11. Go to step 2 till the termination criteria is met. 

5 Simulation Results and Discussion 

We used GridSim [5] toolkit in our experiment to simulate the scheduling of 
workflow tasks. GridSim is a java based toolkit for modeling and simulation of 
resource and application scheduling in large-scale parallel and distributed computing 
environment such as Grid.  

In our test environment, we simulated the balanced workflow consisting of 20 
tasks on 8 virtual resources and these resources are maintained by different 
organizations in the grid. Links between resources are established through a router so 
that direct communication can take place between resources. Computational rating 
(Million instructions per second) and computational cost (in dollars) of each resource 
is generated with non-uniform distribution. Number of data units required by one task 
from another task in the workflow is also generated non-uniformly.  

In order to generate valid schedule which can meet both deadline and budget 
constraints specified by the user, two algorithms HEFT [10] and Greedy Cost were 
used to make deadline and budget effectively. HEFT is a time optimization 
scheduling algorithm in which workflow tasks are scheduled on minimum execution 
time heterogeneous resources irrespective of utility cost of resources. So HEFT gives 
minimum makespan (Timemin) and maximum total cost (Costmax) of the workflow 
schedule. Greedy Cost is a cost optimization scheduling algorithm in which workflow 
tasks are scheduled on cheapest heterogeneous resources irrespective of the task 
execution time. Thus Greedy Cost gives maximum makespan (Timemax) and minimum 
total cost (Costmin) of the workflow schedule Thus Deadline (D) and Budget (B) are 
specified as: 

 D = Timemax – 0.1(Timemax  - Timemin) (7) 

 B = Costmax – 0.1(Costmax  - Costmin) (8) 

To measure the effectiveness and validity of NSPSO algorithm for workflow grid 
scheduling problem, we have implemented a probabilistic GA based technique known 
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as non dominated sort genetic algorithm (NSGA-II) [7]. To implement the NSGA-II 
we have taken binary tournament selection, two point crossover and replacing 
mutation.  

Each experiment was repeated 20 times with different random population 
initialization. Initial population was seeded with two solutions obtained by heuristics 
namely LOSS-II and modified GAIN-II. LOSS-II and modified GAIN-II were used to 
generate a solution with minimum makespan (total time) while meeting budget 
constraint and minimum total cost while meeting deadline constraint respectively. 
This is done because population with seeding which contains two already optimized 
boundary solutions gives good and fast convergence with better spread rather than 
generating all solutions randomly [20]. In order to compare the performance of 
algorithms, we have run the algorithms over 200 generations with the initial 
population size of 50. The Pareto optimal solutions obtained with NSPSO and NSGA-
II for bi-objective workflow grid scheduling problem are shown in Fig. 2. From a 
typical run shown in Fig. 2 we can see that most of the solutions obtained with 
NSPSO are lie on the better front as compared to NSGA-II while preserving uniform 
diversity between solutions.  

 

 

Fig. 2. Obtained Pareto Optimal Solutions with NSPSO and NSGA-II 

5.1 Performance Evaluation: GD, Spacing  

For the performance comparison between NSPSO and NSGA-II we conducted our 
experiment over 20 runs and then average of these runs has been taken for evaluation. 
To measure the quality of evolutionary algorithms, we used two metrics Generational 
Distance (GD) and Spacing [8]. GD is the well known convergence metric to evaluate 
the quality of an algorithm against the reference front P*. The reference front P* was 
obtained by merging solutions of algorithms considered. On the other side, Spacing 
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metric was used to evaluate diversity among solutions. The results obtained with these 
metrics for each algorithm are depicted in Table 1. The average value of the GD and 
spacing metric corresponding to NSPSO is less as compared to other algorithm 
considered i.e, NSGA-II. The result confirms the better convergence towards the real 
Pareto optimal front. Further, the low value of standard deviation shows that 
algorithm converges almost in every execution. 

Table 1. GD, Spacing Metric Results for the algorithms used 

  NSGA-II NSPSO 

GD Metric Avg 0.0231861 0.021173 

Std. Dev. 0.001567 0.001480 

Spacing Metric Avg 0.042911 0.040233 

Std. Dev. 0.003558 0.003324 

6 Conclusion and Future Work 

The current work emphasizes on the planning and optimizing the workflow 
scheduling in the grid. In this paper, we have used a version of discrete particle swarm 
optimization to represent the scheduling of workflow grid. The multi-objective non 
dominated sort particle swarm optimization (NSPSO) approach has been used to find 
solutions in the entire Pareto optimal front in order to minimize the two conflicting 
objectives of makespan and total cost. The performance of NSPSO algorithm has 
been evaluated in comparison with NSGA-II algorithm. The simulation results exhibit 
that NSPSO is a better compromised multi-objective optimization algorithm for 
workflow grid task scheduling in terms of convergence towards true Pareto optimal 
front and uniformly distributed solutions with small computation overhead.  In future 
we plan to evaluate the scheduling approach using more than two objectives 
simultaneously. We will also apply more advanced algorithms like MOPSO [18], 
2LB-MOPSO [17], fuzzy dominance based MOPSO [19] etc to obtain the optimal 
solutions for workflow grid scheduling problem. 
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Abstract. This article presents an efficient optimization approach to solve 
constrained Economic Load Dispatch (ELD) problem using a ‘Lbest-Particle 
Swarm Optimization with Dynamically Varying Sub-swarms’ (LPSO-DVS). 
The proposed method is found to give optimal results while working with 
constraints in the ELD, arising due to practical limitations like dynamic 
operation constraints (ramp rate limits) and prohibited zones and also accounts 
valve point loadings. Simulations performed over various systems with 
different number of generating units with the proposed method have been 
compared with other existing relevant approaches. Experimental results support 
the claim of proficiency of the method over other existing techniques in terms 
of robustness, fast convergence and, most importantly its optimal search 
behavior. 

1 Introduction 

Economic load dispatch (ELD) is one of the most important problems involving 
optimization process in case of electric power system operation. This constrained 
optimization problem in power systems has the objective of minimizing fuel cost of 
generating units so as to accomplish optimal generation dispatch among operating 
units and in return satisfying the system load demand, generator operation constraints 
with ramp rate limits and prohibited operating zones. Over the years several 
endeavors have been made to solve this problem, the conventional methods include 
Lambda iteration method [1][2], base point and participation factors method [1][2]. 
This non-convex problem is very complex and cannot be solved by the traditional 
methods, with good result. Recently, different heuristic approaches have been proved 
to be effective with promising performance. These include evolutionary programming 
(EP) [3], simulated annealing (SA) [4], genetic algorithm (GA) [5], differential 
evolution (DE) [6], particle swarm optimization (PSO) [7], etc. The PSO algorithm 
has been empirically shown to perform well on many optimization problems. 
However, it may easily get trapped in a local optimum when solving complex 
multimodal problems. In order to improve PSO’s performance on ELD problems, we 
present the Lbest-Particle Swarm Optimization with Dynamically Varying Sub-
swarms (LPSO-DVS) utilizing a new learning strategy. 
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2 Problem Description 

Economic Load Dispatch (ELD) problem is one of the different non-linear 
programming sub-problems of unit commitment. Two alternative models for ELD are 
detailed below.  

2.1 ELD Formulation with Smooth Cost Function 

The objective function corresponding to the production cost can be approximated to 
be a quadratic function of the active power outputs from the generating units. 
Symbolically, it is represented as  

Minimize                                   
=

=
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i
ii

t
t PfF

1

cos )(
                                                      

(1) 

where Giii
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iiii N..., 1,2,3,i      ,cPbPa)P( =++=f                                                (2) 

 

is the expression for cost function corresponding to ithgenerating unit and ai, bi and ci 
are its cost coefficients. Pi is the real power output (MW) of ithgenerator corresponding 
to time period t. NG is the number of online generating units to be dispatched. The cost 
function for unit with valve point loading effect is calculated by using  

( )( )iiiiiiiiiii PPfecPbPaPf −+++= min2 sin)(                             (3) 

Where ei and fi are the cost coefficients corresponding to valve point loading effect. 
 

This constrained ELD problem is subjected to a variety of constraints depending 
upon assumptions and practical implications. These include power balance constraints 
to take into account the energy balance; ramp rate limits to incorporate dynamic 
nature of ELD problem and prohibited operating zones. These constraints are 
discussed as under.  
 
Power Balance Constraints or Demand Constraints. This constraint is based on the 

principle of equilibrium between total system generation   (
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The Generator Constraints. The power generated by each generator shall be within 
their lower limit Pi

minand upper limit Pi
max. So that 

maxmin
iii PPP ≤≤                                                (6)

 

The Ramp Rate Limits. Under practical circumstances ramp rate limit restricts the 
operating range of all the online units for adjusting the generator operation between 
two operating periods. The generation may increase or decrease with corresponding 
upper and downward ramp rate limits. So, units are constrained due to these ramp rate 
limits as mentioned below. 

If power generation increases,  i
t

ii URPP ≤− −1

                                                     (7) 

If power generation decreases, ii
t

i DRPP ≤−−1

                                                      (8)                                       

where 1−t
iP is the power generation of unit i at previous hour and URi and DRi are the 

upper and lower ramp rate limits respectively. The inclusion of ramp rate limits 
modifies the generator operation constraints (6) as follows. 

),min(),max( 1maxmin
i

t
iiiiii DRPPPPURP −≤≤− −                                     (9) 

Prohibited Operating Zone. The prohibited operating zones are the range of output 
power of a generator where the operation causes undue vibration of the turbine shaft. 
Normally operation is avoided in such regions. Hence, mathematically the feasible 
operating zones of unit can be described as follows: 

      and pz
i

pz
i PPPP


≥≤                                           (10) 

where pzpz P  and P


are the lower and upper are limits of a given prohibited zone for 
generating  unit i. 
 
Conflicts in Constraints Handling. If ever, the maximum or minimum limits of 
generation of a unit as given by (9) lie in the prohibited zone for that generator, then 
some modifications are to be made in the upper and lower limits for the generator 
constraints in order to avoid the conflicts. In case, maximum limit for a generator lies 
in the prohibited zone, the lower limit of the prohibited zone is taken as the maximum 
limit of power generation for that particular generator. Similarly, care is taken in case 
the minimum limit of power generation of a generator lies in the prohibited zone by 
taking upper limit of the prohibited zone as the lower limit of power generation for 
that generator. 

2.2 ELD Formulation with Non-smooth Cost Function 

If multiple fuels are used the objective function of an ELD problem is a non-smooth 
cost function. With multiple fuels, the objective function is a superposition of 
piecewise quadratic functions 
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where 
ififif cba ,, are the cost coefficients of generator ‘i’ for the ‘ thf ’ fuel so that the 

total cost in this case is given by, 
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3 An Overview of PSO Algorithm 

The classical PSO proposed by Kennedy and Eberhart [8] starts with the random 
initialization of a population of candidate solutions (particles) over the fitness 
landscape. It works depending on the social behavior of the particles in the swarm. 
Therefore, it finds the global best solution by simply adjusting the trajectory of each 
individual towards its own best position and toward the best particle of the entire 
swarm at each time-step (generation). In a D-dimensional search space, the position 

vector of the i-th particle is given by 1 2( , , , )D
i i i iX x x x=


  and velocity of the i-th 

particle is given by 1 2( , , , )D
i i i iV v v v=


 . Positions and velocities are adjusted and the 

objective function to be optimized )( iXf


 is evaluated with the new coordinates at 

each time-step. The velocity and position update equations for the d-th dimension of 
the  i-th particle in the swarm may be represented as: 

 1* * 1 *( )d d d d d
i i i i iv v c rand pbest xω= + − 2 * 2 *( )d d d

i ic rand gbest x+ −
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where 1c and 2c
 
are the acceleration constants, 1c  controls the effect of the personal 

best position, 2c determines the effect of the best position found so far by any of the 

particles, d
irand1 and d

irand2
 
are two uniformly distributed random numbers in the 

range [0, 1]. ω  is the inertia weight that balances between the global and local search 
abilities and takes care of the influence of the previous velocity vector. 

),,,( 21 D
iiii pbestpbestpbestpbest = is the best previous position yielding the best 

fitness value pbest
i 
for the thi

 
particle and ),,,( 21 Dgbestgbestgbestgbest = is 

the best position discovered by the whole population. In the local version of PSO, 
each particle’s velocity is modified according to its personal best and the best 
performance achieved so far within its neighborhood instead of learning from the 
personal best and the best position achieved so far by the whole population in the 
global version. The velocity updating equation becomes: 
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1* * 1 *( )d d d d d
i i i i iv v c rand pbest xω= + − 2 * 2 *( ),d d d

i i ic rand lbest x+ −
  

(15) 

here ),,,( 21 D
iiii lbestlbestlbestlbest =  is the best position achieved within its 

neighborhood. 

4 Lbest-PSO with Dynamically Varying Sub-swarms 

The Lbest-Particle Swarm Optimization with Dynamically Varying Sub-swarms 
(LPSO-DVS) is a variant of PSO constructed based on the local version of PSO. A 
special neighborhood topology is used in this variant. Similar kind of topology has 
been used in DMSPSO [9]. As PSO with smaller neighborhood produces better result 
LPSO-DVS uses smaller neighborhood. As a result the convergence velocity of the 
population decreases, diversity increases and better solutions are achieved. The total 
population is divided into a number of small sized swarms whose own members 
search for better solution in the search space. In order to slow down the population’s 
convergence velocity and increase diversity small neighborhoods are used in LPSO-
DVS. Each small sized swarm uses its own members to search for better area in the 
search space. Since the small sized swarms are searching using their own best 
historical information, they are easy to converge to a local optimum because of PSO’s 
convergence property. In order to avoid it we vary the no of particles in each 
subgroup dynamically to keep co-ordination in the search process of individual 
swarms. After certain number of iterations new particles are added to a sub-swarm 
and some of the previous particles go to different sub-swarm and thus the 
neighborhood of a particle changes dynamically. The sizes of the sub-swarms vary in 
each generation. The number of particles in a sub-swarm may vary from three to ten. 
The process of variation of sub-swarm is done randomly after 25 iterations 
(determined empirically, larger no of iterations does not improve the result much but 
only increases the complexity). In this way, the information obtained by each swarm 
is exchanged among the swarms. Particles from different swarms are grouped in a 
new configuration so that each small swarms search space is enlarged and better 
solutions are possible to be found by the new small swarms. In the velocity update 
equation we have used a constriction factor to avoid the unlimited growth of the 
particles’ velocity. This was proposed by Clerc and Kennedy [10]. Equation 14 
becomes 
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χ   is the constriction factor given by  
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5 Results and Discussions 

The applicability and viability of the aforementioned technique for practical 
applications has been tested on three different power systems consisting of different 
number of units (6, 15 and 40 units). The obtained results are compared with the 
reported result of other algorithms. The software has been written in MATLAB-7.5 
language and executed on a 2 GHz Intel core 2 duo personal computer with 1024-MB 
RAM. The parameters used for LPSO-DVS are 729.0,49455.121 ==== χωcc  
The results of APSO, HS_PSO, Lbest PSO and LPSO_DVS have been taken from 
fifty individual runs. The results of the other algorithms are taken from the references. 

5.1 Six Unit System 

The system contains six thermal generating units. The total load demand on the 
system is 1263 MW. The results are compared with the GA [11], PSO [12], NPSO-
LRS [13], CPSO [14], BBO [15], SOHPSO [16], ABF-NM [17] methods. 

Table 1. Comparison of results for 6 unit system 

ALGORITHM Minimum Cost ($/hr.) Average Cost ($/hr.) 
GA 15459 15469 
PSO 15450 15454 
CPSO1 15447 15449 
CPSO2 15446 15449 
NPSO_LRS 15450 15450.5 
ABF-NM 15443.8164 15446.95383 
SOHPSO 15446.02 15497.35 
APSO 15443.5751 15449.99 
HS_PSO 15444.5734 15454.0819 
BBO 15443.0963 15443.0964 
Lbest PSO 15443.4815 15444.1953 
LPSO_DVS 15442.6901 15443.0311 

5.2 Fifteen Unit System 

The system contains fifteen thermal generating units. The total  load demand on the 
system is 2630 MW. The results are compared with the GA [11], PSO [12], CPSO 
[14], ABF-NM [17] methods for this test system. 

Table 2. Comparison of results for 15 unit system 

ALGORITHM Minimum Cost ($/hr.) Average Cost ($/hr.) 
GA 33113 - 
PSO 32858 - 
CPSO1 32835 33021 
CPSO2 32834 33021 
ABF-NM 32784.50 32 976.81 
APSO 32742.7774 32976.6812 
HS_PSO 32692.85714 32740.1885 
Lbest PSO 32742.779594 32756.9912 
LPSO_DVS 32692.643046 32696.164007 
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5.3 Forty Unit System 

The system contains forty thermal generating units. The total load demand on the 
system is 10500 MW. The results are compared with the CEP, FEP, MFEP [18][19], 
FIA [20], SPSO [21], QPSO [22], and BBO [15] methods for this test system. 

Table 3. Comparison of results for 40 unit system 

ALGORITHM Minimum Cost ($/hr.) Average Cost ($/hr.) 
CEP 123488.29 124119.37 
FEP 122679.71 124119.37 
MFEP 122647.57 123489.74 
IFEP 122624.35 123382.00 
FIA 121823.80 122662.48 
SPSO 121787.39 122474.40 
QPSO 121448.21 122225.07 
BBO 121426.95 121508.0325 
Lbest PSO 125191.40 125519.6954 
LPSO_DVS   121414.84 121450.3898 

6 Conclusion 

This paper has proposed a new type of PSO algorithm, LPSO_DVS based on dividing 
the total swarm into sub-swarms and dynamically varying the members of the sub-
swarms while finding the local bests and this algorithm is applied to solve constrained 
economic load dispatch problems. Several non-linear characteristics like ramp rate 
limits, prohibited operating zones and multiple fuels are also used for practical 
generator operations. This proposed algorithm has produced results that are better 
than those generated by other algorithms in the cases discussed; also the convergence 
characteristics are good.  This algorithm has produced better results for both smooth 
and non smooth cost functions than the other algorithms reported yet. From this 
limited comparative study, it can be concluded that LPSO_DVS can effectively be 
used to solve smooth as well as non smooth constrained ELD problems. 
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Abstract. A particle swarm optimization model for tracking multiple peaks 
over a multimodal fitness landscape is described here. Multimodal optimization 
amounts to finding multiple global and local optima (as opposed to a single 
solution) of a function, so that the user can have a better knowledge about 
different optimal solutions in the search space. Niching algorithms have the 
ability to locate and maintain more than one solution to a multi-modal 
optimization problem. The Particle Swarm Optimization (PSO) has remained an 
attractive alternative for solving complex and difficult optimization problems 
since its advent in 1995. However, both experiments and analysis show that the 
basic PSO algorithms cannot identify different optima, either global or local, 
and thus are not appropriate for multimodal optimization problems that require 
the location of multiple optima. In this paper a niching algorithm named as 
Modified Local Neighborhood Based Niching Particle Swarm Optimization 
(ML-NichePSO)is proposed. The ability, efficiency and usefulness of the 
proposed method to identify multiple optima are demonstrated using well-
known numerical benchmarks. 

Keywords: Evolutionary computation, Swarm Intelligence, Multimodal 
optimization, Niching algorithms, Particle Swarm Optimization, Crowding. 

1 Introduction 

Multi-objective optimization is one of the leading research fields of modern day. 
Various algorithms like PSO [1], DE [2], and GA and many more are available for 
solving single objective optimization problems. But multi-objective problems are not 
so easy to solve. In case of multi-objective problems the presence of multiple global 
and local optimal solutions makes it complex. In case of multi-objective problems as 
there are many peaks and we have to point out all the peaks, it is much more 
complicated to optimize. Also it will be much better if one algorithm can find all the 
local optima along with every global optima. However, many practical optimization 
problems have multiple optima and it is wise to find as many such optima as possible 
for a number of reasons. Research on solving multimodal problems with EAs dates 
back to the landmark work of Goldberg and Richardson [3], in which they nicely 
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showed the way of introducing niche-preserving technique in a standard Genetic 
Algorithm (GA) to obtain multiple optimal solutions. Currently the most popular 
niching techniques used in conjunction with the evolutionary computation community 
include crowding [4], fitness sharing [3], restricted tournament selection [5], and 
speciation [6]. Most of existing niching methods, however, possess some difficulties 
such as: difficulties to pre-specify some niching parameters; difficulties in 
maintaining discovered solutions in a run; extra computational overhead, and poor 
scalability when dimensionality is high. The current research on evolutionary multi-
modal optimization aims at outsmarting these problems by devising more and more 
efficient optimizers. 

In this paper we propose a simple yet very powerful hybrid EA that is based on 
Local Neighborhood based Particle swarm optimization for multimodal optimization. 
Since its invention in 1995 by Kennedy and Eberhart, PSO [1] is the base of a huge 
set of evolutionary algorithm. PSO has emerged as a very competitive optimizer for 
continuous search spaces.  

The reason for employing the PSO in multimodal optimization process is its high 
exploring power over the bound-constrained search space and also its ability to search 
locally. The newly proposed ML-NichePSO has the capability to converge more 
accurately to the local and global peaks, starting from a uniform initialization in the 
search space, in comparison to a number of state-of-the-art algorithms for multimodal 
optimization. We have empirically demonstrated that the performance of the 
algorithm is insensitive to this parameter provided its values are selected as described 
later. Empirical formulae for these bounds have also been provided and validated. 
Finally we have demonstrated the efficacy of the proposed algorithm on a set of 
multimodal optimization problems that constitute the benchmark. 

2 Niching Related Works  

2.1 Crowding and Restricted Tournament Selection 

Crowding introduced by De Jong [7] allows only a fraction of the population to 
reproduce and die in each generation. It encourages competition for limited resources 
among similar individuals in the population. Belonging to this category are crowding, 
deterministic crowding restricted tournament selection (RTS), and so on. 

2.2 Sharing and Clustering 

Fitness sharing [8] is based on the concept that a point in a search space has limited 
resources that need to be shared by any individuals that occupy similar search space 
behaviors or genetic representations. Sharing in EAs is implemented by scaling the 
fitness of an individual based on the number of “similar” individuals present in the 
population.  

2.3 Clearing 

Clearing (CLR) is an alternative to the sharing methods. Instead of sharing resources 
between all individuals of a niche as in the fitness sharing scheme, clearing attributes 
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them only to the best members of each niche and eliminates the other individuals 
within the same niche.  

2.4 Speciation 

The concept of speciation depends on radius parameter rs, which measures Euclidean 
distance from the center of a species to its boundary. All individuals falling within the 
radius from the species seed are identified as the same species.  

In addition to the methods listed above, there are niching methods such as 
sequential niching including de-rating, parallelization, and clustering and others. 

3 Overview of the Proposed ML-NichePSO Algorithm 

The classical PSO proposed by Kennedy and Eberhart [1] depends on the social 
interaction between independent agents, here called particles, during their search for 
the optimum solution using the concept of fitness. After defining the solution space 
and the fitness function, the PSO algorithm starts by randomly initializing the position 
and velocity of each particle in the swarm. Each particle in PSO has an adaptable 
velocity. Moreover, each particle has a memory remembering the best position of the 
search space that has ever been visited. The velocity matrix is updated according to  
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where the superscripts t and t-1 refer to the time index of the current and the previous 
iterations,Un1 and  Un2 are two uniformly distributed random numbers in the interval 
[0,1]. The position matrix is updated each iteration according to 

    
ttt VXX += −1                                                       (2) 

In the local version of PSO each particle’s velocity is adjusted according to its 
personal best position and the best performance achieved so far within its 
neighborhood. Then the velocity updating equation is modified as follows. 
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Here t
mnl  is the best position achieved within its neighborhood after t iterations.         

3.1 Description of the Proposed Algorithm 

This algorithm is a modified version of PSO with local neighborhood but applied as 
niching technique. The neighborhood of each particle is selected dynamically (i.e. it 
can change in every iteration). A particle is selected as neighbor of another particle 
and vice versa if they satisfy certain conditions. 
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1. The first condition is that the distance between them must be less than or equal to 

some predefined maximum distance ( maxD ). The Maximum distance is generally 

equal to one third of the distance between two nearest optima found by the particles 

till the present iteration. All the particles within a circle or radius maxD  with centre at 

the position of the particle, whose neighborhood has to be defined, are selected as 

neighbors of that particle. But initial value of maxD is selected using a generalized 

equation for all dimensions given below. 
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where l
kx  and u

kx  are the lower and upper bounds on the kth dimension of the variable 

vector of Dim dimensions. This empirical equation gives us much better results than 

the results without any initial definition of maxD . The value of maxD is updated in the 

rest of the iterations as follows. 

=maxD Min (Distances between two optima found so far)/3;        (5) 

2. Another selecting criterion is involved in this algorithm. This method provides 
the dynamic nature of neighborhood. A random number is selected between 1 and 0. 
If it is 1for a neighborhood’s particle in a particular iteration, then it is the active 
neighbor of the selected particle for that iteration. Otherwise, the neighbor particle is 
simply ignored. 

The grouping of particles is clearly shown in Figure 2. In every iteration each 
particle compares its local best (lbest) position with its neighbor’s lbest positions and 
updates its velocity and position using equations 2 and 3 if the above two conditions 
are met. This updating of velocity and position is performed with probability of 75%. 
This probability is considered for much more variation in the new particle’s position 
and velocity, also it can create new particles similar to the crossover vector in DE 
terminology. Figure 1 presents a simplified block diagram of our proposed algorithm. 
 

 

Fig. 1. Block diagram of the ML-NichePSO algorithm 

Still there are several problems to be solved. In our algorithm we have provided 
solutions of these problems. They are listed below. 

A. Some of the particles may move outside the search space during searching 
operation. In our algorithm, in order to constrain the particles within the search 
space, we calculate the fitness value of a particle and update its position only if the 
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particle is within the search space. If a particle moves out of the range it is 
reinitialized. This feature is not shown explicitly in pseudo code.   

B. There is always a possibility of crowding of large number of particles in any 
of the optima. In case of all dimensions, especially high dimensions (Where 
Dimension is ≥ 10), there is always a high probability of gathering a large proportion 
of the population in same peak. Due to this reason the probability of finding most of 
the peaks is reduced. To eradicate this problem in our algorithm we have provided a 
check whether more than 3 particles are very close to each other or not. We have 
incorporated a scattering scheme to improve the searching ability. Whenever the 
aforesaid phenomenon i.e. crowding of a number of particles at the same position 
occurs this scheme scatters most of the particles to a distant position leaving only few 
at that location. The scattering of particles can be compared with the physical 
phenomenon observed in ants when we put something in the location of their 
gathering except that in our algorithm some particles are remained at the position of 
gathering. This feature helps to repel particles which are very close or almost same in 
position and thus helps to increase the probability of finding more peaks as particles 
are distributed in the search space to find new peaks. As a result of this scattering 
process the previously found peak is not lost as at least one particle is retained in that 
position.  

The scattering is done via following steps. 

Step1. Check the no of particles located at same position. Two particles will be 
considered to be at same position iff they satisfy a particular distance criterion. If the 
distance between two particles is less than 0.5% of maxD , they will be considered to be 

at the same position. 
Step2. Put aside the best 3 particles in terms of fitness for that particular location. 
Step3. Rest of the particles’ locations are checked dimension wise i.e. whether they 
are on the lower bound side or upper bound side of the best particle in that location 
for that particular dimension. 
Step4. Now the scattering is incorporated using the following formulas. 

If the particle is on the lower bound side (i.e. within lower bound and best position) 

for 
thi  dimension 
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If the particle is on the upper bound side (i.e. within upper bound and best position) 

for 
thi   dimension 
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4 Experiments and Results  

4.1 Numerical Benchmarks  

The collection of the test functions are mainly composed of 8 multimodal general 
functions and 7 composition functions of  various characteristics, such as irregular  



204 P. Ghosh, H. Zafar, and A. Mandal 

landscape, symmetric  or  equal  distribution  of  optima, unevenly  spaced  optima, 
etc. A brief description of the functions is given in Table 2. 

4.2 Algorithms Compared  

Performance of ML-NichePSO is compared with the following standard multimodal 
evolutionary algorithms: 

Crowding DE (CDE) [3] ,  Speciation-based DE (SDE) [8], Fitness-Euclidean 
distance Ratio PSO (FER-PSO) [9], Speciation-based PSO (SPSO) [10], r2pso [11], 
r3pso [11], r2psolhc [11], r2psolhc [11], and CMA-ES with Self-Adaptive Niche 
Radius (S-CMA). 

4.3 Performance Measure 

The performance of all multimodal algorithms is measured in terms of the following 
two criteria: 

 

1) Success Rate: The percentage of runs in which all global peaks are successfully 
found. Table 3 shows the respective data. 

2) Average Number of optima found: This is the most important performance 
measuring criteria of any niching algorithm.  

 

All performances are calculated and averaged over 50 independent runs. All the 
algorithms are implemented in MATLAB 7.5 and executed using a Pentium core 2 
duo machine with 2 GB RAM and 2.23 GHz speed. 

4.4 Numerical Results 

This section presents the experimental results. All the algorithms are run till the 
maximum number of FEs are exhausted. The second and third column of tables 3 and 
4 indicate the level of accuracy and niche radius (for SDE and SPSO) used in the 
experiments. Values of niche radius values are chosen as recommended by the 
corresponding authors. The level of accuracy( ε )  is taken too small so that it becomes 
challenging  for  the  algorithms  to  locate  the  peaks. For f7, f8 and all the 10-D 
composition functions, since it is very difficult to achieve a non-zero success rate, the 
comparison is based only on the average number of optima found. 

4.5 Population and Max_FEs Initialization 

Table 1. Initialization of population 

Function Number Population Size Maximum number 
of FEs 

f1 to f6 50 10000 
f7 100 20000 
f8 200 40000 

CF1 to CF7 100 50000 
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Table 2. Benchmark Functions 

 
Name Dim Test Function Range No. of 
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Where n is the dimensionality of the problem. 
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6 

f7: 2D  inverted 
Vincent function 

2 36 

f8: 3D  inverted 
Vincent function 

3 216 

CF1 10 Corresponds to CF1 of [12] 55 ≤≤− ix  8 

CF2 10 Corresponds to CF2 of [12] 55 ≤≤− ix  6 

CF3 10 Corresponds to CF3 of [12] 55 ≤≤− ix  6 

CF4 10 Corresponds to CF4 of [12] 55 ≤≤− ix  6 

CF5 10 Corresponds to CF5 of [12] 55 ≤≤− ix  6 

CF6 10 Corresponds to CF6 of [12] 55 ≤≤− ix  6 

CF7 10 Corresponds to CF9 of [12] 55 ≤≤− ix  6 
 

 

Table 3. Success Rates for test functions 

 
Function ε  r ML-

NichePSO 
CDE SDE CMA-

ES 
FERPSO SPSO r2pso r3pso r2psolhc r3psolhc 

f1 0.000001 0.01 100 72 100 100 100 100 100 100 100 100 
f2 0.000001 0.01 100 28 60 88 100 92 88 72 92 92 
f3 0.000001 0.01 100 60 100 100 100 100 100 100 100 100 
f4 0.0005 0.5 100 0 72 72 72 0 28 24 28 24 
f5 0.000001 0.5 100 0 100 60 96 0 56 60 56 52 
f6 0.0001 0.2 100 56 48 60 60 72 68 56 52 48 
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Table 4. Average number of peaks found for the test functions 

 

Function ε r ML-
NichePSO 

CDE SDE CMA-
ES 

FERPSO SPSO r2pso r3pso r2psolhc r3psolhc 

f1 0.000001 0.01 1 0.72 1 1 1 1 1 1 1 1 
f2 0.000001 0.01 5 3.96 4.6 4.88 5 4.92 4.88 4.72 4.92 4.88 
f3 0.000001 0.01 1 0.6 1 1 1 1 1 1 1 1 
f4 0.0005 0.5 4 0.32 3.72 3.72 3.68 0.84 2.92 2.76 3 3.12 
f5 0.00001 0.5 2 0.04 2 1.6 1.96 0.08 1.44 1.56 1.56 1.48 
f6 0.0001 0.2 6 5.56 4.88 5.56 5.36 5.6 5.52 5.16 5.36 5.28 
f7 0.001 0.2 30.6 33.8 22.8 24.6 23.6 25.72 21.8 22.2 22.52 23.12 
f8 0.001 0.2 101 152 50.6 75.6 68.6 70.12 40.6 45.4 42.2 43.32 

CF1 0.5 1 2 0 1.8 1.08 1.08 0 0 0 0 0 
CF2 0.5 1 2 1.2 1.2 1.52 2 0 0 0 0 0 
CF3 0.5 1 2 0.72 1.52 0.52 2.52 0 0 0 0 0 
CF4 0.5 1 0 0 0 0 0 0 0 0 0 0 
CF5 0.5 1 2 1.12 1.32 1.2 2 0 0 0 0 0 
CF6 0.5 1 2 0 1.4 1.12 1.2 0 0 0 0 0 
CF7 0.5 1 1 0 1.8 1.2 1.52 0 0 0 0 0 

 

 
 a)FEs=100                b) FEs=500           c) FEs=1000 

Fig. 2. Distribution of individual particles in the search space during the evolution of the 
process for f1 

 

 
                                                
      
 
 
 

               a)FEs=100                           b)FEs=500                      c) FEs=1000 

Fig. 3. Distribution of individuals in the search space during the evolution of the process for f6 

4.6 Analysis of Results 

The results shown above clearly indicate it has the capability to locate the local peaks 
satisfactorily other than the global peaks, which should be the target of a multimodal 
optimization algorithm. In addition, it has also performed efficiently when the  
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  a)FEs=500  b)FEs=1000                     c) FEs=5000  

Fig. 4. Distribution of individuals in the search space during the evolution of the process for f4 

dimensionality is high (D =10). For these high-dimensional composite functions, the 
traditional PSO  variants  have  completely  failed  to  locate  any  of  the  global 
optima. The algorithm offers a fast convergence towards the results as proved by the 
figures where almost all the peaks are found in 500FEs only. For two dimensional 
problems, all the peaks are found after 1000 FEs and after 5000 FEs all the particles 
are located in any of the global peaks. So this algorithm is time saving, less complex, 
and efficient in finding the global peaks.  

5 Conclusions 

In this paper we proposed a multimodal evolutionary optimization technique that 
integrates concepts of Local Search based Particle Swarm Optimization. Its 
performance over fifteen Multimodal Benchmark functions are compared with nine 
state-of-the-art evolutionary multi-modal optimizers based on the performance 
metrics like success rate, average number of peaks found and peak accuracy. From the 
Analysis of the results we can firmly propose our algorithm as one of the most 
powerful niching algorithm present in various publications.  Our further work will be 
to improve our proposed algorithm to use it effectively and efficiently in tracking 
multiple peaks in a dynamic environment. 
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Abstract. Constrained function optimization using particle swarm optimization 
(PSO) with polynomial mutation is proposed in this work. In this method non-
stationary penalty function approach is adopted and polynomial mutation is 
performed on global best solution in PSO. The proposed method is applied on 6 
benchmark problems and obtained results are compared with the results 
obtained from basic PSO. The experimental results show the efficiency and 
effectiveness of the method. 

1 Introduction 

Constrained Optimization (CO) problems are encountered in numerous applications.  
Structural optimization, engineering design, VLSI design, economics, allocation and 
location problems are just few of the scientific fields in which CO problems are 
frequently met [1]. The CO problem can be represented as the following nonlinear 
programming problem:  ( ), = , , … ,  (1) 

Subject to: ( ) 0, = 1,2, … ,  (2) ( ) = 0, = + 1, … ,  (3) 

Usually equality constraints are transformed into inequalities of the form 

 ( ) 0 , = + 1, … ,  (4) 

A solution X is regarded as feasible if  gi(X) <= 0 for i = 1,2,…,p and |hj(X) - ε| = 0 
for  j =p +1,….,m. In this work, we used  = 0.0001. 

The most common approach for solving CO problems is the use of a penalty function. 
The constrained problem is transformed to an unconstrained one, by penalizing the 
constraints and building a single objective function, which in turn is minimized using an 
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unconstrained optimization algorithm. The CO problem is tackled through the 
minimization of a non-stationary multistage assignment penalty function [1]. 

Different mutation strategies like Cauchy Mutation [3], Gaussian Mutation [2],Power 
Mutation [6], Adaptive Mutation [5] etc. are introduced into PSO for solving 
unconstrained function optimization problems. In this work, our objective is to use 
polynomial mutation [9] on global best solution in PSO to solve constrained function 
optimization problems. The results of experiments performed on well-known test 
problems are reported and discussed in comparison with results obtained by basic PSO. 

2 Non-stationary Penalty Function 

The Penalty Function technique solves the CO problem through a sequence of 
unconstrained optimization problems. Up to date, no other method for defining 
pertinent functions, than trial-and-error, exists. If the penalty values are high, the 
minimization algorithms usually get trapped in the local minima. On the other hand, if 
penalty values are too low, they can hardly detect feasible optimal solutions. Penalty 
functions are distinguished into two main categories: stationary and non-stationary. 
Stationary penalty functions use fixed penalty values throughout the minimization, 
while in contrast, in non-stationary penalty functions, the penalty values are 
dynamically modified. A penalty function is generally defined as  ( ) = ( ) + ( ) ( ),  (5) 

where f(x) is the original objective function of the CO problem in Eq. (1); h(k) is a 
dynamically modified penalty value, where k is the algorithms current iteration 
number; and H(x) is a penalty factor, defined as 

( ) = ( ( )) ( ) ( ( )) (6) 

where  ( ) = max 0, ( ) , = 1, … , ;The function is a relative violated 
function of the constraints; ( ( )) is a multi-stage assignment function; ( ( )) is 
the power of the penalty function; and ( ) are the constraints described in Eq. (2). 
The functions (. ), (. ), (.) are problem dependent. In our experiments, a non-
stationary multi-satge assignment penalty function was used. 

3 Particle Swarm Optimization (PSO) 

PSO [14] is a kind of algorithm to search for the best solution by simulating the 
movement and flocking birds. PSO algorithms use a population of individual called 
particles. Each particle has its own position and velocity to move around the search 
space. Particles have memory and each particle keep track of previous best position 
and corresponding fitness. The previous best value is called as pbest. Thus pbest is 
related only to a particular particle. It also has another value called gbest, which is the 
best value of all the particles pbest in the swarm. The basic concept of PSO technique 
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lies in accelerating each particle towards its pbest and the locations at each time step. 
Global best solution gbest is the best of   the pbest of all particles in the swarm space. 

 = + 1 1 + 2 2 ( ) (7) 

= +  (8) 1 and C2 are personal and social cognigence of a particles respectively and R1 and R2 are two uniformly distributed random numbers in the interval (0,1).The inertia 
weight w in (7) was introduced by Shi and Eberhart [14]. They proposed a w linearly 
decreasing with the iterative generation as = ( )  (9) 

where g  is the generation index representing the current number of evolutionary 
generation and G is the predefined maximum number of generations. 

4 PSO Based on Polynomial Mutation 

The particle swarm optimization algorithms converges rapidly during the initial stages 
of a search, but often slows considerably and can get trapped in local optima. 
Mutation strategies are used into PSO in the hope of preventing PSO from trapping 
into a local optimum through long jumps made by the mutation. Polynomial mutation 
is based on polynomial probability distribution. ( + 1) = ( ) +  (10) 

where xju is the upper bound and  xjl is the lower bound of xj. The parameter  δj is 
calculated from the polynomial probability distribution. ( ) = 0.5 ( + 1)(1 | |) (11) 

 is the polynomial distribution index. = (2 ) ( )⁄ 1, < 0.51 2 (1 ) ( )⁄ , 0.5 (12) 

The property of   is such that by varying its value, the perturbance can be varied in 
the mutated solution. If the value of  is large, a small perturbance in the value of a 
variable is achieved. To achieve gradually decreasing perturbance in the mutated 
solutions, the value of  is gradually increased. The following rule is to achieve the 
above adaptation which is known as adaptive polynomial mutation: = 80 +  (13) 

where t is the current iteration. In this work, we used polynomial mutation on global 
best solution in PSO (PSO-PM) using the following equation: 
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( ) = ( ) +  (14) 

where xju is the upper bound and  xjl is the lower bound of  xj . If mutated global best mgbest  is better than gbest , then gbest is replaced by mgbest . 
5 Parameter Settings 

5.1 Test Suite 

All the Test Problems are obtained from CEC 2010 competition on constrained real 
parameter optimization [8]. 

Test Problem 1:   ( ) = ∑ ( ) 2 ∏ ( )∑   =  

( ) = 0.75 0 

( ) = 7.5 0 0,10  
Test Problem 2:  ( ) = 1 sin | |      =  

( ) = ( ) = 0 

( ) = ( 100 cos(0.1 ) = 10) 0 1000,1000  
 

Test Problem 3:  ( ) = 1 sin | |      =  

 ( ) = 50 + 1100 0 

( ) = 50 sin ( 150 ) 0 
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( ) = 75 50( 4000 cos √ + 1) 0 

 500,500  
 

Test Problem 4:  ( )  = 4000 cos √ + 1                          =  

( ) = 100 cos( ) + 10 0 

( ) = 0 

 ( ) = sin | | = 0  
 ( ) = sin | |  = 0 10,10  

 
Test Problem 5:  ( ) = ( )           =  

( ) = 0 

( ) = 0 

 ( ) = sin 4 | | = 0  
 10,10  

Test Problem 6:  ( ) = ( )           =  
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( ) = 1 sin | |  0 

( ) = 1 sin | |  = 0 

10,10  

5.2 Parameters 

1. Population Size(N)=100. 
2. Number of Generations= FES/Population size (where FES is the number 

of function evolution permitted) 
3. In our experiments, we used FES=1x105 for 10D problems and FES=3x105 

for 30D problems. 
4. Distribution index for polynomial mutation ηm= 100 
5. C1=C2=1.49445 6. Wmax=0.9, Wmin=0.4 

 
We adopted the same parameter settings from [1].Specifically, if qi(x) <1, then, γ(qi(x))=1,otherwise γ(qi(x))=2.Moreover, if qi(x) <0.001 ,then θ(qi(x))=10 
,else, if qi(x)<0.01,then θ(qi(x))=20,else,if qi(x)<=1,then θ(qi(x))=100,otherwise 
θ(qi(x))=300,Regarding the function h(.), it was set to ( ) = √     where k is the 
current iteration number. 

6 Simulation Results 

The obtained results are presented in Table 1, 2, 3, 4 and 5. Best, mean, standard 
deviation and sum of violated constraints at the best solution of 25 runs for each test 
problem are reported in Table 2, 3, 4 and 5. Feasible run is one during which at least 
one feasible solution is found. The feasibility rate is defined as: (number of feasible 
runs)/ 25. Feasibility Rates for 10D and 30D problems are reported in Table 1. 

Table 1. Feasibility Ratio of 10D and 30D problems 

Problem 
10D 30D 

PSO PSO-PM PSO PSO-PM 

1 1 1 1 1 

2 0 0 0 0 

3 0.32 0.28 0 0 

4 1 1 1 1 

5 1 1 1 1 

6 0.96 0.88 0.92 0.96 
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Table 2. Function values achieved for 10D problems using PSO 

Problem Best Mean Std. Dev. Sum of V.C 

1 -0.6601 -0.6041 0.0395 0 

2 -2144.64 -93.0875 743.0699 1.80E+13 

3 -73.0048 -9.3149 40.9014 290.9384 

4 0.51823 0.9148 0.1478 0 

5 9.0022 62.9733 38.1994 0 

6 12.8234 59.0856 54.4245 0 

Table 3. Function values achieved for 10D problems using PSO-PM 

Problem Best Mean Std. Dev. Sum of V.C 

1 -0.7007 -0.6086 0.0545 0 

2 -1566.16 -18.6784 917.653 1.70E+13 

3 -86.8291 -1.8973 42.0647 340.0157 

4 0.65006 0.9648 0.0996 0 

5 17.5714 57.7369 34.0382 0 

6 21.36 86.2254 61.7331 0 

Table 4.   Function values achieved for 30D problems using PSO 

Problem Best Mean Std. Dev. Sum of V.C 

1 -0.5576 -0.436 0.0637 0 

2 -3323.7305 -107.4847 1591.6 3.40E+13 

3 -24.5271 18.6392 23.1737 564.8598 

4 1.037 1.0842 0.0259 0 

5 196.3237 373.2904 101.117 0 

6 83.8721 202.6687 85.7776 0 

Table 5. Function values achieved for 30D problems using PSO-PM 

Problem Best Mean Std. Dev. Sum of V.C 

1 -0.564 -0.4537 0.0756 0 

2 -3300.7746 -41.3967 1796.7 2.60E+13 

3 -68.9134 -2.1241 33.1196 533.8723 

4 1.0389 1.0796 0.0324 0 

5 162.5888 366.327 138.7617 0 

6 104.9394 227.7095 50.6156 0 
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7 Conclusions 

In this work, we proposed polynomial mutation on global best solution in particle 
swarm optimization and solve constrained optimization function with penalty function 
approach. We solved the same problems using basic PSO and from the experimental 
results, it is found that our proposed method performed better than basic PSO. It is 
also found that effectiveness of mutation on global best solution depends on the 
search space. If search space is too large and dimension is high for a problem (for test 
problem 2 and 3), then efficiency of mutation is poor comparatively. In the context of 
constrained optimization problem, mutation may lead to an unfeasible solution. 
Therefore, mutation may enforce to direct the particles towards unfeasible region of 
the search space.  An investigation in details of mutation in PSO can be made to solve 
constrained optimization problems as a future work. As PSO is dependent on different 
parameters settings, fine-tuning of the parameters may lead to enforce feasibility of 
the particles and guide swarm towards the optimum solution. 
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Abstract. This paper investigates a hybrid fusion methodology by incorporat-
ing ranks and decisions of a user in a multimodal biometric system using PSO. 
Each of the biometric modalities is first used to rank the users. The individual 
ranks are then integrated to get a fused rank for each user. The matching scores 
associated to the fused ranked users are employed to take accept or reject deci-
sions for each modality. The final decision is made by integrating the two deci-
sions by the individual modalities. The decision thresholds for two modalities 
and a decision level fusion rule are selected by incorporating PSO. The role of 
PSO is to adaptively choose the fusion parameters in the varying security needs 
by minimizing the error rates in the system.  The proposed methodology has a 
particular importance when the scores associated with two modalities are in dif-
ferent domain and their integration on score level need extra complexity of 
normalization. The experimental results presented in this paper have shown the 
relevance of the proposed scheme. 

Index Terms: Rank Level Fusion, Decision level fusion, Adaptive multimodal 
biometric management, and Particle Swarm Optimization. 

1 Introduction 

Biometric Security evolved as an ever increasing and promising technology for au-
thentication due to its reliable and very accurate personal authentication. In recent 
decades, multimodal biometric systems have been investigated with better perfor-
mance than unimodal systems [1]. A multimodal system can be categorized on the 
basis of level of fusion of the biometric modalities. In feature level fusion, features 
extracted from unimodal systems are first integrated [1] and the resultant features are 
then utilized in further authentication process. In the score level fusion, the matching 
scores are first generated using individual features. The scores are further integrated 
using fusion rules [1] and then used for authentication. The decision level is the high-
est level of fusion where the decisions (0 for ‘reject’, 1 for ‘accept’) taken using indi-
vidual modalities are first fused using binary fusion rules [2] for final decision. When 
the output of each biometric matcher is a subset of possible matches sorted in the 
decreasing order of confidence, fusion can be done at the rank level [1].  

The rank level fusion is relatively new and less researched problem in the biome-
tric literature. One of the recent yet significant works on the rank level fusion is by 
Monwar et al in [4] and kumar et al in [5]. A summary of prior works on rank level 
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fusion is presented in [4]-[5]. The work in [4] opt for the Borda count, highest rank, 
and logistic regression methods for integrating the ear, face and voice biometrics 
while in [5] for multiple features in palmprint. However, most of the presented work 
operates on fixed threshold strategy and is not adaptive to the varying security re-
quirements [2]. In such conditions, the need is to devise an optimization technique, 
which can optimally select fusion parameters according to the user defined security 
demand. The management of such adaptive multimodal systems is achieved using 
Particle Swarm Optimization (PSO) in [2][3]. In [2], the decision level fusion ap-
proach is proposed which is further improved by [3] using score level fusion. Even 
then, neither of the proposed work employed rank level fusion strategy in the adaptive 
management of the multimodal system.  

 

Fig. 1. Block diagram of the proposed system 

We therefore, propose the usage of rank level fusion in the adaptive multimodal 
biometric fusion. The presented approach can be dividing into three steps: (1) each 
enrolled user is first ranked by each involved modalities in the multimodal system (2) 
the best ranked users are then used to take individual decisions by using respective 
matching scores and the decision thresholds. (3) The individual decisions are then 
fused using a binary fusion rule based on the binary combinations of the decision 
outcomes of multimodal system [2]. The optimal selection of individual decision 
thresholds and a binary fusion rule is done using PSO. The block diagram of the com-
plete system is given in Fig. 1. The proposed system is fully automatic and can be 
applied for online security applications.          
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2 The Proposed Fusion Methodology 

In the proposed method of multimodal fusion, the features extracted from biometric 
modalities are used to rank the enrolled users [4].The features extracted for each user 
is matched with others. The computed matching scores are arranged in the ascending 
order and the ranks are assigned based on the order of matching scores calculated for 
a user. Rank 1 is given to a user having the best match. The first part of the proposed 
algorithm is to integrate the ranks assigned by the individual modalities.  

A. Rank Level Fusion 

The goal of the rank-level fusion is to integrate the rank assigned by the individual 
biometric matchers in order to derive a consensus rank for each identity. The rank 
level fusion algorithm has already been utilized in earlier efforts [4]-[5]. Novel non-
linear rank level fusion methods like: Tan hyperbolic (Tanh) and exponential sum is 
utilized in [5] as a potential rank level fusion algorithms. As high results demonstrat-
ed using Boarda count and highest rank method, we tested them for our experiments. 

Let ri,j be the rank assigned to user j in the database by the ith matcher, where i and 
j = 1,2…N; where N is the number of users. Let Rj is the final rank for user j after 
applying the rank level fusion. In the Borda count method, the fused rank is estimated 
as the sum of the ranks of individual classifiers: 

Rj = ,
1

N

i j
i

r
=
                              (1) 

In the highest rank method, the consolidated rank is calculated using the minimum of 
all the associated ranks as : 

       Rj = min(ri,j) for all i=1toN                                           (2) 

B. PSO Based Fusion Parameters 

The next step of the proposed algorithm is to make the decisions from the fused ranks 
of the users. The matching scores and the corresponding error rates: False Acceptance 
Rate (FAR) and False Rejection Rate (FRR), corresponding to each modality are cal-
culated as in [2]. PSO is then utilized to learn the decision thresholds by varying the 
cost of FAR (CFA) and FRR (CFR). The objective function of PSO is given as: 

Minimize   E= CFA *FAR+ CFR*FRR.                            (3) 
CFR = 2-CFA   

In PSO each particle is associated with some velocity according to which it moves in 
the multi-dimensional solution space and it also has memory to keep information of 
its previous visited space; hence its movement is influenced by two factors: the local 
best solution due to itself and the global best solution due to all particles participating 
in the solution space. Let us consider a d-dimensional solution space. The ith particle 
of the swarm can be represented as d-dimensional vector, 1 2( , ,.., )i i i idX x x x=  where 

the first subscript denotes the particle number and the second subscript denotes the 
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dimension. The particle’s motion is affected by its own best position denoted by 

idPos and the global best position denoted by gdPos .  The velocity of a particle at k th 

iteration is updated by:  

( ) ( )1
1 2

k k k k
id id id id gd idV V r Pos X r Pos Xω α β+ = + − + −              (4) 

The corresponding position of the particle is updated by: 

1 1k k k
id id idX X V+ += +                               (5) 

where i = 1,2,3…..M; M being the number of swarms and d=1,2,3,…..N is the dimen-
sion of a swarm; α  and β  are the positive constants, called cognitive parameter and 

social parameter respectively.  
In the proposed work, a set of values of FAR and FRR calculated for individual 

modalities, and the binary fusion rules [2] are used as input in the PSO algorithm. The 
PSO framework is same as in [2]-[3]. The output of the algorithm is the optimal FAR, 
FRR, and a binary fusion rule. Decision thresholds are calculated from the  
corresponding FAR and FRR which are finally stored to use at the final decision. PSO 
actually provides a framework to the multimodal system to make it adaptive to the 
varying security conditions incorporated by CFA and CFR which expected to be user 
defined in the real life applications. 

C. The hybrid Fusion   

The final step in the proposed algorithm is to make a final decision by incorporating 
the learned decision thresholds for each modality and the binary fusion rule. Unlike 
the decision level fusion in [2] or the score level fusion in [3], here a hybrid of the 
rank and the decision level fusion is proposed for integration in the multimodal sys-
tem. The matching scores corresponding to the fused ranked users are computed and 
the learned decision threshold is applied on the scores to get respective decisions. The 
final decision is taken by employing decision level fusion rules. The complete algo-
rithm is given as: 

Start 
I. Compute rank Rj for each user j 

II. Generate fused rank RF using any rank fusion method            
III. Find the FAR and FRR for each modalities 
IV. Input the desired cost for security (CFA/CFR) 
V. Use PSO algorithm to learn the optimal decision threshold for each modali-

ties and a binary fusion rule. 
VI. For Both Modalities 

 Compute the minimum matching score (corresponding to the fused 
rank) by comparing to all the users.  

 Match the score with the learned threshold for individual decisions. 
 Get final decision by employing fusion rule on individual decisions 

  End  
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3 Experimental Results 

The proposed rank based hybrid fusion methodology is tested on a multimodal data-
base of ear and iris biometrics. The growing attention for using ear as a biometric 
modality is due to its rich and stable structure, and high user convenience. Ear data-
base of 100 users with 5 samples each is created at biometrics research laboratory, IIT 
Delhi. The imaging setup and a sample image are shown in Fig. 2 (a) and 2 (b) re-
spectively. The Gaussian classifiers are used to first segment the skin and non-skin 
areas in the ear images. Laplacian of Gaussian is then used to compute edges of the 
skin areas; which helped to get ear-ROI images. A localized region based active con-
tour is finally located in the ear-ROI images [6]. The ear- contours are then employed 
for the authentication using SIFT features. The extracted ear image is shown in Fig. 2 
(c). The SIFT based feature extraction is same as in [7]. The SIFT features extracted 
from a sample ear image is given in Fig. 3.  

The CASIA V2 lamp database is used for iris images and the normalization of the 
iris strip is same as in [7]. A sample image and the corresponding normalized iris strip 
are given in Fig. 4. 100 users from iris database are paired with ear database to make 
multimodal system. The Euclidean distance is used to generate matching score for ear 
images while normalized Hamming distance for iris strips [8]. The rank associated by 
each modality and rank fusion using the Borda count and highest rank is same as in 
[4].The combined ROC curves for ear and iris databases, and their Borda count and 
highest rank based fusion is given in Fig. 5 (a). The FAR =0.05 and FRR=8% is re-
ported for iris database. In comparison, ear has low performance as: FAR=1% and 
FRR=18%. The rank level fusion using Borda count executed on much better perfor-
mance than individuals with FAR=0.06% and FRR=1.5%. However, the highest rank 
fusion scheme has inferior FAR=0.8% and FRR=2% (approax).  

 

    
                 (a)                  (b)                   (c) 

Fig. 2. Ear Acuisition: (a) Camera setup (b) Sample image (c) Extracted ear image 

The Borda count based rank fusion is therefore carried out in the proposed hybrid 
fusion scheme. PSO is employed to learn the decision thresholds for each modality, 
and a binary fusion rule [2]. The matching scores of the best ranked users in the Borda 
count method are tested against respective decision thresholds. 
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                                 (a)                             (b)                            (c)  

Fig. 3. (a) sample image (b) Normalized contour (c) SIFT features 

   

                           (a)                                                     (b) 

Fig. 4. (a) sample image (b) Normalized strip enhanced with Log Gabor filter 

 

 (a) 

 

 (b) 

Fig. 5. ROC Curves: (a) Rank Level fusion schemes (b) Proposed hybrid fusion 
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The final decisions corresponding to each modality is fused using the learned bi-
nary fusion rule. The ROC curves for the proposed method with ear and iris modali-
ties are given in Fig. 5 (b). The proposed fusion achieved FAR=0.09% and 
FRR=1.5% which is comparable to other rank level fusion techniques in [4]-[5]. The 
adaptive management of the fusion scheme is tested by incorporating varying security 
levels as in [3]-[4]. However, out of 16 binary rules for two sensors we found only 
AND rule is selected most of the times. Thus, in the final stages of the algorithm we 
fixed AND rule and the binary fusion rule and allowed the swarms to select only  
optimal decision thresholds corresponding each biometric modality with varying se-
curity levels. This strategy is also helpful in reducing the overall time complexity in 
learning fusion parameters from PSO. The average and standard deviations of the 
minimized errors in Eqn (3) is given in Fig. 6 (a) and 6 (b) respectively. 

 

(a) 

  
                                                       (b) 

Fig. 6. Adaptive security analysis: (a) Average error (b) Standard deviation (error) 

4 Conclusions 

A novel rank based hybrid fusion methodology is investigated in this work. The in-
volved modalities are used to rank each user which is integrated using Borda count 
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rule. The matching scores of the best ranked users are then matched against the deci-
sion thresholds and the corresponding decisions are integrated using a binary fusion 
rule. The decision thresholds for each modality and the binary fusion rule are learned 
using PSO.  

The proposed approach is tested on a multimodal system using ear and iris biome-
trics which operates on FAR=0.09% and FRR=1.5% and comparable to any rank 
level fusion approach in the literature. The adaptive management of the fusion para-
meters is done using PSO and shown a consistent performance of the presented 
scheme. The adaptive fusion strategies are first time investigated for the rank level 
fusion which is applicable for many real time applications. The developed model for 
adaptive rank level can be extended to any number of modalities. 
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Abstract. Clustering can be visualized as a grouping problem as it consists of 
identifying finite set of groups in a dataset. Grouping genetic algorithms are 
specially designed to handle grouping problems. As the clustering criteria such 
as minimizing the with-in cluster distance is high-dimensional, non-linear and 
multi-modal, many standard algorithms available in the literature for clustering 
tend to converge to a locally optimal solution and/or have slow convergence. 
Even genetic guided clustering algorithms which are capable of identifying bet-
ter quality solutions in general are also not totally immune to these shortcom-
ings because of their ad hoc approach towards clustering invalidity and context 
insensitivity. To remove these shortcomings we have proposed a hybrid steady-
state grouping genetic algorithm. Computational results show the effectiveness 
of our approach.  

Keywords: Grouping Genetic Algorithm, Data Clustering, Heuristic. 

1 Introduction 

Clustering is the task of identifying finite set of groups in the dataset where similar 
instances are assigned to the same group and dissimilar ones to different groups. Clus-
tering plays a vital role in data mining applications such as scientific data exploration, 
information retrieval and text mining. It also finds applications in spatial database 
applications, web analysis, customer relationship management (CRM), marketing, 
data compression, computational biology and many other related areas [1].  

Clustering is among heavily studied problems and numerous algorithms have been 
proposed for it. Metaheuristic based approaches, in general, obtain better quality solu-
tions in comparison to hill climbing based local search methods. This is because clus-
tering criterions are normally high-dimensional, non- linear and multimodal [1, 2]). 
Number of genetic algorithms based approaches have already been proposed for clus-
tering ([2], [3], [4], [5], [6], [7], [8], [9]). These approaches handle the problems of 
context insensitivity and clustering or grouping invalidity [10] in their own ad hoc 
ways.  Removing the recombination operator from the genetic algorithm is a popular 
way of avoiding these problems [3]. However, removing the recombination operator 
can severely impair the search capability of genetic algorithms and can slow down 
their convergence drastically. To alleviate this problem, use of one-step K-means 
operator is suggested by Krishna and Murthy [3]. However, one-step K-means opera-
tor has its own problems [11]. Hong and Kwong [2] proposed a steady-state genetic 
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algorithm where traditional crossover operator is replaced with an ensemble learning 
operator based on average ling agglomerative clustering [12]. This algorithm was 
termed genetic-guided clustering algorithm with ensemble learning operator (GCEL). 
GCEL was compared with the approaches proposed in [3] and [4] and it out per-
formed both these approaches. 

Clearly clustering is a grouping problem [10], i.e., a problem where the aim is to 
group the instances of a dataset into one or more groups of instances, where each 
instance belong to exactly one group, in such a way that a given cost function is opti-
mized. Grouping genetic algorithms are specially designed for grouping problems as 
traditional genetic algorithms suffer from context insensitivity and grouping invalidity 
while handling grouping problems [10]. So far no attempt has been made to use 
grouping genetic algorithm for data clustering. In this paper, we have proposed a 
steady-state grouping genetic algorithm for the data clustering. We have compared 
our approach against GCEL [2]. Computational results show the effectiveness of our 
approach. 

The remainder of this paper is organized as follows: Section 2 describes our grouping 
genetic algorithm for data clustering. Computational results are presented in section 3, 
whereas section 4 outlines some concluding remarks and directions for future research. 

2 The Grouping Genetic Algorithm 

We have developed a hybrid steady-state grouping genetic algorithm (GGA) for the 
data clustering problem. Steady-state genetic algorithm uses steady-state population 
replacement method. Unlike generational replacement, where the entire parent popu-
lation is replaced with an equal number of newly created children every generation, in 
the steady-state population replacement method a single child is produced in every 
generation and it replaces a less fit member of the population. In comparison to the 
generational method, the steady-state population replacement method generally finds 
better solutions faster. This is because of permanently keeping the best solutions in 
the population and the immediate availability of a child for selection and reproduc-
tion. Another advantage of the steady-state population replacement method is the ease 
with which duplicate copies of the same individuals are prevented in the population. 
In the generational approach, duplicate copies of the highly fit individuals may exist 
in the population. Within few generations, these highly fit individuals can dominate 
the whole population. When this happens, the crossover becomes totally ineffective 
and the mutation becomes the only possible way to improve solution quality. Under 
this situation improvement, if any, in solution quality is very slow. Such a situation is 
called the premature convergence. In the steady-state approach we can easily avoid 
this situation by simply checking each newly generated child against current popula-
tion members and discarding it if it is identical to any member. 

We have strings-of-group encoding strategy [2, 3] to represent a chromosome. In 
this encoding scheme, the value of an integer in the string is the label of the group to 
which the instance belongs. For example, consider a dataset containing 6 instances 
and if the number of clusters are fixed at two, then a chromosome  (1 2 1 2 1 1) 
represents a solution where 1st, 3rd, 5th and 6th instances belong to one group and 2nd 
and 4th instances belong to another group.  We have used the same fitness function as 
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used in [2], so that we can directly compare our approach with the one proposed there. 
The objective of this fitness function is to minimize the within-cluster variation. Con-
sider a clustering solution C = {C1, C2,...., CK ) of a data set D containing n unlabeled 
instances  x1, x2,..., xi,..., xn each of which has m features, i.e., xi = (xi1, xi2,...., xim ) for 
i=1, 2,…, n,  then the within-cluster variation f(C) of C is calculated as follows: 
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Here, we have followed the notational conventions of [2]. 
We have used a crossover operator that is derived from the crossover operator pro-

posed in Singh and Gupta [13] for the one dimensional bin packing problem. This cros-
sover operator does not suffer from the problem of clustering invalidity and context 
insensitivity as it operates on the clusters instead of individual instances. Let A and B be 
two parents selected for crossover and let each solution has M clusters. The crossover 
operator, we have used is described by following pseudo code, where new_sol is the 
child solution being generated by crossover and µ01 is a uniform variate. 

i ← 1 
new_sol ← ∅ 
while (i  ≤  M)  { 
            if (µ 01 < 0.5) 
                           select the best cluster C from A 
            else 
                           select the best cluster C from B 
            remove the instances belonging to C from both A and B  
            new_sol ← new_sol U {C} 
            i ← i + 1 
} 

In order to identify the best cluster in a parent, the fitness value of a cluster is divided 
by the number of instances assigned to that cluster. If this is not done then a cluster 
containing few instances will be preferred by the crossover over a bigger good cluster. 
This could have affected the performance of crossover operator described above ad-
versely. While performing the crossover operation, it might happen that some clusters 
become empty or may contain only a single instance. In such cases we have assigned 
an arbitrarily large value to that cluster as its fitness value. This is done to prevent the 
selection of such clusters in future iterations of our crossover operator.  
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After the application of crossover operator some instances may not be assigned to 
any cluster. Such unassigned instances are reassigned to clusters by a heuristic. The 
heuristic considers the unassigned instances one-by-one in their natural order and 
assigns the instance in consideration to a cluster in a way that leads to least increment 
in the value of the fitness function.  

The mutation operator tries to make a copy of the selected chromosome. However, 
each instance of the selected chromosome is copied to the corresponding cluster of the 
child with probability pcopy, otherwise it is included into the list of unassigned in-
stances. All these unassigned instances are assigned to clusters by following the same 
heuristic as used in the crossover operator. 

The crossover operator and the mutation operator are applied in a mutual exclusive 
way during each iteration. The crossover operator is applied with a probability of pc, 
otherwise mutation is used. 

We have used the probabilistic binary tournament selection for selecting two par-
ents for crossover and a single parent for mutation. In probabilistic binary tournament 
selection, two different chromosomes are selected uniformly at random from current 
population and the chromosome with a better fitness value is selected to be a parent 
with probability pb, otherwise the worse among the two is selected as parent. 

We have generated the initial population randomly. However, as our genetic algo-
rithm is steady-state, we have therefore guaranteed the uniqueness of each member of 
the initial population. Each member of the initial population is generated in the same 
manner as in [2], i.e., each member is generated using the random subspace method 
[14] followed by K-means clustering algorithm. 

Moreover, during each generation the newly produced child is compared with cur-
rent population members, and it is discarded if it is either identical to any member or 
have fitness worse than the worst member of the population, otherwise, it is included 
in the population in place of the worst member.  

3 Computational Results 

We have used one synthetic dataset and five real datasets to test the performance of 
our proposed grouping genetic algorithm (GGA). For comparing our approach, we 
have also implemented genetic-guided clustering algorithm with ensemble learning 
operator (GCEL) [2], which is the best approach available in the literature. In all our 
computational experiments with grouping genetic algorithm we have used pc = 0.8, 
pcopy = 0.8, pb = 0.9.  We have used a population size of 100 for all datasets except the 
synthetic dataset for which the population size is taken to be 20 due to the lack of 
sufficient diverse solutions. All parameter values for GCEL are same as used in [2]. 
To allow a fair comparison, the number of iterations was fixed to 10000 for both 
GGA and GCEL. These two algorithms were executed 10 independent times on each 
dataset. We report the average results of these 10 runs.  

We have used one synthetic dataset viz. X8K5D, and five real datasets viz. Ionos-
phere, Promoters, Colon, Breast Tissue and Glass Identification to test the perfor-
mance of GGA and GCEL. Most of these real datasets are high-dimensional datasets  
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Table 1. Datasets and their characteristics 

Data set Instances Nominal features Numeric features Classes 

X8K5D 100 0 8 5 

Ionosphere 351 0 34 2 

Promoters 106 57 0 2 

Colon 100 0 17 7 

Breast Tissue 106 0 10 6 

Glass Identification 214 0 10 7 

 
with small number of instances. The X8K5D dataset originally contains 1000 in-
stances. However, like [2], we randomly chose the 100 instances from this dataset for 
use in our experiments. Table 1 presents the details of various data sets.  

The average with-in cluster variations obtained by GGA and GCEL for all datasets 
are reported in Table 2. Also reported is the percentage improvement in solution  
quality of GCEL by GGA. Both GGA and GCEL obtained the same with-in cluster 
variation in all runs on X8K5D dataset. Except for promoter data set, where GCEL 
obtained better average with-in cluster variation, on all other real data sets GGA got 
better results. Percentage improvement of GGA over GCEL is highest on Glass Iden-
tification data set followed by Breast Tissue data set. Percentage improvement is neg-
ative for promoter dataset because GCEL obtained a slightly better result than GGA. 

Figures 1(a), 1(b), 1(c) and 1(d) show the decrease in with-in cluster variations 
with number of iterations for GCEL and GGA on different data sets. These graphs 
clearly show that GGA converges to better quality solutions quickly in comparison to 
GCEL. Therefore, GGA is superior to GCEL not only in terms of solution quality but 
also in terms of rate of convergence. 

Table 2. Within-cluster variation 

Data set GCEL GGA %Imp 

X8K5D 7.1496±0.000E+00 7.1496±0.000E+00 0.00% 

Ionosphere 2.416±0.002E+03 2.352±0.426E+03 2.65% 

Promoters 7.152±0.001E+03 7.176±0.023E+03 -0.33% 

Colon 1.154±0.642E+10 1.139±0.472E+10 1.30% 

Breast Tissue 3.254±0.142E+10 2.642±0.006E+10 18.81% 

Glass Identification 4.964±0.263E+02 4.623±0.063E+02 6.87% 
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4 Conclusions and Future Work 

In this paper, we have proposed a grouping genetic algorithm for data clustering prob-
lem. Grouping genetic algorithm is specially designed for handling grouping prob-
lems. As data clustering problem is a grouping problem and since no attempt is made 
so far to solve the data clustering problem using grouping genetic algorithm, we made 
an attempt to solve the data clustering problem using grouping genetic algorithm. 
Experimental results on standard datasets showed that our algorithm gives better re-
sults in comparison to GCEL [2]. Our approach performed equally well on both syn-
thetic and real datasets. 

In the future, we would like to improve our approach by investigating in the fol-
lowing directions: 

• By using different encoding schemes. 
• By using different variations of crossover and mutation operators. 
• By using different local search in our approach. 

The basic ideas presented here can be utilized for developing other population based 
meta-heuristic approaches such as artificial bee colony algorithm, differential evalua-
tion etc. for data clustering. 
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Abstract. Software engineering cost models and estimation techniques are used 
for number of purposes. These include budgeting, tradeoff and risk analysis, 
project planning and control, software improvement and investment analysis. 
The proposed work uses neural network based estimation, which is essentially a 
machine learning approach, is one of the most popular techniques. In this paper 
the author has proposed a 2 step process for software effort prediction. In first 
phase known as training phase neural network selects the matching class 
(datasets) for the given input, which is improved by optimizing the parameters 
of each individual dataset by Genetic algorithm. In second step known as 
testing phase, the prediction process is done by adaptive neural networks. The 
proposed method uses COCOMO-II as base model. The experimental results 
show that our method could significantly improve prediction accuracy of 
conventional Artificial Neural Networks (ANN) and has potential to become an 
effective method for software cost estimation. 

Keywords: Software cost estimation, Genetic algorithm, ANN, BP-Learning, 
and COCOMO-II. 

1 Introduction 

Software cost estimation is critical for the success of software project management. It 
affects management activities including resource allocation, project bidding and 
project planning. The importance of accurate estimation has led to extensive research 
efforts to software cost estimation methods. From a comprehensive review, these 
methods could be classified into following six categories: parametric models 
including COCOMO, SLIM and SEER-SEM, expert judgment including Delphi 
technique and work break down structure based methods, learning oriented techniques 
including machine learning methods and analogy based estimation; regression based 
methods including ordinary least square regression and robust regression; dynamics 
based model, composite methods. [5] 
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In this paper, we are concerned with cost estimation models that are based on 
artificial neural networks .The artificial neural network (ANN), inspired by biological 
nervous system, are nonlinear information processing models, which are built from 
interconnected elementary processing elements called neurons. In general for 
software cost estimation modeling, the most commonly adopted architecture, learning 
algorithm and the activation functions are respectively feed forward, multi layer 
perceptron and the Back propagation algorithm and the Sigmoid function. Many 
researchers have applied the neural networks approach to estimate software 
development effort. However some difficulties are still confronted by Neural Network 
techniques such as neural networks are better suited for classification and 
categorization problems whereas software cost estimation is more of generalization 
rather than classification problem [1, 4]; non-normal characteristics of software 
engineering data set.  The large and non-normal data sets always lead ANN methods 
to low prediction accuracy and high computational complexity. To alleviate these 
drawbacks our proposed idea has been devoted to simultaneously optimize selected 
class of projects and their feature selection by genetic algorithm (GA).  

In this paper we have incorporated Nasser Tadayon [9]’s   adaptive learning based 
machine using neural networks to estimate the software cost using neural network. 
GA is used to optimize the selected class of projects and their feature weights. Neural 
network based techniques and cost estimation fundamentals are briefly reviewed in 
section 2. The proposed GA approach for optimizing the selected class of projects is 
described in section 3.In section 4, numerical examples from COCOMO dataset is 
used to illustrate the performance. A conclusion and overview of future work 
conclude this paper. 

2 Background 

2.1 The COCOMO 

The Constructive Cost Model, COCOMO, was introduced by Boehm [3].It has 
become one of the   most widely used software cost estimation models in the industry. 
To support new life cycles and capability, it has evolved into a more comprehensive 
estimation model, called COCOMO II [2]. COCOMO II consists of three sub models, 
each one offering increased fidelity. Listed in increased fidelity, these sub models are 
called Application Composition, Early design and Post Architecture models. Until 
recently, only the last and most detailed sub model, Post Architecture had been 
implemented in a calibrated software tool. As such, unless otherwise explicitly 
specified, all further references in this study to COCOMO II can be assumed to be the 
Post Architecture Model [7].    

The cost effort equation was calibrated and developed by Barry Boehm using the 
COCOMO II [2] post architecture model for software cost estimation. It computes the 
efforts (in Person-Months) required for a project based on project’s size in KSLOC 
(Kilo Source Lines Of Code) as well as 22 cost factors (5 Scale factors and 17 Effort 
Multipliers) by: 
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where A is a multiplicative constant, and the set of SF (Scale Factor), and EM (Effort 
Multiplier).  There are 17 Effort Multipliers capturing the characteristics of the 
software development that affect the effort to complete the project. These weighted 
multipliers are grouped into four categories (Product, platform, personnel, and 
project), and their product is used to adjust the effort. The nominal weight assigned to 
each multiplier is 1.0.  If a rating level has detrimental effect on effort, its 
corresponding multiplier is greater than 1.0. Conversely if the rating level reduces the 
effort then the corresponding multiplier is less than 1.0.There are five exponent scale 
factors (Precedenteness , development flexibility, architecture/risk resolution, team 
cohesion, and process maturity). They account for the relative economies or 
diseconomies of scale encountered as a software project increases its size based on 
based on different nominal values and rating schemes [7]. 

2.2 Neural Network Based Cost Estimation 

The neural network architecture for software cost estimation is given as 
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Fig. 1. Network Architecture 

We compute the effort (PM) using the mathematical approach given by Tadayon [11].  

3 Framework 

Genetic algorithm (GA) is a stochastic global optimization technique initially 
introduced by Holland in 1970’s [6]. By mimicking biological selection and 
reproduction, GA can efficiently search through the solution space of complex 
problems and it is naturally parallel and provides opportunity to escape from local 
optimum. GA has become one of the most popular algorithms for optimization 
problems. In this section, we construct the OCFWANN system (stands for Optimal 
projects of predicted Class and Feature Weighting and Artificial Neural Network 
based Estimation) which can perform simultaneous optimization of ‘N’ projects of the 
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predicted class and their feature weights. GA is selected as optimization tool for 
OCFWANN system. The detailed description is presented in section 3.2. In order to 
introduce the fitness function in GA algorithm, performance metrics for estimation 
accuracy are firstly presented in the section 3.1. 

3.1 Performance Evaluation Metrics 

To measure the accuracies of the proposed methods, three performance metrics are 
considered: Mean Magnitude of Relative Error (MMRE), Median Magnitude of 
relative error (MdMRE),and PRED (0.25), because these measures are widely 
accepted in literature [6]. 

The MMRE is defined as: 
                                                      

                                    =   ∑                                              (2) 

 

                                     = (  )
                                                                                     (3) 

 

Where n denotes the total number of projects, Ei denotes the actual cost of ith project, 
and   denotes the estimated cost of the ith project. Small MMRE value indicates the 
low level of estimation error. However this metric is unbalanced and penalizes 
overestimation more than underestimation. The MdMRE is the median of all the 
MREs. 

                              MdMRE = Median (MRE)                                          (4) 
 

It exhibits similar pattern to MMRE but it is more likely to select the true model 
especially in the underestimation case since it is less sensitive to extreme outlier [6]. 
The PRED (0.25) is the percentage of prediction that fall within 25 percent of actual 
cost 

 

                                          ( ) =                                                          (5) 

                                                                    
Where n denotes the total number of projects and k denotes the number of projects 
whose MRE is less than or equal to q. Normally, q is set to be 0.25. The PRED(0.25) 
identifies cost estimations that are generally accurate, while MMRE is biased and not 
always reliable as a performance metric. However, MMRE has been de facto standard 
in the software cost estimation literature. Thus MMRE is selected for the fitness 
function in GA. More specifically, for each combination of ‘N’ project parameters 
and cost driver weights, MMRE is computed across the validation dataset.  Then GA 
searches through the project parameter space to minimize MMRE. 

3.2 GA for Optimization 

The procedure for OPFWANN system via Genetic Algorithm is presented in this 
section. The system consists of two stages: the first one is training stage and the 
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second one is testing stage. In the training stage 93 NASA data points are presented to 
the system, the ANN is configured with cost drivers to produce the cost prediction for 
the given input data point. The class label of the input data is determined basing on 
PM obtained. GA explores the class space to minimize the error (in terms of MMRE) 
of ANN on the training projects by the following steps: 

3.2.1   Encoding 
To apply GA for searching, the cost drivers are encoded as binary string chromosome. 
Each individual chromosome consists of number of binary digits. There are six 
features for each driver (very low- vl, low-l, nominal-n, high-h, very high-vh, extra 
high-xh). Here we encode cost driver weights with 3 bits (0-n,1-vl,2-l,3-n,4-h,5-vh,6-
xh,7-n). 0 and 7 are assumed default values nominal(n). Since the cost driver weights 
are decimal values, before entering into ANN model these binary codes are 
transformed into decimal numbers. 

3.2.1.1   Population Generation and fitness function. After encoding the individual 
chromosome, the system then generates a population of chromosomes. Each 
chromosome is evaluated by the fitness function in GA. Since the GA is designed to 
maximize the fitness value and the smaller MMRE value indicates more accurate 
prediction, we set the fitness function as the reciprocal of MMRE. =                                                (6) 

Given one training project as input, ANN predicts the PM for the project, basing on 
the person month, the class is identified for the project, which contains set of similar 
projects as input. To evaluate the prediction performance of the ANN model, the error 
metric MMRE, PRED (0.25), and MdMRE applied on the training project set in the 
class. Then, the reciprocal of MMRE is used as the fitness value for each cost driver 
combination (or chromosome). 

3.2.2   Rules for Selection, Extinction and Multiplication 
The standard roulette wheel is used to select chromosomes from the current 
population. The selected chromosome were consecutively paired with a probability of 
0.8 was used to produce new chromosome in each pair. The newly created 
chromosome constituted a new population. The population is evolved by GA 
algorithm using evolutionary rules described above. The individual with best fitness 
value is in the population in every cycle.  

3.2.3   Completion of Evaluation 
The population is evolved by the GA algorithm in the first stage until the number of 
generations is equal to or excess 2000 or the best fitness value did not change in the 
last 200 generations. The second stage is the testing stage. In this stage the system 
receives the optimized parameters from the training stage to configure the ANN 
model. The optimal ANN is then applied to the testing project to evaluate the 
performance of the trained ANN. 
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4 Experimentations and Results 

The COCOMO NASA 2 Dataset containing 93 data points have been taken for our 
experiment [8]. The data is in COCOMO-I format calibrated to COCOMO-II using 
Rosetta stone [2]. COCOMO measures efforts in the calendar months of 152 hours 
(and includes development and management hours). COCOMO assumes that the 
effort grows more than linearly on software size. There are total of 17 effort 
multipliers in COCOMO II. These cost factors are expressed in 6 forms i.e vl ,l ,n, h, 
vh ,hx. For our experimental results we have included 5 scaling factors and assumed 
their values as “nominal”. Along with these there are two more attributes, namely, 
KSLOC (Kilo Source Lines of Code) and actual effort. There are 11 classes 
distributed across 93 data points. 

For the purpose of validation, we adopt three-fold cross validation [6] to evaluate 
accuracy of the methods. In this scheme the NASA dataset is randomly divided into 
three nearly equal sized subsets. At each time one of three subsets is used as the test 
sets which is exclusively used to evaluate the estimation performance, and other two 
subsets treated as Validation data set and training data set exclusively used to 
optimize the cost drivers. This process is repeated three times. Then the average 
training error and testing error across all three trials are computed. The advantage of 
this scheme is it matters less how the data is split since each data point is assigned 
into a test set, a training set and a validation set respectively once. In the experiment 
we apply three types of ANN based models. The first model is conventional ANN 
[11], the second model is FWANN (GA optimizing feature weights(cost drivers) for 
Neural Network based cost estimation) which does not optimize the projects data 
points in the corresponding class. The third model is OCFWANN which uses GA 
simultaneously optimize the class and the feature weights (cost drivers).For 
comparison, other popular estimation models including Analogy Based 
Estimation(ABE), Step wise regression(SWR)[9],Artificial Neural 
Networks(ANN)[11],classification and regression trees (CART) [10], are also 
included in the experiments.   

The experimental results are summarized in table 2. It shows that OCFWANN 
achieves the best level of prediction   performance (0.32 for MMRE, 0.24 for 
MdMRE, and 0.31 for PRED (0.25)). 

Table 1. Results and Comparisons on NASA Dataset 

Methods            MMRE         MdMRE        PRED(0.25) 
Training      Testing Training      Testing Training      Testing 

OCFWANN 0.33              0.32 0.29             0.24 0.36              0.31 

OFWANN 0.43              0.38 0.44             0.33 0.35              0.43 

ANN 0.48              0.42 0.42             0.38 0.51              0.44 

SWR 0.92              0.79 0.58             0.44 0.45              0.41 

CART 0.85              0.64 0.48             0.37 0.34              0.30 
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5 Conclusion and Future work 

On appraising the above novel technique the hybrid system of GA and ANN provides 
better prediction accuracy compared to ANN. GA is used as a tool for simultaneously 
optimizing the concerned class to which the input project belongs and cost drivers. 
The experimental results show that our method gives pacifying optimal performance 
as compared to conventional ANN and outperform the comparative techniques such 
as OFWANN, SWR and CART. Motivation is therefore exploring the scope of 
application of soft computing in the field of Software Cost Estimation. 

We have done our research in the direction of software cost estimation by hybrid 
system using GA as it has not been explored extensively till date. There are numerous 
cost estimation techniques that have been proposed in different real-world applications. 
We extend connotations to our work with Artificial Bee Colony (ABC), Differential 
Evolution (DE), Artificial Immune System (AIS), Bacterial foraging optimization 
algorithm, Neuro Fuzzy, Neuro Genetic, Simulated Annealing and fuzzy logic. 
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Abstract. Standard Genetic Algorithms (SGAs) is modeled as a simple set of 
fixed size individuals and each individual has no gender. The idea is based on 
non-random mating and important role of religious in the organization of 
societies. Essential concepts of religions are commandments and religious 
customs, which influence the behavior of the individuals. This paper proposes 
the Intimate-Based Assortative Mating Genetic Algorithm (IAMGA) and 
explores the affect of including intimate-based assortative mating to improve 
the performance of genetic algorithms. The IAMGA combined gender-based, 
variable-size and intimate-based assortative mating feature. All mentioned 
benchmark instances were clearly better than the performance of a SGA. 

Keywords: Standard Genetic Algorithm, Gender-Based Genetic Algorithm, 
Gender, Assortative Mating, Intimate Relationship and Infusion Operator. 

1 Introduction 

Genetic Algorithms are the inspiration in the natural evolution. Over many 
generations, natural populations evolve according to the principles of “natural 
selection” and “survival of the fittest”. These principles were clearly stated by Charles 
Darwin in the Origin of the Species [1] and [2]. 

Genetic algorithms encode possible solutions for a problem as a “population” of 
simple chromosome-like data structures and apply recombination operators to these 
structures to generate “descendants” that are joined in new populations. If the 
solutions are properly encoded, each new generation contains “better adapted” 
chromosomes, optimizing the solution [3]. John Holland [2] established the basic 
principles of genetic algorithms. 

Although GAs were introduced to modeling elements of natural evolution, one of 
the most crucial key, was left out. It was named gender. Through gender came the 
developing of sexual selection, a component of natural selection where reproductive 
success depends on interaction with a partner of the opposite sex to produce offspring 
[4]. The idea to exploit genders in genetic algorithms has been considered before in 
various publications, inspired by nature’s example [5]. 

Marriage is a concept to generate new generation in human religious communities; 
humans wed with different sex to generate new family. In these societies marriage 
with intimates is forbidden. This paper surveys new hypothesis in GAs. It describes a 
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new relationship among genders called “Intimate Relationship” and defines new 
crossover mechanism for GAs. This mechanism is based on the religious marriage in 
human society that is the choice of a mate based on certain characteristics. To apply 
this mechanism, the population is divided into female and male genders. 

The paper is organized as follow: Section 2 highlights IAMGA differences with 
respect to the classical Holland’s algorithm. In Section 3, some related work is 
presented.  In Section 4, proposed new approach and the motivation of the IAMGA 
algorithm is presented. The obtained results and the comparison with the classical 
algorithm are shown in Section 5 and numerical experiments and results are presented. 

2 Background 

The GA algorithms are stochastic methods for searching and finding best solutions 
[6]. This section begins with describing Standard Genetic Algorithms (SGAs) and 
continues with some background on biological and social keys of human society such 
as intimate relationship and gender. 

2.1 Standard Genetic Algorithms (SGAs)  

John Holland first introduced SGAs for the formal investigation of the mechanisms of 
natural adaptation [2].Algorithm starts with a set of chromosomes called population. 
Solutions are taken and used to form a new population. Solutions are selected 
according to their fitness; the more suitable they are the more chances they have to 
reproduce, to form new offspring. It consists of three main operators: reproduction, 
crossover and mutation [7].  

2.2 Intimate Relationship 

In different divine religions people are forbidden to marry whose have an intimate 
relationship. Marriage with ancestor and child of ancestor is banned; such as uncles, 
nephews or nieces. 

2.3 Gender 

Male and female are different gender group in nature. Human cells contain 23 pairs of 
chromosomes for a total of 46. There is one pair of sex chromosome and the other 
pairs are autosomes. The Gender separation and sexual reproduction have been 
interest in many studies and application of genetic algorithm (GAs), since they are an 
important feature of the living organisms [8]. 

3 Related Works 

Mate choice idea is not new and had been incorporated in SGA. Studies on Gender-
based GAs can be found in [8-11] but usually the inclusion of gender is merely limited 
in multi-objective optimization or as a tag in the chromosome-preventing crossover 
with other individuals bearing the same gender flag.  
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Similarly, Ratford [12-13] and Ronald [14] both proposed selection schemes in 
which the first mate is selected using a traditional selection method, with the second 
mate being selected based on some seduction function between itself and the first 
mate.  

Rejeb and Abuelhaija [10] proposed a method that adds the gender feature to 
chromosomes by representing “1” for male and “0” for female. They use a gendered 
genetic algorithm to solve graph-partitioning problems. 

Song Goh, Lim and Rodrigues [15] proposed the new Sexual Selection Scheme. 
They suggest that mate choice in some species operates through female choice. They 
are determining the sex of individuals randomly or based on some problem-specific 
knowledge and involve the actual selection of a pair of individuals (one male and one 
female) hence the selection scheme would become problem dependant. 

Parent-centric real-parameter crossover operators, proposed by Martinez and 
Lozano in [16], create the offspring in the neighborhood of the female parent by using 
a probability distribution and the male one defines the range of this probability 
distribution. The female and male differentiation process determines the individuals 
become female or/and male parents. 

Vrajitoru [8] proposed four types of individuals: male (M), female (F), self-
fertilizing (S-F), and hermaphrodite (H). 

Ansotegui, Sellmann and Tierney [5] proposed to apply different selection pressure 
on the two gender populations. They apply intra-specific competition only in one part 
of the population and use Gender-based Genetic Algorithm (GGA) for the automatic 
configuration of solvers. 

Wagner and Affenzeller [17] introduced a new sexual selection for Genetic 
Algorithms based on the concepts of male vigor and female choice of population 
genetics which provides the possibility to use two different selection schemes 
simultaneously within one algorithm. 

4 Intimate-Based Assortative Mating Genetic Algorithm  

In normal single/multiple-point crossover technique each mating of a couple of 
individuals creates a couple of offspring but in nature, in common, just mating of a 
couple of male and female individuals is allowed. Moreover in human religious 
community mating of species with intimate relationship is banned. 

Although SGAs were introduced to modeling elements of natural evolution but 
there is no implicit notion of separate sexes but gender separation in SGAs is not a 
new idea. The main objective of this study is to show the performance of the gender 
based individual and intimate based mating. 

The population of solutions consists of gender separation: male and female 
individuals. In the initialization, generate male and female individuals with equal 
probability 50% but over generations the numbers of male and female individuals are 
not equal. 

In selection operation, mating couples are formed by selecting the individuals from 
the female/male population like in SGA. In crossover operation, the parents are 
chosen from the intermediate population by using the male selection. Crossover 
probability is used to measure which ones should be the parents. The parents consist 
of male and female individuals. If there is not non-intimate male individual for female 
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then there are no offspring. When creating offspring, the male and female are chosen 
as parents. Crossover points are chosen randomly [15]. In mutation operation, the 
mutated individuals are chosen from the new population using equal mutation rates 
for male and female individuals. 

The population of the intermediate population consists of new offspring. 
Individuals resulted from crossover and mutation operations in the previous 
generation. The male and female individuals are sorted according to objective 
function values or fitness values and rejected if individuals have low values.  

In infusion operation, if the population is not balanced the new random 
chromosomes are infused to the next generation. The schematic of the IAMGA 
procedure is shown in Figure 1. 

 

Fig. 1. A Schematic of IAMGA procedure 

4.1 Representation 

This study provides each individual with an additional feature: 

• GenderBit: The sex or gender, as “GenderBit” with male and female values. 
“GenderBit” does not change in GAs operations such as mutation and crossover 

• ID, FatherID and MotherID: unique ID to use for recognize intimate relationships 

4.2 Crossover 

The main difference among IAMGA and SGA is the method used for parent selection 
in the crossover operators. In SGAs individuals are mating randomly but in IAMGA 
with assortative mating two different sex parents are mating with extra condition. 
Mating requires one parent from each sex and parent should not have intimate 
relationship.  

Females are selected in a sequential fashion without replacement which means that 
each female will only get to be selected for mating. For all unmated female select a male 
based on SGA selection operator. This process is repeated until all females have mated. 

In two status parents have an intimate relationship. The first state is when selected 
individual ancestor is parent of current individual, or current individual ancestor is 
parent of selected individual. The second state is when current individual is ancestor 
of selected individual or selected individual is ancestor of current individual.  
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4.3 Infusion 

The male and female mating constraint can lead the algorithm to deadlock in the case 
where the population becomes exclusively comprised of one of these two gender type, 
such that the reproduction is not possible anymore. This approach prevents these 
situations by infusion of new chromosome to population. Deadlock occurs when 
male/female population size is less than half of the initial population size. In deadlock 
IAMGA randomly infuses new male/female chromosomes to population. 

Procedure IAMGA {  
t = 0; 
Random Initialize Male and Female Populations(t);  
/*with no preference for any of gender types*/ 
Do{ 

t = t + 1; 
Selection(t); 
Select_Mothers(t);/*From FemalePopulation(t);*/ 
Do{ 

Select_Fathers(t);/*From MalePopulation(t);*/ 
}while(not intimate relationship between parent) 

Foreach(pair of parents in parents list)  {  
Perform crossover with probability Pc 
InsertNewMale(t);/*Into MalePopulation(t);*/ 
InsertNewFemale(t);/*Into FemalePopulation(t)*/ 
If (new offsprings are generated) 
Insert_FamilyTree(t);/*New offsprings*/}  

Mutation(t); /*preserving its gender*/ 
Replacement(t); /*1-Elitism*/ 
If (Male and FemalePopulation(t) are not balanced) 

Infusion(t); 
Delete_FamilyTree(t);/*Old familytree nodes*/ 
}While (not termination condition are met)} 

5 Experimental Results 

To prove the concept of IAMGA, simulation studies were performed and applied to 
solve several test problems. For comparisons, IAMGA was compared with SGA. 
Selected benchmark functions are shown in Table 1. In Table 2, the proposed 
algorithm was tested on benchmark functions provided by CEC2010 Special Session 
on Large Scale Global Optimization [18-19]. Table 3 shows result for benchmark 
functions. Crossover and mutation methods are uniform and bit flip. Crossover and 
mutation rates set to 0.75 and 0.05. Replacement is 1-elitism generational method. 
Selection method is roulette wheel. The algorithm is conducted 20 runs for each test 
function. The same methods and parameter settings used for SGA and IAMGA. F8’s 
best stability and convergence diagrams are shown in Figure 2.  

This approach introduces a gender separation and a special “family tree” structure 
which indirectly defines intimate relationship among individuals.  
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Table 1. Benchmark function (F1-F12) 

Name Function Limits 

F1  5.12 5.12 

F2   5.12 5.12 

F3  100( ) + ( 1)  2.048 2.048 

F4 | | + cos ( ) 10 10 

F5 | | + ( ) 10 10 

F6 (4 ) + 1.1 (2 ) 0 , 10 

F7 ( 10 cos(2 ) + 10) 5.12 5.12 

F8 ( 10 cos(2 ) + 10) 5.12 5.12 

F9 1 + 4000 cos (√ )  600 600 

F10  1 + 4000 cos (√ )  600 600 

F11 2*418.9829 +∑ ( | |) 500 500 

F12 10  10 10 

Table 2. The results achieved by SGA and IAMGA on the test suite: Population size and 
number of generation set to 40 and 5000 

Fun. 
SGA IAMGA 

Mean Std. Mean Std. 

Shifted Ackley 2.01E+01 1.48E-01 1.72E+01 2.36E-01 

Single-group Shifted and m-rotated Elliptic 4.28E+14 1.56E+14 1.17E+14 4.61E+13 
Single-group Shifted and m-rotated 

Rastrigin 
5.71E+08 6.57E+07 3.05E+08 6.50E+07 

Single-group Shifted m-dim. Schwefel 1.38E+11 2.88E+10 2.91E+10 5.09E+09 

D/m-group Shifted and m-rotated Elliptic 2.26E+10 1.55E+09 1.90E+10 1.66E+09 

Shifted Rosenbrock 4.61E+11 7.99E+10 2.38E+11 4.20E+10 

 
Practicable advantage of using IAMGA approach is using crossover operator with 

additional condition, which based on intimate relationship. It uses dynamic population 
and tries to simulate human nature behavior like gender separation, varied size and 
marriage. They are the most important advantage of IAMGA.  

Experiment results show that IAMGA robustly provides better than SGA. The 
higher performance of IAMGA may be because that this algorithm maintains a higher 
genetic diversity in the population thus avoiding being trapped in local optima.  
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Table 3. Comparing IAMGA and SGA 

Fun. 
Population 

Size 
Number of 
Generation 

Optimum 
SGA IAMGA 

Mean 
Standard 
Deviation Mean 

Standard 
Deviation 

F1 100 500 0 4.41E-02 5.38E-02 4.45E-03 1.34E-02 

F2 500 1000 0 1.39E+01 4.34E+00 7.54E+00 2.88E+00 

F3 80 300 0 1.50E-02 3.58E-03 6.80E-04 8.40E-04 

F4 20 200 1 1.00E+00 6.50E-03 1 0 

F5 20 200 0 2.50E-05 6.30E-05 0 0 

F6 50 200 -18.5547 -18.1385 0.6816 -18.3335 0.4838 

F7 80 1000 0 3.34E-02 8.32E-02 3.40E-04 2.60E-04 

F8 100 5000 0 9.92E+01 1.38E+01 3.61E+01 1.76E+01 

F9 100 800 0 1.60E-03 4.60E-03 2.80E-04 1.10E-03 

F10 500 2000 0 3.44E+00 2.34E+00 6.30E-02 0.1397 

F11 100 800 0 2.21E-01 4.09E-01 4.88E-02 5.39E-02 

F12 50 1000 0 1.69E-02 3.02E-02 3.50E-04 1.00E-03 

 

Fig. 2. (a) F8’s Convergence Diagram (b) F8’s Best Stability Diagram 

6 Conclusion and Future Works 

The main idea that helps IAMGA to improve its performance is using “Intimate 
Relationship” because relative individuals have the same ancestors which have many 
genes in common. 

A practical advantage of using a population-based approach is that it can be 
parallelized naturally. We are currently working on an efficient parallelization of our 
code which will provide the practical basis for more nature based genetic algorithm. 
As future work, we are considering to locally improve individuals by purge duplicate 
individuals and replace them with “productivity”. 
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Abstract. Along with the increases of 3G relevant products and the updating 
regulations of 3G phones, 3G phones are gradually replacing 2G phones as the 
mainstream product in Taiwan. Therefore, accurate 3G phones demand 
forecasting is necessary for those communication related enterprises. Recently, 
support vector regression (SVR) has been successfully applied to solve 
nonlinear regression and time series problems. This investigation presents a 3G 
phones demand forecasting model which combines chaotic sequence with 
genetic algorithm to improve the forecasting performance. Subsequently, a 
numerical example of 3G phones demand data from Taiwan is used to illustrate 
the proposed SVRCGA model. The empirical results reveal that the proposed 
model outperforms the other three existed models, namely the autoregressive 
integrated moving average (ARIMA) model, the general regression neural 
networks (GRNN) model, and SVRGASA model.  

Keywords: Chaotic genetic algorithm (CGA), support vector regression (SVR), 
third generation (3G) phones demand. 

1 Introduction 

In Taiwan, the establishment of base stations, the updating of regulations governing 
3G phones, and the relevant 3G products are also gradually mature, thus, 3G phones 
are gradually replacing 2G phones as the market's mainstream product. However, for 
telecommunications businesses, it is important to understand the development 
tendency of the 3G market and the growth of the 3G phones penetration rate to 
allocate their investments in base station settings and launched services. Therefore, an 
accurate forecast of 3G phones demand, usually measured as a number of 3G phones 
subscribers, is important to help telecommunications companies with making 
operational, tactical marketing strategic decisions. Conventional quantitative 
forecasting models are categorized as regression models and time-series models. 
Regression models, also known as econometric models, are based on traditional 
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statistical theory, and focus on identifying relationships among mobile phone 
subscribers and socio-economic factors, such as income, living expenditure, and same 
generations’ effects. These socio-economic factors are often found out that their 
coefficients are insignificant; on the contrary, eliminating the many redundant 
variables may raise the explanation ability (denoted by R2), but raises the co-linearity 
problem. This is the major limitations of econometric models [1]. 

The ARIMA (autoregressive moving integrated moving average) models 
developed by Box and Jenkins [2], are among the most popular time series forecasting 
models, and are often employed when data are inadequate to construct econometric 
models, or when knowledge of the structure of regression models is limited. Time 
series models are likely to outperform regression models in some cases, such as in 
short-term forecasting [1,3]. However, a fundamental limitation for time-series 
forecasting models is their inability to predict changes that are not clear in historical 
data, particularly for the nonlinearity of mobile phone subscribers’ patterns. 

Due to significant advances in pattern recognition methodology, recently has 
enabled the use of artificial neural network (ANN) to forecast business demand. ANN 
is primarily based on a model of emulating the processing of human neurological 
system identify related spatial and temporal characteristics from the historical data 
patterns (particularly for nonlinear and dynamic evolutions). Particularly, ANN does 
not need to understand any assumptions made by traditional statistical/ econometric 
approaches. Even though ANN-based forecasting models can approximate to any 
function, particularly nonlinear functions, ANN models have difficulties in explaining 
not only black-box operations (such as determining a suitable network structure), but 
also the non-convex problem of network training errors. Therefore, ANN has 
difficulty in finding the global optimum [4]. 

Support vector regression (SVR) [5] has been successfully used to solve 
forecasting problems in many fields, such as financial time series (stocks index and 
exchange rate) forecasting [6,7], tourist arrival forecasting [8], atmospheric science 
forecasting [9,10], traffic flow forecasting [11,12], and electric load [13-15]. 
Empirical results have demonstrated that the selection of the three parameters (C, ε , 
and σ ) in a SVR model significantly influences the forecasting accuracy. Numerous 
investigations have given recommendations on appropriate settings of SVR 
parameters [16], but do not consider all of the interaction effects among the three 
parameters. No general consensus exists over parameter settings, opinions of scholars 
differ widely. Therefore, evolutionary algorithms are employed to determine the 
appropriate parameter values. SVR with genetic algorithm (GA) has been shown to be 
superior to other competitive forecasting models (ARIMA and ANNs) [8]. However, 
the population diversity is significantly reduced after some generations, meaning that 
GA might lead to a premature convergence to a local optimum in the searching for 
suitable parameters of a SVR model. To overcome these drawbacks, some effective 
approaches and improvements on GA need to be discovered to maintain the 
population diversity. One feasible scheme focuses on the chaos approach, due to its 
easy implementation and unique ability to avoid becoming trapped in local optima 
[17]. Chaos, defined as highly unstable motion in finite phase space, often occurs in 
deterministic nonlinear dynamic systems [18]. Such motion is very similar to a 
random process (“randomicity”). Therefore, any variable in the chaotic space can 
travel ergodically over the whole space of interest (“ergodicity”). Additionally, it is 
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extremely sensitive to the initial condition, which is an important property sometimes 
referred to as the so-called butterfly effect [19]. Based on these advantages of the 
chaos, the chaotic optimization algorithm (COA) was proposed to solve complex 
function optimization [18]. Yuan et al. [20] recently presented the chaotic genetic 
algorithm (CGA), which integrates GA with chaotic mapping operator, to exploit the 
respective searching advantages of both models.  

This investigation aims to solve this problem of maintaining the population 
diversity of GA in determining the three free parameters in the SVR forecasting 
model. Therefore, the proposed SVR model, namely SVRCGA, employs the CGA 
method proposed by Yuan et al. [20], to provide good forecasting performance in 
capturing 3G phones demand changes tendency. The remainder of this paper is 
organized as follows. The SVRCGA model is introduced in section 2, including the 
formulation of SVR and the CGA. Numerical examples to demonstrate the 
forecasting performance of the proposed model and corresponding comparison results 
with the other forecasting models are provided in Section 3. Conclusions are finally 
made in Section 4. 

2 Methodology of SVRCGA Model  

2.1 Support Vector Regression 

The brief ideas of SVMs for the case of regression are introduced. A nonlinear 

mapping hnn ℜ→ℜ⋅ :)(ϕ  is defined to map the input data (training data set) 

{ }N

iii y 1),( =x  into a so-called high dimensional feature space (which may have infinite 

dimensions), hnℜ . Then, in the high dimensional feature space, there theoretically 
exists a linear function, f , to formulate the nonlinear relationship between input data 

and output data. Such a linear function, namely SVR function, is as Eq. (1), 

 bf += )()( T xwx ϕ . (1) 

where )(xf  denotes the forecasting values; the coefficients w ( hnℜ∈w ) and b 

( ℜ∈b ) are adjustable. As mentioned above, SVM method aims at minimizing the 
empirical risk, 
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In addition, ))(,( xy fεΘ  is employed to find out an optimum hyper plane on the 

high dimensional feature space to maximize the distance separating the training data 
into two subsets. Thus, the SVR focuses on finding the optimum hyper plane and 
minimizing the training error between the training data and the ε -insensitive loss 
function. Then, the SVR minimizes the overall errors, 
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The first term of Eq. (4), employed the concept of maximizing the distance of two 
separated training data, is used to regularize weight sizes, to penalize large weights, 
and to maintain regression function flatness. The second term penalizes training errors 
of )(xf  and y by using the ε -insensitive loss function. C is a parameter to trade off 

these two terms. Training errors above ε  are denoted as *
iξ , whereas training errors 

below ε−  are denoted as iξ . 

After the quadratic optimization problem with inequality constraints is solved, the 
parameter vector w in Eq. (1) is obtained, 
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where *
iβ , iβ  are obtained by solving a quadratic program and are the Lagrangian 

multipliers. Finally, the SVR regression function is obtained as Eq. (6) in the dual space, 
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where ),( jiK xx  is called the kernel function, and the value of the kernel equals the 

inner product of two vectors, ix  and jx , in the feature space )( ixϕ  and )( jxϕ , 

respectively; that is, )()(),( jijiK xxxx ϕϕ = . Any function that meets Mercer’s 

condition can be used as the kernel function. The Gaussian RBF kernel function is 
specified in this study. 

It is well known that the forecasting accuracy of a SVR model depends on a good 
setting of hyper parameters C, ε , and the kernel parameters ( σ ). Thus, the 
determination of all three parameter selection is further an important issue. There is 
no structural method or any shortage opinions on efficient setting of SVR parameters. 
In addition, aforementioned, GA is lack of knowledge memory functions, which leads 
to time consuming and a premature convergence to a local optimum in the searching 
the suitable parameters of a SVR model. Therefore, the CGA is used in the proposed 
SVR model to optimize the parameter selection. 

2.2 Chaotic Genetic Algorithm in Selecting Parameters of the SVR Model 

Traditional GA and related improvements have a common arrangement that 
completely ignore the individuals’ experiences during their lifetime. This is because 



252 L.-Y. Chen et al. 

they are based on randomized searches, with no necessary connections between the 
current and next generations except for some controlling operators such as crossover 
and mutation operators. Mutation can continuously pursue individuals of higher 
fitness value, and guide the evolution of the whole population. In contrast, if the 
precision is satisfactory, then the solution is often trapped in the local optima, or takes 
too long to converge. Therefore, this investigation applies the annealing chaotic 
mutation operation, proposed by Cheng et al. [21]. The annealing chaotic mutation 
operation not only simulates the chaotic evolutionary process of biology, but also 
employs chaotic variable to perform ergodic searching of the solution space, enabling 
it to find another better solution in the current neighborhood area of optimum 
solution, and to let GA possess ongoing motivity all along. The process of the 
proposed procedure of CGA is as follows. 
 

Step 1: Generate initial population by chaotic mapping operator (CMO). The values 
of the three parameters in a SVR model in the ith iteration can be represented 

as εσ  , , ,)( CkX i
k = . Set 0=i , and employ Eq. (7) to map the three parameters among 

the intervals ) ,( kk MaxMin into chaotic variable )(i
kx  located in the interval (0, 1). 
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Then, adopt Eq. (8) with 4=μ  to compute the next iteration chaotic variable, 
)1( +i

kx . Transform )1( +i
kx  to obtain three parameters for the next iteration, )1( +i

kX , by 

the following Eq. (9). 
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After this transformation, the three parameters, C, σ , and ε , are encoded into a 
binary format, and are represented by a chromosome composed of “genes” of binary 
numbers. Each chromosome has three genes, respectively representing three 
parameters.  

Step 2: Evaluate fitness. Evaluate the fitness (forecasting errors) of each chromosome. 
In this work, a negative mean absolute percentage error (-MAPE) is used as the 
fitness function. The MAPE is calculated as Eq. (10), 
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where yi and fi represent the actual and forecast values, and N is the number of 
forecasting periods. 

Step 3: Selection. Based on fitness functions, chromosomes with higher fitness values 
are more likely to yield offspring in the next generation. The roulette wheel selection 
principle is applied to choose chromosomes for reproduction. 
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Step 4: Crossover operations. In crossovers, chromosomes are paired randomly. The 
proposed scheme adopts the single-point-crossover principle. Segments of paired 
chromosomes between two determined break-points are swapped. Finally, the three 
crossover parameters are decoded into a decimal format. 

Step 5: Annealing chaotic mutation. For the ith iteration (generation) crossover 

population ( εσ  , , ,ˆ )( CkX i
k = ) of current solution space ) ,( kk MaxMin  are mapped to 

chaotic variable interval [0,1] to form the crossover chaotic variable space 

εσ  , , ,ˆ )( Ckx i
k = , as Eq. (11), 
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where maxq  is the maximum evolutional generation of the population. Then, the ith 

chaotic variable )(i
kx  is summed up to )(ˆ i

kx  and the chaotic mutation variable are also 

mapped to interval [0, 1] as in Eq. (12), 
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where δ  is the annealing operation. Finally, the chaotic mutation variable obtained 
in interval [0, 1] is mapped to the solution interval ) ,( kk MaxMin  by definite 

probability of mutation ( mp ), thus completing a mutative operation. 
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Step 6: Stop condition. If the number of generations is equal to a given scale, then the 
best chromosomes are presented as a solution; otherwise, go back to Step 2. 

3 Numerical Examples 

3.1 Data Set 

This study uses historical monthly 3G mobile phones demand data (2006 to 2008), 
obtained from the revenue reports section of Chunghwa Telecom Co. Ltd. [22], to 
compare the forecasting performance of the proposed SVRCGASA model with those of 
ARIMA, GRNN, and SVRGASA models proposed by Hong et al. [23]. To be based on 
the same compared condition, the 3G mobile phone demand data is also divided into the 
three periods, i.e., training period (January 2006 to May 2007), validation period (June 
2007 to October 2007), and testing period (November 2007 to March 2008), 
accordingly. 

3.2 Parameters Determination of the SVRCGA Model 

The parameters of the CGA algorithm are experimentally set as follows, the 
population size ( sizep ) is 200; the probability of crossover ( cp ) is 0.5; the probability 

of mutation ( mp ) is 0.1; the annealing operation parameter (δ ) is 0.9. In the training 

stage, the rolling-based forecasting procedure is conducted, which dividing training 
data into two subsets, namely fed-in subset and fed-out subset, respectively. While 
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training errors improvement occurs, the three kernel parameters, σ , C, and ε  of the 
SVRCGA model adjusted by CGA are employed to calculate the validation error. 
Then, the adjusted parameters with minimum validation error are selected as the most 
appropriate parameters. Finally, a one-step-ahead policy is employed to forecast 3G 
phone demand. The forecasting results and the suitable parameters for the different 
SVRCGA models are illustrated in Table 1, in which it is indicated that the SVRCGA 
model performs the best when 13 fed-in data are used. Table 2 shows the actual 
values and the forecast values (from Nov. 2007 to Mar. 2008) obtained from various 
forecasting models. The proposed SVRCGA model has smaller MAPE values than 
other alternatives to capture the 3G demand patterns on monthly average basis. It is 
mainly caused of the chaotic mapping operator and chaotic mutation process of 
CGA’s searching capability to determine proper parameters combination. For 
example, in Table 1, the CGA is then excellently to shift the local solution of SVRGA 
model by 13 fed-in data rolling type, (σ , C, ε )=(0.3959, 1492.0, 54.885) with local 
optimal forecasting errors, in terms of MAPE (3.108%), to be improved by CGA to 
another better solution, (σ , C, ε )=(1.1694, 10932.0, 7.0822) to be the appropriate 
local optimal forecasting error in terms of MAPE (0.577%). Thus, it once again 
reveals that chaotic sequence could significantly improve the performance in terms of 
premature convergence. 

Table 1. Forecasting results of SVRGA and SVRCGA models 

SVRGA [23] SVRCGA 

Number 
of fed-in  

Parameters Testin

g 

MAPE 

Number 
of fed-

in  

Parameters Testin

g 

MAPE 
σ  C ε  σ  C ε  

10 0.7411 3057.6 5.143 2.142 10 0.7925 4155.6 1.0147 1.179 

11 0.7722 1005.9 47.980 3.506 11 0.7532 4261.2 1.9456 1.002 

12 3.9378 842.88 53.250 3.614 12 0.6304 3890.1 1.2228 1.168 

13 0.3959 1492.0 54.855 3.108 13 1.1694 10932 7.0822 0.577 

14 3.4412 1431.1 54.642 2.992 14 1.1251 10230 4.9627 1.124 

Table 2. Forecasting Taiwan 3G demand from Nov. 2007 to Mar. 2008 

Months 
Years 

Actual 
demand 

ARIMA GRNN SVRGA SVRGASA SVRCGA 

Nov. 2007 2,195 2,226 2,111 2,143 2,207 2,199 
Dec. 2007 2,291 2,333 2,195 2,259 2,281 2,289 
Jan. 2008 2,365 2,439 2,291 2,353 2,358 2,367 
Feb. 2008 2,478 2,544 2,365 2,426 2,449 2,456 
Mar. 2008 2,588 2,650 2,478 2,476 2,559 2,546 

MAPE  2.287% 3.991% 2.142% 0.720% 0.577% 
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4 Conclusion 

As strong development tendency of 3G related infrastructures, governing regulations, 
and relevant products, 3G telecommunication is currently going to its age of modern 
high speed data communications in Taiwan. Therefore, accurate 3G mobile phone 
demand forecasting would not only well investigate the future development trends of 
3G, but also would provide important guide for effective implementations of 3G 
related businesses nurturing. In this investigation, SVRCGA model was proposed to 
predict Taiwan 3G phone demand. This study evaluated the feasibility of CGA in 
parameter determination to achieve forecasting accuracy improvement by integrated 
into the SVR model. Meanwhile, this research also indicated the chaotic sequence 
was useful to improve the forecasting accuracy by avoiding being trapped in local 
optimum like SVRGA did. In the future, other advanced optimization algorithms for 
parameters selection and other novel hybrid mechanism should be further applied to 
achieve more accurate demand forecasting. Other socio-economic factors, such as 
market prices and gross domestic expenditure per person, could be included in the 
SVRCGA model. 
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Abstract. The paper presents a feature extraction method for improving pattern 
classification efficiency of the radial basis function neural network. The 
principal component analysis in combination with preprocessing by vector 
autoscaling and dimensional autoscaling has been used to generate two alternate 
feature vector representations of the objects. A feature fusion scheme is 
proposed in which the two feature sets are combined by simple concatenation 
and then allowed to undergo genetic evolution. The fused features are obtained 
by applying a weighting method based on the prevalence of feature components 
in the terminal population. The present method of feature extraction in 
combination with radial basis neural network has been demonstrated to improve 
the classification rate for nine benchmark datasets analyzed.  

Keywords: Genetic algorithm, radial basis function neural network, feature 
extraction, pattern recognition. 

1 Introduction 

Pattern recognition from a given multivariate data is accomplished in three successive 
steps: preprocessing, feature extraction and classification. Data preprocessing is to 
prepare data through proper scaling, normalization, noise or outlier removal to 
facilitate efficient feature extraction. Feature extraction models preprocessed data in 
terms of new variables that segregates different object types as distinctly as possible. 
This is achieved through some linear or nonlinear transformation of measurement 
space under certain assumptions about multivariate statistics. Classification is to map 
feature space into object identity space [1]. Several algorithms have been developed 
for processing data at each stage [2], [3], [4]. A specific pattern recognition task 
selects some combination of these algorithms that produces most accurate 
classification result [4]. Usually different combinations work best in different 
domains of applications. In applications where a set of sensors acquire information of 
varied nature about target objects an object is represented by the set of sensors output. 
Interpreting sensors as variables of a multidimensional space the set of sensors output 
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represent a vector called pattern vector in measurement space. The feature extraction 
transforms measurement space into feature space where the objects are represented by 
feature vectors. The feature components are the object descriptors. Different object 
types or classes occupy separate regions in the feature space. An efficient feature 
extraction procedure is that which produces maximally compact class regions with 
largest possible separation between classes [1, pp. 179-181]. An efficient feature 
extraction process reduces the complexity at classification stage, and makes the 
classifier more accurate and robust.  

This paper is concerned about enhancing performance of a radial basis function 
(RBF) neural network classifier by improvising the data representation at its input. 
The strategy consists of feature extraction by principal component analysis (PCA) in 
combination with two alternate methods of data preprocessing (vector autoscaling and 
dimensional autoscaling [5]) followed by genetic algorithm assisted feature fusion. 
The method is an improvisation over an earlier published work by the authors’ group 
[6], and is described in Section 2. The RBF network is described in Section 3 and 
validation results are presented in Section 4 where a comparison with the results 
obtained from other methods is also presented. The paper completes with Section 5 on 
conclusion.   

2 Feature Extraction  

The schematic of feature extraction procedure is shown Fig. 1 below. Let the input 
data consists of M measurement vectors of N dimensions. It can be written as NM ×  

data matrix ( ) }{,...,,, 321 ij
T

M xXXXXX ≡=  with ,,...,2,1 Mi = .,...,2,1 Nj =  The 

matrix elements ijx  denote sensors output and ( )iNiiii xxxxX ,...,,, 321=  denotes i-th 

sample vector.  The data is processed by two feature extractors: (i) preprocessing by 
vector autoscaling and principal component analysis yielding feature 

vectors ( )11
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1
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1 ,..., , iNiiii yyyyY = , and (ii) preprocessing by dimensional autoscaling 

and principal component analysis yielding feature vectors  ( )22
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2 ,..., , iNiiii yyyyY =  
in N-dimensional feature space defined by eigenvector directions. The vector 
autoscaling [5] is data mean-centering and variance normalization with respect to 

measurement variables for each sample vector given as 
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variance 
=
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 . Next, the two feature vectors are combined by 

simple concatenation of the feature components into a single 2N-dimensional 

vector ( )22
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1 ,...,  ,..., , iNiiiNiii yyyyyyZ = . The variances of these feature 
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combined feature vector is obtained. Let it be denoted as ( )iKiii zzzZ ,..., ,z , 3i21=  

with NK 2= . This vector iZ is then allowed to undergo genetic evolution to obtain 

the final fused feature vector for RBF input.  
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Fig. 1. Schematic of genetic algorithm assisted feature generation and RBF network classifier 

2.1 Feature Modification by Genetic Evolution 

An arbitrary combined feature vector iZ  in the dataset is made to go through 
generations of genetic evolution until modifications in feature components stabilized. 
Formulation of this as genetic algorithm and a method for calculation of feature 
modifications were presented in [6]. For any iZ , individual feature components were 
interpreted as genes, and collection of all feature components as a pool of genes from 
which an initial population of chromosomes were created. The variances associated 
with different feature components (genes) were interpreted to represent their 
significance for object discrimination. The sum of variances of all genes in a 
chromosome was interpreted to represent its fitness. The methods for creating initial 
population and evolution through selection, crossover and mutation operations are 
briefly as follows. 

Initial Population. A fixed size initial population of chromosomes was created by 
thresholding probability distance matrix calculated according to probability distance 
metric introduced by Zohdy et al. [7], [8]. For a combined feature vector 

( )iKilikii zzzzZ .........1= , if it is assumed that k-th feature component is fully accurate, 

then how accurate l-th component is, is given by the probability distance defined as 
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feature component as defined above, and ‘erf’ denotes the error function. By 
assuming one by one in turn that each feature component in iZ  is fully accurate, we 

obtain  KK ×  probability distance matrix { }klii dD ,=  with Kk ,...,1= , Kl ,...,1= . 

The meaning of probability distance is that if a feature component is assumed to be 
fully accurate then any other component which is closer would be more accurate than 
others. The diagonal matrix elements )(, lkd kli = , being the distance of a component 

from itself, are all zero because 0)0( =erf .  To define a chromosome we apply a 

threshold on probability distance cd  such that the feature components away from this 

distance are not significant, and are set to become zero. Applying this criterion for 
each row of the iD matrix an initial population of K chromosomes is generated.  The 

members of initial population were then ranked according to the values of their fitness 
(sum of variances).  

Genetic Evolution. The standard genetic algorithm has been implemented by using 
the function ‘gaoptimset’ available in the Matlab GA toolbox.  A genetic algorithm 
was created to produce three types of children for the next generation − elite, 
crossover and mutation. The numbers of children in each category were adjusted by 
choosing the function parameters ‘elite count’, ‘crossover fraction’ and ‘mutation 
rate’. The next generation population is obtained as, next generation = elite children 
+ crossover children + mutation children. A fix size population was maintained at 
each generation. The evolutionary process was continued until the average fitness of 
the current population stabilizes. The average fitness of a generation is calculated by 
using the normalized variances of the gene pool. The sum of gene (feature) variances 
for any member (chromosome) in current generation is its fitness. The average of this 
sum-variance over the entire population is defines the average fitness of the current 
generation. This average generation fitness is monitored at successive generations. 
The number of generations needed for reaching fitness stability varies from data to 
data. Fig. 2 shows an example of the fitness convergence while doing the analysis of 
the glass data (to be discussed below). 

Feature Modification. Finally, the modified feature vector was obtained by 
weighting the feature components of the combined feature vector 

[ ]iKiiiji zzzzZ .... z }{ 3i21==  according to the prevalence of respective feature 

components in the GA produced terminal population. Drawing parallel from the 
Shannon’s entropy in information theory [9], we assumed that the feature components 
with higher values of Shannon’s entropy carry more information, hence are important 
for object description. If j-th feature component has appeared jn  times in the terminal 

population then the probability of its occurrence is 2/ Knp jj =  where 2K  denotes 
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the population size because there are K chromosomes of length K  in the fixed size 
population at every generation. The Shannon’n entropy (average information content) 
associated with this component is given by jj pp 2log−  in bits. We used the feature 

weighting defined as ( )jjijij ppzz 2log1−= . In earlier work [6] the weight factor 

had been taken as ( )jijij pzz += 1 .  
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Fig. 2. Convergence of average population fitness with successive generations of genetic 
evolution in glass data analysis 

3 RBF Neural Network Classifier  

The radial basis function (RBF) neural network architecture used for classification is 
a three layer (input, hidden and output) network, and is implemented using ‘newrb’ 
function in Matlab. The input layer defined by the dimensionalities of the feature 
vectors. The hidden layer consists of radial basis neurons ‘radbas’ with Gaussian 

activation )exp( 2xa −= producing numeric output over [0, 1]. The input to radial 

basis transfer function is calculated as  bx iZw −=  where denotes the vector 

distance (Euclidian norm) between weight vector w  and input vector iZ . The output 

layer uses a linear transfer function ‘purelin’ which is scaled and normalized to yield 
the final output over [0, 1]. The class prediction is done on the basis of maximum 
output. 
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4 Validation Results 

In the ‘gaoptimset’ implementation of genetic algorithm the selection, crossover and 
mutation operations were implemented using the functions ‘selectionremainder’, 
‘crossoverscattered’ with crossover fraction 0.9 and ‘mutationuniform’ with mutation 
rate 0.2. All the unspecified parameters were set to their default values. The random 
number seed generation in the genetic algorithm was initialized at its default value. 
The validation analysis has been carried out on 9 datasets. The 4 dataset represented 
odor analysis by sensor array [10-12] and 5 were benchmark datasets from other 
domains available at UCI machine learning repository [12]. These datasets were 
selected to challenge the algorithm at varied levels of difficulty. A comparison of 
RBF generated results was carried out for to kinds of inputs (with and without GA 
assisted fusion). A summary of datasets is given in Table 1 and the classification 
results are presented in Table 2. The results in column 3 of Table 2 are from the 
present GA assisted RBF classifier. It can be that these results are the best among all 
the tree variants of feature extraction and classifier combination studied. Also, the 
results are better than some of best results reported in literature as shown in the last 
column of this table.  

Table 1. Summary of datasets used in the present analysis 

Dataset Classes Variables Samples Remark 

Coffee  
(blend) 

7 5 249 The classes are coffee aroma of blend and 
monovariety groups [10]. 
 

Coffee  
(monovariety) 

7 4 210 - 

Nerve agents 2 3 125 The classes are nerve agent and non-nerve 
agent gases [11]. 

Wine 3 13 178 The classes are wines derived from three 
different cultivars [12]. 

Iris  3 4 150 The classes are different types of iris plants 
[12]. 

Glass 
Identification 

6 9 214 The classes are types of glasses of forensic 
interest [12]. 

Pima-Indian  
(diabetes) 

2 8 768 The classes represent whether the patients 
tested positive or negative [12].  

Haberman  
(breast cancer 
survival) 

2 3 306 The classes are survival status of the 
patients who had undergone surgery for 
breast cancer [12]. 

Auto-mpg 
(automobile)  

3 8 398 The classes are city-cycle fuel consumption 
[12]. 
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Table 2. Classification results using GA assisted feature fusion and RBF network 

Datasets % Classification Rate Some Results 
Reported by 
Others RBF 

without 
GA 

GA assisted 
RBF with 
( )jjijij ppzz 2log1−=

GA assisted 
BPNN with 

( )jijij pzz += 1

Coffee  (blend) 90.48 96.83 87.3 87% MLP [10] 

Coffee (mono) 76.78 85.71 78.57 82% MLP [10] 

Nerve Agents 90.32 98.06 96.0 97% ANN [13] 

Wine 97.26 98.63 98.6 97.8% FDA [14];  
89.3 - 97.2% 
KNNBA [15] 

Iris  96.71 98.33 98.3 98.1% FDA [14] 

Glass 
Identification 

65.52 75.86 71.3 67.1% FDA [14]; 
48.6-68.6% 
KNNBA [15] 

Pima-Indian 
(diabetes) 

66.67 83.33 
 

81.0 76% MLP [16] 

Haberman  
(breast-cancer 
survival) 

73.33 80 
 

75 73% MLP [16]; 
59.2-73.3% 
KNNBA [15] 

Auto-mpg 
(automobile)  

74.24 86.00 
 

82.0 79.1% ODT[17] 

MLP: Multilayer Perceptron, BPNN: Backpropagation Neural Network 
 ANN: Artificial Neural Network, FDA: Fisher Discriminant Analysis 

 KNNBA: K-nearest neighbor based association, ODT: Ordinal Decision Tree 

5 Conclusion 

The data prepared by two preprocessing methods (vector autoscaling and dimensional 
autoscaling) presents data from different perspectives to the PCA processor. The 
search by PCA algorithm for orthogonal maximum variance directions in the data 
space is therefore expected to bring out complimentary information about the objects. 
The combined feature vector Z can thus be expected to give richer representation. 
The genetic evolution of these feature vectors is expected to enhance object 
representation further by adding extra weights on the feature components of higher 
significance. The RBF network with richer input can be thus expected to yield better 
results. The results obtained by this method are highly repeatable unlike the 
backpropagation neural network studied earlier, column 4 in Table 2.  The multiple 
preprocessor and GA assisted feature extraction method in combination with RBF 
neural network classifier proposed in this paper enhances classification efficiency for 
all datasets analyzed here compared to the  most published reports on the same 
datasets by other (often more complex) methods. 
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Abstract. In this work a new approach to parent selection based on Grid-value 
in multiobjective genetic algorithm is proposed.  Here grid is used as a frame to 
determine the location of individuals in the objective space. Every solution in-
side the grid maintains an objective-rank vector and summation value. Summa-
tion value is the scalar fitness and used to discriminate individuals instead of 
Pareto-dominance relation. Since multiple solutions occupy same grid have 
same Summation-value, an adaptive selection mechanism is used in order to 
avoid duplicate selection and thereby enhancing spread of solution on the Pare-
to front. The multi-objective genetic algorithm based on the proposed selection 
scheme is tested on problems of CEC09 competition. The algorithm has shown 
either comparable or good performance on few unconstrained test problems.  

1 Introduction 

In multi-objective Genetic algorithm a selection of individual is the crucial issue be-
cause the algorithm has to achieve two goals i.e. to maintain diversity along the Pare-
to optimal front and convergence towards the Pareto optimal front. The selection 
process in multi-objective GA occurs at two different phases 

1. Selection of individuals for reproduction i.e. chosen individuals undergoes cros-
sover and mutation operations. This selection is responsible for convergence to-
wards Pareto-optimal front. 

2. Selection of individuals for formation of next generation population. This is con-
cerned with maintenance of diversity among the individuals.   

Most of the selection mechanisms used for reproduction and formation of next gener-
ation population are based on the fitness of individuals in the population. The fitness 
of an individual is often how well the individual addresses the objective function of 
the target problem. Selection usually favors the fitter individuals. [1][2] 

Most MOGAs calculate fitness value mainly on the basis of the Pareto dominance re-
lation, i.e., the information which individuals dominates, is dominated or nondominated 
is used to define a rank [1] [3]. High computational complexity associated with domin-
ance based selection schemes has opened a scope for the development of rank-based 



266  R. Patel, M.M. Raghuwanshi, and L.G. Malik 

 

(non-Pareto) selection schemes, which are less computationally complex. The non-
Pareto based methods (VEGA) [4] generate a Pareto set implicitly, without making a 
direct comparison to check domination/non-domination with other members of the pop-
ulation. There are various non-Pareto based methods called as Rank-based method. 
Rank-based selection schemes first assign single scalar fitness to each individual and 
then sort individuals in the population according to single scalar fitness. In [5-11] vari-
ous rank-based selection have been presented. However, as lack of effective diversity 
maintenance mechanism, the optimal set obtained by these methods is usually a subset 
of the Pareto optimal set [15]. 

Grid has been widely used in the field of evolutionary multiobjective optimization 
(EMO) due to its property combining convergence and diversity naturally. The recent 
grid-based EMOAs are presented in [16-19]. In [18] Suganthan et al used Summation 
of Normalized Objective Value for selection of individuals.  

Taking idea from [18] and [19] in this work we propose a simple grid-value based 
selection scheme for Multi-Objective Genetic Algorithm (MOGA). Grid technique is 
used to balance convergence and diversity in fitness for multi-objective optimization 
problems. To strengthen selection pressure and refine comparison level, two hierar-
chical grid-based criterions are incorporated into fitness to establish a complete order 
among individuals. Moreover, an adaptive selection mechanism in environmental 
selection is employed to guarantee the diversity of archive memory. 

The remainder of the paper is organized as follows. Section 2 briefs about Grid-
value based selection scheme. In Section 3, Experimental details are given. Section 4 
presents experimental results. Section V draws conclusions. 

2 Grid-Value Based Selection Scheme 

Grid is an easy way to quantize the search space. Each grid has a grid coordinate. It is 
a natural way to combine convergence and diversity in evolutionary search since each 
individual has a determinate location (i.e., coordinates) in it. On one hand, the coordi-
nate not only reflects the number of objectives for which one individual is better than 
the other, but implies the difference in objective values between the two individuals. 

Every solution inside the grid maintains an objective-rank vector and summation 
value. Summation value based sorting as discrimination technique instead of nondo-
minated sorting. Grid-value based selection is a two phase process: 

1. Phase 1 is grid-value calculation 
2. Phase 2 is selection based on grid-value 

Grid-value calculation is a simple discrimination technique. The idea is to divide every 
objective’s range into 10 grids. All the individuals can have ranks 1 to 10.Then assign 
objective-rank to individual according to the grid coordinate of the grid to which it 
belongs. Repeat this for all objectives of solution and calculate sum of all the objec-
tive-rank of the solution. This single scalar value is fitness of the solution and we call it 
as summation-value (fitness) An Algorithm for grid-value calculation is as follows. We 
assumed that all are minimizing problems (maximizing problems can be converted to 
minimizing problems by multiplying -1): 
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• Step 1 Select one unranked objective 
• Step 2 Get the maximum and minimum value of the selected objective to calculate 

the range for this objective 
• Step 3 Divide the objective’s range into 10 grids. 
• Step 4 For every point in the objective space, identify which grid it belongs to and 

assign the corresponding rank to the point for the selected objective. 
• Step 5 If all objectives have been selected go to step 6, otherwise repeat Step 1-4. 
• Step 6 Sum the rank of all objectives of each solution to obtain the summation-

value of the solution. Obtain summation-value for every solution in the population. 

Since multiple individuals are present in the same grid and are having same summa-
tion value, a selection strategy is needed which can increase selection pressure to-
wards Pareto front.  

An adaptive grid-value based Selection scheme used in the formation of population 
for next generation. A scan percentage P is set and all the individuals having objec-
tive-rank greater than P will not be considered for selection. The proposed adaptive 
selection scheme adaptively set this scan percentage. In the initial generation P is set 
to 90 to 80 of total rank and as generation progresses P is gradually reduced to 50 
percent of the total rank. The adaptive selection scheme maintains two sets of popula-
tion namely, preferential set and backup set. All the solutions with rank less than P 
and minimum Summation-value are placed in the preferential set where as solution 
with higher Summation-value will be kept in back-up set. Solutions from preference 
set will be selected as members of next generation. If there is insufficient number of 
solutions in preference set then solutions from back-up set will be selected as mem-
bers of next generation. The steps of building the preferential set are as follow: 

• Step 1 Select one unselected objective 
• Step 2 For the selected objective, scan P percentage of the total ranks. For each 

objective-rank (if this rank is not empty, otherwise just continue to the next rank) 
of the selected objective, the solutions with the lowest summation-value will be 
chosen to enter preferential set. 

• Step 3 If all objectives have been selected go to step 4. Otherwise repeat Step 1-2. 
• Step 4 Collect the solutions not inside the preferential set and put them in the 

backup set. 

Working of the algorithm is illustrated with the sample example as shown in Table 1. 

3 Experimentation 

An experimental study is performed to investigate the behavior of the proposed ap-
proach in terms of convergence and diversity. To demonstrate the proposed scheme of 
ranking for selection of parents, we have implemented MOGA using MatLab 7.1. The 
MOGA procedure used for experimentation is given below.  
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Table 1. Grid-value based selection 

S. No 
Obj1 
rank 

Obj2 
rank 

Sumtion 
value 

 Pref  set  
(acco to obj1) 

 Pref  set  
(accoto obj2) 

 Preferential 
set 

1 4 3 7 

7,2,1,10 10,7,2,3,9,8 
1,2,3,7,8,9 
and 10 

2 3 3 6 
3 3 5 8 
4 9 3 12 
5 3 3 6 
6 3 5 8 
7 1 2 3 
8 4 8 12 
9 9 6 15 
10 8 1 9 

 
• Step 1. Population (N) initialization. 
• Step 2. Evaluate objective functions. 
• Step 3. Every individual is assigned scalar fitness by grid-value procedure.  
• Step 4. Use Multi-level Tournament selection for selection of individuals for cros-

sover. 
•  Step 5. Perform crossover in initial generations using MLX (multi-parent crossov-

er with lognormal distribution) and in later generations algorithm uses MPX (mul-
ti-parent crossover with polynomial distribution) operator. 

• Step 6 Repeat Step 4 and 5 till offspring size equals parent population. 
• Step 7. Mix parent and offspring population to produce combined population (2N). 
• Step 8. Apply grid-value procedure on combined population. 
• Step 9. Select N solutions as parent solution for next generation using adaptive 

selection method 
•  Step 10. Check, if the stopping criterion (Maximum No. Of Iterations) is met, then 

the present parent solutions are Pareto optimal front solutions. Otherwise, the pro-
cedure is repeated from Step 2. 

Any good search algorithm must explore a large search space in the beginning and the 
search should then narrow down as it converges to the solution. To support this prop-
erty explorative operator MLX is used in the initial generations (30-40 percent of 
maximum generation) and in the later generations exploitative operator MPX is used 
in the algorithm. Since algorithm is using parent centric multi-parent crossover opera-
tors a multilevel tournament selection is used. The steps for multilevel tournament 
selection are 1)Select two pairs of solutions randomly. 2)Compare summation-value 
of each pair. The comparison of two pairs will generate two winner solutions. 3)Again 
compare summation-value of pair winner solutions. This tournament winner is treated 
as best parent and MLX and MPX [12] generate offspring near this best parent. Multi-
level tournament selection increases selection pressure that give better chance to se-
lect more fit parents for reproduction.  That may help to speed up the convergence. 
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The test problems (UF1-UF9) in this work are taken from CEC2009 special session 
and competition [13]. The IGD (Inverted Generational Distance) metric is used as 
performance indicator to quantify the quality of the obtained results.  

PC configuration: Microsoft Windows XP, 2.00 GB RAM and Pentium 4, 2.99GHz  

Parameter settings: 
 

─ Population size (N): 100 (for 2 objectives) and 150 (for 3 objectives) 
─ Maximum No of Function Evaluations: 100000 
─ Crossover probability parameter (pc): 0.9 
─ Probability Distribution indices for MPX crossover: 2 
─ Probability Distribution indices for MLX crossover: 6  
─ Number of Parents:  5 
─ Number of children (λ): 2 
─ Archive size: 200 for two objective problems 300 for three objective problems 

4 Disscussion and Comparison of Results 

30 random simulations are performed for each problem with grid-value based MOGA 
The minimum (Min), maximum (Max), mean, and standard deviation (Std) of the 
IGD metric are reported in Table 2 for function UF1-UF9 with grid-value based 
MOGA. For seven bi-objective instances, grid-value based MOGA found good   ap-
proximation to UF2, UF3, UF4 and UF7 but performed poorly on UF5 and UF6. It 
has given comparable results for UF1. For three objective instances; grid-value based   
MOGA has shown very poor performance for UF8 and UF9. 

Table 2. The IGD Metric for grid-value based MOGA 

Problem Min Max Mean Std 

UF1 0.0421287 1.0007224 0.0601896 0.0953393 

UF2 0.0203624 0.5467352 0.0170206 0.0164622 

UF3 0.0223853 0.0446317 0.0311595 0.0044446 

UF4 0.0126238 0.0599791 0.0288905 0.0061184 

UF5 0.7748762 3.7762237 0.9789302 0.4070842 

UF6 0.2651281 2.8388039 0.3701975 0.2896052 

UF7 0.0360071 0.6692672 0.0189312 0.0138001 

UF8 1.225456 4.9562607 1.8360914 0.5232838 
UF9 0.550592 5.9664864 0.9885287 0.5806802 

 
Grid-value based MOGA algorithm converges to near to Pareto-optimal front with 

good spread in nondominated solutions on Pareto-optimal front in less than 100000 
function evaluations for some functions. Further use of diversified selection of parents 
for next generation has contributed to good spread of solutions as evident from the IGD 
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values given in the table 2. For other functions to some extent it has found global con-
vergence but the complete Pareto-optimal frontier is not discovered. For functions like 
UF5 and UF6 Grid-value based MOGA fails to converge to Pareto-optimal front. Both 
the functions have discontinuous Pareto front. The objective function profile is multi-
modal near the global Pareto-optimal frontier, and a slight perturbation in the optimiza-
tion variables causes the solutions to become dominated. Also, the phenomenon of  
genetic drift causes the population to follow the good solutions, which get discovered 
early in the search process. This genetic drift results in the clustering of the solutions 
around these points. Grid-value based MOGA has shown good performance on few bi-
objective functions having convex, non-convex and continuous Pareto fronts. 

4.1 Comparison Based on Simulation Speed 

Further experiments were performed to find computational efficiency of the proposed 
techniques. For the commonly used non-domination sorting [NDS][3], the complexity 
to obtain the overall non-dominated set is O (MN2). For the grid-value method, it 
requires O(N) comparisons to find the maximum and minimum values and O(N) 
comparisons to identify the corresponding grid for each objectives. In total, the com-
plexity of each methods is O(MN), where M is the number of objectives and N is the 
number of solutions. From the complexity calculations, we can observe that the com-
plexities of the grid-value methods are in linear form while non-domination sorting is 
non-linear. This will reduce the CPU time of the grid-value MOGA. Fig 1 shows the 
CPU time (in seconds) taken by the grid-value and NDS on problems UF1-UF9.  
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Fig. 1. Comparison of CPU TIME of grid-value and Nondominated sorting techniques 

4.2 Rank Distribution 

Corne and Knowles [10] proposed to measure the relative entropy of the distribution 
of ranks induced by a method in order to analyze its effectiveness. It is supposed that 
a ranking method providing a richer ordering would lead to a better performing opti-
mization scheme. For experimentation population size of 1000 is taken and function 
used is UF1. Fig 2   shows the relative entropy of the ranking distribution produced by 
the studied method. Results shown in the fig 2 are average performance of 30 runs. 
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Fig. 2. Comparison of Relative Entropy of Grid-value based MOGA with NDS 

From above figure it is clear that grid-value based ranking has better rank distribu-
tion than NDS technique. The reason behind this performance is that grid-value  
technique assigns different ranks to maximum solution in the population and thus 
grid-value is fine-grained ranking technique than NDS technique. 

4.3 Comparison with Other Algorithm 

Performance of Grid-value based MOGA is compared with hybrid AMGA[14]. Table 
3 shows mean IGD of the algorithms. The statistical test is also performed and shown 
in the last column of each test function. The numerical values -1, 0, 1 represent that 
the proposed method is statistically inferior to, equal to and superior to the NDS. 

Table 3. Comparison of grid-value MOGA with AMGA and MOEP 

Problem 
Grid-value based MOGA AMGA 

Statistical test 
(t-test) 

MeanIGD MeanIGD  

UF1 0.0601896 0.035886 -1 

UF2 0.0177206 0.016236 1 

UF3 0.0311595 0.069981 1 

UF4 0.0288905 0.040621 1 

UF5 0.9789302 0.094057 -1 

UF6 0.3701975 0.129425 -1 

UF7 0.0189312 0.057076 1 

UF8 1.8360914 0.171251 -1 

UF9 0.9885287 0.18861 -1 
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Grid-value based MOGA has outperformed the AMGA algorithm on UF2, UF3, 
UF4 and UF7. For functions UF5 and UF6 Grid-value based MOGA fails, so the 
primary cause of this behavior is the objective function profile, which is multi-modal 
near the global Pareto-optimal frontier, and a slight perturbation in the optimization 
variables causes the solutions to become dominated. Also, the phenomenon of genetic 
drift causes the population to follow the good solutions, which get discovered early in 
the search process. This genetic drift results in the clustering of the solutions around 
these points. From the obvious discussion we can comment that Grid-value based 
MOGA has performed well on functions having convex, non-convex and continuous 
Pareto fronts but fails on discontinuous Pareto fronts.  

5 Conclusion 

In this work we have proposed and implemented a non-Pareto based selection method 
as an alternative to Pareto-based method. Grid-value based selection is used to dis-
criminate individuals in presence of multiple objectives. Grid-value based MOGA 
based on above-mentioned selection approach has been tested on unconstrained test 
problems of CEC09 test suit. 

Experimental results indicate that the proposed methods are able to guide the 
search process towards the optimum for the seven bi-objective and the two 3-
objective test functions. Grid-value based MOGA has shown better computational 
efficiency than non-dominated sort. Grid-value is less complex technique and adap-
tive selection requires less iteration for selection of individual for next generation.  

Grid-value based MOGA has shown better convergence and diversity in most of 
the test functions having continuous convex and nonconvex Pareto fronts but per-
formed poorly on functions having discontinuous Pareto fronts.    

As part of the future work, we want to extend our experiments to investigate and 
improve the performance of the proposed techniques on the functions having highly 
multimodal and discontinuous Pareto fronts. 
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Abstract. Many multi-objective evolutionary algorithms (MOEA) require non-
dominated sorting of the population. The process of non-dominated sorting is one 
of the main time consuming parts of MOEA. The performance of MOEA can be 
improved by designing efficient non-dominated sorting algorithm. The paper 
proposes Novel Non-dominated Sorting algorithm (NNS). NNS algorithm uses 
special arrangement of solutions which in turn helps to reduce total number of 
comparisons among solutions. Experimental analysis and comparison study show 
that NNS algorithm improves the process of non-dominated sorting for large 
population size with increasing number of objectives. 

1  Introduction 

Many modern engineering problems deal with multiple objectives with large solution 
space. The multi objective optimization process has been proven as a very useful 
technique in identifying the optimal solutions. Such problems have conflicting 
objectives which result in a set of optimal solutions, not a single best solution. The set 
containing these optimal solutions is known as Pareto Front and the solutions in the 
Pareto Front are called as non-dominated solutions [1]. Over the past 20 years, many 
multi-objective evolutionary algorithms (MOEAs) were suggested which can be studied 
in literatures. Many of the multi-objective evolutionary algorithms (NSGA[1], NSGA-
II[2], SPEA2[3] and DTEA[4]) require non-dominated sorting to generate non-
dominated fronts. This paper explains a novel non-dominated sorting algorithm which is 
experimentally shown to be time efficient for large population size with increasing 
number of objectives. In literature, many algorithms show the process for finding non 
dominated set of solutions such as naïve and slow method [1], Kung et al method [5] 
and Ding [6]. Recursive application of any of these algorithms would give non-
dominated fronts in a sorted order but it would be time consuming as well. In NSGA-II 
[2], K. Deb et al proposed an algorithm for non-dominated sorting which later in 2005 
got improved by Chuan Shi [7]. It’s worst case time complexity is O(MN2) which is the 
time taken to sort the population into different non-dominated sorted fronts. 

In this paper, we propose a completely different algorithm for non-dominated sorting. 
The paper is organized into four sections. Section 2 presents some background details of 
non-dominated sorting and specifies the pre-existing algorithms.  Section 3 describes 
the proposed algorithm and explains different steps using a minimization example 
problem. In Section 4, experimental analysis and complexity of the proposed algorithm 
are presented. Finally, Section 5 concludes the paper. 
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Although this problem looks simple, it produces conflicting scenarios between both 
the objectives, which results in a set of Pareto-Optimal solutions. A straightforward 
manipulation of the above two functions will allow us to find the following 
relationship between both objectives: 
    f2 = (1 + x2) / f1 

Step 1 sorts the above solutions for each objective function f1 

and f2 which gives us two sorted lists O1 and O2 corresponding 
to both the functions respectively. Solutions are arranged in the 
best to worst order for each function to create the list. Thus, two 
lists O1 = {P3, P1, P2, P4, P5, P6} and O2 = {P5, P6, P1, P2, P3, P4} 
are created.  
 
Step 2 involves creation of layers L1 to LN (in this example, N is 
equal to 6). Here, layer L1 will contain the first solutions i.e. best from both the sorted 
lists. Similarly L2 will contain the second solutions i.e. second best from each list. 
Finally LN will contain the worst solutions from each list. The layers from L1 to L6 are 
shown in fig 3. 
 

Step 3 creates a set S of length N = 6 by transferring only non-repeated solutions from 
layer L1 to layer LN until set S is full. Here, first element of set S will be the first 
element of L1 which is P3. Similarly second element of S will be the next non 
repeated element in current layer L1 or subsequent layers (L2 to L6) which is P5 from 
layer L1. Now, layer L1 is exhausted so move to the next layer L2 and select only non 
repeated elements until set S gets filled. Finally, Set S contains {P3, P5, P1, P6, P2, P4}. 
Initially, front value of each element is set to 1 and variable Lend is set to last layer L6. 
 

Step 4 begins with the first element P3 in set S as the current element which does not 
belong to layer Lend (i.e. the last layer L6) and uses it to dominate elements {P5, P1, P6, 
P2, P4} one by one. P3 only dominates P4, thus P4 front value is increased to 2. As P3 
doesn’t dominate solutions {P5, P1, P6, P2}, their front values will remain unchanged 
to 1. Different fronts after first iteration are: 

 Front 1: {P3, P5, P1, P6, P2}. 
 Front 2: {P4}. 

In the second iteration, the current element P5 which does not belong to layer Lend 

(layer L6), is used to dominate elements {P1, P6, P2} one by one as these elements are 
next to the current element P5 in the set S and at the same front (equal to one). Fronts:  

 Front 1: {P3, P5, P1, P2}. 
 Front 2: {P6, P4}. 

Similarly in the third iteration, current element P1 will dominate P2. Thus front 1 will 
contain elements P3, P5 and P1 and front 2 will contain elements P6, P2 and P4. In the 
forth iteration, current element P6 would get skipped in step 4.1 because it belongs to 
last layer Lend(layer L6). In the final iteration, current element P2, which doesn’t 
belong to layer Lend, dominates P4. Different fronts after step 4 are: 

 Front 1: {P3, P5, P1}. 
 Front 2: {P6, P2}. 
 Front 3: {P4}. 

L1:  {P3, P5} 
L2:  {P1, P6} 
L3:  {P2, P1} 
L4:  {P4, P2} 
L5:  {P5, P3} 
L6:  {P6, P4} 

Fig. 3. 
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Step 5 groups the elements having same front values and creates different non-
dominated fronts. We would get following non-dominated fronts: 

 Front 1: {P3, P5, P1}. 
 Front 2: {P6, P2}. 
 Front 3: {P4}. 

4 Experimental Results and Complexity Analysis 

4.1 Experimental Results 

To compare K. Deb et al. algorithm [2] and the proposed novel algorithm, we have 
used a test problem known as Schaffer’s two-objective problem (Schaffer, 1984). We 
also tried comparing both algorithms along with Chuan Shi [7] by increasing the 
number of objectives. We used a computer with Intel Dual Core 3.000 GHz CPU and 
512MB RAM configuration. To determine the best possible running times for a 
particular population size and to remove any experimental errors, we took an average 
of running times of 100 runs for each algorithm. 
 

Schaffer’s two-objective problem (Schaffer, 1984) is the most studied single-
variable test problem with two objectives. It can be shown as follows: 

SCH1: Minimize f1 (x) = x2, 
  Minimize f2 (x) = (x-2)2, where −A < x < A 

Values as low as A = 10 to values as high as A = 105 have been used in most studies. 
Here, we have used A = 10. Variable x is generated randomly using random function. 
Table 2 contains the relationship of running time and population size for the problem 
SCH1 which is also illustrated in fig. 4. It is clear that the Novel algorithm is faster 
than K. Deb. et al. algorithm and its running time is much better especially when the 
population size increases. 
 

With increasing number of objectives and Chuan Shi’s Algorithm, novel 
algorithm is seen much faster. Table 3 shows the running times of these three 
algorithms with the increasing number of objectives for a population of which size is 
equal to 1000. Fig. 5 shows the corresponding graph.  
Thus, we can see that the Novel algorithm is much faster and more efficient than K. 
Deb. et al. and Chuan Shi’s algorithms, especially in case of large population size and 
high number objective space. Above experimental data shows clearly that the  
running time of the Novel algorithm is much better than K. Deb et al. and Chuan 
Shi’s algorithm for both the scenarios, the test problem and increased number of 
objectives. 

Table 2. The relationship of running time (in milliseconds) and population size for test problem 
SCH1 

Population Size 50 100 200 300 400 500 600 700 800 900 1000 
Novel Al. 0.077 0.216 0.753 1.640 2.899 4.566 6.698 7.564 9.433 12.91 14.79 

K. Deb Et Al. 0.225 1.068 4.376 10.19 15.86 25.17 33.96 45.84 57.69 74.57 92.78 
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Table 3. The relationship of running time (in milliseconds) with increasing objectives with 
population size of 1000 

M 2 4 6 8 10 12 14 16 18 20 
Proposed 13.75 15.91 17.84 21.43 23.6 26.15 27.39 27.85 29.27 29.51 

Chuan  Shi 40.36 44.1 58.39 75.36 95.0 103.4 115.7 129.8 140.3 158.2 
K. Deb 89.5 99.18 125.7 167.9 204.5 210.7 230.1 245.9 290.3 320.5 

4.2 Complexity Analysis 

Complexity of Novel algorithm is calculated by analyzing the complexity of each 
step. Step 1 sorts the population in descending order for each objective functions 
which takes average of O(MNlog(N)) running time. Here, we use quick sort algorithm 
to sort the population for each objective function. Each objective function will take 
average O(Nlog(N)) running time. Thus, M objectives will take O(M*Nlog(N)). Step 
2 takes O(MN) running time for creating N different layers. Step 3 again takes O(MN) 
running time because we transfer N unique elements from different layers to set S. 
Step 4 is the main part of Novel algorithm which assigns different front values to the 
solutions. This is the most time consuming part of the novel non-dominated sorting 
algorithm. It is clear that first solution will take max (M*(N-1)) comparisons. 
Similarly, second solution takes max (M*(N-2)) comparisons and so on. The total 
number of comparisons taken by all the solutions is: 

 = M*(N-1) + M*(N-2) + M*(N-3) ... + 1 = M*N*(N-1)/2 
 = O(MN2) 

Thus, the time complexity of novel algorithm is: 

 = O(MNlog(N)) + O(MN) + O(MN) + O(MN2) 
 = O(MN2). 

 
Above analysis shows that the worst case time complexity of Novel algorithm is equal 
to O(MN2) which is true for all existing non-dominated sorting algorithms. But the 
advantage of this algorithm over others is for the average case scenarios where we 
reduce the total number of comparisons by arranging solutions in a specific order and 
identifying the solutions which cannot dominate any other solutions. Hence, the average 
time complexity of Novel algorithm will always be better than K. Deb’s algorithm. 

 

Fig. 4.  Fig. 5.



  A Novel Non-dominated Sorting Algorithm 281 

5 Conclusion 

This paper presents a new non-dominated sorting algorithm, the Novel algorithm. 
Through the extensive experimental analysis; we assert that the Novel algorithm is 
better in average running time compared to K. Deb. et al [2] and Chuan Shi’s 
algorithm [7].  When the number of objectives increases, the speedup of the novel 
algorithm over other algorithms significantly increases. The non dominated fronts 
generated by the novel algorithm for different numbers of objectives and population 
sizes were also verified and shown to be identical to those generated by K. Deb. et al. 
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Abstract. This paper presents an Intelligent Genetic Algorithm (IGA) solution 
to Generation Scheduling (GS) problem under deregulated environment. In the 
deregulated market, generating companies (Gencos) will operate with an objec-
tive of maximizing their profit, while satisfying the system constraints. Using 
an intelligent encoding scheme, the minimum up/down time constraints are eas-
ily satisfied. Performance of the algorithm is tested on a 10-unit 24-hour unit 
commitment test system. It is observed from the results, the profit obtained by 
the proposed algorithm is encouraging to the Gencos.  

Keywords: Competitive market, generation dispatch, Genetic algorithm,  
Optimization. 

1 Introduction 

In a vertically integrated system, the Generation Scheduling (GS) determines the ge-
nerating unit’s schedules in such a way to minimize the operating costs while satisfy-
ing the prevailing constraints such as demand, spinning reserve, minimum up/down 
time limits and the capacity limits of the generators [1]. Over the years by using sev-
eral optimization methods, the problem has been solved and there has been savings of 
huge amount in fuel costs. Deregulation in power sector, increases new investments, 
improve efficiency, and promotes better pricing in a safe and reliable manner. Hence, 
many parts of the world are moving towards deregulation, which is the process of 
separating generation, transmission and distribution from the vertically integrated 
structure in order to have a better utilization of the resources, introduce choice and to 
provide quality service to the consumers at economical prices [2],[3]. Hence the main 
objective of this electricity reform is to introduce competition among various Gencos 
to enable the generators to compete with each other by availing the open access 
transmission network [4]. They will also participate in energy contracts directly to 
supply the generated power to the distributors/bulk consumers with the help of a 
Power Exchange [5]. Hence, the role of GS is changing and in some aspects it is mov-
ing from minimization of cost to maximization of profit [6]. 

There are two dominant models present in the market; they are Poolco model and Bi-
lateral model [7]. In the Poolco model, all energy and related transmission and ancillary 
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services are traded in a central auction mechanism in a coordinated manner and here the 
Independent System Operator (ISO) is responsible for scheduling the generators [8],[9].  
Whereas in a Bilateral model, all energy and related transmission and ancillary services 
are traded bilaterally, here the GS is done by the individual Gencos. Hence, in this mar-
ket the GS has a different objective than that of the traditional GS and is referred as 
Profit Based Generation Scheduling (PBGS) to emphasize the importance of profit. 

Different market models proposed under the Poolco/Bilateral market are Consumer 
Payment minimization, Social Welfare maximization, Price Taker perspective, Sto-
chastic model and Profit maximization model [10-15]. In this paper, PBGS model is 
considered in view of the fact that most of the researchers used this model. Also, dif-
ferent types of formulations for PBGS problem are available in the literature. 
K.Bhattacharya et. al proposed a simple model with revenue and cost [9]. Attaviriya-
nupap et.al used a model which gives more importance to the reserve [11]. Yamin and 
Shahidehpour proposed a different model, in which the reserve has been split into 
spinning and non-spinning reserve [12]. In addition, all these models the demand is 
considered as inequality constraint meaning that there is no obligation to serve the 
demand. Since, Bhattacharya model is simple and widely accepted [10], [13-15], it is 
used in this paper.  

The traditional method used for solving this problem is Lagrangian Relaxation 
(LR) similar to the cost based GS [6]. Richter et.al proposed Genetic Algorithm for 
solving this problem [10]. Later hybrid methods like LR based –Evolutionary Pro-
gramming, LR based-Genetic Algorithm and LR based-Particle Swarm Optimization 
[11-13] are used. T.A.A.Victoire et.al used Tabu search based hybrid-optimization 
technique to solve the PBGS problem [14]. Chandram et.al proposed Improved Pre-
prepared Power Demand Table for solving this problem [15]. One of the major diffi-
culties in GS problem is the satisfaction of hard constraints like minimum up and 
minimum down constraints. In earlier evolutionary algorithms applications to this 
problem, penalty factor approach is employed for handling these constraints.  Most of 
the computational time is spent for satisfying these constraints.  In order to avoid this 
difficulty intelligent coding scheme is employed for PBGS problem. 

Organization of this paper is as follows. Section 2 deals with the problem formula-
tion used for PBGS. Section 3 describes the implementation of IGA to PBGS prob-
lem. Section 4 explains the concept of Economic Dispatch used and Section 5 
presents the results and discussions and finally Section 6 concludes.     
 

2 Profit Based Generation Scheduling (PBGS) Problem 
Formulation 

The objective of PBGS problem is to maximize the Gencos profit over the scheduled 
time period, under the generator operational and spinning reserve constraints. The 
objective function to be maximized is 

Maximize, CostOperatingevenueRrofitP −=                   (1)

 ( ) titipt UPfvenue ,,Re ×=            (2) 
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3 Intelligent Genetic Algorithm Based PBGS 

In general, the application of GA consists of an initialization of population, finding 
the fitness value of each population, arranging them according to their fitness values, 
applying genetic operators like reproduction, crossover and mutation to the strings of 
schedule until the termination criteria is reached [16]. 

Based on the above discussions the GA is well applied to solve the PBGS problem 
without constraints. The binary variables Ui,t to be determined in the PBGS problem 
denote the ON-OFF states of the i -th unit at the t-th hour. If the binary decision va-
riables Ui,t were directly employed in the GA, the operations of crossover and muta-
tion on the solutions with all constraints satisfied would yield almost all infeasible 
solutions in the next iteration, particularly for the minimum up and down-time con-
straints. As a result, the search process becomes very inefficient for the GA to achieve 
the optimal solution. The binary coded GA with Intelligent Coding is called as Intelli-
gent Genetic Algorithm (IGA) in this paper.  

3.1 Encoding Scheme 

In the PBGS problem, the decision variables are ON – OFF status of generators, 
which are represented as binary strings. The constraints present in this problem can be 
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classified into two sets as easy and difficult constraints. The difficult constraints of 
this problem are (8) and (9). To handle this minimum up and down time constraints 
effectively, IGA coding scheme is used in this paper. It translates the decision va-
riables U into their binary string representations Ub also in the form of a matrix as 
shown in Fig. 1. At the same time the minimum up time and down-time are integrated 
in the representations. Compared with without intelligent coding scheme (direct cod-
ing), this intelligent coding scheme, will greatly reduce the searching efforts of the 
GA [17], [18].  
 
           S11                         S12                    S13                       S14 

1 01 0 11 1 00 . . . . 

    

1 101 0 000 1 100 . . . . 

 

0 1001 1 1000 1 0011 . . . . 

Fig. 1. The Intelligent Genetic Algorithm coding scheme 

As shown in Fig.1, each row of the matrix stands for the coded operating states for 
one generating unit during the H-hour period. Each row of the matrix is divided into 
several substrings. e.g., Si1, Si2, …. for the i-th row. Each of the substrings indicates 
one operating state of ON, with a leading bit of 1 or OFF with a leading bit of 0 and 
the number of hours for which the ON-state or OFF-state lasts besides the minimum 
up or down time. The length of the substring, ni for the i-th unit is given by,  

[ ]
otherwise

nfornn iii

,1

1,1)(log maxmax2

=

>+=
 (10) 

where maxin = max (minimum up-time, minimum down-time) for the unit i. Hence 

these minimum up-time and down-time constraints can be included in the binary 
string of decision variables and are always satisfied implicitly.  

For example, unit 1 has a minimum up-time of 2 hours and a minimum down-time 
of 4 hours. Then, the substring length for the unit is 3 bits. Substring, 1|01, denoted 
that the unit is in ON state and the up-state lasts for 3 hours, i.e., 1 hour (indicated by 
the binary value ‘01’) plus 2-hour minimum up-time. Similarly, the substring, 0|11, 
means that the unit is in OFF-state for 7 hours, i.e., 3 hour (indicated by (‘11’) plus 4-
hour minimum down-time. On the other hand, if the substring length is 1, each bit in 
the corresponding row of the matrix directly represents the hourly schedule of the unit 
in the H-hour period. After decoding, if the corresponding actual commitment sche-
dule of these units covers a period longer than 24 hours, the scheduling interval 
beyond the 24th hour is ignored in further evaluation. In addition, the initial status of 
the generating units (ON or OFF time before the study period), can be included by 
using the same substrings. 
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3.2 Implementation of IGA to PBGS Problem 

Once these constraints are included, the UC schedules do not have any minimum 
up/down time constraints and initial status violations. Based on the fitness value, the 
population strings are chosen for genetic operations such as reproduction, crossover 
and mutation to create the strings for the next iteration. In this paper, uniform binary 
crossover is used, in which the bits are randomly copied from the first or from the 
second parent. It utilizes a crossover template, a random binary vector that is the same 
length as the parent chromosomes. This template is used to select which genes from 
each parent should be crossed over. After processing by GA the actual decision va-
riables can be decoded back. This process is repeated till the termination condition is 
reached. 

4 Economic Dispatch 

Once the unit commitment status is determined, the  economic dispatch is carried out 
to determine the optimal generation power output for the given time period. The im-
portant criteria to be considered in this case of PBGS are that to maximize the profit, 
it is not necessary to serve the demand [19]. Hence, in order to perform this following 
procedure is used. First Pi,t  is calculated using  
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The corresponding Pi,t  is calculated by using Quadratic Programming method [20].  
Similarly, from the decoded schedule the startup cost and shut down cost are arrived. 
By using the above production cost, start up cost, shut down cost, the total cost and 
the corresponding revenues are calculated. 

5 Simulation Results 

The implementation of IGA to the PBGS problem is carried out using MATLAB 
Version 7.4 on a Pentium dual core processor, desktop computer operating at 2 GHz 
with 1GB RAM. The effectiveness of the algorithm has been tested on 10 unit test 
system considered for 24 hours. The maximum number of iterations is set to 200 and 
Pc, Pm values are set at 0.8 and 0.2 respectively.  The detailed fuel cost coefficient, the 
lower/upper power limits, forecasted market prices and minimum up/down time limits 
are taken from [6],[11]. 
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Using without intelligent coding, out of ten trials, only six trials give feasible solu-
tion with best profit value of 93440 $. Also, the variations in the profits obtained in 
feasible solutions are very high. Results shows direct coding is not suitable for GS 
problem. With intelligent coding scheme, the same GA is able to give feasible solu-
tions in all the ten trials. The best and worst profit obtained are 107233$ and 106930$. 
The variations between the best and worst results are very less as compared to the 
direct coding. From Table 1, it is observed that, the proposed IGA method provides 
maximum profits, for the 10-unit 24-hour system when compared to the existing me-
thods. The Table 2 gives the hourly dispatch for 10-unit system with its total revenue, 
total operating cost and corresponding total profit. From the results, it is clear that the 
minimum up/down time are satisfied easily by the use of intelligent coding. Also, by 
using the IGA the minimum up/down time constraints are easily satisfied without any 
violation, in less computational time. 

The convergence characteristic of the 10 unit 24 hour test system with intelligent 
coding is shown in Fig.2. This figure clearly shows that around 50 iterations GA, with 
intelligent coding scheme able to find optimum solution. The results obtained using 
IGA is compared with previous reported results with regard to their profits. In the 
Table 1, * indicates that results corresponding to the probability of reserve r = 0 is 
used for comparison. 

Table 1. Comparison of Results for 10 unit 24 hour test system 

S.No. Method Profit ($) 

1 TS-RP *[19] 101086 

2 TS-IRP * [19] 103261 

3 IPPDT[20] 105164 

4 IGA 107131 
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Fig. 2. Convergence characteristics for 10 unit 24 hour test system 
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Table 2. Hourly Dispatch Results of 10 Unit System 

Generating Unit’s Hourly Dispatch (MW) 

H
ou

r 

U1 U2 U3 U4 U5 U6 U7 U8 U9 U10 T
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1 455 245 0 0 0 0 0 0 0 0 

2 455 295 0 0 0 0 0 0 0 0 

3 455 395 0 0 0 0 0 0 0 0 

4 455 455 0 0 0 0 0 0 0 0 

5 455 455 0 0 0 0 0 0 0 0 

6 455 455 0 130 0 0 0 0 0 0 

7 455 455 0 130 0 0 0 0 0 0 

8 455 455 0 130 0 0 0 0 0 0 

9 455 455 130 130 130 0 0 0 0 0 

10 455 455 130 130 162 68 0 0 0 0 

11 455 455 130 130 162 80 0 0 0 0 

12 455 455 130 130 162 80 0 0 0 0 

13 455 455 130 130 162 0 0 0 0 0 

14 455 455 130 130 130 0 0 0 0 0 

15 455 455 130 130 0 0 0 0 0 0 

16 455 455 0 130 0 0 0 0 0 0 

17 455 415 0 130 0 0 0 0 0 0 

18 455 455 0 130 0 0 0 0 0 0 

19 455 455 0 130 0 0 0 0 0 0 

20 455 455 0 130 0 0 0 0 0 0 

21 455 455 0 130 0 0 0 0 0 0 

22 455 455 0 130 0 0 0 0 0 0 

23 455 455 0 0 0 0 0 0 0 0 

24 455 345 0 0 0 0 0 0 0 0 

614072 506839 107233 

 

6 Conclusions 

Genetic Algorithm with intelligent coding is proposed to Profit Based Generation 
Scheduling problem with an objective of maximizing the profit of the GENCOs. Intel-
ligent coding scheme is employed to effectively satisfy the minimum up/down time 
constraints and search efficiency of GA. To demonstrate the effectiveness of IGA, 10 
unit 24 hour test system is considered. The results demonstrate that direct coding is 
not effective for handling minimum up/down constraints of GS problem and necessi-
tates alternate coding strategy. The profit obtained is encouraging and also shows the 
significance of the proposed algorithm to solve the Generation Scheduling problem in 
competitive environment.   
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Abstract. Genetic algorithms are a frequently used method for search and 
optimization problem solving. They have been applied very successfully to 
many NP-hard problems, among which the traveling salesman problem, which 
is also considered in this paper, is one of the most famous representative ones. 
A genetic algorithm usually makes use only of single mutation and a single 
crossover operator. However, three modes for determination which of the 
double crossover and mutation operators should be used in a given moment are 
presented. It has also been tested if there is a positive impact on the 
performance if double genetic operators are used. Experimental analysis 
conducted on several instances of the symmetric traveling salesman problem 
showed that it is possible to achieve better results by adaptively adjusting the 
usage of double operators, rather than by combining any single genetic 
operators. 

Keywords: Combination, genetic algorithm, genetic operators, synergy, 
traveling salesman problem. 

1 Introduction 

The traveling salesman problem (TSP) [1] is one of the most famous and most studied 
combinatorial optimization problems. It has been applied in many fields of science 
and industry. The TSP consists of finding the shortest tour, visiting each city from a 
given set of cities only once and returning to the departure city. Although it can be 
described in a very simple way, the TSP is an NP-hard problem. The TSP also 
represents a standard benchmark for most algorithmic solutions. For those reasons, 
many algorithms and improvements of existing algorithms for its solution have been 
proposed. Since the TSP is NP-hard, solving it to optimality is usually very 
demanding from the viewpoint of required time and necessary computational 
resources. This is why approximate methods (heuristics), or more often metaheuristics 
[2] are used. They cannot guarantee that an optimal solution will be found, but as a 
rule they find solutions close to optimal ones. One example of successful 
metaheuristics for the TSP is a genetic algorithm (GA). 
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A genetic algorithm is an optimization and search method based on genetics and 
the process of natural selection, as explained in [3], [4]. GAs have been successfully 
applied to many problems in different fields of science and industry [3]. Since GAs 
are inspired by the process of evolution, a population of solutions, in the case of the 
TSP - a set of traveling salesman tours, advances or evolves throughout generations 
by applying selection and genetic operators represented by crossover and mutation. 
Every generation consists of the process of evaluation, selection and recombination. 
Population solutions, called chromosomes, are evaluated by means of a fitness 
function that reflects the problem at hand; for the TSP the fitness is usually given by 
the length of the tour a particular chromosome represents. Selection removes bad 
solutions from the population, and enables better ones to be subject to recombination 
through the use of genetic operators. Crossover creates new solutions, i.e. offspring, 
by exchanging genetic material between two existing ones called parents. Mutation 
introduces random changes to a chromosome. Its purpose is to keep the population as 
diverse as possible as well as to recover lost genetic material. 

In [5], authors presented an adaptive adjustment mode for the application 
probabilities of genetic operators. Each operator was first ranked by its performance, 
and afterwards its application probability was adjusted based on its rank. However, 
experimental analysis showed that better results could be obtained with static 
application probabilities. An ensemble of discrete differential evolution (eDDE) 
algorithms for the generalized TSP was presented in [6]. Each parallel population was 
assigned a different parameter set for the destruction and construction procedure and a 
different crossover operator. Analysis showed that better result could be achieved by 
using eDDE than single populated variants. The application of a GA with multiple 
crossover and mutation operators on the flow shop scheduling problem was presented 
in [7]. The usage of each operator was adaptively and dynamically adjusted during the 
algorithm run. It was shown that in this way better results could be achieved than by 
using an algorithm with single operators or an algorithm with fixed application 
probabilities of multiple operators. In [8], authors presented a differential evolution 
(DE) algorithm in which a pool of mutation and crossover strategies, along with a 
pool of values corresponding to each associated parameter compete throughout the 
evolution to produce offspring. Performance was tested on a set of bound-constrained 
problems, and very promising results were obtained. 

This paper shows the impact of using double genetic operators, i.e. double 
crossover and mutation operators, on the performance of a GA. For the purpose of 
deciding which of the double genetic operators to use in a given moment, three 
methods or strategies used to determine the application probabilities of each operator 
are presented. The performance of those methods was shown on several TSP 
instances. 

Section 2 describes the presented strategies used to determine which of the double 
genetic operators should be used in a given moment. A TSP definition is given in 
Section 3. Section 4 deals with encoding of TSP solutions in the GA, used genetic 
operators, and the mode of operation of the GA implemented for the purpose of 
performance analysis. Results of the experimental analysis of the impact of double 
genetic operators on the performance of the GA are given in Section 5. 



292 G. Martinovic and D. Bajer 

2 Double Genetic Operators 

For the purpose of determining which of the double crossover and mutation operators 
should be used in a given moment, three methods or strategies for determining their 
application probabilities are presented. The aforementioned probabilities are not 
related to algorithm parameter values which affect corresponding operators. For 
example, this probability only determines which of the two mutation operators has a 
greater probability to be used, but it does not impact the mutation probability, which 
presents an algorithm parameter and is equal for both operators. A description of the 
three presented strategies follows. 

Strategy 1. A common method for determining the application probability for one or 
the other crossover and mutation operator is to set probabilities for both of the 
operators to equal values. Since double operators are used, the application probability 
for each crossover and mutation operator is set to 0.5 (50%). 

Strategy 2. The application probability of each operator is determined during 
algorithm execution. Similarly to [5], contribution (in fitness values, i.e. solution 
qualities) of a particular operator of every three generations is computed. Based on 
that contribution, the application probability of a particular crossover or mutation 
operator is increased or decreased (the starting probability for each operator is set to 
50%). Increasing the application probability of one crossover or mutation operator 
(the ones with greater contribution) decreases the application probability of the other 
crossover or mutation operator. The increase or decrease in the application probability 
is constant and it means adding or subtracting a value of 0.01 (1%) to or from the 
current probability value. 

The absolute contribution of a particular crossover operator  is given by 
expression (1), and it represents the average fitness of solutions obtained by this 
operator. The relative contribution of a particular mutation operator  is given by 
expression (2), and it represents the average in the difference between solution’s 
fitness after and before it is mutated. 

 = ∑ ( )
 . (1) 

 = ∑ ( ( ) ( ))
 . (2) 

In expression (1), ( ) is the fitness of the i-th solution obtained by crossover 
operator , and  is the total number of solutions in the last three generations 
obtained by this operator. In (2), ( ) denotes the fitness of the i-th solution after 
mutation operator  has been applied on it, whereas ( ) is the fitness of the same 
solution before mutation took place, and  is the total number of solutions in the last 
three generations on which mutation operator  was applied. 
 

Strategy 3. As in strategy 2, the application probability of each operator is adjusted 
during algorithm execution. However, the increase or decrease of the application 
probability of a particular crossover operator is not constant, but it is determined 
according to expression (3). The increase or decrease of the application probability of 
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a particular mutation operator is not constant either, but it is determined according to 
expression (4). The increase or decrease of the application probability of each 
operator given by expressions (3) and (4) is based on the contribution of those 
operators, i.e. expressions (1) and (2). 

 ∆ =  . (3) 

 ∆ = | | | | . (4) 

In expressions (3) and (4), ∆  is the amount of application probability increase or 
decrease for crossover operator  or mutation operator . Increasing or decreasing the 
application probability of operator , simultaneously decreases or increases the 
application probability of operator . 

Strategy 1 does not favor any operators, while strategies 2 and 3, similarly to [5], 
[7], favor better crossover and mutation operators, i.e. operators that produce higher 
quality solutions. The total application probabilities for crossover, i.e. mutation 
operators, are 1. Also, the maximal application probability of each operator in strategy 
2 and 3 is 0.9 (90%), which implies that the minimal is 0.1 (10%), the reason being 
that operators that eventually contributed less to the overall population fitness should 
not be completely neglected. 

3 Traveling Salesman Problem 

Formally, the TSP may be described as a permutation problem. If labels {1,2, … , } 
of  cities that are to be visited and matrix = ,  of dimensions  are given, 
where ,  represents the distance between cities  and , and where ,  =  1,2, … , , 
then the TSP means finding the permutation (detour sequence)  such that expression 
(5) is minimal. 

 ∑ ( ), ( ) + ( ), ( ) . (5) 

If the distance between at least one pair of cities  and  is not the same in both 
directions ( , , ), then we refer to the asymmetric TSP (ATSP); otherwise we 
refer to the symmetric TSP (STSP). In this paper, we consider the Euclidean TSP as 
an example of the STSP, where the cities represent points in  (more generally in 

), i.e. in the Euclidean plane. Distances between cities are represented as Euclidean 
distances between corresponding points in the plane. 

4 Experiment Setup 

For the purpose of showing the impact of using double genetic operators, a hybrid GA 
[9] was implemented in the C# programming language. Since the TSP is considered 
as a permutation problem, corresponding genetic operators were used. The following 
operators were used, whose modes of operation are described in [3], [10]: partially 
matched crossover (PMX), order crossover (OX), insertion mutation (ISM) and 
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exchange mutation (EM). Based on the aforementioned, permutation encoding was 
used for the representation of TSP solutions in the GA, where every chromosome 
represents a detour sequence, i.e. a string of labels of cities to be visited in that order. 
According to [3], [10], PMX respects the absolute position, whereas OX respects the 
relative position of city labels in the string or detour sequence. EM exchanges two 
randomly chosen city labels in the string, whereas ISM moves a randomly chosen city 
label to a new, also randomly chosen, position in the string. 

4.1 Genetic Algorithm Used 

The mode of operation of the used hybrid GA is shown in Figure 1. A short 
description of used algorithm follows. 

 

Fig. 1. Hybrid genetic algorithm 

Population Initialization. The initial population of size  is filled with randomly 
created solutions, whereby no duplicates are created.  

Fitness Evaluation. The fitness of every solution, i.e. chromosome, is given by a 
negative value of the length of the tour it represents. 

Termination Criterion. Algorithm execution is terminated after a set number of 
iterations (generations) . 

Selection. Solutions to be removed from the population are chosen by a 3-tournament 
elimination selection without duplicates, as described in [11]. Since the best solution 
cannot be removed from the population by this selection procedure, elitism is 
inherent, i.e. the currently best solution in the population is always kept. 

Crossover. Before crossover takes place, it is checked if both chosen parents have the 
same fitness values (if they have the same fitness values, they probably represent the 
same solutions). If they do not have the same fitness values, they are crossed over; 
otherwise one parent is mutated before crossover takes place. Although the used 
crossover operators create two new solutions, only the better one survives. 
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Mutation. Mutation is applied with a set mutation probability, . Before mutation 
takes place, it is checked if the chromosome, i.e. solution, acquired by crossover is 
better than the currently best in the population. In case it is better, it is not mutated 
(this is simpler and faster than to apply mutation and reject the mutant if it does not 
improve on the currently best solution); otherwise it is mutated, but only if none of 
the parents were mutated before. 

Replacement. The solution chosen for removal, i.e. the worst solution participating in 
the 3-tournament selection, is replaced by an offspring of the other two participants. 
This kind of selection enables selection and recombination to take place in the same 
step, as described in [11]. Mortality  determines the percentage of population to be 
replaced by new solutions. 

Local Search. Every solution in the set that makes the population is improved by a 2-
opt algorithm [12]. The 2-opt algorithm is applied after every two generations. 

5 Experimental Results 

Experimental analysis was conducted on a computer with an Intel T9400 (2x2.53 
GHz) processor, 4 GB of RAM and a 64-bit version of Windows Vista. Only one 
processor core was used during algorithm execution due to sequential algorithm 
implementation. The analysis of algorithm efficiency was done on several different 
types of Euclidean TSP instances taken over from [13]. 

Parameter values of the GA used during the experimental analysis and acquired by 
a preliminary analysis are given in Table 1. Experimental results of the conducted 
analysis are shown in Table 2. They were obtained based on 30 algorithm runs for 
every combination operators/strategy for a corresponding TSP instance. Table 2 gives 
TSP instances (the numeric value in the name represents the problem size), their 
optimal solutions (OPT), as well as the GA setting, i.e. whether single operators are 
used and which ones (e.g. OX & EM) or whether double operators are used and which 
strategy (an instance of a algorithm proposed by strategy 1-3 looks like: (OX or 
PMX) & (EM or ISM) in relation to instances with single operators. Also, Table 2 
gives qualities (lengths) of the best obtained solutions ( ), qualities of average 
solutions ( ), qualities of the worst obtained solutions, as well as the deviation of 
average solutions from the optimal ones ( ) and average algorithm execution times 
( ). The best average solution for each problem instance is given bold. 

Table 1. Parameter values of the used GA 

Parameter 
Value 500 30 0.5 ( /2) 0.03 (3%) 

 
According to Table 2 and Table 3, it can be seen that for the majority of problem 

instances best average solutions were obtained by using strategy 3. Exceptions 
represent instances kroA200 and a280. Better results were achieved by using strategy 
3 than strategy 2, which means that it is better to adjust application probabilities of 
particular operators based on their contribution, than to do so in constant steps. Also, 
as can be seen in Table 4, the average execution time for strategies 2 and 3 throughout 
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Table 2. Experimental results 

Instance OPT Operators/strategy    [%] [s] 

kroA150 26524 

OX & ISM 26524 26563.80 26795 0.15 8.02 
OX & EM 26524 26574.93 26682 0.19 6.52 
PMX & ISM 26524 26565.70 26756 0.16 8.22 
PMX & EM 26524 26675.97 26966 0.57 5.03 
Strategy 1 26524 26552.60 26675 0.11 7.88 
Strategy 2 26524 26556.40 26682 0.12 8.37 
Strategy 3 26524 26548.70 26655 0.09 7.97 

kroA200 29368 

OX & ISM 29368 29461.17 29717 0.32 16.12 
OX & EM 29368 29490.60 29680 0.42 13.19 
PMX & ISM 29368 29443.50 29719 0.26 16.07 
PMX & EM 29394 29659.17 30274 0.99 9.65 
Strategy 1 29368 29441.27 29618 0.25 15.49 
Strategy 2 29368 29470.40 29776 0.35 15.93 
Strategy 3 29368 29.466.27 29782 0.33 15.17 

pr226 80369 

OX & ISM 80369 80379.20 80643 0.013 19.91 
OX & EM 80369 80411.03 80645 0.052 15.98 
PMX & ISM 80369 80400.47 80729 0.039 21.06 
PMX & EM 80377 80717.40 81291 0.43 12.37 
Strategy 1 80369 80388.87 80608 0.025 20.75 
Strategy 2 80369 80395.33 80608 0.033 20.24 
Strategy 3 80369 80378.17 80608 0.011 20.28 

a280 2579 

OX & ISM 2579 2591.27 2636 0.48 30.28 
OX & EM 2579 2589.27 2630 0.40 25.94 
PMX & ISM 2579 2586.57 2605 0.29 33.24 
PMX & EM 2587 2615.70 2681 1.42 21.24 
Strategy 1 2579 2590.27 2611 0.44 31.08 
Strategy 2 2579 2590.07 2616 0.43 31.29 
Strategy 3 2579 2588.73 2611 0.38 30.86 

rd400 15281 

OX & ISM 15321 15447.30 15588 1.09 78.20 
OX & EM 15357 15471.03 15591 1.24 64.35 
PMX & ISM 15361 15446.20 15579 1.08 90.24 
PMX & EM 15518 15667.00 15974 2.53 58.85 
Strategy 1 15322 15445.27 15556 1.07 81.60 
Strategy 2 15316 15443.70 15592 1.06 86.43 
Strategy 3 15368 15424.67 15531 0.94 81.55 

pcb442 50778 

OX & ISM 50983 51275.17 51682 0.98 98.38 
OX & EM 50965 51366.27 52014 1.16 81.12 
PMX & ISM 51018 51279.27 51722 0.99 112.44 
PMX & EM 51338 52044.20 52772 2.49 74.36 
Strategy 1 50998 51219.50 51566 0.87 102.17 
Strategy 2 51053 51264.50 51836 0.96 103.67 
Strategy 3 50948 51218.77 51522 0.87 105.71 

rat575 6773 

OX & ISM 6849 6903.63 6955 1.93 212.02 
OX & EM 6854 6919.90 6962 2.12 172.70 
PMX & ISM 6854 6904.23 6949 1.94 258.74 
PMX & EM 6945 7067.13 7138 4.34 170.92 
Strategy 1 6835 6902.27 6977 1.91 218.85 
Strategy 2 6852 6897.90 6946 1.84 221.34 
Strategy 3 6852 6897.07 6941 1.83 231.70 

 
all problem instances is approximately the same, while strategy 1 has a minor 
advantage concerning that point. Adjusting application probabilities for particular 
operators based on their contribution enables a fast increase or decrease in the 
aforementioned probability for particular crossover and mutation operators if one 
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operator was superior to another. It also enables a meaningless change in the 
application probability if both crossover or mutation operators contributed to the 
population in the same amount. Surprisingly good results were achieved by using 
strategy 1, where application probabilities of all operators were equal and constant in 
time. Thereby, this strategy is also the easiest to implement. 

A positive impact of using double crossover and mutation operators, i.e. their synergy, 
is best observed on bigger problem instances, such as rd400, pcb442 and rat575, where all 
of the described strategies achieved better results than any combination of single 
operators. Best average results using single crossover and mutation operators were 
achieved by operators PMX & ISM, which according to Table 4, had the longest average 
execution time, whereas by far the worst results were obtained by using operators PMX & 
EM, which however had the shortest average execution time. 

According to the experimental results obtained, it was shown that it is possible to 
achieve high-quality solutions to the TSP by using a hybrid GA with an adaptive 
adjustment of double genetic operators’ usage. From the aforementioned it can be 
concluded that synergy was achieved between different crossover and mutation 
operators, which explore the solution space in different manners. 

Table 3. Strategies for determining application probabilities of operators and operator 
combinations ranked by performance 

Operators / Strategy Average deviation from optimal solutions throughout all 
problem instances [%] 

Strategy 3 0.64 
Strategy 1 0.67 
PMX & ISM 0.68 
Strategy 2 0.69 
OX & ISM 0.70 
OX & EM 0.80 
PMX & EM 1.83 

Table 4. Strategies for determining application probabilities of operators and operator 
combinations ranked by average execution time 

Operators / Strategy Average execution time throughout all problem instances [s] 
PMX & EM 50.35 
OX & EM 54.26 
OX & ISM 66.13 
Strategy 1 68.26 
Strategy 2 69.61 
Strategy 3 70.46 
PMX & ISM 77.15 

6 Conclusion 

A GA with double genetic operators for solving the TSP was presented in this paper. 
Three strategies for determining application probabilities of each used crossover and 
mutation operator were given. In the first strategy, the application probability of each 
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genetic operator was equal and constant in time. The other two strategies adjusted 
application probabilities adaptively during the algorithm run, and favored better 
operators. Experimental analysis, conducted on several TSP instances, showed that 
higher quality solutions were obtained by using an adaptive adjustment of application 
probabilities of double operators, rather than by using any combination of single 
operators. In future research we plan to examine if higher or lower synergy is 
achieved by using some other crossover and mutation operators. 
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Abstract. Most real-parameter genetic algorithms (RGAs) use a blend-
ing of participating parent solutions to create offspring solutions in its
recombination operator. The blending operation creates solutions either
around one of the parent solutions (having a parent-centric approach) or
around the centroid of the parent solutions (having a mean-centric ap-
proach). In this paper, we argue that a self-adaptive approach in which
a parent or a mean-centric approach is adopted based on population
statistics is a better procedure than either approach alone. We propose
a self-adaptive simulated binary crossover (SA-SBX) approach for this
purpose. On a test suite of six unimodal and multi-modal test problems,
we demonstrate that a RGA with SA-SBX approach performs consis-
tently better in locating the global optimum solution than RGA with
original SBX operator and RGA with mean-centric SBX operator.

Keywords: Self Adaptation, Real coded Genetic Algorithms, Crossover.

1 Introduction

One of the challenges in designing an efficient real-parameter evolutionary opti-
mization algorithm is the recombination operator in which two or more popula-
tion members are blended to create one or more new (offspring) solutions. The
recombination operators can be classified into two functionally different classes
based on the location of creating offspring solution vis-a-vis the location of par-
ent solutions. An earlier study [2] classified the real-parameter recombination
operators into two classes: (i) mean-centric operators and (ii) parent-centric op-
erators. In a mean-centric operator, offspring solutions are created around the
mean of the participating parent solutions (variable or vector-wise). BLX [4],
UNDX [7] and SPX [6] operators can be considered to be mean-centric recom-
bination operators. In a parent-centric operator, offspring solutions are created
around one of the parent solution (variable or vector-wise). FR [8], SBX [1],
PCX [2] are examples of such an operator. Since parent solutions are tested to
be better by the preceding selection operator, performing a parent-centric oper-
ator was argued to be a better operator than a mean-centric operator. This is
particularly true in the beginning of a simulation when parent solutions are away
from each other and the mean of parent solutions is expected to lie completely

B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 299–306, 2011.
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in a new region which was not adequately tested for its superiority by any of the
parent solutions.

In this paper, we argue and demonstrate that while a parent-centric operator
may be judged to be better early on in a simulation, a mean-centric operator may
be found to be beneficial when population members crowd around the optimum.
Thus, instead of using a parent-centric or a mean-centric recombination oper-
ator throughout a simulation, a better strategy would be to adaptively choose
a parent or a mean-centric operator depending on whether the population is
approaching or is crowded around the optimum.

1.1 Simulated Binary Crossover (SBX)

SBX is a variable-wise recombination operator and was proposed by Deb et al. in
1995 [1].In this operator for two parent values of a particular variable, solutions
close to each parent are chosen with a polynomial probability distribution, as
shown in Figure 1. This operator has the ergodic property such that any real
value in the search space can be created from any two parent values, but with
differing probabilities. The parameter η controls the diversity in the offspring
values compared to that in the parent values.

p
2p

1

Fig. 1. SBX-η) operator. η is a user-defined parameter

Since we have modified this operator in our study here, we describe this op-
erator in somewhat more details. For two participating parent values (p1 and
p2) of the i-th variable, two offspring values (c1 and c2) are created as a linear
combination of parent values, as follows:

c1 = 0.5(1 − β(u))p1 + 0.5(1 + β(u))p2, (1)
c2 = 0.5(1 + β(u))p1 + 0.5(1 − β(u))p2. (2)

The parameter β(u) depends on a random number u created within [0,1] for
each recombination operation, and is given below:

β(u) =

⎧⎨⎩ (2u)
1

η+1 , if u ≤ 0.5,(
1

2(1−u)

) 1
η+1

, otherwise.
(3)
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The resulting weights to p1 and p2 are biased in such a way that values close to
the parent values are more likely than values away from them, thereby providing
SBX its parent-centric property.

2 Parent or Mean-Centric Recombination

Although both types of recombination operators exist, it is important to under-
stand under what scenarios each type of recombination operator will be useful.
Let us investigate two scenarios for this purpose. Figure 2 shows that an EA
population is approaching the optimum. In such a scenario, the population-best
solution is likely to lie at the boundary of the current population, particularly
when the population is lies within an optimal basin. Ideally, in such a scenario,
a parent-centric recombination is likely to yield better offspring solutions, as so-
lutions beyond the population-best solution and closer to the optimum are likely
to have better objective value. Thus, while approaching an optimum, it is better
to employ a parent-centric recombination operator.
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ing the optimum
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Fig. 3. Scenario 2: Population surrounds
the optimum

On the other hand, Figure 3 shows a scenario in which the EA population
surrounds the optimum and the population best is likely to be an intermediate
population member. In such a case, a mean-centric recombination operator is
likely to produce better solutions. Thus, while surrounding an optimum, it is
better to employ a mean-centric recombination operator.

While the above two scenarios and corresponding nature of recombination
operations are somewhat clear, it is not clear how to know which scenario exist
at any particular generation so that a suitable type of recombination operator can
be applied. In this study, we compute a parameter λ for this purpose based on the
location of population-best and population-average points at every generation.

λ =
dbest

davg
, (4)
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where dbest is distance of population-best solution from the centroid of popula-
tion in the variable space and davg is the average distance of population members
from the centroid of population. A little thought and both figures will reveal that
in the first scenario, λ is likely to be greater than one and in the second scenario
it is likely to be smaller than one. Since the parameter λ captures the extent of
approach to or crowding near the optimum by the current population, we use
this parameter to redefine creation of offspring in the SBX operator.

3 Self-Adaptive SBX Operator

We consider the SBX operator and modify it using the λ value. First, we create
two virtual parents v1 and v2 from two participating parents p1 and p2 as follows:

v1 =
p1 + p2

2
− λ

p2 − p1

2
, (5)

v2 =
p1 + p2

2
+ λ

p2 − p1

2
. (6)

The virtual parents (instead of p1 and p2) are then used to create two offspring
values using equations 1 and 2. Unlike in another study [3], the parameter η of
the SBX parameter is kept the same from the start to the end of a simulation.

Thus, if λ = 0 (population-best is at the centroid of the population), two
virtual parents are identical and at the mean value of the two parent values.
This causes a mean-centric operation. On the other hand, if λ = 1 (population-
best is at the average distance from centroid of the population), virtual parents
are identical to the original parents. This makes the adaptive SBX to be identical
to the original SBX operator. For λ > 1 (population-best lying around the edge
of the population), virtual parents move outside the original parent values and
the created offspring values are likely to have a greater diversity than the original
SBX operation.

Since the parameter λ is not pre-fixed and depends on the location of
population-best solution from the centroid of the population and a measure of
an average diversity of the population, λ value will change from one generation
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to another. If the population-best solution is at the periphery of the population
(as in scenario 1 in Figure 2), the adaptive SBX creates a diverse set of offspring
solutions and the search tends to explore the search space beyond the region rep-
resented by the population. Figure 4 shows the distribution of offspring values
for a particular variable. However, when the population-best solution is close to
the centroid of the population at any generation (as in scenario 2 in Figure 3),
the above adaptive SBX behaves like a mean-centric operator and diversity of
the created offsprings is expected to reduce, thereby focusing the search. Figure 5
shows the corresponding distribution of offsprings. If we plot the probability of
creating offspring between parents (mean-centric) as a function of λ (see Fig-
ure 6) we can clearly see that for λ < 1 probability is greater than 0.5 (i.e
mean-centric) and for λ > 1 probability is smaller than 0.5 (i.e parent-centric).

Interestingly, all these happen adaptively and without any user intervention.
This property makes the modified SBX a self-adaptive operator. We now present
simulation results using the adaptive-SBX operator.

4 Results

To check the performance of proposed adaptive SBX we choose four unimodal
and two multi-modal test problems from the EA literature. They are tabulated
in Table 1. Further two variations of the recombination operator: RGA with the
original SBX operator (a purely parent-centric operator) and RGA with a purely
mean-centric operator are used so as to compare the performance of the proposed
adaptive SBX. In each case, 20 runs are made from different initial populations
until a specified number of function evaluations are elapsed. Thereafter, best,
median and worst objective value attained in 20 runs are tabulated and plotted.
In all cases, a population of size 5n (where n is the number of variables in the
problem), a crossover probability of 0.9, and η = 2 are followed. To evaluate the
effect of recombination operator alone, we have not used any mutation operator
in this study. For all test problems, we have chosen two initialization processes:
(i) Symmetric initialization around optimum: xi ∈ [−20, 20] for all variables, and
(ii) One-sided initialization away from optimum: xi ∈ [20, 60] for all variables.
Each problem is considered with different sizes, n = 20, 50, and 100.

Table 1. Unimodal and Multi-modal test problems used in the study

Prob. Objective function f∗

Unimodal Problems

P1 fellipsoidal =
∑n

i=1 ix2
i 0

P2 fdiscus = 104x2
1 +

∑n
i=2 x2

i 0
P3 fcigar = x2

1 + 104
∑n

i=2 x2
i 0

P4 fridge = x2
1 + 100

√∑n
i=2 x2

i 0

Multi-modal Problems

P5 fgriewangk = 1
4000

∑n
i=1 x2

i −∏n
i=1 cos

(
xi√

i
+ 1

)
0

P6 fschaffer =
(

1
n−1

∑n−1
i=1

√
si +

√
sisin

2(50s
1/5
i )

)2

, si =
√

x2
i + x2

i+1 0
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Table 2. Objective function value (median of 20 runs and best & worst in brackets) for
all three) for all three algorithms are shown for problems with symmetric initialization

Function Initialization n Function SA-SBX parent-centric mean-centric
Evaluations SBX SBX

P1 [−20, 20]n 20 20,500 1.90 × 10−8 5.59 × 10−6 2.91
50 87,500 1.20 × 10−8 4.61 × 10−2 2.13 × 101

100 290,000 1.10 × 10−8 5.67 × 103 1.49 × 102

[20, 60]n 20 23,000 1.89 × 10−6 2.51 × 10−5 4.45 × 104

50 111,250 1.30 × 10−8 1.04 × 10−2 3.39 × 105

100 370,000 1.30 × 10−8 8.17 × 103 1.77 × 106

P2 [−20, 20]n 20 19,000 3.00 × 10−8 7.78 × 10−6 1.03
50 76,250 1.40 × 10−8 2.09 × 10−2 1.82

100 245,000 1.00 × 10−8 3.70 × 102 5.77
[20, 60]n 20 22,000 2.12 × 10−6 2.84 × 10−5 1.59 × 105

50 102,500 1.20 × 10−8 4.20 × 10−3 3.30 × 104

100 327,500 1.00 × 10−8 5.73 × 102 6.23 × 104

P3 [−20, 20]n 20 25,500 1.03 × 10−6 2.74 × 10−5 2.18 × 103

50 122,500 9.53 × 10−7 5.24 × 10−2 1.01 × 104

100 440,000 1.25 × 10−6 1.15 × 105 3.55 × 104

[20, 60]n 20 28,500 2.04 × 10−4 6.30 × 10−5 3.95 × 107

50 137,500 4.54 × 10−5 5.63 × 10−2 1.44 × 108

100 485,000 3.63 × 10−5 3.52 × 105 4.08 × 108

P4 [−20, 20]n 20 38,000 1.07 × 10−6 5.27 × 10−6 4.35 × 101

50 185,000 3.25 × 10−7 9.01 × 10−4 9.08 × 101

100 657,500 3.38 × 10−7 6.46 × 101 1.76 × 102

[20, 60]n 20 41,500 5.09 × 10−6 6.56 × 10−6 7.18 × 103

50 198,750 1.15 × 10−6 1.10 × 10−3 1.27 × 10−4

100 707,500 9.60 × 10−7 1.06 × 102 2.09 × 104

P5 [−20, 20]n 20 17,000 4.00 × 10−8 8.42 × 10−7 2.29
50 65,000 1.20 × 10−8 3.30 × 10−3 3.31 × 10−2

100 200,000 1.00 × 10−8 1.14 5.20 × 10−2

[20, 60]n 20 22,500 4.00 × 10−8 8.42 × 10−7 2.29
50 88,750 1.60 × 10−8 8.76 × 10−4 4.71

100 280,000 1.10 × 10−8 1.21 1.15 × 101

P6 [−20, 20]n 20 23,000 1.00 × 10−8 1.34 × 10−6 3.69 × 10−2

50 90,000 1.20 × 10−8 1.26 × 10−4 7.59 × 10−2

100 270,000 1.10 × 10−8 2.46 × 10−2 1.15 × 10−1

[20, 60]n 20 27,000 1.10 × 10−8 5.83 × 10−7 1.64 × 101

50 107,500 1.30 × 10−8 6.22 × 10−5 1.96 × 101

100 330,000 1.00 × 10−8 2.07 × 10−2 2.49 × 101
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Fig. 7. Population-best ob-
jective value for 50-variable
problem P1 with symmetric
initialization
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Fig. 8. Population-best ob-
jective value for 50-variable
problem P3 with symmetric
initialization
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Fig. 9. Population-best ob-
jective value for 50-variable
problem P6 with symmetric
initialization
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Fig. 10. Population-best ob-
jective value for 50-variable
problem P1 with one-sided
initialization
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Fig. 11. Population-best ob-
jective value for 50-variable
problem P3 with one-sided
initialization
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Fig. 12. Population-best ob-
jective value for 50-variable
problem P6 with one-sided
initialization

5 Conclusions

In this paper, we have argued and demonstrated that instead of using a purely
parent-centric or a purely mean-centric recombination operator, an adaptive use
of them in a real-parameter optimization algorithm is a better overall approach.
By modifying the existing simulated binary crossover (SBX) operator with an
adaptive parameter that depends on the location of population-best solution
compared to the diversity associated with the population, an self-adaptive tran-
sition from mean-centric to parent-centric versions of SBX recombination opera-
tor has been achieved. On a number of unimodal and multi-modal test problems
having 20 to 100 variables, the real-parameter genetic algorithm (RGA) with
adaptive SBX has consistently found the global minimum, whereas other algo-
rithms could not solve all problems for the allocated number of function evalua-
tions. This proof-of-principle study shows promise for a more detailed study in
which (i) a number of other more complex problems can be taken up, (ii) the
principle of self-adaptive transition from parent-centric to mean-centric opera-
tions can be extended to multi-objective optimization problems. We are currently
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pursuing some of these studies, however, this study has shown a clear indication
of superiority of an adaptive approach compared to either purely parent-centric
or purely mean-centric recombination approaches.
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Abstract. Real world data may contain inconsistencies, uncertainty
and noise. Rough set model is a mathematical methodology in data anal-
ysis to deal with inconsistent and imperfect knowledge. Various proba-
bilistic approaches to rough set model are proposed. Decision-theoretic
rough set model (DTRSM) is one of the probabilistic approaches to
rough set model. This paper proposes an attribute reduction algorithm
in DTRSM, through region preservation. Attribute reduction is the pro-
cess of identifying and removing redundant and irrelevant attributes from
huge data sets, reducing its volume. The reduced data set can be much
more effectively analyzed. Attribute reduction in DTRSM through region
preservation is an optimization problem, thus Genetic Algorithm (GA)
is used to achieve this optimization. Experiment results on discrete data
sets are compared with local optimization approach based on discernibil-
ity matrix method and has been shown that GA can be effectively and
efficiently used to achieve global minimal reduct.

Keywords: Attribute Reduction, Decision-Theoretic Rough Set Model,
Genetic Algorithm.

1 Introduction

RST was introduced by Pawlak in 1982. RST is a mathematical methodology
in data analysis. RST handles uncertain information in data sets. RST carry
through challenging jobs like attribute reduction, identifying patterns in data,
computation of attribute relevance and data set characterization [5]. Some of
the applications of RST include machine learning, data mining, decision analy-
sis, pattern recognition and knowledge discovery [5]. RST requires rigid partic-
ipation specifications of including entities into the approximation regions. RST
is extended to Probabilistic rough set model (PRSM) by relaxing these strict
participation rules, through introducing a pair of threshold parameters α and β,
0 ≤ β < α ≤ 1 to redefine RST lower and upper approximations [12], [2]. Vari-
able precision rough set model [17], Bayesian rough set model [8] and DTRSM
[9], [10], [11] are few variations of PRSM.

DTRSM was proposed by Yao.Y.Y. DTRSM is based on Bayesian decision
procedure to compute threshold parameters by minimizing loss, decision costs are
taken into account while classifying an equivalence class into a specific region [11].

B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 307–314, 2011.
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DTRSM deals semantic interpretations of threshold parameters and decision
rules in PRSM [14]. Various PRSM’s can be derived from DTRSM [10], [11].
Three-way interpretation of rules in RST was proposed in [13]. Classification
properties like decision-monotonicity, confidence, coverage, generality and costs
in DTRSM attribute reduction are discussed in [15].

Attribute reduction in DTRSM can be interpreted as either decision preserva-
tion or region preservation [16]. Attribute reduction in DTRSM through decision
preservation is the process of finding aminimal subset of conditional attributes that
has the same decisions as the entire set of conditional attributes. Discernibility ma-
trix approach is used in [16] to solve this decision problem. Attribute reduction in
DTRSM through region preservation is the process of finding a minimal reduct. A
minimal reduct is the minimum subset of conditional attributes for which the prob-
abilistic region is the superset of the probabilistic region of the entire set of condi-
tional attributes and for any subset of the reduct, its probabilistic region should be
the subset of probabilistic region of the minimal reduct. Finding minimal reduct
is an optimization problem. Discernibility matrix approach used in [16], achieves
local optimization. We propose a Genetic algorithm (GA) to achieve global opti-
mization as it can efficiently solve optimization problems.

2 Rough Sets and Decision Theoretic Rough Sets

Any real world data can be represented and stored in the form of an informa-
tion table. Information table is also known as decision table. All rows of the
information table called objects or examples makes up knowledge. Entire data is
described by a set of properties called conditional attributes. Decision attribute
of each object determines the class of the object.

Definition 1. [5] Information table is defined as a 5 tuple S = (U, C, d, V, f),
where U is the universe of all objects {o1, o2, o3, ...}, C is the set of all con-
ditional attributes {c1, c2, c3, ...}, d is the decision attribute, satisfying d /∈ C,
V =

⋃
ci∈C∪{d} Vci , where Vci is the domain of the attribute ci, f : U × C → V

is a mapping function, where f(oi, cj) represents a value for object oi under
attribute cj in the domain Vcj .

Definition 2. [5] The principal idea of RST is indiscernibility relation over
any subset of conditional attributes A, A ⊆ C. Indiscernibility relation is defined
as, the set of objects characterized by the same values for all the attributes in
A. Indiscernibility relation is also known as equivalence relation as it satisfies
reflexive, symmetric and transitive relations. Indiscernibility relation is denoted
by IA. IA = {(oi, oj) ∈ U ×U | f(oi, a) = f(oj , a), ∀a ∈ A}. Incernibility relation
over U is denoted by U |IA, U |IA = {[oi]A | oi ∈ U} where [oi]A is the equivalence
class of oi over A.

Definition 3. [5] Decision class of a decision xi ∈ Vd is defined as, the set
of all objects with xi as the decision. Decision class of xi is denoted by Xi,
Xi = {oj |f(oj , d) = xi, ∀oj ∈ U}. The set of all decision classes, denoted by D,
where D = {X1, X2, X3, ...} partitions U.
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Definition 4. [5] Rough set of a decision class Xi over any subset of conditional
attributes A ⊆ C, is defined by lower approximation and upper approximation.
Lower approximation of Xi over A is defined as, the set of objects that are
certainly of decision class Xi. Upper approximation is defined as, the set of
objects that may be of decision class Xi.

aprA(Xi) =
⋃

[oj ]A∈U|IA
{[oj]A | [oj ]A ⊆ Xi}

aprA(Xi) =
⋃

[oj ]A∈U|IA
{[oj]A | [oj ]A ∩ Xi �= φ}

Definition 5. [16] The probability of oj ∈ U over any subset of conditional
attributes A ⊆ C, is of decision class Xi is defined as, the ratio of the number
of elements that are correctly classified as of Xi to the number of total elements
in [oj ]A. The classification probability is denoted by P (Xi | [oj ]A).

P (Xi|[oj ]A) =
| Xi ∩ [oj ]A |

| [oj ]A |
Definition 6. [16] Probabilistic lower approximation of decision class Xi over
a subset of conditional attributes A ⊆ C, in the interval (α, β), is defined as, the
set of objects that are of decision class Xi with probability ≥ α

aprA
(α,β)

(Xi) =
⋃

[oj ]A∈U|IA
{[oj ]A | P (Xi | [oj ]A) ≥ α}

Probabilistic upper approximation of decision class Xi over any subset of condi-
tional attributes A ⊆ C, in the interval (α, β), is defined as, the set of objects
that are of decision class Xi with probability > β

aprA
(α,β)(Xi) =

⋃
[oj ]A∈U|IA

{[oj ]A | P (Xi | [oj ]A) > β}
Definition 7. [16] Universe U is partitioned into 3 disjoint probabilistic regions.
The (α, β) - positive region, (α, β) - boundary region and (α, β) - negative region.
Probabilistic positive region of decision class Xi over any subset of conditional
attributes A ⊆ C, in the interval (α, β), is defined as, the set of objects of decision
class Xi with probability ≥ α

POSA
(α,β)(Xi) =

⋃
[oj ]A∈U|IA

{[oj ]A | P (Xi | [oj ]A) ≥ α}
Probabilistic boundary region of decision class Xi over any subset of conditional
attributes A ⊆ C, in the interval (α, β), is defined as, the set of objects of decision
class Xi with probability in between α and β

BNDA
(α,β)(Xi) =

⋃
[oj ]A∈U|IA

{[oj ]A | β < P (Xi | [oj ]A) < α}
Probabilistic negative region of decision class Xi over any subset of conditional
attributes A ⊆ C, in the interval (α, β), is defined as, the set of objects of decision
class Xi with probability ≤ β

NEGA
(α,β)(Xi) =

⋃
[oj ]A∈U|IA

{[oj ]A | P (Xi | [oj ]A) ≤ β}
Probabilistic non-negative region of decision class Xi over any subset of con-
ditional attributes A ⊆ C, in the interval (α, β), is defined as, the union of
probabilistic positive region and probabilistic boundary region.

NEG
A

(α,β)(Xi) = POSA
(α,β)(Xi) ∪ BNDA

(α,β)(Xi)
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Probabilistic positive region over all decision classes, D is defined as

POSA
(α,β)(D) =

⋃
Xi∈D POSA

(α,β)(Xi)

Definition 8. [16] As probabilistic regions are non-monotonic, a minimal reduct
in DTRSM through positive region preservation, denoted by A, is defined as
the subset of conditional attributes, A ⊆ C with maximum probabilistic positive
region among all the subsets of C.

argmaxA⊆C{POSA
(α,β)(D)}

A minimal reduct in DTRSM through any region preservation can be defined
in a similar way. The next section describes a local optimization technique to
attain local minimal reduct.

3 Local Optimization Approach Using Discernibility
Matrix Method

Discernibility matrix is introduced by Skowron and Rauszer [7]. Local minimal
reduct is found using this approach [16]. Objects in U form rows and columns of
the matrix. Element of the matrix is defined as the set of all attributes that dis-
cerns row object from column object, with different probabilistic regions. Matrix
element for positive region preservation is given as,

cij =
{{a ∈ C|f(oi, a) �= f(oj , a)}, POS(α,β)([oi]C) �= POS(α,β)([oj ]C)

φ, POS(α,β)([oi]C) = POS(α,β)([oj ]C)

Attribute reduct sets with the same probabilistic region as C, are the prime im-
plicants of the discernibility function. Discernibility function for positive region
preservation is defined as

f(MPOS(α,β)) =
∧{∨MPOS(α,β)}, where MPOS(α,β) = {cij |1 ≤ i < j ≤ n}

Local minimal reduct is the subset of the attribute reduct set with probabilistic
region as superset of the probabilistic region of C. If there is no such subset, then
attribute reduct itself is the local minimal reduct. The next section describes a
global optimization technique to achieve global minimal reduct.

4 Global Optimization Approach Using Genetic
Algorithm

GA provides a methodology to solve optimization problems. GA is motivated by
biological evolution [3] and is stochastic in directing a huge search space. The
algorithm to find minimal reduct in DTRSM, through region preservation using
GA, is as shown in Algorithm 1. The total number of candidate reducts is 2n−1,
where n is |C|.



Attribute Reduction in DTRSM Using Genetic Algorithm 311

Algorithm 1. Finding minimal reduct in DTRSM, through region preservation,
using GA
Input: Population type, population size, creation function, scaling function, selection
function, elite count, crossover rate, fitness function, crossover function, mutation func-
tion, iteration count
Output: Minimal reduct - a candidate reduct with maximum fitness value.
begin

1: Generate initial population randomly, of given population size from a collection
of 2n − 1 possible candidate reducts, where n is the total number of conditional
attributes in the given information table.

2: Evaluate fitness value, for each candidate reduct by using the fitness function given
in equation (2), if attribute reduction is through positive region preservation. Use
a corresponding fitness function, if attribute reduction is through any other region
preservation.

3: Until iteration count is elapsed, repeat steps 4-6.
4: Generate next population by applying crossover and mutation operations.
5: Evaluate fitness value for each candidate reduct of the population.
6: Decrement iteration count by 1
7: Output the candidate reduct, that has the maximum fitness value from the current

population.

end

4.1 Representation

Each candidate reduct is represented as a chromosome by a bit string of length
| C |. Let C = {c1, c2, ..., cn}, be the set of conditional attributes, then a 1 in the
bit string at position i represents ci is present in the candidate reduct and a 0 in
the bit string at position i represents ci is not present in the candidate reduct.

4.2 Fitness Function

Fitness function of a candidate reduct A is denoted by f(chA). Candidate reduct
with a minimum number of attributes and with maximum number of objects
in its probabilistic region will have maximum fitness value, and such candidate
reducts will survive through GA iterations. The candidate reduct with maximum
fitness value will be selected as the minimal reduct. For attribute reduction
through positive region preservation, fitness value is calculated only for those
candidate reducts for which,

POSA
(α,β)(D) ⊇ POSC

(α,β)(D) (1)

Fitness function for attribute reduction through positive region preservation, is
defined as

f(chA) =

⎧⎨⎩
| C | − | A |

|C| + |POSA
(α,β)(D)| if (1) holds

0 otherwise
(2)

where chA represents a chromosome. Fitness function for attribute reduction
through any region preservation, can be defined in a similar way.
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4.3 Proof of Fitness Function

The correctness of fitness function for attribute reduction through positive region
preservation, defined in equation (2) is proved in Theorem 1.

Theorem 1. Candidate reduct with maximum fitness value is the minimal reduct.

Proof. Consider two candidate reducts, A and B satisfying constraint (1) and let
f(chA) > f(chB). We have to prove that A is a minimal reduct compared to B.
So it is sufficient to prove that the probabilistic positive region of A has more ob-
jects compared to the probabilistic positive region of B, i.e., |POSA

(α,β)(D)| >

|POSB
(α,β)(D)|. This has to be proven for all the 3 possible cases of |A| >

|B|, |A| = |B|, |A| < |B|.
Case 1. when |A| > |B| ⇒ |C| − |A|

|C| <
|C| − |B|

|C| (3)

Givenf(chA) > f(chB)

⇒ |C| − |A|
|C| + |POSA

(α,β)(D)| >
|C| − |B|

|C| + |POSB
(α,β)(D)|

⇒ |POSA
(α,β)(D)| > |POSB

(α,β)(D)| from in-equation (3)

Case 2. when |A| = |B| ⇒ |C| − |A|
|C| =

|C| − |B|
|C| (4)

Given f(chA) > f(chB),

⇒ |C| − |A|
|C| + |POSA

(α,β)(D)| >
|C| − |B|

|C| + |POSB
(α,β)(D)|

⇒ |POSA
(α,β)(D)| > |POSB

(α,β)(D)| from equation (4)

Case 3. when |A| < |B|
For all the possible candidate reducts,

0 <
|C| − |A|

|C| < 1 and 0 <
|C| − |B|

|C| < 1 (5)

|POSA
(α,β)(D)| ∈ N and |POSB

(α,β)(D)| ∈ N (6)

where N is the set of Natural numbers.

Given f(chA) > f(chB)

⇒ |C| − |A|
|C| + |POSA

(α,β)(D)| >
|C| − |B|

|C| + |POSB
(α,β)(D)|

⇒ |POSA
(α,β)(D)| > |POSB

(α,β)(D)| from constraints (5) and (6).

The theorem is proved for all the 3 possible cases.

Correctness of the fitness function for attribute reduction through any region
preservation, can be proved in a similar way.
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5 Experiments

The proposed algorithm is evaluated on 3 discrete data sets, mainly Wine [1],
Turbine [4] and an example data set described in [6]. All these 3 data sets contain
inconsistent data. Table 1 shows the experimental results of local optimization
approach based on discernibility matrix method. In this approach attribute sets
with the same probabilistic region as C are identified and a local optimal reduct
with respect to an identified attribute set is found by checking all its subsets.
Table 2 shows GA parameter settings to perform experiments on all the 3 data
sets. The algorithm is implemented using MATLAB, minimization of −f(ch) is
used to achieve maximization of f(ch). Table 3 summarizes experimental results
of global optimization approach using GA. GA is found to achieve global minimal
reduct in all the 3 data sets.

Table 1. Experiment results of Local optimization approach based on Discernibility
matrix method

Data set α β Attribute sets with the same Local
probabilistic region as C does minimal reduct

Wine [1] 0.75 0.64 {c1, c3, c5, c8} {c1, c3, c5, c8}
Turbine [4] 0.6 0.4 {c4, c5, c7}, {c3, c4, c5}, {c1, c4, c5} {c3, c4, c5}

Example [6] 0.5 0.3 {c1, c3, c4, c5}, {c1, c2, c3} {c1, c3, c4, c5}

Table 2. GA parameter settings

Population Creation Scaling Selection Crossover Mutation Crossover Stopping
size function function function fraction function function criteria

20 Uniform Rank Stochastic 0.8 Gaussian Scattered Iteration
uniform count:100

Table 3. Experiment results of GA with the proposed fitness function

Data set α β No. of No. of Fitness Reduced Global Reduct-
objects objects in Value attributes minimal ion (%)

in positive of reduct
positive region minimal
region of minimal reduct
of C reduct

Wine [1] 0.75 0.64 46 52 52.625 {c1, c2, c3, {c4, c5, c8} 62.5
c6, c7}

Turbine [4] 0.6 0.4 38 40 40.625 {c1, c3, c6, {c2, c4, c5} 62.5
c7, c8}

Example [6] 0.5 0.3 25 28 28.4 {c1, c3} {c2, c4, c5} 40

6 Conclusion
Attribute reduction is a pre-process step in data analysis, removing superfluous
data. In Decision-theoretic rough set model (DTRSM), attribute reduction can
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be achieved either by region preservation or by decision preservation. Discerni-
bility matrix approach, achieves global minimal reducts through decision preser-
vation, but it achieves only local minimal reducts through region preservation
because of non-monotonic property of probabilistic regions in DTRSM. Thus
we have proposed a GA solution to achieve global minimal reduct in DTRSM
through region preservation. Both the approaches have been tested across 3 dif-
ferent data sets Wine [1], Turbine [4] and an example data set described in [6]
and the results shows that discernibility matrix approach achieves local opti-
mization, where as the proposed GA achieves global optimization and is found
to be efficiently working.
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Z., Szczuka, M.S., Cercone, N.J., Ślȩzak, D. (eds.) RSKT 2007. LNCS (LNAI),
vol. 4481, pp. 1–12. Springer, Heidelberg (2007)

11. Yao, Y.: Decision-theoretic rough set models (dtrsm). Computer Science 35(8A),
7–8 (2008)

12. Yao, Y.: Probabilistic rough set approximations. Int. J. Approx. Reasoning, 255–
271 (2008)

13. Yao, Y.: Three-Way Decision: An Interpretation of Rules in Rough Set Theory. In:
Wen, P., Li, Y., Polkowski, L., Yao, Y., Tsumoto, S., Wang, G. (eds.) RSKT 2009.
LNCS, vol. 5589, pp. 642–649. Springer, Heidelberg (2009)

14. Yao, Y.: Two semantic issues in a probabilistic rough set model. Fundamenta
Informaticae, 1–17 (2010)

15. Yao, Y., Zhao, Y.: Attribute reduction in decision-theoretic rough set models. Inf.
Sci., 3356–3373 (2008)

16. Zhao, Y., Wong, S.K.M., Yao, Y.: A Note on Attribute Reduction in the Decision-
Theoretic Rough Set Model. In: Peters, J.F., Skowron, A., Chan, C.-C., Grzymala-
Busse, J.W., Ziarko, W.P. (eds.) Transactions on Rough Sets XIII. LNCS, vol. 6499,
pp. 260–275. Springer, Heidelberg (2011)

17. Ziarko, W.: Variable precision rough set model. J. Comput. Syst. Sci., 39–59 (1993)



B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 315–322, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A Study of Decision Tree Induction for Data Stream 
Mining Using Boosting Genetic Programming Classifier 

Dirisala J. Nagendra Kumar1, J.V.R. Murthy2,  
Suresh Chandra Satapathy3, and S.V.V.S.R. Kumar Pullela4 

1 BVRICE, Bhimavaram, India 
2 JNTUCE, Kakinada, India 

3 ANITS, Visakhapatnam, India 
4 V.S. Lakshmi Engineering College, Kakinada, India 

{nagendrakumardj,mjonnalagedda,sureshsatapathy, 
ravipullela}@gmail.com  

Abstract. Genetic Programming is an evolutionary soft computing approach. 
Data streams are the order of the day input mechanisms. Here is a study of GP 
Classifier on Data Streams. GP classification performance is compared to that 
of other state-of-the-art data mining and stream classification approaches. 
Boosting is a machine learning meta-algorithm for performing supervised learn-
ing. A weak learner is defined to be a classifier which is only slightly correlated 
with the true classification (it can label examples better than random guessing). 
In contrast, a strong learner is a classifier that is arbitrarily well-correlated with 
the true classification. Boosting combines a set of weak learners to create a 
strong learner. It is observed that the Boosting GP approach is beating Boosting 
Naïve Bayes classification. Hence it is found that GP is a competent algorithm 
for Data Stream classification. 

1 Introduction 

Many organizations are being dumped with tremendous amount of continuous flow of 
data, due to a sequence of events from different locations of the organization. Tele-
phone records, credit/debit card transactions, sensor networks, network event logs, 
web log data, online sales transactions are some examples of data streams. Traditional 
approach mining data is known batch processing, as it assumes data as a static entity.  
Now data streams stresses the need of online and incremental data mining techniques, 
of course should be able to deal with concepts drifts in some cases. 

Data stream classification is studied in [15-20].  Mohammad M. Masud et. al. stu-
died Mine Class Algorithm for automatic detection of a novel class in presence of 
concept-drift [15]. Gianluigi Folino et. al. has studied a StreamGP approach with 
adaptive boosting ensemble algorithm for classifying homogeneous distributed data 
streams [16]. Hussein A. Abbass et. al. made a detailed study of online adaption in 
learning classifier systems for stream data mining based on Genetic Algorithms [17]. 
Yi Zhnag and Xiaoming Jin built an ensemble classification technique on data 
streams [18]. New ensemble methods for evolving data streams are studied by Albert 
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Bifet et. al. [20]. Things are moving faster. Wenyan Wu and Le Gruenwald studied 
various issues involved in simultaneous mining of multiple data streams [19].   

Most of the work on classification concentrates on binary classification problems.  
Traditionally Maximum Likelihood Classifier (MLC) [10], Bayesian networks [10], 
and Neural networks (NN) [11] are the most successful approaches for multi-class 
classification. 

Genetic Programming (GP) is a stochastic approach, derived from Genetic  
Algorithms (GA), to solve various computer related problems by automatically con-
structing programs simulating the biological evolution [8]. GP is a nice approach for 
solving the binary and multi-class classification problems.  It guarantees good classi-
fication accuracy if enough training time is given to evolve a higher accuracy GP 
classifier [2].  An attempt is made to reduce this training time to a reasonable degree. 
The goals that are tried to meet are Simplicity, Scalability, and high accuracy.  

The GP classifier has to find fitness for all fitness cases, which may not be stored in 
main memory for larger datasets.  In order to achieve scalability, the size of training data 
set sampled at a time is restricted to a portion of main memory available. Topon Kumar 
Paul, and Hitoshi Iba [5] implemented the ensemble approach of Boosting based on GP 
and called it “a majority voting genetic programming classifier”.  

T. Loveard and V. Ciesielski [1] proposed five alternative methods to perform GP-
based multi-class classification, viz., Binary decomposition, Static range selection, 
dynamic range selection, class enumeration and evidence accumulation.   

J. K. Kishore et al.[2] modeled the n-class pattern classification problem as an n 
two-class problems.  A Genetic programming classifier expression (GPCE) is evolved 
as a discriminant function for each class.  Each GPCE recognizes data samples be-
longing to its own class and rejects samples belonging to other classes.  In [2]-[4], 
[14] the authors designed a classifier with n binary-trees for the n-class classification 
problem. 

D.P. Muni et al. [3] improved the approach of J.K. Kishore et al.[2] by generating 
the classifier in one pass. D.P. Muni et al. extended their earlier work to suit for fea-
ture selection (FS) in [4], proposing a wrapper approach for FS.  

Topan Kumar Paul, and Hitoshi Iba [5] proposed a majority voting technique, 
which evolves multiple GP rules and apply those rules to test samples to determine 
their labels and count their votes in favor of a particular class.  Then the sample is 
assigned to the class that gets the highest number of votes in favor of it. 

T. Loveard and V. Ciesielski[1] used the total training set as exemplar set. In [3], 
[4], D.P. Muni et al. used step-wise learning, which takes a smaller exemplar set  
initially, and gradually increases the exemplar set to the whole training set. 

2 Data Streams 

The recent advances in hardware and software have enabled the capture of different 
measurements of data in a wide range of fields. These measurements are generated 
continuously and in a very high fluctuating data rates. Examples include sensor net-
works, web logs, and computer network traffic. The storage, querying and mining of 
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such data sets are highly computationally challenging tasks. Mining data streams is 
concerned with extracting knowledge structures represented in models and patterns in 
non stopping streams of information. The research in data stream mining has gained a 
high attraction due to the importance of its applications and the increasing generation 
of streaming information. Applications of data stream analysis can vary from critical 
scientific and astronomical applications to important business and financial ones. 
Algorithms, systems and frameworks that address streaming challenges have been 
developed over the past decade. There is a real need inspired by the potential applica-
tions in astronomy and scientific laboratories as well as business applications. 

3 Our Boosting Approach for Data Stream Classification 

Once a program prediction was obtained with a search for GP, it can be used directly 
for classification, or continue to create programs to combine them into a more effi-
cient solution later . There are several ways to combine systems of statistical predic-
tions. For example, one can use a voting system for the results of several classifiers.  

In the case of a classification problem with n classes, there are several approaches 
to the resolution. The three most common approaches are:  

1. Develop a single classification that gives, as output, the class of the new sample 
as input.  

2. Develop n classifiers. Each classifier is responsible for recognizing a particular 
class. 

3. Develop a classifier for each pair of classes (the number of classifiers is given by 
the sum iterative i, i = 1 to i = n - 1). Each classifier is responsible to decide 
between two classes in particular.  

The method 2, a classifier that uses samples per class, is the best approach [23]. So 
this variant is to be used by our algorithm. With this method, the classifiers obtained 
by the GP must have some type of output value. Two approaches were again 
proposed:  

1. Binary classifier: the result is 0, it predicts that the sample is not part of the 
class, or if one predicts that the sample belongs to the class. 

2. Classifier output continuous, the result is a decimal value (eg between 0.0 and 
1.0) that represents the confidence with which the classifier combines the 
sample with the designated class. 

When a new sample is introduced, each classifier must predict whether the sample 
belongs to the class for which it was trained. The combined classifier has the output 
value that determines the largest class of new sample. In the event of a tie, the 
classifier that has the highest probability will be identified as the class. 

We will integrate the meta algorithm for boosting the evolutionary process of the 
GP.  We developed boosting algorithm with n-classifiers (one for each class) and each 
classifier predicting the confidence with which the classifier is assigned the class.  
Several studies on the implementation of a method for boosting the GP have reported 
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significant gains in terms of recognition performance and computation time of the 
algorithm [21-22]. The integration of the principles of boosting even within the GP 
process allows greater economy of resources. Here is our Boosting GP approach in the 
form of pseudo code: 

C = number of classes of the problem  
P = number of necessary programs for boosting  
Training set T = all training data available  
N = total number of samples in T  
For all Cj (j = 1 to C)  
 Empty the population program POP  
 Initialize the "weight" of each sample W with Wi = 1 /N 
 For all Pk (k = 1 to P) 
  If POP is empty, fill POP with a new set of programs . 
  Changing a program that recognizes the class C (the calculation of 
fitness uses the weight Wi of each sample to classify), using T and POP.  
  Calculate the error of the best program, Ejk on the training set, a 

factor αjk and then the weight of each sample Wi learning AdaBoost method.  

 End for P  
End for C  

A sample can be classified using the strongest response in a weighted sum of the 
outputs of programs by class (using equation 1). At the end of the routine, we obtain 
P*C programs (P programs for each class C). The classification score for class j is 
obtained by the weighted sum by αjk output of each program jk. The class that scores 

the highest indicates the class of the given sample: 

))*((max
1

α jkjk

P

k
a

=                                  

(1) 

A gain of boosting integrated computational resources compared to the standard 
boosting GP is obtained as the GP does not need to start changing to zero when they 
are looking for a successful program on the training set new mark weight. It is likely 
that a successful program for all new weighting already exists in the population 
developed during the previous search. 

4 Fitness Function for Our Boosting GP Approach 

The fitness is the measure of GP program performance in the prediction of output 
values from input sample. It is therefore an indication of relevance of the program for 
solving the problem represented by the database of learning. Fitness is a numeric 
value, allowing us to compare the performance of programs. This is the criteria we 
will use to select programs in the population to transform.  
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Fitness function is the result of classifications on the training data. This function 
compares the value of predicted class and actual class provided in the training data. 
The fitness function depends on the approach used in the combination of classifiers. 

1. For a single classifier approach, fitness is simply the number of correct  
predictions of the program. This value can be normalized (between 0.0 and 1.0) 
by dividing by the number of matching samples in the data set.  

2. In the case of an approach to a sample class classifier, the classifier is the  
recognition of a particular class. The calculation of the fitness depends on the 
classifier chosen:  

a) Binary Classifier: As the single classifier approach.  
b) Classifier continuous output: the output of the program P is a value of li-

mited trust between -1.0 and 1.0. Fitness is calculated from the sum of S 
values of confidence of Pi for each sample, depending on the class C pro-
vided by the training data set. 

=
j

iCiPS )(*)(
                                         

(2) 

C (i) is 1.0 if the sample i belongs to the class recognized and -1.0 
otherwise. Finally, fitness is the sum of S values, normalized between 0.0 
and 1.0. 

c) Classifier output continues to boosting algorithm built: the technique is es-
sentially the same as b, but the weight W of training samples is taken into 
account: 

=
j

iCiWiPS )(*)(*)(
                                  

(3) 

As the weight of the samples is also normalized (total weight is 1.0), the sum S can be 
normalized in the same way as in b. So for a classification problem, the more fit, the 
more the program is effective. A perfect prediction rate is obtained when the fit is 1.0. 
Every Genetic Programming approach needs some parameters to be specified. In our 
approach, the GP parameters we used are given in Table 1. 

Table 1. The default GP parameters used for GP Classifier Construction 

Parameter Values 
Population size 100 
Maximum depth 5 
Stopping Criteria Fitness=99%, Max.Generations=100, Max. Time=5 min. 
Population Initialization Ramped-half-and-half 
Selection Roulette wheel 
GP operator proportions Crossover=90%, Mutation=7%, New Program=3% 
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5 Results 

The data on which the classifiers are executed are 2-class Random Tree and 5-class 
Random tree each with 10Millions rows and the evaluation is through interleaved test 
then train evaluation. The result of GP classification on the above datasets is as follows: 

Table 2. The time taken in secs and classifier accuracy in % of various classifiers on 2-class 
Random tree 

Classifier Functions Time in 
sec. 

Accuracy 
% 

AdaBoost M1+ NB -- 1192.05 72.397 

GP +, -, /, *, If, >, <, Pow, &, |, Max, Min, Exp, Log 145.33 69.201 
GP +, -, *, / 119.278 68.877 

GP +, -, *, /, Sq, Sqrt, Pow, Exp, Log 152.304 69.202 

GP +, -, *, /, Sq, Sqrt, Pow, Exp, Log, Min, Max 116.377 68.629 

GP Sq, Sqrt, Pow, Exp, +, -, *, / 173.848 72.533 

GP If, <, > 172.802 71.685 

GP If, If3, <, > 130.214 71.114 

GP If, <, >, !, &, | 118.826 73.27 

GP If, <, >, !, &, |, Xor 86.83 67.331 

GP If, If3, <, >, !, &, | 79.763 57.815 

GP If, If3, <, >, !, &, |, Xor 129.855 68.071 

Table 3. The time taken in secs and classifier accuracy in % of various classifiers on 5-class 
Random tree 

Classifier Functions Time in 
sec. 

Accuracy 
% 

Adaboost M1+ NB -- 919.532 54.841 

GP +, -, /, *, If, >, <, Pow, &, |, Max, Min, Exp, Log 529.92 50.396 

GP +, -, *, / 749.273 54.585 

GP +, -, *, /, Sq, Sqrt, Pow, Exp, Log 555.551 46.514 

GP +, -, *, /, Sq, Sqrt, Pow, Exp, Log, Min, Max 484.773 50.028 

GP Sq, sqrt, Pow, Exp, +, -, *, / 624.191 52.039 

GP If, <, > 415.321 49.939 

GP If, If3, <, > 693.159 51.771 

GP If, <, >, !, &, | 111.026 33.428 

GP If, <, >, !, &, |, Xor 508.797 50.781 
GP If, If3, <, >, !, &, | 366.789 50.193 

GP If, If3, <, >, !, &, |, Xor 496.551 50.333 
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In case of the above 2-class Random tree dataset, Boosting GP with If, <, > func-
tions classifying with 72.533% accuracy is better than that of the combination of 
AdaBoostM1 and Naïve Bayes Classification with 72.397% accuracy. And for 5-class 
Random tree dataset, Boosting GP with functions +, -, *, / classifying with 54.585% 
accuracy is almost equal to the combination of Ada boost M1  and Naïve Bayes clas-
sifier with 54.841% accuracy. The only disadvantage is that there is no single combi-
nation of GP functions and parameters suitable for all datasets. Hence in general, our 
Boosting GP is a good candidate for Stream classification and may be suitable for 
further work. 

6 Conclusion 

It is found that Boosting GP Classifier is a competent approach for classifying data 
streams. Even then, the issue is changing accuracy with functions and GP parameters. 
Our next goal is to improve the GP approach in two respects: accuracy and reducing 
execution time. Improving GP functions (crossover, mutation, selection, etc.) may result 
in better accuracy. Applying some statistical method like PCA as a preprocessing step 
and applying some clustering, like Expectation Maximization clustering, may make the 
approach faster. Our further research work concentrates in the above directions. 
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Abstract. Traditionally the design of the physical layout of the manufacturing 
system and that of the material flow path and material handling system are car-
ried out in isolation. In this work, an attempt was made on the integrated layout 
design, that is, to concurrently design the physical layout and the material han-
dling system using a Genetic Algorithm-based methodology. The proposed al-
gorithm was employed to simultaneously optimize two contradicting objectives 
viz., 1. Total material handling cost 2. Distance-weighted cost of closeness rat-
ing score. The algorithm was tested on four different benchmark layouts and 
with different initial problem data sets.  It was found that the proposed algo-
rithm is able to produce satisfactory solutions consistently within a reasonable 
computational limit. 

Keywords: Integrated Layout Design, Genetic Algorithm, Multi-objective  
optimization. 

1 Introduction 

Facility layout design is an important issue for any industry, as a poor layout affects 
overall efficiency of the total production system. Traditionally, the layout design is car-
ried out in a sequential manner involving two major steps [1, 2], viz., (1) Cell System 
Layout (CSL) design wherein the exact location, orientation, position of input/output 
stations of each cell are determined, (2) Material Handling System (MHS) design 
wherein the flow path of the materials between input and output stations of different 
cells is determined. As the CSL and MHS designs are performed sequentially and sepa-
rately, the design procedure invariably leads to a solution that can be far from the total 
optimum [3, 4]. In recent years, researchers have focused on the concurrent design of 
both CSL and MHS design by adopting an integrated approach [5- 7]. 

Owing to computational complexity very little work has been done to solve the In-
tegrated CSL and MHS design problem simultaneously [8,9]. In this work an attempt 
has been made to develop a methodology to solve a bi-criteria optimization problem 
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in an integrated layout design. The proposed algorithm is experimented with using a 
wide range of problem instances and found consistent in producing satisfactory solu-
tions within a reasonable period of computational time.  

2 Problem Description 

There are N number of cells which are to be placed in a production floor layout of 
width W and height H. The cells are considered to be rectangular blocks of known 
dimensions. Given the width and height of the individual cell (determined by the size 
and shape of the facilities), the predefined Input and Output (I/O) stations at the 
boundary of the cell and quantum and frequency of material flow between the cells, 
the aim is to find the exact location (x and y coordinates) and orientation of the indi-
vidual cells, and to decide the aisle distance between the cells (along the department 
perimeter) with the objective of minimizing the total material handling cost and dis-
tance weighted cost of total closeness rating score.  

In any facility layout design problem, while it is imperative to minimize the total 
material handling cost which is directly proportional to the distance between the cells, 
often it also essential to place certain cells as farthest as possible depending upon the 
nature of the production process, the safety issues and the like. Hence these two im-
portant objectives are considered in this work. The abbreviations used in the model 
are: 

N   the total number of cells in the layout 
W   the width of the floor space 
H   the height of the floor space 
i,j   indices to denote cells 
fij  the directed flow density from cell i to cell j 
wi   width of cell i in the initial orientation 
hi   height of cell i in the initial orientation 

( y
iI,

x
iI ), ( I

i
I
i y,x )    local coordinates, spatial coordinates of the input station of cell i 

( y
i,Ox

iO ), ( O
i

O
i y,x )   local coordinates, spatial coordinates of the output station of cell i 

 ( ii y,x ), ( '
i

'
i y,x )  spatial coordinates of the lower-left corner, the upper- right corner of cell i 

lij    equals 1 if cell i is placed to the left of cell j  (that is  j
'
i xx ≤ ) and 0 otherwise 

bij   equals 1 if cell i is placed below cell j  (that is j
'
i yy ≤ ) and 0 otherwise 

dij   shortest contour distance from the output station of cell i to the input station of cell j 
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cij  the cost of travel of unit material for unit distance between cell i and j 
rij  closeness rating score between cell i and j 
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W1 weightage for total material handling cost 
W2 weightage for distance weighted cost of total closeness rating score (W2=1−W1) 
 
The mathematical model for the Bi-criteria integrated layout design problem is formu-
lated based on the model represented in [5] and shown below: 

1 1
)21( (COF)Function  Objective Combined  Minimize      

= =
++=

N
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PijdijrWijdijfijcW
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where )( hw PPP += α is a penalty term to guarantee that the layout solution satisfies 

the following floor boundary condition:
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In equation (1) the first term comprises the summation of two weighted-cost compo-
nents, viz., (1) ijdijfijc1W  represents the total material handling cost between cell i 

and cell j which are separated by a distance dij involving a flow intensity fij and cost 
cij. (2) ijdijr2W  represents the weighted closeness rating cost between cell i and cell j  

with a closeness rating score rij. 
Constraints (2) and (3) define the x-coordinate of the right boundary and the y-

coordinate of the upper boundary of each cell. Constraints (4) and (5) are used to 
specify the x and y coordinates of I/O stations for each cell. These coordinates are 

expressed in generalized terms with respect to the lower-left corner point of the cell 
under the horizontal configuration, that is, before considering rotation.  

Constraints (6), (7) and (8) are to ensure that there is no overlap between any pair 
of cells by letting each pair of cells be separated in the x or y direction. Constraints 
(9), (10) and (11) specify the bounds for each variable. 

Using the predefined closeness matrix that stipulates the required degree of close-
ness between the cells and the following lookup table, the closeness rating score rij  
between any two cells i and j is computed.  

Degree of closeness Assigned Score 
Absolutely necessary 5 
Especially important 4 
Important 3 
Ordinary closeness is okay 2 
Unimportant 0 
Undesirable -5 

The closeness matrices for test problems are generated at random. 

3 Proposed Methodology  

In this work, a simple GA is proposed to obtain the best feasible solution which mi-
nimizes simultaneously the total material handling cost and distance-weighted cost of 
total closeness rating score. 

3.1 Solution Representation  

In a GA approach feasible solutions to the problem are encoded into a string of deci-
sion choices that resemble chromosomes. The chromosome that represents a feasible 
solution is shown in Fig 1. 

...4231... ...2143... ...1011... ...0010... ...0110... ...1110...

1)Sequence pair 2)Orientation String 3)Offset distance 

 
 
 

Fig. 1. Chromosome Structure 
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The chromosome string consists of three parts. For a layout problem of N cells, the 
first part is the first and second sequence ( +Γ and −Γ ) of the sequence pair, the 

second part is a binary code of 2N bits that represents ui and vi of each cell, and the 
last part is 2N bytes which helps to define the offset distances in the x and y directions 
for each cell. The offset distances, ixΔ and iyΔ , for cell i are determined as follows:   

ΔX*/255)(BΔx x
ii = and ΔY*/255)(BΔy y

ii = . Where XΔ and YΔ are two preset 

constants and are problem dependent. In this study, they are set such 
that }}{hmin},{wminmin{ΔYΔX i

i
i

i
==

 

3.1.1 Sequence Pair Representation 
A cell system layout (CSL) can be represented by a unique Sequence Pair (SP) de-
scribing the topology of the cell placement [10]. A CSL, shown in Fig.2, consisting of 
three cells a, b and c with dimensions (10 ×5), (5×5), and (4×8) can be represented by 
a unique SP = (bac ; abc). This SP defines the relative positions of the cells in the 
CSL. Consider cells a and c in the SP: in both the sequences a precedes c and so in 
the CSL a is to the left of cell c. Similarly, between cells b and c, b precedes c in both 
the sequences and so b is to the left of cell c. Consider cells a and b: in the first se-
quence b precedes a and in the second a precedes b indicating there is no horizontal 
relationship between cell a and cell b. As in the first sequence, b precedes a and so in 
the CSL, the location of cell b is above cell a.   

a
c

b

 

6 5 2

5 4 6 1

2

3

Sequence pair

Parent 1

Child 1

3 4 1

4

5 6

1 3

2

Parent 2

Relative fitness=120

Relative fitness=60  

Fig. 2. CSL for SP = (bac; abc) Fig. 3. Crossover operation on the first part 
SP = (Γ+ , Γ- ) 

3.2 Fitness Evaluation  

The decoding of a chromosome and finding the objective function value for a feasible 
solution is done in three steps. 

Step 1: Using the sequence pair evaluation algorithm, Algorthim1 found in the lite-
rature [11], the spatial coordinates of the lowest left corner of each cell in a 
CSL is computed.  

Step 2: Computing the optimal travel distance between cells (dij), through repeated 
applications of Dijkstra’s algorithm (Cormen et al. [12]). The shortest path 
distance dij obtained along the department perimeter is unique for the corres-
ponding CSL.  

Step 3: Calculation of the Combined Objective Function value using equation (1). 
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3.3 GA Operators  

3.3.1 Selection  
The selection module using the Roulette wheel mechanism [16] ensures reproduction 
of a larger number of highly fit chromosomes compared to the number of less fit 
chromosomes. 

 
3.3.2 Crossover  
The crossover operation is exercised on the chromosomes of the intermediate popula-
tion with a probability, known as crossover probability (pc).The crossover operator of 
GA is problem dependent. For the first part, a crossover operator similar to [13] was 
implemented for the first and second sequence of the sequence pair independently. 
The first child is constructed by randomly picking a gene from the first parent and 
placing it in a child string at the same location as its position in the parent sequence. 
This process is continued for k cells, where k is proportional to the relative fitness of 
the first parent. The missing integers in the first child are filled in the same order as 
they appear in the second parent. Similarly the second child string is created by re-
versing the selection order of the two strings. For the last two parts of a chromosome, 
a heterosexual one-point crossover [14] was adopted. An example of this crossover 
operator is shown in Figs. 3 and 4. 

6 4 5 1 2 3

5 4 6 1 2 3 0 1 1 1 0 1

Sequence pair 

0 1 0 1 0 1Parent 1

Parent 2

Orientation String

6 4 5 1 2 3

5 4 6 1 2 3 0 1 0 1 0 1

0 1 1 1 0 1Child 1

Child 2

0 0 0 0 1 1 1 1

0 0 0 01 1 1 1

0 0 1 1 0 0 0 0

1 1 0 0 1 1 1 1

Offset Distance

 

Fig. 4. Crossover operation on the second and third part 

3.3.3 Mutation  
The mutation operator is a mechanism that is used to divert the GA search. For the 
first and second sequences of the first part of the chromosome the mutation operator 
involves a random selection and swapping of two integers. For the second part, the 
mutation operator involves randomly altering one symbol with another. For the last 
part, the mutation operation involves replacing a randomly chosen byte with a new 
value generated at random in the range [0, 255]. An example of the three types of 
mutation operators is shown in Fig. 5. 

4 1 2 3

5 4 6 1 2 3 0 1 1 1 0 1

Sequence pair

0 1 1 0 1Parent 1

Child 1

Orientation String

6 5 0

0 0 0 0 1 1 1 1

Offset Distance

0 0 0 1 1 1 11

 

Fig. 5. Mutation operation on the first, second and third part of the chromosome 
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3.4 Control Parameters  

The control parameter values for the GA based metaheuristic algorithm were deter-
mined based on trial experiments which produce a satisfactory output, and are sum-
marized as below: 
(i) Population size           (Ps)  = 20 
(ii) Cross over probability (pc) = 0.8 
(iii) Mutation probability   (pm) = 0.25 
(iv) Termination criterion (Є): The search process is terminated if either of the fol-

lowing two conditions is satisfied: First, the whole process of GA based meta-
heuristic algorithm is terminated after ‘Є1’ consecutive iterations. After many 
trials it was found that 1000 is the best value for ‘Є1’. Second, the search will al-
so stop if the current best solution remains unchanged for‘Є2’ subsequent gener-
ations. After many trails, it was found that 10 is the best value for‘Є2’. 

4 Results and Discussion 

The proposed genetic algorithm based procedure was coded in MATLAB and imple-
mented in a Dual-core processor with 2GB RAM. Experiments were conducted using 
the bench mark problems found in the literature [6, 7, and 15]. For each bench mark 
problem, 10 different initial population sets, each population set having 20 different 
initial solutions, were generated at random. The experiment with each initial popula-
tion was repeated 10 times and the best solution obtained for each of the bench mark 
problem is reported (Fig 6 and Table 1). The average computational time taken by the 
algorithm to reach the optimal solution is given in Table 2. 

                                               
                 (a). 6 cell                     (b) 7 cell 

                       
(c) 12 cell           (d) 20 cell 

 

Fig. 6. The best layouts obtained by GA for the 4 test problems. a–d. W1=0.5 
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Table 1. Bi-criteria values for the optimal solutions obtained 

No 
of cells 

W1 W2 OF1 OF2 
Normalized 

OF1 
Normalized 

OF2 
Best 
COF 

Average 
COF 

6 0.5 0.5 706 254 0.841 0.678 0.76 0.967 

7 0.5 0.5 182500 13900 0.652 0.772 0.712 0.799 

12 0.5 0.5 9124 7003 0.797 0.778 0.787 0.984 

20 0.5 0.5 1728415 352608 0.72 0.392 0.556 0.902 

OF1 – Objective Function 1 value; OF2 - Objective Function 2 value; COF – Combined Objective Function 

 

Table 2. Average Computational time (s) 

No of cells 6 7 12 20 
Proposed GA 425 445 2750 16800 

 
The proposed algorithm is consistent in producing solutions, from each experiment 
that are closer to the best found solution.  

5 Conclusion and Scope for Future Research 

In this work, to overcome the limitations of the sequential design procedure, an inte-
grated design of CSL and MHS was adopted. Again, to simultaneously optimize two 
different objectives of the layout design problem, a Genetic Algorithm based proce-
dure was proposed. The proposed algorithm was tested with four different benchmark 
problems of different problem sizes to concurrently optimize two objectives,  
namely 1. Total material handling cost 2. Distance-weighted cost of closeness rating 
score. It was found that the proposed algorithm is able to produce satisfactory solu-
tions consistently within an acceptable computational time limit. 

The outcome of this research leaves scope for further research towards employing 
a local search mechanism to further reduce the computational time. To provide a wide 
range of alterative solutions to the implementers, a GA-based multi objective evolu-
tionary algorithm can be developed to produce a Pareto optimal front for problems 
with more than two objectives. 
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Abstract. Web Service Composition is development of customized services by 
discovering, integrating and executing relevant web services related to the ser-
vice request. As the count of web services getting registered in the UDDI regi-
stry gets increased day by day, it makes dynamic selection of appropriate web 
services cumbersome. The proposed framework uses a set of beliefs using 
which, selection and composition are handled easily and effectively. Belief is a 
numerical quantity which varies with time based on the web service perfor-
mance. The proposed approach focuses on the reconfiguration of service com-
position with the help of belief revision algorithm. The algorithm specifies a 
systematic approach towards service composition and reconfiguration. 

Keywords: Web Service Composition, Belief Revision, Service Reconfigura-
tion, Genetic Algorithm, Evolutionary algorithms. 

1 Introduction 

Web service is an atomic application which is developed with an intention to serve 
the requester. The growth of internet has resulted in more web services for the same 
functionality. The web services of same functionality, hosted in the internet mostly 
assure its stated functionality but differ in non functional properties of the web service 
which inherently makes the selection of web service much more difficult [1][2]. 

The service request after a series of procedures evolves as an abstract service. The 
corresponding WSDL is then passed to the execution engine to obtain a composite 
service. If the WSDL file is stored temporary for a specific time, say in a process 
registry and within a specific time span, if there is a similar request, the same infor-
mation could be retrieved from the repository and proceed with composition [10] 
[11]. But this reuse of the composition may lead to some inconsistencies. Like, the 
services might get unavailable at run time or the service could not handle more than a 
specific number of requests at a time etc. 

Service reconfiguration is one of the emerging initiatives in service composition. 
With a minor change in the held composition, an attempt was made to reconfigure 
resulting in a new and effective composition [6] [7]. The change could be addition/ 
deletion or reordering the flow among the selected web services. 
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Our approach dynamic (re)configuration incorporates belief as criteria in identify-
ing the candidate web service or the held compositions from the registry. The flow of 
the composite service is based on the parameters and other characteristics decided in 
advance. In case of reconfiguration, the composition is revised appropriately based on 
genetic algorithm and belief revision[6]. 

The rest of this paper is organized as follows: Section 2 describes the overview of 
the Web Service Composition approaches. In Section 3 the belief revision is pre-
sented. In Section 4 we introduce composition and our proposed system architecture 
for service composition involving belief factor; Section 5 concentrates on the impact 
of belief reconfiguration in service composition. Section 6 gives the comparative 
study with existing approaches.  Finally Section 7 closes this paper with a short  
Conclusion. 

2 Related Work in Service Composition 

Ontology mapping is a process of redesigning the structure of ontology to eliminate 
the inconsistencies that arise when a concept is added. Guilin Qi et al has devised an 
iterative revision algorithm for eliminating conflicts in ontology. A conflict set is 
identified and based on the postulates of the belief theory the idea is formulated to 
obtain a consistent ontology thereafter [3].  The algorithm designed in [4] merges two 
ontologies and removes the inconsistencies during merging for distributive  
environment. 

In [5], the author specifies the importance of the change in the belief factor when 
there is a change in the structure of the belief bases. He adds that, the change in the 
belief base does not have an equal impact with all the agents and so they have pro-
posed an approximate inference relation which provides partial solutions to the revi-
sion at any point of time. 

The paper [11] discusses the importance of domain ontology and significance of 
updating the ontology when the application progresses with time to aid validity of the 
application. Once the services are identified, ranking among them is the most vital 
task. Most of the web services does the functionality but lacks in the non functional 
properties. So the non functional parameters like QoS parameters have become the 
most viable component in selecting web services [8].  

The reliability quotient in measuring the level of belief is proposed in [9]. Their 
proposed algorithm makes the agent to decide by evaluating the incoming informa-
tion, generate the consistent knowledge by reasoning and also avoid fraudulent infor-
mation that is unreliable (those makes the knowledge base inconsistent). 

In [12], genetic algorithms have been incorporated to tabu search to achieve higher 
performance. The paper [13] claims genetic algorithm to be the most eminent option 
if the attributes of selection is more generic. A chromosome represents set of abstract 
services and each entry has a pointer to the set of available web services to the ab-
stract service. The paper [14] specifies that the inclusion of genetic algorithm pro-
vides effective composition along with updating of attributes in the nodes by using the 
context fee grammars. 
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3 Belief Revision 

Belief revision is a process to maintain the belief library in a consistent state. Consid-
er a set of belief which the system has as the belief set. The belief set is said to be 
consistent when two or more beliefs of the services does not contradict with each 
other. When new information needs to be added to the existing belief set, and if the 
addition of that information leads the system to an inconsistent state, belief revision is 
done [7][8].  

3.1 Belief Sets 

Let ‘L’ be the set of independent beliefs of web services. With ‘L’ as the initial ingre-
dient, a belief base ‘K’ is designed without violating the integrity of the belief base. A 
belief say ‘Ψ’, exist in the belief base ‘K’ then it states that K is closed under logical 
consequences. 

},.....,,{},.....,,{ 321321 nn KLLLLL ΨΨΨΨ== LK ⊆  

∃⊆Ψ ,K  ‘Ψ is consistent’ 

On the contrary, the belief ‘Ψ’ which might lead the belief set to inconsistent state 
also could be added to the belief set with a negation operator.  

KKK ⊆Ψ∈Ψ∀Ψ∋ ;  

KKK ⊄Ψ∈Ψ∀¬Ψ¬∋ ;  

The above two equation specifies the belief would be considered to revision only it 
does leads the existing belief set to an inconsistent state. Two beliefs are said to con-
tradictory when they both can exist together. The contradiction is represented with ⊥. 

                
 

Fig. 1. Tree representation of concepts in the beliefs B1 and B2 and tree representation of the 
concepts in belief B1, B2 and B3 
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An example to arrive at a decision (conclusion) with a set of imaginary beliefs: 
B1: Jack has booked a train and travelling today. B2: The train is detrained leaving 

all the passengers dead. B3: Jack has reached Jane’s house in Janet’s car. B4: Jack is 
dead. With the 4 beliefs stated above, we arrive at the following conclusions -          
C1 ⇒B1 + B2 = B4, C2 ⇒B4, B3 are contradictory, represented as B4 ⊥ B3. Based on the 
numerical value, calculated based on the relevance, credibility, semantics and other 
factors, the correct conclusion C1 should be chosen. Fig 1 represents the evolution of 
Belief tree when addressing the beliefs. 

4 Belief Revision in Service Composition 

The belief is categorized as provider belief and the beneficent belief where, beneficent 
belief is the most important factor to be considered during composition. The rate at 
which the composition satisfies the service request depends on the selection of web 
services from the UDDI registry. This selection is based on the belief’s which is cal-
culated as given below. 

4.1 Belief Calculation 

Belief is calculated based on the elementary concepts discussed. We also use some 
more measures in determining the belief factor, which mainly derives from the below 
mentioned ones or could be directly specified by the beneficent. Belief factors vary 
with respect to provider and the beneficent. So an appropriate weight for each factor 
is assigned, so that effective web service could be used for composition. With the 
terminologies defined below, belief is defined as, 

reliabletimetavailbelief WSWSWSWSWSP *3.0*3.0*1.0*2.0*1.0 seccos ++++=    (1) 

 
cretrustrelevancebelief WSWSWStBeneficien *2.0*2.0*6.0 ++=                   (2) 

Table 1. Belief Factors 

Belief factor Definition Formula Used 

Relevance Measure of correctness  =
= n

irel relationregistryRCcountWS
0

),(  

Credibility rate of acceptability 
current

ected
cre Belief

Belief
WS exp=  

Availability 
Time period when the 
service stays functional 

DowntimeUptime

Uptime
avail ServiceServic

Service
WS

+
=  

Reliability 
Probability of the ser-
vice to fail. 

count

downtimetotal
reliable Failure

TimeTime
WS

−=  

Transaction 
time. 

RTT of the service 
request and composition delaystartfintime TimeTimeTimeWS +−= )(  
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5 Reconfiguration of Web Service Composition 

The idea behind the reconfiguring the web service composition is to minimize the 
time to evolve a new composition. Inspired from genetic programming, composition 
is represented as a genome, an array comprising a set of domain concepts (or abstract 
web services) inferred from the service request. The various candidate services which 
are selected for composition after satisfying the quality and the semantic criteria as 
the part of pre-processing are link to the corresponding domain concepts. 

The architecture is shown in Fig 2. The service request from the browser is parsed 
as usual after which, the process repository is searched for held compositions, 
represented as genomes. This could result in one of the three possibilities: 

Case 1: The abstract web services of the genome satisfy the request completely. 
Case 2: Some of the candidate web service pertaining to a corresponding abstract 

web service has to be altered. 
Case 3: Some of the abstract web service needs to be altered. 

Case 1 and 2 occurs when the layout of the genome needs no modification. Case 1 is 
the simplest of all, both the genome and candidate web services chosen are eminent 
for composition, so the belief tree of that composition is retrieved. A new belief tree is 
devised for the search request with the help of the previous belief tree.  

 

Fig. 2. WSC architecture incorporating Reconfiguration 

Case 2 occurs when the base structure of the genome corresponds to the request 
whereas; the candidate web services needs some replacement. This process is inferred 
from the crossover operation in GA. This approach delivers a new composition simi-
lar to the existing genome without any alteration in the abstract web services. 

Case 3 occurs if the reconfiguration demands change in the base genome itself, we 
have to mutate the genome. Mutating the genome implies a part of abstract web  
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services of the genome is updated with another set of abstract web services available 
in another genome. If there is no other genome to mutate with, then from the existing 
tree of belief, a preorder traversal is done to find the node from which the current 
composition demands mutation. The child nodes of the identified node is detached 
and sent to the action planner where the composition takes place. 

By following any three cases, the composition is selected and the corresponding 
new belief tree is fed as the input to the Action planner. The Conflict resolution en-
gine checks for the conflicts plays a most important role as the belief tree is revised 
from the existing under the notion that the belief base is consistent.  

If there is conflicts between the services, new services are identified with the help 
of discover and the mediator agent. The services along with the partial tree are fed to 
the Action planner to devise a control flow among the web services. When the con-
flict free paths are identified they are then targeted against the belief threshold to se-
lect the most eminent path and fed to the composer, which in turn creates a WSDL 
file specifying the flow of actions. 

The main idea behind reconfiguration of web service configuration is to dynami-
cally change the selected web services of a composition and swap the same with web 
services of highest belief and formalize the control flow and target the same to the 
WSDL file. The WSDL file is then sent to the execution engine and the procedure is 
followed as usual. With this approach, some amount of time in selecting the web ser-
vices could be reduced. 

Algorithm 1.  WSC Reconfiguration (CompositionList, ServiceReq, ExpectedRes) 
ServiceReq = =

n

i
iConcept

1
)(   

DeterminedBelief=f(ServiceReq, ExpectedRes) 
For each i in ServiceReq 
Search(GenomeInServiceRegistry,Concept(i)) 
       If(Concept(i) exist as AbstractWS) 
          If(checkBeleifi.(CandidateWS) > DeterminedBelief) 
               Return beliefTree;                            // CASE 1 
         Else crossover(CandidateWS);                        // CASE 2 
      Else mutation(concept);                                // CASE 3 
BeliefTree = RetrieveBeliefTree(Concept(i)) 
EndFor 
AddToTempCandidateWSList[]= ServiceRegistry(BeliefTree) 
For each j in TempCandidateWSList 
       if(checkBeleifi (WS(j) < DeterminedBelief) 
           s= SelectWebService(DeterminedBelief, Concept(i)) 
       if (s) 
           AddToCandidateWSList() 
       End If 
End For 
computeControlFlowGraph(CandidateWSList) 
checkConflictsAndResolve() 
checkForBeliefResolution() 
configureWSDLfile(path) 

The algorithm (algorithm 1) is used while reconfiguring the web service composi-
tion. This algorithm tries to match an existing composition to the service request by 
querying the process registry. It’s assumed that, the WSDL files of the previous com-
positions along with the parsed concepts of the service request are stored in the 
process registry for a specific time period. The time frame is limited to deliver reliable 
service to the requestor. 
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5.1 Running Example 

Our proposed belief based composition is analyzed for tourism domain. Sample on-
tology of tourism domain was created. As discussed, the ontology also contains the 
QoS information of the candidate web services. For the information related to beliefs, 
the process repository is accessed. Considering a query related to tourism domain, the 
pre-processing phases of composition have identified, train, hotel, travels and  
restaurant as the candidate web service. The pre-processing step also includes the 
computation of ‘DeterminedBelief’ based on the request and the expected result. 
Those services that satisfy DeterminedBelief' are selected our scenario resulted in 5 
compositions and their respective beliefs are shown in Fig 3(a). 

 

Fig. 3. (a) Experimental results of composition with Belief (b) Comparative Study 

The web services WS1 through WS4 has a higher provider availed trust when 
compared to the actual trust factor giving by the beneficent. Comparatively, WS5 has 
a higher impact with respect to the beneficent than the belief factor actually quoted at 
the time of registering in the UDDI registry. 

Suppose, after the composition is offered, subsequently if there is a service request 
of same type and with the required belief factor as 7.5, we could identify the best 
composition from the process repository for the service request available is with 6.8. 
When the algorithm is applied, a notable difference was identified. The composition 5 
was lacking in security, reliability issues and the web service related to; ‘travel’ made 
its belief factor less comparatively. The comparison of the composition before and 
after the service reconfiguration is shown in Fig 3(b).  In the similar way WSDL file 
is also altered accordingly.  

6 Comparative Study 

There are various approaches defined for composition in literature. Table 2 summa-
rizes the comparative study of those approaches with the proposed approach. The 
comparison is based on the features like service connectivity, the strategy used for 
composition, inclusion of QoS, the evaluation mechanism and graph representation. 
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Table 2. Comparison of proposed framework with existing frameworks 

Framework Connectivity Composition Strategy QoS Modeling Graph Support 

BPEL4WS Yes Workflow No No 

PetriNet Yes Workflow Yes Yes 

Fuzzy Yes Workflow + AI No No 

GA based Yes Workflow + AI Yes Yes (belief based) 

7 Conclusion 

The paper addresses an approach for Genetic algorithm driven belief-based service 
reconfiguration. The approach tries to replace each individual component of genome 
by using various genetic operations and evolve reconfigurations from the held compo-
sitions from the service registry as specified in the algorithm. Finally, we give an 
example to show how to use our approach to reconfigure composition. We believe the 
proposed algorithms provide a useful engineering solution to the end-to-end QoS 
problem for reconfiguring a SOA based software. In future, we will consider turning 
our method into concrete business applications. 
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Abstract. Fault detection and diagnosis of pneumatic valve used in cooler wa-
ter spray system in cement industry is of great practical significance and para-
mount importance for the continued operation of the plant. This paper presents 
the design and development of Artificial Neural Network (ANN) based model 
for the fault detection of pneumatic valve in cooler water spray system in ce-
ment industry. Principal component analysis (PCA) is applied to reduce the in-
put dimension. The training and testing data required for the development of 
ANN is generated in a laboratory grade experimental setup. The performance of 
the developed model is compared with the network trained with the original 
variables without any dimensionality reduction. From the comparison it is  
observed that the classification performance of the neural network has been im-
proved due to the application of PCA and the training time of the neural net-
work is reduced.  

Keywords: Fault diagnosis, Principal component analysis, Artificial Neural 
Network, Back propagation, Pneumatic valve.  

1 Introduction 

In cement industry the Cooler water spray system plays the important task of reducing 
the temperature of the clinker at the output of the kiln. The valve is one of the most 
important component used in cooler water spray system. There is a crucial need for 
checking and monitoring the condition of the pneumatic valve accurately, since they 
are mostly subject to hazardous environments, such as severe shocks, vibration, heat, 
friction, dust, etc. Defects and malfunctions (called faults) in pneumatic valve may 
result in significant economic loss.  

Many approaches have been proposed in the literature to help maintenance engi-
neer to do the fault diagnosis. Due to the broad scope of the process fault diagnosis 
problem and the difficulties in its real-time solution, many analytical-based tech-
niques [6, 7], [11] have been proposed during the past several years for fault detection 
of technical plants. The important aspect of these approaches is the development of a 
model that describes the cause and effect relationships between the system variables 
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using state estimation or parameter estimation techniques. The problem with these 
mathematical model-based techniques is that under real conditions, no accurate mod-
els of the system of interest can be obtained. In that case, the better strategy is of us-
ing knowledge-based techniques where the knowledge is derived in terms of facts and 
rules from the description of system structure and behavior. Classical expert systems 
[17] were used for this purpose. The major weakness of this approach is that binary 
logical decisions with Boolean operators do not reflect the gradual nature of many 
real world problems. Also, because of the bottleneck in knowledge acquisition, the 
application of expert system is limited.  

Later, Fuzzy Logic (FL) based techniques [5] have been proposed to develop fault 
diagnostic systems. The advantage of FL-based approach is that it gives possibilities 
to follow human’s way of fault diagnosing and to handle different information and 
knowledge in a more efficient way. With an increasing number of variables, the poss-
ible number of rules for the system increases exponentially, this makes it difficult for 
experts to define a complete rule set for good system performance. 

Many researchers have developed diagnostic methods by using ANNs to detect 
faults in plants and equipment [1, 3] [8, 9] [13, 14]. The neural network approach 
needs lot of data to develop the network before being put to use for real time applica-
tions. There are usually many irrelevant variables in the sampled data from real life 
fault diagnostic measurements. Irrelevant and redundant attributes in the input not 
only complicate the network structure, but also degrade the performance of the  
networks. By selecting only the relevant variables as input features and excluding 
irrelevant ones, higher performance is expected with smaller computational effort. 
Therefore, efficient methods for dimensionality reduction must be developed. A feas-
ible option for solving this problem is to use feature extraction technique such as 
Principle Component Analysis (PCA). PCA [2] [4] [15] is a method based on the 
projection of the data into a low dimensional space that accurately characterises the 
state of the system. It produces a lower dimensional representation in a way that pre-
serves the correlation structure between the process variables. This paper deals with 
the design and development artificial neural network based model for the fault detec-
tion in pneumatic valve used in cooler water spray system in cement industry, with 
PCA for reducing the input dimension. 

The paper is organized as follows: in the next section, the description of the pneu-
matic valve system for this study is outlined. Section 3 describes the fault detection in 
pneumatic actuator.  Sections 4 describe the proposed approach for fault diagnosis 
and section 5 describe the Dimensionality reduction using Principal Component 
Analysis. Sections 6 present the results and discussion and finally, in Section 7, con-
clusions are drawn from the work. 

2 System Description 

In the cement industry the output of kiln is the clinker product which is of high tem-
perature up to 1100 ºC. It is necessary to reduce the temperature of the clinker by 
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using cooler fans and the water spray system. The description about this system is 
well explained in [16].  

3 Fault Detection in Pneumatic Actuator 

Fault detection and diagnosis are important tasks in cement industry. It deals with the 
timely detection, diagnosis and correction of abnormal condition of faults in the plant.  
Early detection and diagnosis of plants while the plant is still operating in a controlla-
ble region can help avoid abnormal event progression and reduce productivity loss. 
The major categories of faults in the pneumatic valve with their symbol are listed in 
Table 1. The sources of each fault are given in [10]. A complete description of the 
faults and the way they affect the valve can be found in [12]. 

Table 1. List of various types of faults 

Types of fault Name of the fault Symbols Name of the fault Symbols 

Control valve 
faults 

valve clogging F1 external leakage    F5 
valve seat erosion F2 internal leakage  F6 

valve seat  
sedimentation 

F3 
critical flow 

F7 

bushing friction F4 - - 

Pneumatic  
servo-motor faults 

twisted  
servo-motor's piston 

rod 
F8 

servo-motor's  
diaphragm  
perforation 

F10 

terminals tightness
F9 

servo-motor's 
spring fault 

F11 

Positioner faults 

electro-pneumatic 
transducer fault (E/P) 

F12 
pressure sensor 
fault (PT) 

F14 

rod displacement 
sensor fault (DT) 

F13 
 

 

General 
faults/external 

faults 
 

Positioner supply 
pressure drop 

F15 
partly opened  

bypass valves 
F18 

pressure drop on 
valve output 

F16 
flow rate sensor 

fault (FT) 
F19 

pressure drop on 
valve at inlet  

F17 
- 

- 

4 Proposed Approach for Fault Diagnosis 

The proposed methodology for fault detection in pneumatic actuator is based on using 
feed forward neural network trained by back propagation to detect the abnormal con-
ditions of the given parameters, which leads to various faults. The normal condition 
represents no fault situation and abnormal condition represents, fault occurrence. The 
main purpose of selecting ANN as a tool is due to its good generalization ability, fast 
real time operation and the ability to perform the complicated mapping without func-
tional relationship. The following issues are to be addressed while developing the 
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neural network based model for fault detection in pneumatic actuator in cooler water 
spray system. 

4.1 Selection of Input and Output Variables  

For the application of machine learning approaches, it is important to properly select 
the input and output variables, as ANN’s are supposed to learn the relationship be-
tween input and output variables on the basis of input-output pairs provided during 
training. In neural network based fault detection model, the input variables represent 
the operating state of the pneumatic actuator, and the output is the type of fault 
present in the valve. 

4.2 Training Data Generation  

For generating the required data, various faults are introduced artificially in the expe-
rimental set up one by one and the corresponding input variables are measured. This 
process is repeated for various operating conditions. The pneumatic valve is made to 
work under different operating condition by varying the flow rate. The different faults 
simulated in the experimental setup for generating the data are given in Table 1. 

4.3 Data Normalization  

Data normalization compresses the range of training data between 0 and 1 or -1 to +1 
depending on the type of transfer function. The input and output data are normalized 
using the expression, 

( )
( ) valuestartingXX

XXX n +−
−=

minmax

min

                 
(1) 

Where Xn is the normalized value of the data and Xmin and Xmax are the minimum and 
maximum values among all the values of the data.  

5 Dimensionality Reduction Using Principal Component 
Analysis 

The feature extraction technique used in this study is Principal Component Analysis 
(PCA). In PCA, we seek to represent the d-dimensional data in a lower-dimensional 
space. This will reduce the degrees of freedom; reduce the space and time complexi-
ties. The objective is to represent data in a space that best expresses the variation in a 
sum-squared error sense. In PCA first, the d-dimensional mean vector µ and d × d 
covariance matrix ∑ are computed for the full data set. Next, the eigenvectors and 
eigenvalues are computed, and sorted according to decreasing eigenvalue. Call these 
eigenvectors e1 with eigenvalue λ1, e2 with eigenvalue λ2, and so on. Sub-sequently, 
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the largest k such eigenvectors are chosen. Form a k ×k matrix A whose columns 
consist of the k eigenvectors. 

6 Results and Discussion 

This section presents the details of neural network model developed for fault detec-
tion in Pneumatic valve used in cooler water spray system. Using a laboratory grade 
experimental setup of pneumatic valve, the required data was generated.  The data 
contains 11 input features, which are given in Table 2 and one output that is labelled 
as either normal or as a fault, with exactly one specific fault. All the input features are 
continuous variables and the output is the fault label. The photograph of the experi-
mental setup is shown in Figure 1.  

 

Fig. 1. Shows photograph of the pneumatic actuator system interfaced with PC using DAQ 

A total of 4000 data was generated for developing the neural network, with 1000 
data under normal condition and the remaining under various fault condition. The data 
was randomly divided into two sets, with 3000 for training and the remaining 1000 
for testing. PCA was applied on the input data and the transformed components are 
given as input to the neural network. A feed forward neural network with 11 inputs 
and two outputs was used to capture the input-output relationship. Trial and error 
approach was followed to identify the suitable number of hidden layer neurons. The 
MLFFNN model used here has two hidden layers of logarithmicsigmoidal neurons. 
The neural network model was trained using back propagation algorithm, which 
propagates the error from the output layer to the hidden layer to update the weight 
matrix. The training function used was scaled conjugate gradient back propagation 
method. The mode of training used here is batch type. The performance of the ANN 
during training is shown in Figure 2. After training, the generalization performance of 
the network is evaluated with the 1000 test data that contain the combination of both 
normal as well as various fault categories. The trained neural network classified 1000 
data correctly, which shows an overall detection rate of 100%. The network is trained 
until it reaches the mean square error of 0.001. The mean square error achieved  
during training is 0.0040. During testing, the mean square error achieved by the  
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Table 2. Name of the input features in the experimental system 

Variable 
number 

Name of the variable Variable 
number 

Name of the variable 

1 Differential Pressure Transmitter 
output (mA) 

7 Outlet pressure from the 
pneumatic valve 

2 Temperature of water form RTD 
output (outlet) 

8 Air inlet at the diaphragm 

3 Pressure gauge reading(Inlet 
Pressure) 

9 Water level in the tank 

4 Potentiometer(Stem movement) 10 Inlet flow of the water level 
measuring tank 

5 Input and output power of the 
pump 

11 Speed of the pump(rpm) 

6 Inlet pressure to pneumatic valve - - 
 

 

Fig. 2. Training Performance of the Network 

network is 0.0041. With 9×20 hidden nodes, the network took 24.26 s to reach the 
error goal. This is shown in Table 3 it is found that the network has correctly classi-
fied all the data during the testing stage. 

This shows that the trained ANN with PCA is able to produce the correct output 
even for the unseen input. Next, for comparison, the ANN model was trained with all 
the 11 input variables without taking the PCA and the performance of the neural net-
work in this case is summarised in the Table 4. On comparing the performance of 
without dimensionality reduction, it is found that the mean square error in testing and 
training of using PCA is incredibly low when compared with ANN and the accuracy 
of fault classification is high in using PCA when compared with ANN.  

The classification rate using the original parameters is 93.8%. The classification 
rate with feature extraction through PCA is 100%. Also, the obtained results proved 
that the network with PCA technique performed better than ANN without PCA. The 
reduced performance of the classifier without feature extraction is due to the existence 
of irrelevant and redundant feature parameters existing in the data set. The irrelevant  
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Table 3. Performance of Neural Network Model with PCA 

Description of parameters values 
Number of training patterns 3000 

Number of testing patterns 1000 
Number of hidden nodes 9×20 
Training Time 24.26 seconds 
Mean Square Error in Training 0.0040 
 Mean Square Error in Testing 0.0041 
Percentage of fault classification 
(Testing) 

100% 

Table 4. Performance comparison of ANN model with and without PCA 

Description of parameters Without dimensionali-
ty reduction 

With dimensionality 
reduction 

MSE in Training 0.0705 0.0040 
MSE in Testing 0.0706 0.0041 
Training Time 70.0310 seconds 24.26 
Percentage of fault classified 
(Testing) 

93.8 % 100% 

 
features burden the classifier and tend to decrease its performance. By using PCA the 
useful features are extracted from the original input variables. 

7 Conclusion 

This paper has presented a neural network based approach with principal component 
analysis based feature extraction for fault diagnosis of pneumatic actuator used in cooler 
water spray system in cement industry. The data required for the development of neural 
network model have been obtained through the laboratory grade experimental setup. 
Totally 19 faults from the pneumatic actuator were considered in the developed model. 
A key issue in neural network based approach is identifying a representative set of fea-
tures from which to develop the network for a particular task. This problem has been 
addressed by feature extraction through principal component analysis. Simulation re-
sults show that the PCA based approach is very much effective in identifying the im-
portant key features of the network. Based on the results obtained, it is observed that 
the performance of the neural network model has been significantly improved by 
reducing the input dimension. The effectiveness of the proposed method has been 
demonstrated through different fault condition in pneumatic actuator system.  

References 

1. Bayir, S.R., Bay, O.F.: Serial wound starter motor faults diagnosis using artificial neural 
network. In: IEEE ICM 2004, Istanbul, pp. 194–199 (2004) 

2. Chang, Y.-W., Wang, Y.-C., Liu, T., Wang, Z.-J.: Fault diagnosis of a mine hoist using PCA 
and SVM techniques. Int. J. China Univ. Mining and Technology 18, 327–331 (2008) 



348 P. Subbaraj and B. Kannapiran 

3. Demetgul, M.: Experiment based fault diagnosis on bottle filling plant with LVQ artificial 
neural network algorithm. Journal of Engineering Science 14, 92–100 (2008) 

4. de Moura, E.P., Souto, C.R., Silva, A.A., Irmao, M.A.S.: Evaluation of principal compo-
nent analysis and neural network performance for bearing fault diagnosis from vibration 
signal processed by RS and DF analyses. Journal of Mech. Systems and Signal Processing 
(2010) 

5. Devaraj, D., Murthy, N., Yegnanarayana, B.: A fuzzy system model for plant condition 
monitoring. In: ASME International Conference, pp. 210–214 (1999) 

6. Isermann, R.: Supervision, fault detection and fault diagnosis methods-an introduction. Int. 
J. Control Engineering Practice 5(5), 639–652 (1997) 

7. Isermann, R., Balle, P.: Trends in the application of Model-based fault detection and diag-
nosis of technical process. Int. J. Control Engineering Practice 5(5), 709–719 (1997) 

8. Karpenko, M., Sepehri, N.: Neural network classifiers applied to condition monitoring of a 
pneumatic process valve actuator. Engineering Applications of Artificial Intelligence 15(3-
4), 273–283 (2002) 

9. Karpenko, M., Sepehri, N., Scuse, D.: Diagnosis of process valve actuator faults using a 
multilayer neural network. Control Engineering Practice 11(11), 1289–1299 (2003) 

10. Koj, J.: The Fault Sources of Pneumatic Servo-Motor-Control Valve Assembly. In: Pro-
ceedings of the III Polish Nat. Conf. on Diagnosis of Industrial Processes, Jurata, Poland, 
pp. 415–419 (1998) 

11. Leonhardt, S., Ayoubi, M.: Methods of Fault diagnosis. Int. J. Control Engineering Prac-
tice 5(5), 683–692 (1997) 

12. Louro, R.: Fault Diagnosis of an Industrial Actuator Valve. MSc Dissertation, Technical 
University of Lisbon, Portugal (2003) 

13. Rajakarunakaran, S., Venkumar, P., Devaraj, D., Rao, K.S.P.: Artificial neural network 
approach for fault detection in rotary system. Applied Soft Computing 8, 740–748 (2008) 

14. Seong, S.H., Hur, S., Kim, J.S., Kim, J.T., Park, W.M., Lee, U.C.: Development of diag-
nosis algorithm for the check valve with spectral estimations and neural network models 
using acoustic signals. Annals of Nuclear Energy 32, 479–492 (2005) 

15. Bouhouche, S., Yahi, M., Bast, J.: Combined use of principal component analysis and Self 
organisation map for condition monitoring in pickling process. Applied Soft Compu-
ting 11, 3075–3082 (2011) 

16. Subbaraj, P., Kannapiran, B.: Artificial Neural Network Approach for Fault Detection in 
Pneumatic Valve in Cooler Water Spray System. Int. Journal of Comp. Applications 9(7), 
975–8887 (2010) 

17. Venkatasubramanian, V.: A Review of Process Fault Detection and Diagnosis Part I, II & 
III. Computers and Chemical Engineering (2003) 



B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 349–357, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

A CAD System for Breast Cancer Diagnosis  
Using Modified Genetic Algorithm Optimized  

Artificial Neural Network 

J. Dheeba1 and S. Tamil Selvi2 

1 Department of Computer Science and Engineering, 
Noorul Islam University, Kumaracoil, TN 

deeps_3u4@yahoo.com 
2 Department of Electronics and Communication Engineering, 

National Engineering College, Kovilpatti, TN 
tamilgopal2004@yahoo.co.in  

Abstract. In this paper, a computerized scheme for automatic detection of can-
cerous tumors in mammograms has been examined. Diagnosis of breast tumors 
at the early stage is a very difficult task as the cancerous tumors are embedded 
in normal breast tissue structures. This paper proposes a supervised machine 
learning algorithm – Modified Genetic Algorithm (MGA) tuned Artificial 
Neural Network for detection of tumors in mammograms. Genetic Algorithm is 
a population based optimization algorithm based on the principle of natural evo-
lution. By utilizing the MGA, the parameters of the Artificial Neural Network 
(ANN) are optimized. To increase the detection accuracy a feature extraction 
methodology is used to extract the texture features of the cancerous tissues and 
normal tissues prior to classification. Then Modified Genetic Algorithm (MGA) 
tuned Artificial Neural Network classifier is applied at the end to determine 
whether a given input data is suspicious for tumor or not. The performance of 
our computerized scheme is evaluated using a database of 322 mammograms 
originated from MIAS databases. The result shows that the proposed algorithm 
has a recognition score of 97.8%. 

Keywords: Microcalcification, Mammograms, Computer Aided Detection, 
Neural Network, Texture Energy Measures, Genetic Algorithm.  

1 Introduction 

Breast cancer is the common disease among women in most parts on the world today. 
Screening mammography is one of the well known methods to detect breast cancer in 
woman at the early stage. Mammography reduces the mortality rate among women. 
The size of the tumor, age of the affected women, shape and stage predicts the  
survival rate. Early detection of breast cancer will increase the survival rate by 98%. 
Radiologists can predict signs of abnormalities with the help of visual clues in mam-
mograms. But these visual signs are delicate and in many cases the cancer tissues are 
masked by normal breast tissues and make detection a challenging task. 
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Computer Aided Detection (CAD) [7,8,10] system can help the radiologists in ana-
lyzing the mammograms in an efficient way. CAD systems are used for classification 
of abnormal and normal tissues in the breast with the help of certain features obtained 
from both the tissues (abnormal and normal). Breast cancer can be seen as calcifica-
tions or as masses. Microcalcifications (MC) are quiet tiny bits of calcium, and may 
show up in clusters or in patterns and are associated with extra cell activity in breast 
tissue. Scattered MC can indicate early breast cancer, which are usually a sign of 
benign breast cancer. MC in the breast show up as white speckles on breast x-rays. 
The calcifications are small; usually varying from 100 micrometer to 300 micrometer, 
but in reality may be as large as 2 mm. Tumor masses in the breast are breast tissues 
that is growing in an abnormal and uncontrolled way.  

According to American Cancer Society, some studies have shown that CAD can 
help find cancers that radiologist otherwise might have missed. A number of Comput-
er Aided Detection schemes have been adopted for the detection of MC clusters in 
mammograms. The CAD system will take a small ROI as a subject of recognition. 
The CAD system will also assists the radiologists towards potential abnormalities. 
Research in the field of applying intelligent algorithms for classification of tumor 
masses and calcifications have been conducted in last few years.  

Yu and Ling [1] have proposed a CAD system automatic detection of clustered mi-
crocalcifications in digitized mammograms. Using mixed features the potential mi-
crocalcification clusters are segmented, then the individual microcalcification cluster 
is segmented using 31 feature. The discriminatory power of these features is analyzed 
using general regression neural networks via sequential forward and sequential back-
ward selection methods. Netsch and Heinz-Otto [2], uses the Laplacian scale-space 
representation of the mammogram. First, possible locations of microcalcifications are 
identified as local maxima in the filtered image on a range of scales. For each finding, 
the size and local contrast is estimated, based on the Laplacian response denoted as 
the scale-space signature. A finding is marked as a microcalcification if the estimated 
contrast is larger than a predefined threshold which depends on the size of the finding.  

Berman Sahiner et al. used a Convolution Neural Network (CNN) classifier to 
classifier the masses and the normal breast tissue [3]. First, the Region of Interest 
(ROI) of the image is taken and it was subjected to averaging and subsampling. 
Second, gray level difference statistics (GLDS) and spatial gray level dependence 
(SGLD) features were computed from different subregions. The computed features 
were given as input to the CNN classifier.  

Cascio.D [4] developed an automatic CAD scheme for mammographic interpreta-
tions. The scheme makes use of the Artificial Neural Network to classify mass lesions 
using the geometric information and shape parameters as input to the classifier. Jong 
and Hyyun [5] proposed a three layer Backpropagation Neural Network (BPNN) for 
automatic detection of microcalcification clusters. Texture features are extracted to 
classify the ROI containing clustered MC and ROI containing normal tissues. Chen et 
al. [6] presents a new texture shape feature coding (TSFS) based classification method 
for classifying masses on mammograms. A texture shape histogram is used for generat-
ing various shape features of masses. Oliver et al, [9] presents a comparative study of 
various mass detection methods and also analyzes their advantages and disadvantages.  
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Texture analysis is an active field of research and large number of schemes for tex-
ture feature extraction has been proposed [13]. Christodoulos et al, [11] surveyed and 
compared multiple texture features for classification purpose in terms of accuracy and 
processing time and showed that Laws Texture Energy Measures (LTEM) takes less 
processing time. Anna et al. [12] suggests that LTEM has a best feature in analyzing 
texture of tissue for BC diagnosis and achieved 90% accuracy.  

A proper pattern classifier has to be employed to identify the true microcalcifica-
tion clusters. Classifiers like Artificial Neural Network (ANN) are powerful tool for 
pattern recognition as they have the ability to learn complex, nonlinear surfaces 
among different classes. Brijesh and John [14] has analyzed the classification perfor-
mance by varying the hidden neurons, momentum and learning rate and showed that 
there is an increase in classification accuracy when there is a proper parameter setting. 
Though ANN perform well, they have certain drawbacks due to the specific structure 
i.e. the back propagation (BP) algorithm employed to train the ANN will require the 
parameters (hidden neurons, learning rate, momentum factor) to be set manually. 
Moreover BP algorithms get trapped into a local minimum, which makes the  
algorithm entirely dependent on the initial parameter settings. To overcome these 
deficiencies, in this paper we propose a Modified Genetic Algorithm (MGA), which 
optimally designs the ANN for tumor detection. Parameters like the hidden neuron, 
learning rate, momentum factor are optimally selected thereby adjusting the connec-
tion weights. Genetic algorithms can be used to solve discrete optimization problems 
by searching the solution space [17]. In order to increase the computational efficiency 
of GA, an MGA is followed in this paper.  

2 Methods 

2.1 Mammographic Data Preprocessing 

The goal of preprocessing the image is to simplify recognition of tumors without 
throwing away any important information. Mammograms has breast region and is 
superimposed over complex background structures to which analysis is not necessary. 
One way would be to restrict the analysis to Region of Interest (ROIs) that do not 
contain any background. Preprocessing is done to the mammograms to remove nor-
mal background structures. The preprocessed image is considered as the ROI image, 
which is subjected to feature extraction phase. The proposed CAD mechanism is 
shown in Fig 1. 

 

Fig. 1. Block Diagram of the Proposed CAD System 
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2.2 Texture Feature Extraction  

In the feature extraction stage, texture features were extracted from the ROI contain-
ing MC and also from the ROI that does not contain MC. Texture contains important 
information, which is used by humans for the interpretation and the analysis of many 
types of images. Texture refers to the spatial interrelationships and arrangement of the 
basic elements of an image. Visually, these spatial interrelationships and arrange-
ments of the image pixels are seen as variations in the intensity patterns or gray tones. 
Therefore, texture features have to be derived from the gray tones of the image. The 
texture energy measures developed by Kenneth Ivan Laws at the University of South-
ern California have been used for many diverse applications [16]. A 2-D convolution 
kernel for texture discrimination is generated from the following set of 1-D convolu-
tion kernels of length five. The texture descriptions used are level (L), edge (E), 
spot(S), wave (W) and ripple (R). L5 = (1, 4, 6, 4, 1), E5 = (-1, -2, 0, 2, 1), S5 = (-1, 
0, 2, 0, -1), W5 = (-1, 2, 0, -2, 1), R5 = (1, -4, 6, -4, 1). 

From this above 1-D convolution kernels 25 different two dimensional convolution 
kernels (masks) are generated by convoluting a vertical 1-D kernel with a horizontal 
1-D kernel. To generate the Texture Energy Measures (TEM) at each pixel, these 
masks are convolved with the image pixel.  

2.3 Modified Genetic Algorithm 

Genetic algorithms are a general purpose search algorithm that uses principles from 
natural evolution. GA starts randomly by selecting an initial population of likely  
problem solutions. At each generation, each element of the current solution space 
(chromosomes) is evaluated and assigned a measure of its fitness. Based on the fitness 
value the chromosomes are selected for further genetic operations – selection, cros-
sover and mutation. In modified genetic Algorithm an improved evolutionary direc-
tion operator and also a modified mutation scheme is introduced which improves the 
solution search and also increase the solution diversity. 

Selection: Select an integer PN for population size and determine the problem space 

according the prior knowledge. The MGA employs the improved evolutionary direc-
tion operator (IEDO) [15] for selection of chromosomes. The IEDO chooses three 
best solutions in each generation and then obtain a new solution that is better than 

original best solution. A decision variable ix  is represented by a real number and is 

limited to lower and upper limit ( min
ix , max

ix ) i.e. ),( maxmin
iii xxx ∈ . Three sets of 

optimal chromosomes are obtained after each generation and these three chromo-
somes are selected based on the best fitness value. Fitness is the only information 
used to assess the performance of the individual members of a population relative to 
the rest of the population. The fitness is defined in equation (4). Since this selection 
process enhances the local searching process this will reduce the effort in searching 
the optimal solution.  
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Crossover: The three preferred individuals generated in the selection operation are 
used for crossover operation. This operation creates new individuals by combining 
parts from the three individuals. The process involves uniform random selection of 
crossover points between the three individuals. 35% of the individuals are selected 
from the first preferred individual, 25% of the individuals are selected from the 
second preferred individual and 15% of the individuals are selected from the third 
preferred individual. The remaining 25% of the population are randomly selected.  

Mutation: It is the process which creates new individuals by making changes in a 
single individual after the crossover operation. The mutation operation follows the 
migration operation [15] to generate a newly diverse population, which increases the 
search space. The nonuniform mutation operator is employed here. The new value 
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Where ni ...2,1= and n  the total number of individuals in a population PN ,τ  and 

ρ  are random numbers in the range [0, 1] 

     randomly generate initial population 
for 1=i  to sizepopulation _  

Calculate fitness value using equation (4) 
End 

While NOT termination condition do 
1. Select three Chromosomes using the IEDO operations 
2. Perform crossover operation over the individuals 
3. Perform improved mutation scheme using equation(1) 

for 1=i  to sizepopulation _  

Calculate fitness value using equation (4) 
End 

Choose the best solution based on fitness 
End while 

3 Classification Using MGA Tuned ANN 

The mammographic images used in this study originate from the MIAS database digi-
tal mammograms [16] generated by UK research department. The database contains 
left and right breast images of 161 patients. Its quantity consists of 322 images, which 
belongs to three types such as Normal, benign and malignant. The database has been 
reduced to 200 micron pixel edge, so that all images are 1024 x 1024. There are 208 
normal, 63 benign and 51 malignant (abnormal) images. The 322 mammographic  
images were manually classified by the radiologists into four different types of  
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abnormalities: architectural distortions, stellate lesions, Circumscribed masses and 
calcifications. 

In the proposed Modified Genetic Algorithm tuned Artificial Neural Network 
(MGAANN) method, ANN is applied for evolving fully connected feedforward 
Neural Network and is optimized with best network architecture by optimizing the 
number of neurons in the hidden layer, the learning rate and the momentum factor. 
Finding an optimal learning rate avoids major disruption of the direction of learning 
when very unusual pair of training patterns is presented. The main advantage of using 
optimal momentum factor is to accelerate the convergence of error propagation algo-
rithm. The number of neurons in the input layer and output layer is fixed based on the 

problem defined. Let IN  represents the size of the neurons in the input layer and 

ON  represents the size of the neurons in the output layer. The number of neurons in 

the input and output layer are fixed and they are same for the entire configuration in 
the architecture spaces. The number of hidden layers in this problem is restricted and 
made as one. The range of the optimization process is defined by two range arrays 

},,{ minminminmin McLrNhR =  and },,{ maxmaxmaxmax McLrNhR = where, Nh is 

the number of neurons in the hidden layer, Lr  is the learning rate and Mc  is the 

momentum factor. Let f  be the activation function and is defined as the sum of the 

weighted inputs plus the bias and is represented as, 

)( p
k

p
k sfy =                                        (2) 
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ky  is the output of the thk  neuron when a pattern 

p is fed, kjw ,  is the weight from the thj  neuron and kθ  is the bias value of the thk  

neuron in the hidden layer and it is defined by hyperbolic tangent activation function, 
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The fitness function sought for optimal training is the Mean Square Error (MSE) for-
mulated as, 
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Where p
kt  is the target (desired) output, op

ky , is the actual output from the thk neuron 

in the output layer o , for the pattern p  in the training set. With the framed fitness 

function the MGAANN algorithm automatically evolve a best solution. 
The algorithm has been designed in a framework of MATLAB 7.10, which aims at 

developing a CAD system for breast cancer detection. The optimally designed ANN 
has three-layer architecture: an input layer, hidden layer and an output layer. The 
number of neurons that structures the input layer is equal to the number of feature 
vectors extracted (25 TEM). The hidden layer neurons are optimally added to the 
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ANN and are defined by the hyperbolic tangent activation function as in equation (4). 
The output layer contains one neuron which discriminates presence of MC cluster. 
The neural network architecture space is defined over a multilayer perceptron with the 

parameters  },,{ minminminmin McLrNhR =  and },,{ maxmaxmaxmax McLrNhR = . 

For the classification experiments, the training samples in the features extraction 
phase are created by using 50 ROI’s. The individual tumor pixels are obtained from 25 
ROI’s (12 benign and 13 malignant cases). The abnormal areas are provided by the truth 
markings in the mammogram image of MIAS database. The non tumor pixels are ob-
tained from the remaining 25 ROI’s. The training dataset contain a total of 2050 TEM 
patterns from the MIAS database. These patterns contains TEM pixels including true 
individual microcalcification clusters, circumscribed masses, ill defined masses and also 
pixels indicating normal tissues that includes blood vessels and dense breast tissues. The 
optimization of MGAANN classifier is performed with the learning rate and the mo-
mentum constant varied from 0 to 1 and the hidden neurons varied from 31 to 200. The 
crossover probability of the MGA is chosen as 0.8 and the mutation probability is cho-
sen as 0.15. For this training a maximum of 500 generations are performed with a popu-
lation size of 50 and with 500 training epochs. During each MGA generation, the best 
fitness score (minimum MSE) achieved by the population at the optimum dimension is 
stored.  Using the proposed algorithm an optimized ANN is achieved with Nh =132, 

Lr = 0.00127 and Mc = 0.9041. Thus, the proposed algorithm yields a compact net-
work configuration in the architecture space rather than the complex ones as long as 
optimality prevails. Testing is done to all images in the database.  

Fig 2 shows the detection results for identifying tumor masses in mammograms. 
Fig 2 (a) shows the original mammogram image with ill defined masses present in it. 
Fig 2 (b) shows the result after the preprocessing procedure, i.e. the ROI area. Fig 2 
(c) shows the final output of the MGAANN classifier where the tumor mass region is 
marked using red circles.  

Fig.3 shows the detection results for identifying microcalcifications in  
mammograms. Fig 3 (a) shows the original mammogram image with microcalcifica-
tion clusters present in it. Fig 3 (b) shows the result after the preprocessing procedure, 
i.e. the ROI area. Fig 3 (c) shows the final output of the MGAANN classifier where 
the abnormal region is marked using red circles. The performance of MGAANN clas-
sifier is compared with the other classifier [18] and it shows a better results.  

                     (a)              (b)                (c) 

          

Fig. 2. Classification Results for ill defined tumor masses (a) Original Image (mdb013) (b) ROI 
Image (c) MGAANN Classifier output with classified masses 
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                     (a)                 (b)               (c) 

   

Fig. 3. Classification Results for Microcalcification (a) Original Image (mdb248) (b) ROI Im-
age (c) MGAANN Classifier output with classified microcalcification 

4 Conclusion 

In this paper a novel method is followed for classification of cancer in digital mam-
mograms. The MGAANN detects the tumor masses and microcalcification clusters in 
an efficient way. The algorithm developed here classifies mammograms into normal 
& abnormal. First, the mammogram image is enhanced using the thickening process. 
The Laws texture features are extracted and classification approaches using 
MGAANN shows good classification results. Using the mammographic data from the 
Mammographic Image Analysis Society (MIAS) database a recognition score of 
97.8% was achieved using the proposed approach. The inclusion of the IEDO opera-
tor in the MGA algorithm helps to efficiently search and explore the solution quickly. 
Moreover, the proposed approach has the following merits: easy to implement; better 
effectiveness than previous methods; robustness of algorithm; applicable to the larger-
scale system dealing with images. 
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Abstract. This paper presents an application of ANN based Pattern Recognition 
Technique for the differential protection of a two winding three-phase power 
transformer. It proposes a variation in feed forward back propagation neural 
network (FFBPNN) model, which makes the discrimination among normal, 
magnetizing inrush, over-excitation and internal fault currents efficiently. Fault 
conditions of the transformer are simulated using MATLAB/SIMULINK in or-
der to obtain current signals. The training process for the neural network and 
fault diagnosis decision are implemented using toolboxes on MATLAB. 

Keywords: Artificial neural network, differential protection, Pattern Recogni-
tion, Power transformer. 

1 Introduction  

Now-a-days, research on artificial intelligence and its applications has been in full 
swing, particularly in the field of pattern recognition [1, 4, 15]. The ANN-based algo-
rithms have been successfully implemented in many pattern or signature recognition 
problems. Because this particular protection problem can also be considered as a cur-
rent waveform recognition problem, the use of ANN seems to be a good choice. The 
ANN-based approach can detect healthy operating based on recognizing their wave 
shapes, more precisely, by differentiating them from the fault current wave shapes. It 
gives a trip signal in the case of internal fault only and exercises restraint under 
healthy, magnetizing inrush and over-excitation conditions. 

In power systems, transformer is one of the essential elements and thus transformer 
protection is of critical importance. There are a variety of protective relays to provide 
reliable and secure transformer protection. Although using the second harmonic re-
strain/blocking approach that was used in the past may prevent false tripping during 
inrush conditions, practice has shown that it may sometimes increase fault clearance 
time for heavy internal faults followed by CT saturation. Since the CT iron-core has a 
non-linear characteristic it saturates at high currents, or when DC is present in the 
primary current.   
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Now-a-days, differential relays are widely used to detect the internal faults of a trans-
former which involves converting the primary current and secondary currents in a 
common base and comparing them. In principle, this protection scheme makes use of 
current difference flowing through the different terminals of transformer so as to  
distinguish between internal fault and healthy operating conditions. The transformer 
differential relay should be designed such that it does not mal-operate during magnetiz-
ing inrush and over excitation conditions which fools differential relay [1]. Some re-
searchers have investigated the use of ANN methods for the same purpose [5, 6, 9, 10]. 

In this work, an attempt has been made to design a novel relay using ANN which 
can differentiate faulty operating condition from other healthy operating conditions 
based on the shape or pattern of the differential current signal. A two layered feed 
forward back propagation network has been developed to realise the relay. This net-
work consists of 48 inputs, 6 outputs. After experimenting with different number of 
hidden neurons, a network with 85 hidden neurons is finalised. Detailed description 
about these inputs and outputs is given in later sections. The ANN-based pattern rec-
ognition algorithm has been tested to evaluate the performance of the proposed 
method in terms of accuracy and speed, and the encouraging results were obtained. 

2 Power System Simulation for Pattern Generation  

A three-phase 220/110 kV power system including a 150 km transmission line has 
been used to produce the required test and training patterns. The simulation was done 
by means of Simulink (MATLAB version R2010b) software. Table 1 represents the 
associated data with this power system model. The condition system has been pro-
duced, as shown in Table 1, using this system to train the ANN. Faults are located at 
different points of transmission line. Also, they involve inrush current and over exci-
tation condition with different voltage angles and with different loads. Breakers are 
connected at different positions for creating different operating conditions. 

 

Fig. 1. Simulated three-phase power system model 
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Table 1. Condition system for Patterns Data Generation 

Condition 
system 

Normal:               When there is no fault. 
Internal fault:       3-phase fault is connected to Transformer  
                             secondary.  
Inrush:                  Breaker is closed at different voltage angles  
Over-excitation:   At different over voltages 

Load(MW) 200, 400, 600, 800 and 1000 

3 Neural Network Design and Simulation 

The developed ANN, the used network architecture is multi-layered with one input 
layer, one hidden layer, and one output layer. All layers are fully connected and of the 
feed forward type. The outputs are nonlinear functions of the input, and are controlled 
by weights that are computed during learning process. The used learning process is 
the supervised type, and the used learning paradigm is the back propagation (BP). The 
basic idea of this algorithm is using sensitivity (gradient) of the error with respect to 
the weights, to conveniently modify it during iteration steps. The paradigm realizes an 
optimum nonlinear mapping by associating the input training patterns to the output 
training patterns via the successive solutions to linear system of equations. This algo-
rithm is developed on the basis of the mean square error (MSE) method.  

3.1 Network Architecture and Training 

The first step to formulate the problem is identification of proper input and output set. 
Various architectures and combination of input sets were attempted to arrive at the final 
configuration with a goal of maximum accuracy. Keeping the number of outputs fixed 
at 6, the number of input neurons and the number of hidden neurons are varied, on trial 
and error basis, until it produced minimum error. Each of the differential currents (of 
each phase) is typically represented in discrete form as a set of 16 uniformly spaced (in 
time) samples obtained over a data window of one cycle i.e. at the sampling rate of 16 
samples per cycle or 800Hz. These samples are used for training and testing the devel-
oped ANN. Only one hidden layer is considered to simplify the architecture and number 
of neurons is varied from 20 to 120 to arrive at the final architecture. 

 

Fig. 2. ANN architecture 
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Table 2. Training function and parameters 

Adaption learning  
function 

learngdm Hidden / Output layer 
transfer function 

Tansig 

Training function Trainlm Performance function MSE 
Epochs 1000 Mu_dec 0.1 
Goal 0 Mu_inc 10 
Max-fail 100 Mu-max 108 

Min_grad 1e-10 Show 25 
Mu 0.001 Time Inf 
LEARNGDM- Gradient descent with momentum weight and bias learning function; TRAINLM- Levenberg –Marquardit 

back-propagation training function. 

 

After enough experimentation, a network with one hidden layer of 85 has been fi-
nalized, as shown in Fig. 2. All the architectures were trained for 1000 epochs. The 
training functions and parameters are given in Table 2.  

A software nprtool (Neural Network pattern recognition tool, a graphical user in-
terface) in MATLAB SIMULINK has been used for training process. Since the net-
work has to distinguish among four kinds of signals, 4 sets of example signals (cases) 
have been obtained for this purpose. These cases are normal, magnetizing inrush, 
over- excitation and internal fault currents.  

A total of 1836 training sets of samples (918 sets for healthy conditions and 918 
sets for different types of faults, by simulating for a period of 400mSec, i.e. 20 cycles) 
generated by SIMULINK in MATLAB, have been used to train and test the neural 
network.  Out of these 1836 training sets of samples,   10% samples are used for vali-
dation and another 10% are used for testing purpose during training process.  

 

Fig. 3. (a). Normal condition 

 

Fig. 3. (b). Inrush condition 
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Fig. 3. (c). Over-excitation condition 

 

Fig. 3. (d). Internal fault condition (L-G Fault) 

The network consists of 48 inputs. These 48 input values are combination of 3 sets 
of data, each set comprising of 16 differential current samples from each phase. For 
each case, signals are sampled at the sampling rate of 16 samples per cycle. This data 
is fed to the ANN in moving window format, i.e. first set of input consists of 1 to 16 
samples, 2nd set consists of 2 to 17 samples and so on. Hence, at any instant of time, 
the ANN will have the latest full cycle data from each phase. The simulated wave-
form patterns that are used to train the ANN are presented in Fig.3. 

On the other side, the ANN will generate 6 outputs, each for 6 different operating 
conditions, namely, :Normal:, :Inrush:, :Over excitation:, :Fault @ Phase-A:, :Fault @ 
Phase-B: and :Fault @ Phase-C:. The values of these outputs are always either ‘1’ or 
‘0’, ideally. Hence the outputs of the network have a unique set (e.g., 100000 = nor-
mal, 010000 = inrush, 001000 = over-excitation, 000100 = L-G Fault at phase-A, 
000011 = 2L-G fault at phases B and C). This network monitors all the conditions 
occurring in the power transformer and it issues the trip signal only in the case of 
internal fault condition i.e. when output is anyone from ‘000100’ to ‘000111’.  

3.2 Testing algorithm  

Once the training process is completed the network is ready for testing. The network 
is then fed with new samples that are not used for training. The proposed fault detec-
tion algorithm is shown below in the form of flowchart. Before confirming the operat-
ing condition as faulty condition and issuing a trip signal, the algorithm first checks 
for any possible occurrence of inrush and over excitation conditions i.e., for cases that 
produce an output like ‘010010’ (inrush and fault @ phase B) or ‘001100’ (Over exci-
tation and Fault @ phase A). This verification process is only to improve the 
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Fig. 4. Flowchart of the proposed algorithm 

reliability of the system. In the actual case, the above mentioned cases have very less 
probability to occur, as the proposed algorithm successfully differentiates the fault 
conditions from other operating conditions. 

4 Network Performance and Numerical Results 

Concerning the ANN architecture, parameters such as the number of inputs to the 
network and the number of neurons in the hidden layer were decided empirically. This 
process involves experimentation with various network configurations. The learning 
process was terminated after 1000 epochs. The best validation performance was 
0.0019446 for the proposed network and was within acceptable limit. The proposed 
network responds in a very adequate way, performing the discrimination among nor-
mal, inrush, over-excitation, and internal fault currents correctly for all cases. Fig.5 
shows the performance graphs and Table 3 shows the performance results of different 
topologies.  

Another important thing in ANN based protection scheme is its speed of issuing 
trip signal with maximum accuracy. The proposed network produced an output of ‘1’ 
when the 10th sample of the fault pattern is detected. That means it takes just above 
half cycle period to detect the fault. However, taking the repeatability and accuracy of 
the proposed method into consideration, a value more than 0.999 can be considered as 
acceptable value to issue the trip signal. This is produced when 6th or 7th sample of the 
fault pattern is detected, which is less than a half cycle period. The tested output  
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Acquire Digital Differential Current Data 

Store the Data in Memory 
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Feed the Data to Ann and Run 

Inrush? 
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Fig. 5. Learning performance over 1000 epochs  

Table 3. Performance of ANN with 48 inputs, 6 outputs, and variable no. of hidden 

ANN topology Best validation performance 

48_20_6 0.0847823 

48_40_6 0.0152743 

48_60_6 0.0090561 

48_85_6 0.0019446 

48_ 96_6 0.0041062 

48_ 120_6 0.0100366 

Table 4. Tested output for both the architectures 

Operating 
condition 

Outputs 

1 
O             T 

2 
O                  T 

3 
O                 T 

4 / 5 / 6 
O                 T 

Normal 0.99938 1 0.00017 0 0.00036 0 0.01952 0 

Inrush 0.00085 0 1 1 0.00021 0 0.00046 0 

Over-excitation 0.00526 0 0.00011 0 0.99994 1 0.00772 0 

Internal fault 
(any phase) 

0.00916 0 0.00018 0 0.00392 0 0.99921 1 

T = Target ; O = actual output; 
 

results for different operating conditions when 6th sample of fault or inrush or over 
excitation pattern is detected is shown in Table 4. 

5 Conclusion 

In this paper a feed forward back propagation neural network model for protection of 
three-phase power transformer have been proposed. The 48_85_6 architecture could 
correctly discriminate among the different conditions in power transformer such as 
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normal, magnetizing inrush, over-excitation and internal fault conditions. The FFBPNN 
based pattern recognition method is efficient in solving classification problems and a 
differential relay can be considered as a classifier which identifies what kind of event 
occurs on the network. The ANN has been trained for all the possible sets of simulated 
data under different operating conditions of transformer. ANN based differential relay-
ing for power transformer shows promising security, accuracy and speed. 
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Abstract. The study proposes a modified RBF with better network learning, 
convergence, error rates and classification results which involves spatial 
information data points using Gaussian Mixture Model (GMM) and Expectation 
Maximization (EM) algorithm for automatic biomedical brain tumour detection. 
The model was used to predict the brain tumour type (benign or malignant). 
The results showed outperformance of GMM-EM model with spatial points 
than the standard RBF model.A classification with a success of 85% and 90.3% 
has been obtained by the classifiers for RBF and RBF-GMM model. 

1 Introduction 

Human analysis is intuitive and subjective.  Computers perform objective and 
quantitative analysis. The application of machine learning techniques to automatic 
analysis of biomedical images is in high demand. Magnetic resonance imaging (MRI) 
is often the medical imaging method of choice when characterization of brain tissues 
is essential for brain tumor. An alternate to Multilayer Perceptron network and Back 
Propagation Network is Radial basis functions which have been extensively used for 
interpolation, regression and classification due to their universal approximation 
properties and simple parameter estimation.  

1.1 Problem Definition  

Brain tissues classification into cancerous or non-cancerous automatically is 
imperative for research and clinical diagnosis. Use of artificial neural network expel 
in the supervised techniques .One such network is Radial basis neural networks.  Data 
identical distribution is indistinct in regression models. The data in two given sets are 
self-sufficient when characterizing it. But in case of spatial data, the information is 
reliant on each other. In traditional RBF, spatial information is ignored. Only identical 
distribution is measured [7]. Spatial auto-correlation is incorporated in the model of 
RBF network and investigation of the algorithm in brain tumor classification analysis 
is to be performed. 
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2 Proposed Modified Radial Basis Function Network (MRBFN) 
for Brain Tumor Classification 

The contextual and structural data is not obtained after the segmentation and 
classification stage[1]. In spectral classification, it is inferred only to which class it 
belongs to. To yield good recognition of intrinsic properties (i.e. attributes such as 
size, shape, and length) and semantic knowledge (i.e. spatial relations among different 
objects of data) spatial information is to be incorporated in the model. Spatial and 
temporal prior knowledge can be incorporated using Gaussian processes. It can be 
accurately modelled via a Gaussian Mixture Model (GMM) i.e., data distribution can 
be expressed as a mixture of multiple normal distributions and spatial points [6]. 
Expectation Maximization (EM)is  used for density estimation of data points in an 
unsupervised setting, where the membership of any given point to the clusters is not 
complete and can be fractional and where ability to deal with missing data and 
observe unidentified variables. 

2.1 Proposed MRBFN Algorithm  

Given a sufficiently large number M of Gaussian kernels and the freedom to adjust 
center μm and width ơm for each kernel, RBF networks can achieve arbitrarily small 
error. A mixture model in input space assumes that data distribution p(x) to be 
represented as a linear combination of H kernels jΦ (x) for conventional RBF as 


=

=
H

1j
j (x)Φp(x)

                                                 
(1) 

For the proposed RBF, the model is  

     
=

=
H

1j

(x)jP(j)Φp(x)                                                 (2) 

where 0 ≤ P( j) <1 are mixing coefficients (weighted )that satisfy the constraint. 

   
=

=
H
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1P(j)                                                           (3) 

GMM is a parametric model used to estimate a continuous probability density 
function from a set of multi-dimensional feature observations [2]. The GMM of K 
multidimensional Gaussian components given by for conventional is:  


=

=
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)kΣ,kμ|N(xp(x)

                                               

(4) 
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For the modified weighted RBF it is given by  


=

=
k

1k
kkk )Σ,μ|N(xp(x) π

`

                                       (5) 

where πk, µk  and ∑k   are mixing coefficients, mean and covariance respectively. The 
parameters of GMM are estimated by Expectation Maximization (EM) algorithm[2].  

The steps to carry out the EM algorithm, (E step) are as follows: 

1) Initialize the means µk and co variances ∑k and mixing coefficients πk. 
2) Evaluate the initial value of the log likelihood. 
3) Evaluate the responsibilities using the current parameter values:  
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The steps to carry out the EM algorithm, (M step) are as follows: 

1) Initialize the means µk and co variances ∑k and mixing coefficients πk .  
2) Evaluate the initial value of the log likelihood. 
3) Re-estimate the parameters using the current responsibilities:                                          
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4)   Evaluates log likelihood and check for convergence of  either the parameters  
or the log likelihood: 
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=                          (10) 

5)   If the convergence criterion is not satisfied, return to the E step. 

The algorithm minimizes the squared difference between outputs and their 
corresponding target values using a gradient descent procedure. For a given pair{x, t} 



 Modified Radial Basis Function Network for Brain Tumor Classification       369 

of input x and its corresponding target t , a constrained optimization network error is 
applied, which penalizes small radii [5]. The optimization objective is:    


=

+
=

−
=

=
M

1k r

1α2)
M

1k

k
ntn
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2
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                                    (11) 

where rk is the radius of cluster k. α is a small regularizing parameter, estimated by 
cross validation on the training data. Constraint covariance matrices for the GMM, 
uses the diagonal or spherical covariance or full covariance types [3].The gradient 
descent algorithm error as  in (9) is employed. The constraint is spatial autocorrelation 
exists, that is, yi is not only affected by its own xi, but also by xj and yj of its neighbors 
sj ∈ N(si). RBF coupled map lattice is used as spatial temporal predictor to model the 
brain tumour image classification to detect cancerous portion. The input is fused by 
weighted averaging each site and its neighbors. When P( j) and  πk  is 0, in (1) and (7),  
system is purely temporal i.e. stronger the spatial effect , larger  πk   or α  will be used. 

2.2 MRBFN for Brain Tumor Classification  

Feature selection reduces the dimensionality of feature space, removes redundant, 
irrelevant, or noisy data. The sequence of steps to image classification includes 
histogram equalization, binarization, morphological operations, and region isolation 
and feature extraction. A set of statistical invariant features implemented are: 

Table 1. Satistical Features Evaluated 
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The specimen images for training and testing the neural was gathered from PSG 
Hospitals, Coimbatore. The images are digitalized in 512x512; 12bit per pixel from 
MR Avanto 1.5T MRI scanner.  Table 2 denotes the performance accuracy rates. 
Around 72 real time image datasets were used for training and testing. 
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Table 2. Performance accuracy rates for the classifiers 

Method TP  TN FP FN Sensitivity   
 % 

Specificity 
  % 

Accuracy   
     % 

RBF 22 29 1 8 0.73 0.967 0.85 

MRBF 27 29 1 3 0.9 0.96 0.903 

 

Fig. 1. Density Estimation for RBFN and MRBFN 

 

Fig. 2. Error function for RBFN and MRBFN 

3 Discussion  

Spatial information is ignored in conventional RBF networks which fail to give 
satisfactory results on spatial data. Spatial information fusion into RBF networks by 
fusing output from hidden and output layers is done by πk or α (or weighted or mixing 
factor) coefficient. MSE keeps decreasing as α grows within [0, 1] and it achieves the 
lowest value around α =1.Once α exceeds 1, MSE soon increases sharply at a larger 
rate than its previous decreasing rate. The error of the cost objective cost estimation in 
MRBFN converges faster as in figure 2. In case of LMSE error, in conventional RBF 
the error co-efficient increases monotonically and converges after more number of 



 Modified Radial Basis Function Network for Brain Tumor Classification       371 

iterations. Inclusion of spatial data points, increase the probability density function as 
in figure 1 when compared to conventional RBF with only identical distribution 
points.  

4 Conclusion  

This paper shows MRBF, with respect to algorithm design, the main distinction of the 
proposed modified RBFN is inclusion of α, with its weights from 0 to 1. Further 
geometrical properties like moments, can be implemented to further classify the 
grades of tumor along with cystic component and solid component with white matter 
and grey matter. There are other locations where spatial information can be pushed 
into RBF networks, for instance, the center selection which will prove more superior 
in performance. The modified RBFN outperforms in full covariance because the 
principal axes of the basis functions is parallel to that of its feature space in diagonal 
covariance 
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Abstract. In order to mine useful information from huge datasets development 
of appropriate tools and techniques are needed to organize and evaluate such 
data. However, ultra high dimensionality of data poses serious challenges in da-
ta mining research. The method proposed in the paper encompasses a new strat-
egy in dimensionality reduction by attribute clustering based on the dependency 
graph of the attributes. Information gain, an established theory of measuring 
uncertainty and quantified the information contained in the system, of each 
attribute is calculated that expresses dependency relationship between the 
attributes in the graph. The underlying principles able to select the optimum set 
of attributes, called reduct able to classify the dataset as could be done in pres-
ence of all attributes.  The rate of dimension reduction of the datasets of UCI 
repository is measured and compared with existing methods and also the classi-
fication accuracy with reduced dataset is calculated by various classifiers to 
measure the effectiveness of the method.  

1 Introduction 

Data mining [9, 10] is the process of discovering non-trivial, previously unknown and 
potentially useful information from large volume of data [8, 9].  Data mining research 
becomes popular as the scale of data has increased due to the advent of data 
processing and computing technology [1, 3]. Data preprocessing is an essential step to 
develop efficient data mining techniques, which are able to forecast future trends and 
activities in support of the mankind. 

Feature selection [2, 3] is an important preprocessing step applied to reduce dimen-
sionality of data and complexity of data analysis. Rough set based reducts [4, 5], sta-
tistical methods [6, 7] and correlation-based methods [20] have contributed towards 
improving attribute reduction techniques over quite a long period of time. Statistical 
methods are generally lower in computational complexity compared to the rough 
reducts and the correlation-based methods. However, there is no loss of information 
in generating reducts, resulting better accuracy in prediction.  
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Feature selection effectively reduces dimensionality of data by removing redundant 
attributes resulting improvement in classification accuracy. The goal of feature selection 
is to avoid selecting too many or too few features than is necessary.  If too few features 
are selected, there is a high chance that the information content in the set of features is 
low. On the other hand, too many (irrelevant) features consist of noise that may over-
shadow the relevant information required for classification.  Hence, a trade-off is essen-
tial that must be addressed while developing algorithms for feature selection so that 
classification accuracy is improved by reducing the influence of noise.  

In the proposed method information gain, an established theory of measuring un-
certainty and quantified the information contained in the system, of each attribute is 
calculated that expresses dependency relationship between the attributes. An informa-
tion gain (IG) table consisting of IG of attributes is constructed expressing dependen-
cy relationship among the attributes. The table is reduced by removing the attributes 
don’t have significant influence to classify the objects. Functional dependencies of 
these attributes are used to construct a dependency graph [11]. Vertices of the graph 
represent attributes while edges represent the degree (in-degree / out-degree) of de-
pendency of the attributes.  Depending on the in-degree/out-degree values, the 
attributes are clustered [18, 19] and elements (attributes) of each cluster are sorted in 
ascending / descending order. Within each cluster the attributes are further grouped 
considering their ordered in-degree/out-degree value and score of each group is com-
puted, which signifies that each attribute in same group are related to each other. The 
overall process is repeated for dataset in each group. The process terminates when 
each group contains either exactly one attribute or no further grouping is possible. 
Since, the attributes in a group are dependent with each other and independent with 
the attributes in other group, selecting arbitrarily single attribute from each cluster 
provide a compact set of attribute called reduct.  

In the experiment, the rate of dimension reduction of the datasets collected from 
UCI machine learning repository [17] is measured and compared with existing me-
thods [14, 15] and also the classification accuracies with reduced datasets obtained by 
proposed as well as existing methods are calculated by various classifiers [9, 10] to 
measure the effectiveness of our method.  

The paper is organized as follows: Proposed Functional Dependency (FD) among 
the attributes and their degree of dependencies are described in section 2.  Single re-
duct generation based on partitioning of the attributes is discussed in sedction 3. Ex-
perimental results obtained for various benchmark datasets are described in Section 4 
and finally, conclusion is summarized in section 5. 

2 Functional Dependency of the Attributes 

Information gain is the concept, applied intuitively towards reduction of uncertainty 
in classifying objects with respect to some given attributes. Uncertainty is measured 
using information entropy that quantifies the expected value of the information con-
tained in the attributes of objects. Uncertainty relative to a given value of an attribute 
(feature) is called conditional entropy. The entropy H(X) of a variable X is defined in 
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equation (1) and conditional entropy H(X/Y) is referred as entropy of X after observa-
tion of variable Y, given in equation (2).  ( ) =  ∑ ( ) log ( )                                            (1) =  ∑ ( ) ∑                                        (2) 

Where P(xi) is the prior probability of ith  value of X, P(Xi/Yj) is the post priori proba-
bility of X with the given values of yj where j = 1, 2, .., N;  number of variables.  

The information gain of a given attribute X with respect to attribute Y is denoted by 
IG(X/Y) and described as the difference between the entropy and conditional entropy, 
defined in equation (3).       = ( )                                              (3) 

According to the measure of information gain, a feature Y is regarded to be more cor-
related to feature X than to feature Z, if IG(X/Y)>IG(Z/Y). Symmetry is a desired 
property for correlations between features.  However, information gain is biased in 
favor of features with higher values and so by using the information gain metric it is 
easier to remove the redundancy in the datasets. 

Information gain (IG) is used to compute functional dependency of each attribute 
with respect to others, based on which, the dependency graph is constructed. Each 
attribute of the dataset is mapped as vertex of the graph while edges represent depen-
dency relationship among the attributes. In-degree and out-degree of the vertices are 
calculated denoting degree of dependency of an attribute on other attribute and takes 
an important role to partition the attribute set. The algorithm to compute the function-
al dependency among the attributes is described below: 

 
Algorithm: Functional_Dependency_of_Attributes (DS, IG) 
 Begin 
  u=1/*Compute functional dependencies of attributes */ 
   For J = 1 to N do     
    {sum = 0;      
     For I = 1 to N do 
       {If ( I != J) 
        sum = sum + IG (I,J); /* sum of column    value 

of each attribute */ 
        }  /* end of I loop */ 
      avg=sum/(N-1);/*average value of each attribute*/ 
         /*Compute the attribute dependency matrix FD*/  
      For I = 1 to N do 
       {If ( I!= J ) then 
          { If ( IG(I,J) > avg ) then 
       /*gain of Ith attrib given Jth attrib > avg gain*/             

       {v = 1;                        
              FD[u][v]=J;/*calculation of FD*/ 

        v + +;/*increment the column value */          
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        FD[u][v] = I ; 
        u++;    /* increment the row value */  

             } 
           } 
      }    /* end of I loop */ 
  }     /* end of J loop */ 
End 
 
Algorithm: Degree_of_Dependency (DS, FD) 
/*Compute in & out degree of attrib in DS from FD and 

store in 1st and 2nd columns array deg[][]respectively */ 
Begin 
  u=u-1; /*u is the number of Functional dependencies*/ 
  For I = 1 to N do     
     {/* compute in and out degree for each attribute*/ 
      deg[I][1] = deg[I][2] = 0;                           
     For J = 1 to u – 1 do      
       {/*compute the in and out degree of Ith attrib*/  
         If( FD[J][1] = = I) then     /*out-degree*/ 
             deg[I][1]++; 
         If( FD[J][2] = = I)     /*in-degree*/ 
             deg[I][2]++; 
        }   /* end of J loop */ 
      }  /* end of I loop */ 
End 

3 Partitioning of Attributes and Reduct Formation 

The attributes with same in-degree are grouped together, partitioning the attributes 
with their in-degree values;   CLUSin-degree = {IN_GR1, IN_GR2, …., IN_GRm}, where 
the groups are arranged in ascending order based on their in-degree.  Similarly, the 
groups are arranged in descending order with respect to their out-degree and obtain 
the cluster CLUSout-degree = {OUT_GR1, OUT_GR2, …., OUT_GRn}. Such ordering of 
the groups implies that higher the out-degree of a vertex (attribute), more attributes 
are dependent on that attribute and so it provides important information about the 
system. Similarly, lesser the in-degree value of a vertex means corresponding attribute 
has less dependency on other attributes and so provide valuable information about the 
system.  

The rank functions Rfin and Rfout are defined on the domain sets CLUSin-degree  and 
CLUSout-degree to map the groups in the clusters using the indices, as given below in 
equation (4) and (5).   

Rfin(x) = Ix        (4)     where, x ϵ CLUSin-degree  and Ix is the index of x in CLUSin-degree  

Rfout(x) = Iy      (5)      where, y ϵ CLUSout-degree and Iy is the index of y in CLUSout-degree 
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Based on the rank of the element, score of each attribute is computed using equation 
(6) where for each attribute Ai in A, it’s associated groups g1 and g2 with respect to 
CLUSin-degree and CLUSout-degree  are obtained. ( ) =  ( )  ( )                                         (6) 

Thus, equal importance is given to both the in-degree and out-degree of the attributes 
to measure their score value. The attributes with same score are correlated with each 
other and so, based on scores the attributes are partitioned as described by the algo-
rithm below: 

 
Algorithm: Partition_based_on_Attribute_Score(SCORE,CLUS) 
Begin /*Partition of attrib according to their score*/ 
   CLUS = Ø  /*2-D array, contains cluster of attrib*/               
   row = 1; 
   While(1) 
   {/*select minimum score*/ 
      min = First non-negative value in array Score;  
     For I = 1 to N do     
       { If ((min > SCORE[I]) && (SCORE[I] > 0)) then 
            min = SCORE[I]; 
       } 
         If (min = = -1) then 
           break;/*partitioning done, outside of loop*/  
      For I=1 to N do /*this loop compute one cluster*/ 
       { If (SCORE[I] = = min) then 
          { 
             SCORE[I] = -1; 
            CLUS [row] = CLUS [row] ∪ {AI} 
          } 
       } 
     row = row + 1;  
    }    /* end of while loop */ 
  No_in_clstr = row – 1; /*number of clusters in CLUS*/ 
End 

Each new partition is attempted for partitioning again and the process is repeated until 
no more partitioning is possible. Thus, the final partitions are either singleton set or set 
of attributes. Then, the reduct is obtained for the decision system by combining all the 
singleton partitions and one arbitrarily selected attribute from each of the rest partitions.  

4 Results and Discussions 

The proposed method computes a single reduct for the bench mark datasets selected 
from UCI machine learning repository [13].  At first, all the numeric attributes are 
discretized by ChiMerge [16] discretization algorithm. To measure the efficiency of 
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the method, k-fold cross-validations, where k ranges from 1 to 10 are carried out on 
the reduced datasets and classified using “Weka” tool [12]. The method is illustrated 
with iris dataset.    

The iris dataset consists of 150 objects and 5 attributes.  The last column represents 
the decision attribute with 3 class labels Iris-setosa, Iris-virginia and Iris-veritosa 
while remaining attributes Sepal Length, Sepal width, Petal Length and Petal width 
represent condition attributes of the sample decision system, renamed for simplicity 
as A, B, C and D respectively. For each condition attribute X, individual entropy H(X) 
is computed, using equation (1). Next, the conditional entropy for each attribute is 
calculated using equation (2) and conditional information gain IG(X/Y) is calculated 
by equation (3), described in Table 1. 

Table 1. Conditional information gain for attributes 

 A B C D 

A × 0.064 0.207 0.203 
B 0.045 × 0.098 0.114 
C 0.191 0.143 × 0.355 
D 0.191 0.033 0.345 ×
Average information 
gain of the system 0.142 0.08 0.217 0.224 

                                            
From the information gain (IG) table (Table 1), the average information gain of the 

system is calculated. In particular, if attribute A is known, then the average informa-
tion gain of the system is 0.142. However, the conditional information gain of 
attribute B is 0.045, which implies that for known attribute A, B does not gain much 
information. Therefore, B is not dependent on A. But attributes C and D gain much 
information because respective IG value is more than the average information gain of 
the system.  So C and D are dependent on A. Thus, A → C and A → D are obtained. 
Similarly, for other known attributes, dependencies are computed and the following 
attribute dependencies are obtained: A → C, A → D, B → C, C → D, D → C.  

Now the dependency graph G = (V, E) is constructed so that attributes in the de-
pendency diagram are the vertex set V and there is an edge E (vi, vj) if and only if vi → 
vj. Fig. 1 shows the dependency graph. Now, from the graph, in-degree and out-
degree of each attribute are computed as shown in Table 2 and attributes are clustered 
based on their in-degrees and out-degrees.  

                                                            Table 2. Degree of Dependency 

                       
Fig. 1. Attribute Dependency graph            

  Given Attribute 
Attribute 
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Here, two clusters CLUSin-degree and CLUSout-degree are obtained where, CLUSin-degree 
= {{AB}, {D}, {C}} and CLUSout-degree ={{A}, {BCD}}. Then, the score of each 
attribute in a group is calculated using equation (6), where, score (A) = 1, score (B) = 
1.5, score (C) = 3.5 and score (D) = 2.5.  Since, score of each attribute is distinct, four 
partitions each with single attribute is obtained which are: {A}, {B}, {D}, {C}.  

The proposed method and well known dimensionality reduction methods such as 
‘Cfs Subset Eval’ (CFS) method [14], ‘Consistensy Subset Evaluator’ (CON) method 
[15] are applied on various datasets and results are listed in Table 3. It shows that the 
rate of dimensionality reduction is better in the proposed method in most of the datasets 
compare to CFS and CON methods. The method is not only reducing more attributes 
but also it is observed that the accuracy of various classifiers for reduced dataset by 
proposed method is compatible with that obtained by CFS and CON methods.  

Table 3. Attribute reduction and accuracy comparison for different datasets 

Datasets 
(# attributes) 

Methods  
(reduced  

# attributes) 

Classifiers 

PART Bagging MCS Naïve 

Baye
s 

Average 

Iris (4) Proposed (4) 94 94 94 96 94.50 
Cfs (2) 91 94 93 92 92.50 
Con (2) 91 94 93 92 92.50 

Wine (13) Proposed (6) 96 97 98 98 97.25 
Cfs (11) 93 95 98 97 95.50 
Con (5) 94 95 96 97 95.50 

Heart (13) Proposed (8) 77 83 84 89 83.25 
Cfs (7) 76 81 84 86 81.75 
Con (10) 74 81 84 84 80.75 

Credit (15) Proposed (9) 88 91 89 76 86.00 
Cfs (7) 85 84 87 75 82.75 
Con (13) 86 85 86 76 83.25 

Vehicle (18) Proposed (11) 68 69 71 53 65.25 
Cfs (11) 63 66 65 48 60.50 
Con (7) 65 66 64 42 59.25 

5 Conclusion 

Data Mining is not the answer to all problems and sometimes it has been over empha-
sized. It is expensive to carry out the entire process and therefore has to be thought 
out clearly. Feature selection approaches reduce the complexity of the overall process 
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by allowing the data mining system to focus on what is really important. Thus, the 
data mining knowledge produced is found more meaningful. Also the new users / end 
users will get better results quickly. The proposed method encompasses a new strate-
gy in dimensionality reduction by attribute clustering based on the dependency graph 
of the attributes. The method strongly based on the graph theory and information gain, 
an established theory of measuring uncertainty and quantified the information  
contained in the system. The rate of dimension reduction of the datasets of UCI repo-
sitory is measured and compared with existing methods and also the classification 
accuracy with reduced dataset is calculated by various classifiers to measure the effec-
tiveness of the method.  
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Abstract. The multiple criteria decision-making method (MCDM) VIKOR is 
based as the aggregating function representing “closeness to the ideal”, which 
originate in the compromise programming method. Linear normalization is used 
in VIKOR to eliminate the units of criterion functions. The VIKOR method 
preceded by Fuzzy AHP which usually calculates the weights of criteria in con-
tinuity, determines a compromise solution, presenting the maximum “group 
utility” for the “majority” and a minimum of an individual regret for the “oppo-
nent”. In this paper the authors have shown single objective optimization model 
first, then balance it with multiple objectives in management process. As for 
case study, construction project management has been considered. It involves 
objectives as duration, cost, quality, resource leveling etc. On the basis of that, 
the paper has proposed an integrated fuzzy multi-objective optimization model 
of duration, cost, quality and resource leveling. 

Keywords: MCDM, VIKOR, Compromise Solution, Fuzzy AHP. 

1 Introduction 

Many papers have proposed analytical models as aids in conflict resolving situations. 
Among various approaches available for conflict management, one of most prevalent 
is multi-criteria decision making (MCDM).  It may be considered as a complex and 
dynamic process having engineering level [1] and managerial level. The engineering 
level of MCDM process defines alternative criteria and points out the consequences 
of selecting any one of them from the viewpoint of various criteria. The level also 
performs multi-criteria ranking alternatives. Managerial level defines the final optimal 
alternative at which public official called “decision makers” have the power to accept 
or reject the solution proposed by engineering level [2-3]. 

MCDM is the approach dealing with ranking and selection of one or more vendors 
from a pool of providers in the current case study. Therefore, an effective framework 
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for comparison based on the evaluation of multiple conflicting criteria is the need. 
MCDM has been one of the fastest growing areas of project selection and manage-
ment domain, as it is often directed that many concrete problems can be represented 
by several conflicting criteria. The decision process of selecting appropriate alterna-
tives usually deal with many factors for instance organizational needs, goals, risks, 
benefits and limited resources etc.   A compromise solution for a problem with con-
flicting criteria can yield the decision maker to reach the final decision. The founda-
tion for compromise solution was established by [2] and [4] . The VIKOR method 
was proposed as one applicable technique to implement within MCDM [5]. 

In this paper, Analytic hierarchy process (AHP) which is improved under fuzziness 
to find the weight [6] of the criteria. Then VIKOR method have been used on  
modeling aggregating function by linear normalization[7], in order to reveal the best 
compromise solution. 

2 Model Establishment 

Duration, cost and quality, resource leveling are some criteria, which considered as 
objectives and involves in construction project management. It is obvious to integrate 
and make a equilibrium multi-objective in management process, while in engineering 
practice decision maker tend to analyze an optimize time and cost objective. Re-
searchers now-a-days have made interesting contribution on time, cost, quality and 
resource leveling equilibrium. Some of them, emphasized on single objective quality 
and resource leveling model. As it is known if single objective deals with shortest 
duration, lowest cost, highest quality and smallest resource leveling coefficients, so 
the ultimate goal is to construct a multi-criteria optimization model. On this basis the 
current researchers proposed a MCDM model as follows : 

1φ  = min (Duration),  2φ  = min (cost),  3φ  = min (time),       4φ  = max (Quality) 

Further characterizing this multi-objective model the current researchers define four 
sub objective models which conflict with each other. So it is necessary to choose a 
scheme which make the sub objective close to the optimum. This paper deals with 
Fuzzy AHP[8] and VIKOR[9]-[10] method to solve the above problem.   

3 Fuzzy-AHP Method 

The fuzzy AHP technique can be viewed as an advanced analytical method developed 
from the traditional AHP. According to the method of Chang’s (1992) [8] extent 

analysis, each criterion is taken and extent analysis for each criterion, ig ’s performed 

on, respectively. Therefore, m extent analysis values for each criterion can be ob-
tained by using following notation : 
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1

igM  , 2

igM , 3

igM , 4

igM , 5

igM ................................ 
i

m
gM  , Where  ig  is the goal 

set ( i = 1,2,3,4,..................n) and          all 
i

j
gM  ( j = 1,2,3,4,........m) are Triangular 

Fuzzy     Numbers( Tens). The steps of the analysis can be given as follows: 

Step 1:- The fuzzy synthetic extent value ( iS ) with respect to the ith criterion is de-

fined as equation (1):- iS = 
1
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m
j

g
j

M
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1
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j
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 ])                                    (1) 

To obtain (2) :-                                
1

i

m
j

g
j

M
=
                                                               (2) 

Perform the fuzzy addition operation of m extent analysis values for a particular 
matrix given in equation (3) below, at the end step of calculation, new (l, m, and u) set 

is obtained and used for the next  
1

i

m
j

g
j

M
=
   = ( 

1 1 1

, ,
m m m

j j j

j j j

l m u
= = =
   )                        (3) 

Where l is the lower limit value, m is the most promising value and u is the upper 

limit value and to obtain (4)         (1 / [
1

n

i=


1
i

m
j

g
j

M
=
 ])                                              (4) 

Perform the fuzzy addition operation of 
i

j
gM  (j =1, 2, 3, 4 ...m) values given as 

equation (5)                          
1

n

i=


1
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m
j

g
j

M
=
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1 1 1
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i i i
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   )                          (5) 

and then compute the inverse of the vector in the equation (5) and equation (6) is 

then obtained as:-   (1 / [
1

n

i =


1
i

m
j

g
j

M
=
 ] )  = [ 

1 1 1

1 1 1
, ,n n n

i i i
i i i

u m l
= = =
  

]                      (6) 

Step 2:- The degree of possibility of   2M  = ( 2, 2, 2l m u ) ≥ 1M  = ( 1, 1, 1l m u  ) is de-

fined as equation (7),  V ( 2M ≥ 1M ) = sup [min ( 1Mμ  (x), 2Mμ  (y))]                      (7) 

y≥x 

And x and y are the values on the axis of membership function of each criterion. This 

equation can be written as :    V ( 2M ≥ 1M )   =   1,       if 2m ≥ 1m  

  =   0,      if 1l ≥ 2u        =
1 2

2 2 1 1( ) ( )

l u

m u m l

−
− − −

,otherwise                         (8) 

Step 3:-The degree possibility for a convex fuzzy number to be greater than k convex 

fuzzy numbers  iM  (i= 1,2,3,4,5...................k) can be defined by    
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V (M ≥ 1M , 2M , 3M ................... kM ) = min V (M≥ iM ),i = 1, 2 ...k.  Assume 

that equation (9) is                        *( )id A   = min V ( iS ≥ kS )                                   (9) 

For k = 1, 2, 3.................n; k ≠ i. Then the weight vector is given by equation (10):-                               
*W =( *

1( )d A , *
2( )d A ,............. *( )nd A )T                                                             (10) 

Where   iA  (i = 1, 2, 3 ...n) are n elements. 

Step 4:-Via normalization, the normalized weight vectors are given in equation 11:-                                         

W = (d ( 1A  ), d ( 2A ), d ( 3A ) ...d ( nA )) T                                                                (11) 

Where W is non-fuzzy numbers. 

4 VIKOR Method 

The VIKOR introduces the multi-criteria ranking index based on the particular meas-
ure of “closeness” to the “ideal” solution.The compromise ranking algorithm VIKOR 
has the following steps: 

Step1: Determine the best *
if  and the worst if

−  values of all criterion functions, i = 

1,2,.......n. If the ith function represents a benefit then: 
*

if  = max  ijf           ,         if
−  = min  ijf  

            j                                          j                 

Step 2: Calculate the values of jS  and jR  where j = i,2, ...........j (No. of alterna-

tives) 

    * *

1

( ) / ( )
n

j i i ij i i
i

S w f f f f −

=

= − − , * *max[ ( ) / ( )]j i i ij i iR w f f f f −= − −  

where iw  = weight of ith criteria, expressing their relative importance. 

Step 3: Compute the values jQ , j = 1,2,..........j, by the relation 

                * * * *( ) / ( ) (1 )( ) / ( )j j jQ v S S S S v R R R R− −= − − + − − −  

                where *S  = min jS      S −  = max jS , 

                                      j                        j                 

                           *R  = min jR     R−  = max jR  

                                      J                        j 
v= the weight of strategy of maximum group utility,where as (1-v) is the  individual 
regret, here v = 0.5. 
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Step 4: Rank the alternatives, sorting by the values of jS , jR  and jQ , in descending 

order. The results are three ranking lists. 

Step 5: Propose as a compromise solution.  

5 Case Study 

According to expert’s decision, the following matrix is formed and then by using 
Triangular Fuzzy Number the Fuzzy evaluation matrix is formed [11] 

Table 1. Evaluation Matrix 

Criteria D TC RLC Q 

D 1 2 1 1 

TC 0.5 1 0.5 0.75 

RLC 1 2 1 2 

Q 1 1.33 0.5 1 

Table 2. Fuzzy Evaluation Matrix 

Criteria D TC RLC Q 

D (1,1,1) (1,2,3) (0.75,1,1.25) (0.75,1,1.25) 

TC (o.33,0.5,1) (1,1,1) (0.25,0.5,0.75) (0.5,0.75,1) 

RLC (0.8,1,1.33) (1.33,2,4) (1,1,1) (1,2,3) 

Q (0.8,1,1.33) (1,1.33,2) (0.33,0.5,1) (1,1,1) 

 
Now calculating all the values by applying Chang’s theory the following results are 

obtained:                    SD  = (3.5, 5, 6.5) ⊗  (0.04, 0.057, 0.078)= (0.14, 0.28, 0.51) 
                              STc =(2.08, 2.75, 3.75) ⊗ (0.04,0.057,0.078)= (0.08,0.16, 0.29) 

SRLC =(4.13, 6, 9.33) ⊗ (0.04, 0.057, 0.078)=(0.17, 0.34, 0.73) 
SQ =(3.13, 3.83, 5.33) ⊗ (0.04, 0.057,0.078)=(0.13,0.22, 0.42) 
V(SD  ≥  STc  )  = 1, V(SD  ≥  SRLC  )  =0.86 , V(SD  ≥  SQ  )  =1 
V(STC  ≥  SD  )  = 0.54, V(STC ≥  SRLC  )  = 0.41, V(STC  ≥  SQ  )  = 0.73 
V(SRLC  ≥  SD  )  = 1, V(SRLC  ≥  STC  )  = 1 , V(SRLC  ≥  SQ  )  =1 
V(SQ  ≥  SD  )  = 0.81, V(SQ  ≥  STC  )  = 1 , V(SQ  ≥  SRLC  )  = 0.67 
 

Minimum of all values (0.86, 0.41, 1, and 0.67) .The weight W = (0.29, 0.14, 0.34, 
0.23). 

Schedule planning of a certain project [12] is shown as the Fig.1. The character 
above the arrow indicates the activity’s name and the number under the arrow indicates 
the duration of each activity. The data of each activity’s duration, cost, quality and re-
source demand are given in Table 1. The relationship between indirect cost and duration 
is shown in Table2. In this case 7 schemes are chosen of which the duration is 96 days, 
84 days, 78 days, 76 days, 70 days,62 days and 58 days to analyze as follows: 
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Network diagram of project 

Fig. 1.  

Table 3. Project duration cost, quality, resource & demand matrix 

Activity(i,j) Normal duration Limited duration Total 
demand 
of  
rsource 

 
dU 

(day) 

 
DCU 
(¥) 

q dL 

(day) 
DCL 
(¥) 

q 

A(1,2) 6 1500 1 4 2000 0.85 30 
B(1,3) 30 9000 1 20 10000 0.90 450 
C(2,3) 18 5000 1 10 6000 0.80 450 
D(2,4) 12 4000 1 8 4500 0.70 72 
E(3,4) 36 12000 1 22 14000 0.90 180 
F(3,5) 30 8500 1 18 9200 0.83 210 
G(4,6) 30 9500 1 16 10300 0.95 450 
H(5,6) 18 4500 1 10 5000 0.90 256 

Table 4. Indirect Cost & Relation Matrix 

Total dura-
tion (day) 55 

 
60 

 
65 70 75 80 85 90 

 
95 

 
100 

Indirect 
cost(¥) 14640 

 
15240 

 
15840 16440 17040 18240 18440 18840 

 
19240 

 
20040 

Table 5. Calculation Result  Matrix 

Scheme 
Duration 
(day) 

Total cost 
((¥) 

Resource leveling 
coefficient( RCL) 

Quality (Q) 

1 96 70391.89 11.46 1 

2 84 69655.17 14.06 0.9920 

3 78 68871.35 15.02 0.9816 

4 76 68870.56 16.29 0.9782 

5 70 69044.10 14.94 0.9688 

6 62 69739.35 12.38 0.9376 
7 58 70001.72 14.85 0.9220 
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Now we can construct the decision matrix X on basis of VIKOR method as follows: 

Table 6. Initial Matrix for VIKOR Method 

Weight of 
criteria 

0.29 (MIN) 0.14 (MIN) 0.34 (MIN) 0.23 (MAX) 

Criteria Duration (D) 
Total Cost 
(TC) 

Resource-leveling 
coefficient(RLC) 

Quality 

C1 96 70391.89 11.46 1 

C2 84 69655.17 14.06 0.9920 

C3 78 68871.35 15.02 0.9816 

C4 76 68870.56 16.29 0.9782 

C5 70 69044.10 14.94 0.9688 

C6 62 69739.35 12.38 0.9376 

C7 58 70001.72 14.85 0.9220 

Table 7.  Normalized Matrix 

Weight of criteria 0.29 (MIN) 0.14 (MIN) 0.34 (MIN) 0.23 (MAX) 

Criteria Duration (D) Total Cost (TC)Resource-leveling 
coefficient(RLC) Quality 

C1 1 1 0 0 

C2 0.684 0.516 0.538 0.103 

C3 0.526 0.0005 0.737 0.236 

C4 0.474 0 1 0.279 

C5 0.316 0.114 0.720 0.4 

C6 0.105 0.571 0.190 0.8 

C7 0 0.744 0.702 1 

Table 8. Weighted Normalized  Matrix & Final Result 

Criteria D TC RLC Q jS  jR  
*

*

( )

( )
jS S

S S−

−
−

*

*

( )

( )
jR R

R R−

−
− jQ  Rank 

C1 0.29 0.14 0 0 0.43 0.29 0.332 0.679 0.506 3 

C2 0.198 0.072 0.183 0.024 0.477 0.198 0.551 0.090 0.321 6 

C3 0.153 0.00007 0.251 0.054 0.458 0.251 0.463 0.429 0.446 4 

C4 0.137 0 0.34 0.064 0.541 0.34 0.850 1 0.925 1 

C5 0.092 0.016 0.245 0.092 0.445 0.245 0.402 0.391 0.397 5 

C6 0.030 0.080 0.065 0.184 0.359 0.184 0 0 0 7 

C7 0 0.104 0.239 0.23 0.573 0.239 1 0.353 0.677 2 
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From the final result, the preference order of seven schemes is C4 > C7> C1> C3> 
C5> C2> C6. Thus optimal scheme is no.4,its duration is 76 days, total cost 68870.56, 
resource leveling coefficient is 16.29 and quality is 0.9782.So when the organizer 
construct and allocate resources according to construction schedule of No.4 , the 
project will gain the maximum profit. 

6 Conclusion 

A large systematic engineering is needed for making schedule for large scale project 
under consideration of characteristics such as long duration, large cost, complicated 
process, easily affected natural condition etc. In balance resource alocation increased 
engineering cost, delay of duration characterize negative effects on project quality. 
This paper establishes a multi-objective optimization model using VIKOR method. 
This method is based on an aggregrating function representing “closeness to the 
ideal”. The VIKOR method introduces the ranking index based on the particular 
measure of closeness to the ideal solution. This model use linear normalization. The 
normalized value does not depend on the evaluation unit of a criteria function. Final-
ly, this paper does not consider the trade off involve by normalization in obtaining the 
aggregating function and this topic remains for further ongoing research.  
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Abstract. This paper proposes a Local Variable-Weights RBF Network (LVW-
RBFN) with the aim to address the problem of modeling and prediction of non-
linear time series. The proposed model is a four layered RBFN comprising of 
input layer, hidden layer, weight layer and output layer. The LVW-RBFN is an 
enhanced type of RBF network, in which the constant weights that connect the 
hidden layer with the output layer in the standard RBFN are replaced by func-
tions of the RBFN’s inputs computed via the weight layer. This model has the 
merit of making usage of more linear parameters and learning the dynamic of 
nonlinear time series through the hidden and weight layers. An offline optimi-
zation technique known as Structured Nonlinear Parameter Optimization  
Method (SNPOM) was used to estimate the model. Simulation results for the 
modeling and prediction of some nonlinear time-series show the feasibility and 
effectiveness of the proposed model. 

Keywords: Modeling, Prediction, Nonlinear time series, RBF, Local variable 
weights. 

1 Introduction 

Over the past several decades, various models such as Regression Analysis [1], Ar-
tificial Neural Network (ANN) [2], Wavelet Neural Network (WNN) [3],Fuzzy Logic 
(FL) [4], Box-Jenkins (ARMA/ARIMA) [5], and Support Vector Regression (SVR) 
[1, 6-8], have been developed and explored to address the problems encountered in 
the field of pattern recognition, system identification and control, nonlinear time se-
ries modeling and prediction, function approximation and signal processing, with the 
ANN  being the one gaining most popularity. This has led to the development of 
many types of ANNs, among which, Radial Basis Function Networks (RBFNs) have 
emerged as the most widely used because of their fastest training speed, simple topol-
ogy structure and learning scheme. To enhance the performance of the standard 
RBFNs, two main approaches have so far been developed. The first approach consists 
of making usage of identification technique to boost the overall performance of the 
networks. In this line we can mention the SNPOM by Peng Hui [9] and the Evolving 
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Radial Basis function networks by H. Du [10]. The second approach consists of en-
hancing the RBF networks structure. In this line, Reza Langari et al [11] make usage 
of the regression weights to replace the constant weights in the output layer of the 
RBF networks. This method has the merit of rethinking the weight form of RBFNs. 
These weights are expressed as a linear combination of input variables plus a free 
constant and a zero-mean Gaussian white noise. However it requires an extra complex 
optimization technique to compute the weights. Additionally, one can mention the 
PG-RBF [12] and normalized PG-RBF [13]. These models have the ability of creating 
new hidden unit, and detect as well as remove inactive unit. It possesses two scaling 
parameters which eliminate the symmetry restriction and provide the neurons in the 
hidden layer with greater flexibility with respect to function approximation.  

In this paper, the Local Variable Weights RBF Network (LVW-RBFN) is pro-
posed. The LVW-RBFN is an enhanced type of RBF in which the weights are ex-
pressed as a function of the RBFN’s inputs. It differs from the regressive weights 
RBF [11] by the fact that its weights do not contain any error. The error is in fact 
added to the network output, and each term in each of the weight is taken as a power 
function with the power being a positive integer number. While, the power of each 
term in the regressive weights RBF is equal to one. Furthermore, unlike the PG-RBF 
[12] and normalized PG-RBF [13] whose weights are expressed as a local linear mod-
el, and can create new hidden unit, and detect as well as remove inactive unit, the 
proposed model has its weights expressed as a local nonlinear model and keeps the 
same number of hidden unit. The structured nonlinear parameter optimization method 
(SNPOM) Peng Hui [9] is applied to estimate the parameters of the proposed models. 
The performance and effectiveness of our models are evaluated using Mackey-Glass 
time series, EEC and the Box-Jenkins Gas Furnace Time series. 

The remaining parts of this paper are organized as follows. Section 2, defines the 
nonlinear time series modeling problem. Section 3, presents LVW-RBFN models. 
Section 4, introduces the identification technique. The performance of the proposed 
model and that of some existing models are compared in Section 5 and finally the 
paper is concluded in section 6.  

2 Problem Statement 

Considering one-step-ahead prediction problem of a given nonlinear time series 

{ }( ) , 1,2,..., ,x t t N∈ℜ = the fundamental problem is how to construct a func-

tion, 1: ℜ → ℜdf  with satisfactory prediction accuracy with the following form 

 ( ) ( ( 1),..., ( )) ( )x t f x t x t d t= − − + ζ  (1) 

where ( )•f  is the nonlinear map and ( )tζ denotes the noise regarded as Gaussian 

white noise which is independent of observation. Eq 1, can be further written as  

 ( ) ( ( 1)) ( )x t f t t= − +X ζ  (2) 
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where [ ]( 1) ( 1),..., ( )
T

t x t x t d− = − −X is a vector of lagged values of ( )x t and is re-

garded as the state vector at time t . 

3 Local Variable Weights RBFN 

The Local Variable weights RBFN is an enhanced type of RBFN. This new model is 
a four layered artificial feedforward neural network comprising of input, output, hid-
den and weight layers. Each node in the hidden layer implements a radial basis func-
tion (RBF) and has a parameter vector called center which is used as an argument of 
the RBF to compare with the network input to produce a radially symmetrical res-
ponses. These responses are scaled by local variable weights computed as a function 
of network inputs. They, all are combined to produce the network output. The LVW-
RBFN model makes usage of more linear parameters than a standard RBFN. It has a 
merit of learning the dynamic of nonlinear time series through the hidden and weight 
layers. The input output relationship of the LVW-RBFN can be described by the fol-
lowing equations. 
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where 0c represent the bias;  m is the number of hidden nodes; d is the dimension of 

state vector ( 1)−tX ; ( 1,2,..., )=k k mZ  are the centers; , ( 1,..., ; 1,... )= =k ip k m i d  

are positive integers; ( ( 1))k t −φ X  represents the local variable weights at node k; 

( ( 1), )Φ − ktX Z is the radial basis function at node k and 
 

, ( 1,... ; 0,1,... )= =k i k m i dβ are local variable weights coefficients. Different type of 

functions could be used to approximate the above mentioned radial basis function, but 
the most common one is the Gaussian function given by 

 { }2

2
( ( 1), ) exp ( 1)k k kt tΦ − = − − −X Z X Zλ  (4) 

Where ( 1,..., )=k k mλ  are the scaling parameters, and 
2

• Denotes the vector            

2-norm. Introducing the above formula into model (3) yields, 

 { },
2

0 ,0 , 2
1 1

( ) ( ) exp ( 1) ( )k i

m d
P

k k i k k
k i

x t c x t i t t
= =

  = + + − − − − +  
  

  X Zβ β λ ζ  (5) 
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4 Model Identification 

The proposed model is identified using the SNPOM as follows. 

4.1 Parameter Classification 

The set of linear parameters in LVW-RBFN model (5) is:  

  { } 1 ( 1)
0 ,, 1,... ; 0,1,... m d

L k ic k m i d + × += = = ∈ℜθ β  (6) 

and the set of nonlinear parameters is:  

 1 2 1 2( , ,..., ; , ,..., )T T T T m m d
N m mZ Z Z + ×= ∈ℜθ λ λ λ  (7) 

Model (5) can be rewritten as, 

 ( ) ( , , ( 1)) ( )L Nx t f t t= − +Xθ θ ζ  (8) 

or  

 ( ) ( , ( 1)) ( )T
N Lx t t t= Ψ − +Xθ θ ζ  (9) 

4.2 Initialization 

Select the order m, d and , ( 1,..., ; 1,... )= =k ip k m i d  by comparing Akaike Informa-

tion Criterion (AIC) [14] value for different orders and also by looking at the model 
dynamics and repeat the method for a model with different order before finally select-
ing the best model.  

After the orders of the model are chosen, the initial values 0 ( 1, 2,..., )=k k mZ  are 

chosen randomly from the vector space ( 1)−tX then the scaling factor of the model 

is computed using the following formula. 

 { }20 0

2
log max ( 1) , ]0,0.1].k kt= − − − ∈X Zλ ε ε  (10) 

Note that in this paper ε  is taken from ]0,0.1]  which is different from ]0.0001,0.1]  

proposed in the original SNPOM. This is done because for some nonlinear time series 
such as Box-Jenkins Gas Furnace, the SNPOM may require ε to be very close to 
zero. Model (10) keeps the linear parameter bound and stable when the state ( 1)−tX  

is far from the center. 
Fixing 0

Nθ  and estimating 0
Lθ  by LSM, yields 

 

( )

1

0
,0 ,0 ,0

1 1

0
,0

ˆ ( )

ˆ , ( 1)

M M
T

L t t t
t t

t N

x t

X t

−

= + = +

  =    
 = −

 θ Ψ Ψ Ψ

Ψ Ψ θ
τ τ  (11) 
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where { }( ), ( 1) 1, 2, ,x i X i i M− = + +τ τ  is the measured data-set；τ is the largest 

time lag of any estimable variable in model (8) or (9); M is the number of measured 
data observations. 

4.3 Optimization 

The objective function is taken to be 

 

2
1
2 2

( , ) ( , )

ˆ( 1 ) ( 1)

ˆ( 2 ) ( 2)
( , )

ˆ( ) ( )

N L N L

N L

V

x x

x x

x M M x M

Δ



  + − +    + − + =      − 

θ θ F θ θ

F θ θ

τ τ τ
τ τ τ  (12) 

the optimization problem is to compute 

 ( )
,

ˆ ˆ, arg min ( , )
N L

N L N LV
θ θ

=θ θ θ θ  (13) 

4.4 Parameters Updating 

The nonlinear parameter vector Nθ  is updated by the following formula. 

 1k k
N N k kd+ = +θ θ δ  (14) 

where max( 1,2,..., )=k k k  denotes the iteration step; kd is the search direction 

and kδ is a scalar step length parameter that gives the distance to the minimum, the 

search process is based on the LMM, kd  is obtained from a solution of the set of 

linear equations  

 ( ) ( ) ( ) ( , )k T k k T k k
N N k k N N Ld + = − J θ J θ I J θ F θ θγ               (15) 

where I is the identity matrix and kγ  is a nonnegative damping factor which controls 

both the magnitude and the direction of kd . The linear parameter vector Lθ is up-

dated by a formula similar to (11) as follows:  

 

( )

1

1
, 1 , 1 , 1

1 1

1
, 1

ˆ ( )

ˆ , ( 1)

M M
k T
L t k t k t k

t t
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t k N

x t
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The search procedure for determining the step length kδ  in (14) ensures that  

 1 1( , ) ( , )k k k k
N L N LV V+ + <θ θ θ θ  (17) 

at each iteration, where the parameter 1+k
Nθ and 1+k

Lθ  are updated by (14) and (16), 

respectively. By the way, it may be beneficial to use formula (10) to recomputed the 
scaling factor kλ at any time after updating the RBF centers in k

Nθ  during the search 

process, in order to avoid divergence of the linear parameter k
Lθ . Hence 1+k

Nθ and 
1+k

Lθ  are the best parameters chosen to decrease the objective function (17) at 

( 1)+ thk iteration. 

5 Results and Discussion 

5.1 Modeling and Prediction of Mackey-Glass Time Series 

The Mackey-Glass (MG) time series is generated from the following time-delay ordi-
nary differential equation: 

  
( ) ( )

( )
1 ( )c

dy t ay t
by t

dt y t

−= −
+ −

τ
τ

 (18) 

where 0.2, 0.1, 10a b c= = = and 17=τ  was selected . To stay in conformity with 

previous works, two thousand data were generated with the initial value (0) 1.2=x  

based on the fourth-order Runge–Kutta method with time step = 0.1. From the gener-
ated data set, 1000 data, from the 118th to the 1117th were extracted. The series ob-
tained is shown in Fig 1. The first 500 data were used for training the model while the 
remaining 500 were used for testing it. LVW-RBF (10,4) model were used to predict 
the six-step ahead output of this complex nonlinear time series as follows. 

 

{ }10 4 23
0 ,0 , 2

1 1

( 6) ( 6( 1)) exp ( 1)

( )

( 1) [ ( ), ( 6), ( 12), ( 18)]

k k i k k
k i

T

y t c x t i t

t

t x t x t x t x t

= =

  + = + + − − − − −  
  

+
− = − − −

  X Z

X

β β λ

ζ  (19) 

The modeling and prediction results are shown in table 1 and the six-step ahead pre-
dictive error and the original and fit outputs are shown in Fig 1. It was observed that 
the proposed model required less hidden neurons thus less centers to produce much 
better prediction accuracy in comparison with almost all the other methods listed in 
the above table. 
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Fig. 1. Six-step ahead prediction (dotted line) and original (solid line) Mackey–Glass series and 
the predictive error 

Table 1. Comparison results for Mackey–Glass time series six-step ahead prediction 

Models Number of neurons Training set Testing set 

LVW-RBF 10 1.3×10-3 1.2×10-3 

LLWNN[3] 10 3.3×10-3 3.6×10-3 

RBF-AFS [15] 23 9.6×10-3 1.14×10-2 

PG-RBF [13] 12 Not provided 2.87×10-3 

FNT [16] Not provided 6.9×10-3 7.10×10-3 

RBF [17] 238 Not provided 1.3×10-3 

RBF[10] 98 1.4×10-3 1.5×10-3 

MLP[18] 43 Not provided 1.6×10-3 
T-S Neuro-

fuzzy[18] 16 Not provided 1.5×10-3 

RBF[18] 42 Not provided 1.02×10-3 

ARIMA–ANN[19] Not provided Not provided 2.7×10-3 

GFPE [20]  - Not provided 2.64×10-2 

5.2 Modeling and Prediction of EEC Time Series 

Electroencephalography known as EEG refers to the recording of the brain's sponta-
neous electrical activity over a short period of time. To assess the modeling and pre-
diction performance of the proposed models on the EEG, the LVW-RBF (8,5) was 
used. A set of 630 data was considered, 350 were used for model development and the 
remaining 280 were used exclusively for testing the model. The MSE obtained be-
tween the actual and estimated output using testing set obtained are shown in table 2 
and some other results found in the bibliography for this time series are also listed for 
comparison. The one-step ahead predictive error, the original and fit outputs are 
shown in Fig 2. It was observed that the LVW-RBF (8, 5) has the smallest Predictive 
error variance and AIC compared to other models listed in table 2. 
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Fig. 2. One-step ahead prediction (dotted line) and original (solid line) EEC and the predictive 
error 

Table 2. Comparison results for EEC time series 

Model Number of centers MSE AIC 

RBF (5, 8) [21] 40 1.72×104 4630 

RBF (5, 8) [22] 40 1.32×10³ 6240 

Linear AR [21] - 3.08×10³ 5087 

LVW-RBF(5,8) 40 9.47×10² 4497 
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Fig. 3. Box-Jenkins Gas Furnace Time series and MSE per hidden node for LVW-RBF and 
RW-RBF 

5.3 Modeling and Prediction of the Box-Jenkins Gas Furnace Time Series 

The Box-Jenkins data was recorded during the combustion process of a methane air 
mixture. This data set is well known and frequently used as a benchmark for testing 
nonlinear modeling and prediction methods. The data set consists of 296 pairs of in-
put-output samples with a sample time of 9s. The input ( )u t  is the gas flow rate into 

the furnace and the output ( )x t is the CO2 concentrations in the outlet gas, see Fig 3. 

The performance of our proposed model was assessed by comparing the results ob-
tained by our model and those obtained by the regressive weights RBF proposed by 
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Reza Langari et al [11]. As in [11], ( 4)−u t and ( 1)x t − were taken as input variables 

and ( )x t were taken as output variable and different number of nodes 

(3,6,...30)n = were considered. The mean squared errors, (MSE) are shown in Fig 3 

together with the original output. It was observed that, given the same number or 
some time less number of hidden units, the proposed model achieved better perfor-
mance than the regressive weights RBF model. 

6 Conclusion 

In this paper a modeling and predictive approach known as Local Variable Weights 
RBF network was introduced. The LVW-RBFN is a modified type of RBF network, 
in which the weights that connect the hidden layer with the output are expressed as 
special type of functions of RBF’s inputs. The LVW-RBFN can be considered as a 
more general type of RBF. When all the weight regression parameters with exception 
of the free parameter are equal to zero, the LVW-RBFN is the same as the standard 
RBF. When all the powers are equal to one, the LVW-RBFN is the same as the re-
gressive weight RBF (RgRBF). The LVW-RBFN learns the nonlinearity from the 
hidden and weight layers by decomposing the complex, nonlinear system into a set of 
locally active sub models which are smoothly integrated by their associated Radial 
basis function. This model has the advantages of having more linear parameters in 
comparison to the nonlinear parameters; this ameliorates considerably the conver-
gence rate and makes the SNPOM more suitable for identification. 

The performance of the proposed method has been assessed through some well-
know nonlinear time series and chaotic systems such as Mackey-Glass time series, 
EEC and the Box-Jenkins Gas Furnace Time series. The results obtained have shown 
that the LVW-RBF may requires fewer centers to perform better in terms of modeling 
and prediction accuracy as well as AIC compared to almost all the models listed in 
this paper.  One of the main advantages of the LVW-RBF model over other models 
listed is that in most of the cases, it requires fewer numbers of centers much more 
linear parameters to achieve better prediction accuracy and AIC.  
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Abstract. A novel unsupervised color image segmentation method is proposed 
in this paper. First, the image is converted to HSI color model and then it is di-
vided into 5x5 grid matrix resulting into 25 blocks of original leaf image. Each 
block is then processed separately and passed under an unsupervised segmenta-
tion. This segmentation is based on minimizing the energy of each region in the 
image. This gives the better result in cased of diseased leaf image dataset. This 
automated system is very much applicable in research work by the botanists 
specially working with crop diseases and production.  

Keywords: Computer Vision, Unsupervised Natural Image Segmentation, 
Gaussian Mixture Model, Leaf Disease Detection, Histogram-based Segmenta-
tion. 

1 Introduction 

The segmentation issues in colored images are very common but are very useful in 
many applications of image processing and computer vision. With these segmented 
images, it is possible to identify different objects or regions in an image using some 
pattern recognition methods. Colored image segmentations are very important for any 
type of identification based decision in computer vision and its application is very 
vast such as patter recognition, image analysis, biometrics, medical imaging re-
engineering and training and industries. Image processing is also now very common 
in agriculture and agricultural products from few decades for the identification and for 
increasing the production rate in agriculture. Identification of foreground and back-
ground in an image is very difficult task and many approaches have been given in [1], 
[2] [3], [4] and [5].  

Unsupervised image segmentation is a simple method of dividing an image into 
many different regions in such a way that all the regions are homogenous in nature. 
Some of them are histogram thresholding based techniques [4], color histogram me-
thod [5], needs the color information first and then segments the image, but this is not 
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useful for the real life applications, such as in our case. And other algorithms are Re-
gion-based techniques [6] and the edge-based techniques [7]. In [8], similarity close 
measure is used for segmentation which works fine for known image but fails for the 
unknown image. In [9], author used genetic algorithm for real image segmentation 
caused by the various conditions but is very time taking. Similarly, in [10], graph-
based method is proposed that follows the NP-hard idea. 

In this image segmentation process Gaussian Mixture Model [11] is used the most 
mainly for background subtraction in a colored image based on a very simple maxi-
mum likelihood (ML) estimation [12].  The segmentation is basically a process of 
clustering the pixels in an image in some number of groups according to MLE. But in 
GMM, this number is to be given and thus it is not totally unsupervised segmentation 
and for which the paper [13] used k-means algorithm to initialize the parameters of 
GMM algorithm.  
An image C, is a composition of two sub-images: one is Cforground and other is Cback-

ground in such a manner that it image C can be composed and decomposed at any time 
into and from Cforground and Cbackground respectively with a blending mask, say γ. There-
fore, image C is defined as = + (1 )  

Further, Cforground and Cbackground are finite sets as there can be more than one fore-
grounds or backgrounds in an image. = , , …  

and = , , …  

In unsupervised image segmentation there are many methods used for the segment of 
a color image [14] and [15]. They only use the low-level features in an image such as 
the intensity and the texture features are used for the generation of homogeneity in an 
image. This leads to bottom-up segmentation strategy causing over-segmentation in 
the image. Where as in other case, that is in top-down segmentation approach the 
objects in the image are not well segmented, under-segmentation. The figure 1, shows 
the detailed information.  

 

 

 

 

 

 

Fig. 1. Block diagram of segmentation approaches 

In this paper, natural plant leaf image is used to detect and recognize the leaf disease 
the plant has and what possible controls can be used. As it’s a natural image and so have 
no fixed pattern or color-shape, it may vary and thus computer vision system finds diffi-
culty to identify and recognized them. Therefore, an unsupervised segmentation can be 

Bottom-Up Segmentation 
Approach 

Top-Down Segmentation 
Approach 

Original Image, C

Cforeground Cbackground 
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used to segment such diseased leafs and then it can be used for the recognition purpose. 
Here in this paper, a new simple and natural block-based unsupervised segmentation 
approach is proposed.  

The automated leaf disease detection is very helpful for the researches working this 
area such as botanist and in plant pathology to find out new and old diseases in the 
plant species. It can also be used in forest research and in agriculture helping farmers 
to identify the diseases in their plants and control them at the starting stage itself 
without any expert presence. This system act as and represents the human vision sys-
tem (HVS) which has an ability to accommodate the color circumstances.  

This paper focuses on visual disease segmentation in a digital leaf image. The rest 
of the paper is organized as: the second section discus about the complete algorithm 
used in this paper, and in third and fourth section the detailed discussion about the 
different steps used in the experiment. And in the last fifth section some results and 
conclusion is given. 

2 The Algorithm Overview 

The unsupervised natural image segmentation is a challenging problem because of the 
variance seen in them in regard with color, shape and texture. In an image edge and 
color are the important discriminate features to analyze an image. The proposed unsu-
pervised segmentation algorithm is simple and performed efficiently with six steps, as 
shown in figure 2. It is a bottom-up color image segmentation approach applied on the 
color diseased leaf image.  

 
 

 
 
 
 

 

Fig. 2. Block diagram of proposed algorithm 

The input to the system is an image of diseased leaf of any species in plant and us-
ing a simple unsupervised segmentation method the image is segmented and the out-
put of this system is a diseased area in the leaf having color and texture details both. 
The detailed procedure is explained in the next section.  

3 Unsupervised Segmentation 

The first step in this automated leaf disease segmentation is digitization. The plant 
leaf is digitized using a camera kept with at a fixed height from the ground and the 

Disease Leaf Digitization 

Unsupervised Segmentation 
on Each Block 

HSI Conversion Divide into 5x5 Matrix 

Convolve with Original 
Image 

Detect Diseased Area and 
convert to Mask 
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leaf sample is kept on a black background so that they are no need of a background 
separation task. After this digitalization the image is converted to HSI color mode 
with the help of Matlab inbuilt function rgb2hsi (‘image_name’) that uses the color 
theory formula.  

The next step is the division of image into 25 blocks each of equal size as in  
figure 3. This is because each of the blocks of the image, C have local information 
and thus will have less noisy data. Because of which the segmentation is easy and 
accurate. The computation cost in this case will increase a little but it is accepted.  

      

Fig. 3. Right: HSI color image divide into 5x5 block matrix. Left: Original RGB image. 

Now each of these sub-images is passed to the unsupervised segmentation stage for 
the segmentation. The unsupervised segmentation is followed a very simple approach 
that is minimizing the energy. For example there is two disjoint regions, say  and 

 of an original image , such that = + , where  and  itself are in im-
age domain. Modeling the pixels in both these regions using a statistical method so 
that it minimized the energy. This can be formulated as below: = (ℓ) ℓ (ℓ) ℓ + ( )  

where, pdf1 and pdf2 are the Probability Density Function (PDF) of the regions  and 
 respectively and the variable F is the frontier between these two regions, that is, 

region at the edge of a settled area [16]. And E is the energy of that image,  in this 
case. This outputs a segmented image which is unsupervised because in this the PDFs 
are not fixed and are considered to be unknown and thus re-estimated at each time 
with the help of the current position of the contour. After the proper segmentation of 
each block it is recombined and treated as a single image, Csegmented with segmenta-
tions, shown in figure 4 below.  

The next important step is to find the diseased region in the segmented image and 
based on that color value convert it to binary image. Where the diseased region color 
value is treated as white, valued 1, and rest are valued zero. This binary image shown 
in figure 5, is used as the mask to be convolved with the original image to fine out the 
texture feature, discussed in the next section.  
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Fig. 6. Some of the outputs. a) Dark red sport. b) Tikka disease in groundnut leaf. c) Early 
Blight disease in tomato leaf. d) Rust disease in corn leaf. e) Rust disease in apple leaf. f) Pow-
dery Mildew disease in graph leaf. 
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The proposed system works very well for the diseased leaf dataset and segment out 
the diseased area properly than the other methods. Thus, block-based unsupervised 
diseased plant leaf image segmentation is the best approach for detection of disease in 
plant leaf.  

The complete system was designed in Matlab 7.7 (R2008b) software and also 
tested. It provides an easy platform for image processing and other mathematical op-
erations. This paper is the continuation of [17], in which plant leaf species recognition 
based on leaf image was proposed. The some of the results are shown in the  
figure 6. 

Table 1. Comparison of different methods 

Approaches/Methods Real Life Image Remark 
Histogram-Based 
Method 

Average Difficult to identify peaks 
and valley significant 

Edge-Based Method Below average Disconnected edge 
Proposed Method Good (better result) Energy minimization  

 

5 Conclusion 

This paper proposes new block-based unsupervised diseased plant leaf image segmen-
tation method and observed that the results of this method is better than the already 
existing methods such as histogram-based segmentation and edge-based segmentation 
specially for the diseased leaf dataset. The advantage of this method is that it’s very 
simple and easy to implement with higher accuracy. Also there is no need of fixing 
any threshold value for segmentation.  

Experimentally it is found that this method is better than the other supervised  
segmentation.  

The future work will include some other unsupervised segmentation methods for 
higher accuracy such as graph-cut method to overcome the limitation of this method.  
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Abstract. It is clear that the egg is very important in human food basket. But a 
problem in food processing manufactures is measuring the weight of eggs as 
real time and it’s difficult. One solution can be by using the camera. In this re-
search we tried to measure the width and length of egg by real time image 
processing and then design and optimize an ANFIS model to find best relation 
between image processing outputs and the weight of egg. The correlation coef-
ficient of experimental value for weight of egg and predicted value by ANFIS 
model is 0.9942. The result is very interesting and this idea is cheap, novel and 
practical. 

Keywords: egg, weight, defect, grading, adaptive neuro-fuzzy inference  
system. 

1 Introduction  

In modern egg processing plants, the inspection and quality assessment of eggs de-
fects is very important because it is largely done by human experts. This operation 
suffers from several drawbacks due mainly to human subjectivity, visual stress and 
tiredness. Defects searched for include bloodspots, cracks, and dirty shells. A bright 
light is directed through the eggs and the defects become more visible and easier to 
detect [1].  

Research in the automation of the inspecting operation for eggs is based on two 
different techniques: (1) camera vision and image analysis [2] and (2) mechanical 
stiffness measurements. Image analysis by machine vision has been studied as a com-
ponent of automatic egg sorting. The accuracy of the vision methods depends on the 
resolution of the camera, the sorting algorithm and the color of the eggshell [3]. 
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Reference [4] presented a nondestructive prediction method for yolk/albumin ratio 
in chicken eggs by computer image analysis. Reference [5] used discontinuities  
determination by applying an adaptive threshold on the filtered image for detecting 
eggshell defects. Reference [6] used image processing method for development of 
algorithms for detection of internal blood spots and dirtiness of eggshell.  

Egg geometrical calculations that include estimations of volume and surface area 
are important for the poultry industry and in biological studies, as they can be used in 
research on population and ecological morphology and to predict chick weight, egg 
hatchability, shell quality characteristics and egg interior parameters. Also weight of 
egg is one of the most important parameters for egg sorting [1]. 

Reference [7] calculated egg geometry using measurement of length and width of 
egg. The image processing technique is a useful method for the surface area and vo-
lume determination of objects. Reference [8] used machine vision to determine the 
surface area and the volume of axisymmetric agricultural products. Reference [9] 
used image processing to determine the volume of watermelons. Reference [10] esti-
mated the volume of egg by image processing technique and spheroid approximation. 

Artificial intelligent methods such as fuzzy logic (FL) and artificial neural network 
(ANN) have been used in many engineering processes [11]. Today the fuzzy logic 
offers the mathematical methods that allows for a simple knowledge representation of 
the production control principles in terms of IF-THEN rules [12]. Fuzzy logic allows 
obtaining defined solutions from vague, ambiguous or uncertain information similar 
to human mind and solving non-linear problems [13]. Both artificial neural network 
(ANN) and fuzzy logic (FL) are used in ANFIS structure [14]. The neuro-fuzzy is 
combinative of ANN and fuzzy system, has benefits of two models. Usage of the 
adaptive neuro-fuzzy inference system (ANFIS) is a useful method for the solution of 
function approximation problems and fast solutions [15, 16]. A neuro-fuzzy system is 
capable of modeling highly nonlinear and approximately known systems [17]. This 
method is significantly useful in the engineering performance where classical me-
thods fail or they are too complex to be used [18]. 

Reference [19] carried out a study to detect defects in eggs by training neural net-
works with color histograms obtained from color images.  There has been applications 
of grading eggs with BP (Back Propagation) Neural Network [20] and reached accuracy 
of 91%. In apples grading, the accuracy of 90.8% has been reported with machine vi-
sion and BP Neural Network [21]. Reference [22] applied BP Neural Network to classi-
fy the plants and reached accuracy of 90%. Broccoli grading was carried out by [23] 
based on computer vision and neural networks and accuracy of 93.4% was reached. 

The object of this research is designing the method to measure the weight of egg as 
real time and the used idea is novel. In another words we measured the width and 
length of egg and then find the best ANFIS model to predict the weight via width and 
length of eggs (outputs of image processing). 

2 Materials and Methods 

2.1 Hardware 

In this research, we used white eggs in different sizes from small to large in five cate-
gories. For size detection, 200 eggs were selected from a commercial packing station. 
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Figure 1 shows a view of used hardware system. The eggs were placed in the illu-
mination box and the camera had been placed above it, took images from them. The 
wooden cubic illumination box with dimensions of 40×40×40 cm prepares possibility 
of light adjustment and light noises removing. A SAMSUNG™ CCD camera,  
SDN-550 model was used for imaging and the distance between lens and egg was 
approximately 200mm. The camera has 768 and 576 pixels in horizontal and vertical 
directions respectively and its resolution is 530 TV lines. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The hardware system 

The camera was connected to a personal computer (PC) through a WINFAST™ 
frame grabber. This device digitizes the images and saves them on the hard drive. The 
PC was used for observation and analysis of images. The illumination system is light-
ing from down of roller conveyor. In this case, a 50W halogen lamp was installed 
below of rollers of conveyor that was carrying the eggs. 

2.2 Software 

The overall performance of image processing algorithm to detect the size of the egg 
consists of three steps (Figure 2). The first step in image processing was the prepro-
cessing operation. At first, the image was called by MATLAB software and then the 
Algorithm was used to process the image.  

Figure 3-a, shows a picture of an egg for example. The dimensions of the image 
were converted to a square matrix. The processing time per image was decreased by 
removing unnecessary data of image significantly (Figure 3 -b). 

 
 
 
 

Fig. 2. The overall performance of the size detection algorithm 
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Next, the color image in RGB space was converted to HSV space (the principle of 
color, saturation and value) (Figure 3 -c). Also, Figure 3 –d shows gray scale image 
converted from the color image in RGB color space. 

 

 

 

 

 

 

 

 

 

 

Fig. 3. a) original image, b) resized image, c) image in the HSV color space and d) grayscale 
image 

Next step was the image segmentation. The result of this step was a color image 
belongs to only egg and other parts were pixels completely black with zero intensity. 
Figure 4 shows the segmented image of egg.   

 
 
 
 
 
 
 
 

Fig. 4. The segmented image 

The size of egg is an important factor in egg grading. Because of ease the weight 
measurement of egg, this factor is used to grading in egg production at manufactures 
while normally customers are paying more attention to the size of eggs. Two parame-
ters were considered as criteria for this stage: 

• Counting the pixels of egg image: In this method the area of eggshell can be ob-
tained by counting the pixels in the eggshell image. Uniformity images can be 
achieved by fixing the camera situation, not changing the distance between the 
camera and eggs and not changing the zoom lens of the camera. So there is no 
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need for calibration images and it is enough only to obtain a good correlation be-
tween the number of pixels in image and real size of egg. 

Big and small diameter size of egg: The exterior shape of the egg image is very similar 
to the oval shape. Big and small diameter size of egg instead of big and small diameter 
of the oval can specify the area of the eggshell in the image approximately. Also after 
measurement of the big and small diameters of the egg and dividing them to each other, 
we can achieve to a factor that is known as golden ratio. This parameter shows the exte-
rior proportion of egg that it can be considered in the market of product. 

Before The final image of previous step (the egg image separated from back-
ground) is an image in RGB color space. The red color surface (R) was extracted and 
its non-zero values that was defined as a separate image. Figure 5-a, shows this pic-
ture. In many case, the continuous regions on the surface of the eggshell at resulting 
image remain as non-homogenous mass with eggshell. To fix this problem, the imfill 
function was used. The algorithm of this function is based on morphological recon-
struction of on binary images [3]. Figure 5 shows the image after using of the imfill 
function. In final step, non-zero pixels were counted and output number recognized 
the pixels number of eggshell.  

To determine the big and small diameter size of egg, the edges should be detected 
in eggs. To do this, the canny method of edge detector was selected with edge func-
tion and the last image of previous step (counting the number of pixels) was used. 
Figure 5 shows the result of using the edge function with 0.7 thresholds. The big and 
small diameters of the egg are also visible in this picture. 

In the matrix of resulting image, the rows and columns with non-zero values (the 
border edge of the egg) were arranged in descending order in the original matrix de-
pend on their position. The minimum and maximum values of resulting matrix (in 
both x and y directions) denote the four points shown in Fig 5. Finally, the big and 
small diameters of egg was obtained in terms of the number of pixels by subtraction 
of minimum and maximum values from each other in both x and y directions. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. a) red color surface b) the picture filled by the imfill function c) identify the edge of the 
egg 
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2.3 Adaptive Neuro-Fuzzy Inference System (ANFIS) 

The two learning methods are used in an ANFIS to give the mapping relation between 
the input and output data and to determine the optimal distribution of membership 
functions [24]. These learning methods are back propagation and hybrid that hybrid 
system is combination of back propagation and least squares type method [24, 25, and 
26]. In back propagation method, the gradient descent algorithm update the weight 
parameters [15].The parameters related with the membership functions will modify 
through the learning process. Gradient vector facilitate the computation of these pa-
rameters. Once the gradient vector is obtained, any of the several optimization rou-
tines could be applied to adjust the parameters and to reduce error [27, 13].  

The adaptive neuro-fuzzy inference system (ANFIS) is based on Sugeno-type system 
and can specify the relation between input and output data [15, 28]. It is mainly based 
on the fuzzy ‘if-then’ rules from the Takagi and Sugeno type which is shown in Figure 6 
[28]. It includes a premise part and consequent part. The equivalent ANFIS structure of 
Takagi and Sugeno form is shown in Figure 7. Two inputs (x and y) and one output (f) 
have been spotted in the fuzzy inference system, to simplify the ANFIS procedure ex-
planation. The ANFIS comprises five layers in this inference system. Each layer in-
volves several nodes, which are described by the node function. The input signals in the 
present layer have been obtained from output signals of nodes in the previous layers. 
The output will be served as input signals for the next layer after manipulation by the 
node function in the present layer. Here, square nodes, named adaptive nodes, are 
adopted to show that the parameter sets in these nodes are adjustable [13]. 

 
 
 
 
 
 
 
 
 
   

Fig. 6. Sugeno fuzzy ‘if-then’ rule and fuzzy reasoning mechanism 

Where, circle nodes are adopted to point that the parameter sets are fixed in the sys-
tem and to this they named fixed nodes. With regard to the number of input and output, 
the rule base will contain two fuzzy ‘if-then’ rules as follows [24, 25, 26, and 13]: 

Rule 1: if x is A1 and y is B1 then F = p1x+ q1y+r1. 
Rule 2: if x is A2 and y is B2 then F = p2x+ q2y+r2. 
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Fig. 7. The structure of ANFIS 

3 Results and Discussion 

As it’s shown in Figure 8, in this research we finally found the best model to predict 
the output (weight of egg) that has two inputs that are: the number of width pixel and 
length pixel of egg. We changed five important parameters of ANFIS Network to find 
best ANFIS model. These parameters are: number of membership functions for each 
input, type of membership function (trimf, trapmf, gbellmf, gaussmf, gauss2mf, 
primf, desigmf, and psigmf), type of output membership function (constant or linear), 
optimization method (hybrid, back propackation) and  number of epochs. So we 
changed all of them and compared the error of each ANFIS with together and selected 
the best ANFIS model with minimum error. The properties of best ANFIS model 
were:  7 membership functions for each input and from “gbellmf” type and linear 
type membership function for output and hybrid method for optimization with 100 
epochs. Then we calculated some other parameters of the best model performance 
such as MSE (Mean Square Error), MAE (Mean Absolute Error), SSE (Sum Square 
Error), R (Correlation Coefficient) and P (probability) that respectively were: 0.2955, 
0.3285, 35.4649, 0.9942 and 0. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 8. The number of inputs and output in best model 
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For example in figure 9, influence of change in number of pixels in width and length 
egg on the weight of egg is shown. In left picture the result of ANFIS model without 
filtering is shown and the right picture is the result of model with filtering the out of 
range results. ANFIS method can simulate the result of data that are not in experimen-
tal database and when this simulation is true that the experimental database covers all 
of range. Here as you can see in left picture the actual model is invisible because of 
small scale, in another words the simulated results of ANFIS for out of range data of 
experimental database have big value and so the actual model that have small value in 
weight results is invisible. To solve this problem, a filter that clean the big value in 
the weight of eggs is used and therefore the graph of model is result in right picture of 
figure 9. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Relation of number of pixels in width and length of egg influence on weight 

Finally for testing the performance of ANFIS model we draw the graph of experi-
mental and predict values in figure 10, as seen in this graph, the predicted value by 
ANFIS model was equal to experimental value approximately. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Experimental value and predict value of ANFIS model 
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Rashidi and Gholami (2011) predicted the egg mass based on some geometrical 
attributes. They suggested nine linear regression models for predicting egg mass 
based on length, diameter, geometrical mean diameter, first projected area, second 
projected area, criteria area and estimated Volume. They results showed that the mass 
model based on geometrical mean diameter had R2 = 0.595 and the mass model based 
on length and diameter had R2 = 0.619. In addition, the mass model based on the first 
projected areas with R2=0.599. But in this study, the ANFIS model had two inputs 
(number of pixels in width and length of egg) to predict the weight of egg and R2 
obtained as 0.98. 

4 Conclusion 

In this research we tried to find the suitable model to predict the weight of eggs by 
image processing that is very important in food processing manufactures. Anyway 
after calculating the length and width of egg via image processing we tried to find any 
significant relation between them in relate to weight of egg and finally we find the 
best model by ANFIS methodology that can predict the weight of egg by 0.99 correla-
tion coefficient value. 
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Abstract. Biometric technology incorporates several physiological and beha-
vioral traits for personal authentication whenever deployed for security systems. 
Palmprint is one of the physiological trait has been utilized several times for 
key applications. This paper proposes a pattern classification approach for palm 
print authentication which utilizes soft computing techniques to classify a 
claimed identity into its appropriate class. The presented approach operates on 
feature level classification using 2D Gabor filter for feature representation and 
Principal Component Analysis (PCA) for computing weights as features .These 
features are used to train the classifiers by taking each user as a separate class. 
K-Nearest Neighbor, (KNN) and Probabilistic Neural Network (PNN) based 
classifiers are utilized in classification. These classifiers are also employed for 
score level classification by computing the matching scores using normalized 
hamming distance. The experiments are carried out on HongKong PolyU data-
base which has been a benchmark database for palmprint authentication. The 
proposed techniques operate on very low false acceptance rate (FAR) of 
.0011% and false rejection rate (FRR) of 3% which shows the reliability of the 
proposed work.  

Index Terms: Biometric Authentication, Palmprint, PCA, K-NN, PNN,  
Gabor filter.  

1 Introduction 

Biometrics accurately identifies or verifies individuals based upon each person’s 
unique physical or behavioral characteristics. Leading examples are biometric tech-
nologies that recognize and authenticate faces, hands, fingers, signatures, irises, voic-
es, and fingerprints. However, hand-based biometrics, like fingerprint, palmprint, 
hand geometry, hand veins etc., has attracted an increasing amount of attention due to 
their reliability and high user convenience. In the recent decade, palmprint is recog-
nized as one of the most reliable biometric having features like, principal lines,  
moderate sized wrinkles, thin ridges and minutiae [1]. These are permanent in nature 
unless physically damaged [2]. Moreover, discriminative principal lines and wrinkles 
can be extracted even from low resolution images [1]. All these factors make the 
palmprint as an important biometric trait, especially, for low cost and medium  
security applications [2].  
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In the biometric literature, several palmprint authentication systems are designed 
using distinct feature representations, matching methods, and classification techniques 
[4]-[6],[9]-[11].However, most of these efforts are focused on ROC (Receiver Operat-
ing Characteristic) based selection of decision threshold by computing the matching 
scores from the enrolled users [4]. A pattern classification based approach [11] which 
utilizes a classifier to automatically choose a decision threshold from the trained sam-
ples, is still a less researched problem. The enrolled users are divided into genuine 
and imposter classes. While the genuine class is meant for acceptance imposter is for 
rejection. We utilize two approaches for classification: first, using features extracted 
by Gabor filter [4] and weighted features using PCA, second using genuine and im-
poster matching scores computed from these features. 

In this paper, our goal is to use pattern classification approaches in the palmprint 
authentication in order to achieve better authentication results. The block diagram of 
the complete system is shown in Fig. 1. 

 

Fig. 1. Block Diagram of Palmprint Authentication system 
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The rest of this paper is organized as follows: Gabor filter based feature extraction 
and PCA weight computation is discussed in Section 2. The experimental results are 
carried out in Section 3, and finally the conclusions are drawn in section 4. 

2 Feature Extraction 

2.1 Gabor Filter 

The Gabor filter has been utilized in palmprint [4], iris [6] and fingerprint for textural 
feature representation. In this paper, texture features from palmprint images are ex-
tracted applying 2-D Gabor filter. The circular Gabor filter is an effective tool for 
texture analysis [6], and has the following general form;          ( , , , , ) = exp (2 ( + ))     (1) 

Where i=√ 1, u is the frequency of the sinusoidal wave, , controls the orientation of 
the Function, and  is the standard deviation of the Gaussian envelope. The Gabor 
filter is turned to zero DC to make it more robust against brightness [4]. The adjusted 
Gabor filter is used to filter the preprocessed images. Size of filter was taken to be 
17×17. 
 

    
              (a) = 45°           (b) = 0°        (c)  = 22.5         (d) = 180° 

Fig. 2. Gabor Filter implemented in different orientations 

2.2 Principal Component Analysis (PCA) 

PCA is a useful statistical technique and broadly utilized for finding uncorrelated 
patterns in the input data [12]. Once the uncorrelated patterns are separated in the 
data, it can be compressed without much loss of information. In this paper, PCA is 
utilized to calculate weights from palm images which are further utilized as feature 
vector in pattern classification. This point is the key which helps us to reduce the 
feature matrix size. We apply PCA to obtain a set of basis images (Eigenpalms) which 
capture the inherent structure of palmprint texture [4]. We use these eigenpalms to 
calculate weights which are treated as features and thus helping to reduce the size of 
feature matrix. The following algorithm is used: 

1. Subtract the mean from given image dataset. 
2. Calculate the covariance matrix. 
3. Calculate the eigenvectors and eigenvalues of the covariance matrix. 
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3.1 Verification Rate 

Normalized hamming distance has been used as a criterion for classifying a user as 
genuine or imposter [4]. A normalized Hamming distance used in [6] is adopted to 
determine the similarity measurement for palmprint matching. Let A and B are two 
palmprint images then normalized hamming distance is given by    D = (A,B)N N where N N denotes the size of image                  (2) 

We have calculated hamming distance on the images obtained after application of 
Gabor filter .In PolyU database version 1 of 100 users we have 5 sample images of 
each user. Among them 3 were taken for training and rest 2 for testing. Now each 
image in the training database is having 3 genuine scores so we have a total of 300 
genuine scores. Similarly each image has 99 imposter images so total of 29700 im-
poster scores. Now each of the images in testing database is compared to its 3 corres-
ponding images in training database to create a total of 200 genuine scores and 18000 
imposter scores.  

By using PNN (Probabilistic neural network) for classification on the basis of above 
scores, we were able to achieve a FRR of 3.5% with a FAR of 0% on PolyU Database 
version 1 .In doing so the training genuine and imposter scores were divided into 2 
classes and were fed to PNN. And when the testing scores were fed to the network the 
output showed the classes of Testing scores from which we calculated the FRR and 
FAR. On applying this technique to PolyU Database of 150 users (10 images of each 
user out of which 6 images were used in training set and 4 were used in testing set) we 
were able to achieve a FRR of 3 with a FAR of .0011%. There is no need to set any 
kind of threshold .The classifier automatically classifies the given input. 

 

                                                                                 
(a)                               (b)                               (c)                          (d) 

Fig. 5. Distribution of (a) Genuine testing scores (b) Imposter Training scores (c) Imposter 
testing scores (d) Genuine training scores. Database used (PolyU database of 1500 images of 
150 users. 

3.2 Identification Rate 

Recognition rates are calculated by classification using KNN and PNN. As mentioned 
earlier weights obtained on application of PCA and Gabor filter output are taken as 
features for recognition. The feature matrix obtained after application of Gabor filter 
was converted to binary before classification.  
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3.2.1     KNN  
K-Nearest Neighbor (KNN) classification is a very simple, yet powerful classification 
method. The key idea behind KNN classification is that similar observations belong to 
similar classes. Thus, one simply has to look for the class designators of a certain num-
ber of the nearest neighbors and weigh their class numbers to assign a class number to 
the unknown. The weighing scheme was chosen to be majority based. The number of 
the nearest neighbors, k, should be odd in order to avoid ties. Various distance types are 
used in KNN Classification. [7]. Verification of a query palmprint is determined by the 
class of its k-nearest neighbor. If Class of a query palmprint image is same as the output 
of classifier, then palmprint is matched otherwise not matched. 

To validate our verification algorithms we have calculated the Recognition Rate. 
For PolyU database version1 (500 images) 3 images of each user is used for training 
the KNN Classifier and remaining 2 for testing. Similarly in PolyU database version 
2(4000 images) we have taken 6 images of one user for training and remaining 4 for 
testing.  

Table 1. KNN applied on PolyU database version 1 

Distance 
type 

Feature length =40 Feature length =40 
(without applying 
whitening transform) 

Feature length =100 

 K=1 K=2 K=3 
100 100 98.5 
99.5 99.5 98.5 
99.5 99.5 98.5 
100 100 99 

 

K=1 K=2 K=3 
99.5 99.5 98.5 
96 96 94.5 
96 96 94.5 
96.5 96.5 94.5 

K=1 K=2 K=3 
99.5 99.5 98.5 
99.5 99.5 98 
99.5 99.5 98 
99 99 99 

Cityblock 
Correlation 
Cosine 
Euclidean 

 
On the PolyU database version2 we achieved a recognition rate of 99.25% for 

which we chose Cityblock as our distance criterion and 40 as the length of features. 
The process of verification is very fast.  

Table 2. KNN on Gabor outputs (PolyU Database version 1) 

 
Hamming(k=2) 98% 
Euclidean 96.5% 
Cosine 97.5% 
Cityblock 97% 

3.2.2    PNN 

Probabilistic neural networks (PNN) are a kind of radial basis network suitable for 
classification problems. PNN can be generalized well on the data that it has not seen 
before. Their design is straightforward and does not depend on training. A PNN is 
guaranteed to converge to a Bayesian classifier providing it is given enough training 
data. [8] 
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Input Nodes         Hidden Nodes Class Nodes      Output Node 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Architecture of PNN 

On Hong Kong PolyU database version 1 we were able to achieve a recognition 
rate of 98.5 % using PNN when we used PCA for feature extraction and chose the 
length of feature matrix as 27. We also implemented PCA analysis on the Gabor out-
puts and were able to achieve a recognition rate of 98.5 % after classification by PNN. 

 

4 Conclusion 

This paper presents a pattern classification approach for palmprint based biometric 
authentication. The usage of small size feature vectors results in reduced computa-
tional complexity, which is critical for personal recognition. By applying PCA to 
calculate weights reduced the feature matrix size and we were able to achieve better 
results and in lesser time. While classifying on the basis of scores PNN was able to 
achieve good results without having a need to set a threshold manually. KNN classifi-
er resulted in better recognition rate as compared to PNN although PNN worked bet-
ter while finding out the verification rate reflecting that when classes are less and 
training data is more PNN is able to  classify more accurately than KNN . Classifier 
fusion could be used to improve the results further. Also score level calculation could 
be done on the weights which were obtained after applying PCA. 
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Abstract. Named Entity Recognition and Classification (NERC) is one of the
most fundamental and important tasks in biomedical information extraction. Gene
mention detection is concerned with the named entity (NE) extraction of gene
and gene product mentions in text. Several different approaches have emerged
but most of these state-of-the-art approaches suggest that individual NERC sys-
tem may not cover entity representations with arbitrary set of features and cannot
achieve best performance. In this paper, we propose a voted approach for gene
mention detection. We use support vector machine (SVM) as the underlying clas-
sification methodology, and build different models of it depending upon the var-
ious representations of the set of features. One most important criterion of these
features is that these are identified and selected largely without using any domain
knowledge. Evaluation results with the benchmark dataset of GENTAG yields
the state-of-the-art performance with the overall recall, precision and F-measure
values of 94.95%, 94.32%, and 94.63%, respectively.

1 Introduction

The biological research literature is one of the vital repository of knowledge [2]. Med-
Line, the primary research database serving the biomedical community, currently con-
tains over 14 million abstracts, with 60,000 new abstracts appearing each month. All of
these resources are largely annotated manually, and the costs involved are huge. Thus
the amount of information often prohibits updating previously annotated material to
conform to changing annotation guidelines. This situation has naturally created to an
interest in automated techniques for problems such as topic classification, word sense
disambiguation, and tokenization in the biomedical domain (cf. MedLine’s Indexing
Initiative [1]).

Among few other evaluation challenges, BioCreAtIvE 1 gained significant attention
to the community during the last few years. The goal of the BioCreAtIvE challenge was
to provide a set of common evaluation tasks to assess the state-of-the-art for text min-
ing applied to biological problems. Extracting gene names is not an easy task as these
have complex structures. Millions of ambiguous genes exist and new genes are created

� First two authors are joint first authors.
1 http://biocreative.sourceforge.net/
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at the polynomial rate. Applying information extraction methodologies in the biomed-
ical domain has become a growing research trend over the years. Gene (or, protein)
name identification is the first step towards achieving good accuracies in information
extraction.

The first edition of BioCreative was held in the year 2003 and the workshop took
place in 2004. The 15 participants were given the training as well as testing corpora.
The highest achieved F score for the gene mention detection was 82.2%. The second
BioCreative challenge (BioCreative-II) 2 is relatively a recent competition for biological
literature mining systems, and took place in 2006 followed by a workshop in April,
2007. This challenge consisted of a gene mention task, a gene normalization task and
protein-protein interaction tasks. The highest accuracy for the gene mention task was
reported to be 87.21% [3]. The BioCreative challenges are ongoing, and more and more
teams are showing their interests into it.

In this paper we focus on the detection of gene mentions from the biomedical texts.
This problem may be thought of as a Named Entity Recognition (NER) problem which
requires the identification of names corresponding to shallow semantic categories. NER
is an important component for more complex information extraction tasks such as auto-
matic extraction of protein-protein interaction information. In this paper, we propose a
voted approach for gene mention detection. Support Vector Machine (SVM) [7] is used
as the underlying classification technique. Initially, we generate different models by
varying the available features. We identify a very rich and effective feature set that in-
cludes variety of features based on orthography and local contextual information. One
most important characteristic of our system is that the identification and selection of
features are mostly done without any domain knowledge and/or resources. Thereafter
we combine various models using majority and weighted voting approaches. We evalu-
ate our approach on GENETAG3 corpus which is an extended version of Biocreative-II
data set. Evaluation results yield the overall recall, precision and F-measure values of
94.95%, 94.32% and 94.63%, respectively. Comparative evaluation results show that
our proposed approach performs better than all the previous state-of-the-art systems
that were developed using the same datasets.

2 Proposed Approach

We propose a voted approach for gene mention detection. We use SVM as the under-
lying classification methodology and generated different versions of it by considering
various subsets of features.

2.1 Support Vector Machine Framework for Gene Mention Detection

Support Vector Machines (SVMs) [7] are applied to text categorization, and are reported
to have achieved high accuracy without falling into over-fitting even though with a large
number of words taken as the features [4,5]. Suppose, we have a set of training data for

2 http://biocreative.sourceforge.net/
3 ftp://ftp.ncbi.nlm.nih.gov/pub/tanabe/GENEATG.tar.gz
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a two-class problem: {(x1, y1), . . . , (xN , yN)} , where xi ∈ RD is a feature vector of
the i-th sample in the training data and y ∈ {+1,−1} is the class to which xi belongs.
In their basic form, a SVM learns a linear hyperplane that separates the set of positive
examples from the set of negative examples with maximal margin (the margin is defined
as the distance of the hyperplane to the nearest of the positive and negative examples).
In basic SVMs framework, we try to separate the positive and negative examples by the
hyperplane written as:

(w.x) + b = 0 w ∈ Rn, b ∈ R.

SVMs find the “optimal” hyperplane (optimal parameter w, b) which separates the train-
ing data into two classes precisely.

The linear separator is defined by two elements: a weight vector w (with one com-
ponent for each feature), and a bias b which stands for the distance of the hyperplane to
the origin. The classification rule of a SVM is:

sgn(f(x,w, b)) (1)

f(x,w, b) =< w.x > +b (2)

being x the example to be classified. In the linearly separable case, learning the maximal
margin hyperplane (w, b) can be stated as a convex quadratic optimization problem
with a unique solution: minimize ||w||, subject to the constraints (one for each training
example):

yi(< w.xi > +b) ≥ 1 (3)

The SVM model has an equivalent dual formulation, characterized by a weight vector
α and a bias b. In this case, α contains one weight for each training vector, indicating
the importance of this vector in the solution. Vectors with non null weights are called
support vectors. The dual classification rule is:

f(x, α, b) =
N∑

i=1

yiαi < xi.x > +b (4)

The α vector can be calculated also as a quadratic optimization problem. Given the
optimal α∗ vector of the dual quadratic optimization problem, the weight vector w∗

that realizes the maximal margin hyperplane is calculated as:

w∗ =
N∑

i=1

yiα
∗
i xi (5)

The b∗ has also a simple expression in terms of w∗ and the training examples (xi, yi)
N
i=1.

The advantage of the dual formulation is that efficient learning of non-linear SVM
separators, by introducing kernel functions. Technically, a kernel function calculates
a dot product between two vectors that have been (non linearly) mapped into a high
dimensional feature space. Since there is no need to perform this mapping explicitly,
the training is still feasible although the dimension of the real feature space can be very
high or even infinite.
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By simply substituting every dot product of xi and xj in dual form with any kernel
function K(xi,xj), SVMs can handle non-linear hypotheses. Among the many kinds
of kernel functions available, we will focus on the d-th polynomial kernel:

K(xi,xj) = (xi.xj + 1)d

Use of d-th polynomial kernel function allows us to build an optimal separating hyper-
plane which takes into account all combination of features up to d.

We develop our system using SVM [4,7] which perform classification by construct-
ing an N-dimensional hyperplane that optimally separates data into two categories. We
have used YamCha4 toolkit, an SVM based tool for detecting classes in documents and
formulating the gene mention detection task as a sequential labeling problem. We use
TinySVM-0.075 classifier for classification and the polynomial kernel function.

2.2 Named Entity Features

Feature selection plays an important role for the success of machine learning tech-
niques. We came up with a variety of features for constructing various models based
on the SVM framework. Most of these features are easy to derive and don’t require
deep domain knowledge and/or external resources for their generation. Due to the use
of variety of features, the individual classifiers achieve very high accuracies.

1. Context words: These are the words occurring within the context window wi+3
i−3 =

wi−3 . . . wi+3, wi+2
i−2 = wi−2 . . . wi+2 and wi+1

i−1 = wi−1 . . . wi+1, where wi is
the current word. This feature is considered with the observation that surrounding
words carry effective information for identification of NEs.

2. Word prefix and suffix: These are the word prefix and suffix character sequences
of length up to n. The sequences are stripped from the leftmost (prefix) and right-
most (suffix) positions of the words. We set the feature values to ‘undefined’ if
either the length of wi is less than or equal to n − 1, wi is a punctuation symbol or
if it contains any special symbol or digit. We experiment with n=3 (i.e., 6 features)
and 4 (i.e., 8 features) both.

3. Word length: We define a binary valued feature that fires if the length of wi is
greater than a pre-defined threshold. Here, the threshold value is set to 5. This
feature captures the fact that short words are likely not to be NEs.

4. Infrequent word: A list is compiled from the training data by considering the
words that appear less frequently than a predetermined threshold. The threshold
value depends on the size of the dataset. Here, we consider the words having less
than 10 occurrences in the training data. Now, a feature is defined that fires if wi

occurs in the compiled list. This is based on the observation that more frequently
occurring words are rarely the NEs.

5. Part of Speech (PoS) information: POS information is a critical feature for NERC.
In this work, we use POS information of the current and/or the surrounding token(s)
as the features. This information is available with the data.

4 http://chasen-org/ taku/software/yamcha/
5 http://cl.aist-nara.ac.jp/ taku-ku/software/TinySVM
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6. Dynamic feature: Dynamic feature denotes the output tags ti−3ti−2ti−1, ti−2ti−1,
ti−1 of the word wi−3wi−2wi−1, wi−2wi−1, wi−1 preceding wi in the sequence
wn

1 .
7. Word normalization: We define two different types of features for word normal-

ization. The first type of feature attempts to reduce a word to its stem or root form.
This helps to handle the words containing plural forms, verb inflections, hyphen,
and alphanumeric letters. The second type of feature indicates how a target word
is orthographically constructed. Word shapes refer to the mapping of each word to
their equivalence classes. Here each capitalized character of the word is replaced
by ‘A’, small characters are replaced by ‘a’ and all consecutive digits are replaced
by ‘0’. For example, ‘IL’ is normalized to ‘AA’, ‘IL-2’ is normalized to ‘AA-0’ and
‘IL-88’ is also normalized to ‘AA-0’.

8. Orthographic features: We define a number of orthographic features depending
upon the contents of the wordforms. Several binary features are defined which use
capitalization and digit information. These features are: initial capital, all capital,
capital in inner, initial capital then mix, only digit, digit with special character, ini-
tial digit then alphabetic, digit in inner. The presence of some special characters like
(‘,’,‘-’,‘.’,‘)’,‘(’ etc.) is very much helpful to detect NEs, especially in biomedical
domain. For example, many biomedical NEs have ‘-’ (hyphen) in their construc-
tion. Some of these special characters are also important to detect boundaries of
NEs. We also use the features that check the presence of ATGC sequence and stop
words. The complete list of orthographic features is shown in Table 1.

Table 1. Orthographic features

Feature Example Feature Example
InitCap Src AllCaps EBNA, LMP
InCap mAb CapMixAlpha NFkappaB, EpoR
DigitOnly 1, 123 DigitSpecial 12-3
DigitAlpha 2× NFkappaB, 2A AlphaDigitAlpha IL23R, EIA
Hyphen - CapLowAlpha Src, Ras, Epo
CapsAndDigits 32Dc13 RomanNumeral I, II
StopWord at, in ATGCSeq CCGCCC, ATAGAT
AlphaDigit p50, p65 DigitCommaDigit 1,28
GreekLetter alpha, beta LowMixAlpha mRNA, mAb

3 Datasets, Evaluation Results and Discussions

In this section we present the details of datasets and evaluation results.

3.1 Datasets and Evaluation Technique

We evaluate our proposed approach with the GENETAG training and test datasets,
available at the site 6. GENETAG covers a more general domain of PubMed. It contains

6 ftp://ftp.ncbi.nlm.nih.gov/pub/tanabe/GENEATG.tar.gz
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Table 2. Evaluation results on GENETAG datasets (training: GENETAG, test: GENETAG) with
various feature subsets. Here, the following abbreviations are used: ’CW’:Context words, ’PS’:
Size of the prefix, ’SS’: Size of the suffix, ’WL’: Word length, ’IW’: Infrequent word, ’NO’:
Normalization feature, ‘PoS’: PoS information, ’OR’: Orthographic feature, ‘Dyn’: Dynamic
feature, [-i, j]: context words spanning from the left ith position to the jth right position, All[-
i,j]: All feature combinations within the context except dynamic NE for the left ith positions, X:
Denotes the presence of the corresponding feature, ‘r’: recall, ‘p’: precision, ‘F’: F-measure (we
report percentages).

Classi CW PS SS WL IW NO OR POS Dyn r p F
fiers
SV M1 [-1,+1] 4 4 X X X X X -1 93.60 91.51 92.54
SV M2 [-2,+2] 4 4 X X X X X -2 94.27 93.21 93.74
SV M3 [-2,+2] 4 4 X X X X [-2,+2] -2 94.20 93.36 93.65
SV M4 [-2,+2] 4 4 X X X X [-2,0] -2 94.41 93.50 93.95
SV M5 [-2,+2] 3 3 X X X X X -2 94.14 93.14 93.64
SV M6 [-2,+2] 3 3 X X X X [-2,+2] -2 94.07 93.32 93.69
SV M7 [-2,+2] 3 3 X X X X [-2,0] -2 94.10 93.29 93.69
SV M8 [-3,+3] 4 4 X X X X X -3 94.17 93.14 93.65

both true and false gene or protein names in a variety of contexts. In GENETAG, not all
the sentences of abstracts were included, rather more NE informative sentences were
considered. GENETAG selected longer text fragments as entity reference. GENETAG
also includes the semantic category word ‘protein’ for protein annotation. GENETAG
is more inclined to select more descriptive expressions for protein annotations. During
annotations of GENETAG corpus, some semantic constraints were chosen to make sure
that tagged entities must contain their true meanings in the sentence contexts. Based on
the gene names from GenBank7, the GENETAG corpus includes domains, complexes,
subunits, and promoters when the annotated entities refer to specific genes/proteins.

Gene mentions in both the training and test datasets were annotated with the ‘NEW-
GENE’ tag and the overlapping gene mentions were distinguished by another tag ‘NEW-
GENE1’. However, in this work, we use the standard BIO notations (as in GENIA
corpus) to properly denote the boundaries of gene names, and we replace all the ‘NEW-
GENE1’ tags by ‘NEWGENE’ for training and testing. The training dataset contains
7,500 sentences with 8,881 gene mentions. The average length per protein (or, gene)
mention is 2.1 tokens. The test dataset consists of 2,500 sentences with 2,986 gene
mentions. The system is evaluated using the evaluation script that was provided by the
BioCreative-II 8 evaluation challenge for the gene mention detection task.

All the classifiers are evaluated in terms of recall, precision and F-measure. The
definitions of recall and precision are given below:

recall = Number of correctly found NE chunks
Number of NE chunks in the gold standard test data

and precision = Number of correctly found NE chunks
Number of identified NE chunks .

7 http://www.ncbi.nlm.nih.gov/Genbank/
8 http://www.biocreative.org/news/biocreative-ii/
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The value of the metric F-measure, which is the weighted harmonic mean of recall
and precision, is calculated as below:

Fβ =
(1 + β2)(recall + precision)

β2 × precision + recall
, β = 1

These are the modified versions of the CoNLL-2003 shared task [6] evaluation script.
The script outputs three sets of F-measures according to exact boundary match, right
and left boundary matching. In the right boundary matching only right boundaries of en-
tities are considered without matching left boundaries and vice versa. We use the same
strict matching criterion that was followed in the Biocreative-II shared task evaluation
script 9.

3.2 Results and Discussions

Results of the individual models are reported in Table 2. Each of these models is trained
with the subset of features as described in Subsection 2.2. The highest performance
corresponds to SV M4 classifier that yields the overall recall, precision and F-measure
values of 94.41%, 93.50%, and 93.95%, respectively. The consistent good performance
in each of the models shows the efficacy of the effective feature sets that we identified.
In order to obtain higher performance, we combine various SVM based models using
the following two voting techniques.

– Majority Voting : In this model, all the individual classifiers are combined together
into a final system based on the majority voting of the output class labels. If all the
outputs differ then anyone is selected randomly.

– Weighted Voting : This is a weighted voting approach. In each classifier, weights
are calculated based on the average F-measure value of the 3-fold cross validation
on the training data.

The majority voted technique achieves the overall recall, precision and F-measure val-
ues of 94.61%, 94.10%, and 94.35%, respectively. The weighted vote based technique
provides the overall recall, precision and F-measure values of 94.95%, 94.32% and
94.63%, respectively. Results show that the voted approach achieves the performance
level, higher than the individual classifiers. To the best of our knowledge this is so far
the highest performance in comparison to any previously developed systems that made
use of the same datasets.

Table 3. Overall evaluation results on GENETAG datasets (training: GENETAG, test: GENE-
TAG) we report percentages)

Classification Scheme recall precision F-measure
Best individual classifier 94.41 93.50 93.95
Majority Voted Approach 94.61 94.10 94.35
Weighted Voted Approach 94.95 94.32 94.63

9 http://www-tsujii.is.s.u-tokyo.ac.jp/GENIA/ERtask/report.html



432 S. Saha, A. Ekbal, and S. Saha

4 Conclusion and Future Works

In this paper we have proposed a voted approach for gene mention detection task. We
have used SVM framework as the base classifiers to generate different classification
models by varying the available features. We came up with a very rich feature set that
itself can achieve very high accuracy. The most important characteristics of our sys-
tem is that all the features are mostly identified and developed without using any deep
domain knowledge and/or external resources. Evaluation results with the benchmark
datasets of GENTAG corpus showed the overall recall, precision and F-measure values
of 94.41%, 93.50%, and 93.95%, respectively. Final recall, precision and F-measure
values after applying the weighted vote based ensemble technique on the SVM based
models are 94.95%, 94.32% and 94.63%, respectively. This shows that our approach
achieves the state-of-the-art performance. In future we would like to apply some other
statistical machine learning algorithms like conditional random field (CRF) and maxi-
mum entropy (ME) for solving this gene mention task. Future work also includes use
of some new ensemble techniques for combing the outputs of classifiers.
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Abstract. Collaborative filtering based recommender system (CF-RS) provides 
personalized recommendations to users utilizing the experiences and opinions 
of their nearest neighbours. Although, collaborative filtering (CF) is the most suc-
cessful and widely implemented filtering, data sparsity is still a major concern. In 
this work, we have proposed a fuzzy trust propagation scheme to alleviate the 
sparsity problem. Since trust is often a gradual trend, so trust to a person can be 
expressed more naturally using linguistic expressions. In this work, fuzzy trust is 
represented by linguistic terms rather than numerical values. We discuss the basic 
trust concepts such as fuzzy trust modeling, propagation and aggregation opera-
tors. An empirical evaluation of the proposed scheme on well known Movie-
Lens dataset shows that fuzzy trust propagation allows reducing the sparsity 
problem of RSs while preserving the quality of recommendations.  

Keywords: Recommender System, Collaborative Filtering, Trust Network, 
Trust Propagation, Fuzzy Trust. 

1 Introduction 

The explosive growth of e-commerce and web-based services has made the question 
of the exploration of information and selection progressively more serious; users are 
overloaded by options to judge and they may not have the time or knowledge to eva-
luate these options personally. Recommender systems (RSs) have been proposed to 
suggest relevant items for online users to cope with the information overload and have 
become one of the most popular tools in electronic commerce and web-based services 
[1] [3].  

Recommender systems employ mainly three information filtering techniques, col-
laborative filtering, content-based filtering (CBF) and hybrid filtering techniques [1]. 
CF is the most widely used technique for web-based RSs. A CF system searches for 
similar users and then uses ratings from this set of users to predict items that will be 
liked by the current user [1][9]. Although CF has been used effectively in a wide 
range of applications, data sparsity is still a major concern. 

Recent research on trust aware RSs [9] has shown that they are more robust against 
sparsity and are more capable of making recommendations. There exist several algo-
rithms for computing, propagating and aggregating the trust in the trust network 



434 V. Kant and K.K. Bharadwaj 

[4][5][6][7][8][10][11][12] etc. Golbeck [5] described a comprehensive review of 
trust on the Web and proposed algorithms for trust propagation. Josang [7] developed 
trust propagation operators on the basis of Subjective Logic. Guha et. al., [6] was the 
first one who utilized the idea of transitivity of distrust and developed a framework 
for trust propagation [11][12]. 

Sometimes crisp modeling of trust is not enough for inferring accurate information 
especially in contradictory situation and also people naturally use linguistic expres-
sions rather than numeric values to describe their trust. Fuzzy sets seem to be an ideal 
choice for trust modeling. Here, we proposed a fuzzy trust based CF recommender 
system that suggests items to users in an effective way. The main contribution of our 
work is fuzzy trust modeling, propagation and aggregation operators. We presented an 
experimental analysis on MovieLens dataset and show that our work does alleviate 
the sparsity problem associated with traditional CF.  

The rest of this paper is organized as follows: Section 2 provides the fuzzy trust 
modeling, while section 3 describes the overall framework of our proposed work. Our 
experimental analysis is presented in section 4 and last section concludes the paper 
with future work. 

2 Fuzzy Trust Modeling 

Generally, in trust networks, users specify their trusts to other persons in numerical 
values. For example, in seven scale ratings, for pessimistic users, a rating of 7 may 
mean highly trusted but for optimistic users it may mean somewhat high trusted. Is 
the difference between 2 and 3 the same as the difference 5 and 6? These all contri-
bute to fuzziness that arises from the subjective nature of human. Therefore, trust is 
treated as a fuzzy variable so there is a need to develop gradual models of trust that 
quantify the degree to which users may trust each other. We quantified trust into sev-
en triangular fuzzy numbers extremely low trust (ELT), very low trust (VLT), low 
trust (LT), average trust (AT), high trust (HT), very high trust (VHT) and extremely 
high trust (EHT) as shown in Fig. 1, with the following membership functions:                                               TELT(x) = 2 x,        x 20,                 x 2                                           (1) 

                          T ( )(x) = 0,                         x i 2, x ix i + 2,       i 2 < x i 1i x,                      i 1 < x i                                 (2)  
Here a(i) = VLT, LT, AT, HT, VHT and EHT for i=3, 4, 5, 6 and 7 respectively. 

                                TEHT(x) = 0,                            x 6x 6,           6 < 7                                    (3) 
Fuzzy trust network is shown in Fig. 2. in which users describe trust ratings to each 
other employing linguistic terms.  
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where S  and S  are the fuzzy relations on X Y and Y Z  respectively. If we im-
plement the computation of trust with max-min operator then propagation utilizes the 
MIN operator and aggregation the MAX operator. 

Proposed Operators. In this subsection, a fuzzy trust model is proposed to evaluate 
trust ratings between two nodes as source and sink. This model consists of two algo-
rithms, one algorithm for propagation of fuzzy trust and another for aggregation. The 
proposed technique is hereafter referred to as New-Op.  

Propagation Operator.  This operator is fuzzification of the operator proposed by [10] 
which is based upon the certain percentage of fluctuation of the rating. In our trust 
network, the rating of trust from one node to other node is assigned to a linguistic 
variable in the range of [ELT, EHT]. If a person (node) does not know another, then 
the operator tries to find out estimated trust rating using a chain of their friends. In 
each chain, the last person knows the trustee directly. Then the trust rating for trustee 
depends upon the last rating. But this rating is also influenced by the other interme-
diary nodes. If these nodes are trustworthy, the source may accept the last rating with 
high confidence. The main steps involved in this operator for each path in the trust 
network are as follows:  

(a) The suggested rating (R) is the last rating in the trust network. 
(b) Compute minimum rating ( ) among other intermediary nodes except last 

rating using Zadeh’s extension principle [13] 
(c) Compute heights ,  and  of fuzzy sets EHT, ELT and   

respectively[13] 
(d) Since rating R may be too exaggerated for optimistic users or too conservative 

for pessimistic users, therefore compute the amount of fluctuation in R is as 
follows: For optimistic users, probability of fluctuation in R is 0 and for pessi-

mistic user the fluctuation will be at most absolutely  then on average, 

Probability of fluctuation and error in R are computed as                                                  pr(Fluct) = ( )                                                  (6)   

                                                    error =  EHT R
                                                  (7) 

    (e)  If R AT  then R = R error  otherwise    R = R + error                         (8) 
    (f)  The estimated trust is given by 

                               Trust = pr(Fluct) R + 1 pr(Fluct) R                      (9) 

(g) Compute similarity between Trust (9) and each of the linguistic sets defined in 
section 2. Since all these sets are triangular fuzzy numbers so similarity                                    
between two triangular fuzzy numbers a and b is given by                         sim(a, b) = 1 ∑ | |

                                           (10)                           

           where = ( , , ) &  = ( , , )      
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(h) Final trust rating between two nodes is the most similar one to estimated 
Trust. 

Aggregation Operator. If there are several paths between source and sink such as 
shown in Fig.2, then it is a need to have a method for aggregating. We used the most 
common operator MAX [13] for aggregating the trusted ratings from different paths. 

An example.  We show how to compute the final trust rating between node 1 and node 
6 shown in Fig 2 using New-Op operator. There are two paths from node 1 to node 6:   
1-2-3-6 and 1-4-5-6 For the First path, the suggested rating is R=ELT (1, 1, 2 ) using 
step(a) ; = EHT (6, 7, 7) using MIN operator [13] in step(b);  =7, =1, and 

=7 be the heights of EHT, ELT and  ;  Pr( )=0  and error = (0,0,0) using 
step (d); Now  = (1,1,2) and  Trust= (1,1,2) from steps (e) and (f). after it, the  trust 
rating, the most similar one linguistic set to the (1,1,2) is  ELT using formula(10). 
Similarly, for the second path, the trust rating between node 1 and node 6 is LT. Ag-
gregation can be done using MAX operator [13].  Output of this algorithm, the final 
trust rating between node 1 and node 6 is LT. 

3.2 Fuzzy Trust Based Recommendation Framework 

The overall system takes as input the trust matrix or the rating matrix and outputs a 
matrix of predicted ratings, then the RS selects from the row of predictive ratings 
relative to the user. Firstly, we apply the traditional CF algorithm on MovieLens data-
set. In order to make recommendations to the active users, CF performs three steps: 

• It compares the active user’s ratings with other users in the dataset. It can be 
done by computing similarity between users using Pearson  formula[1] 

• It predicts ratings for unseen items to the active user on the basis of the most 
similar users (neighbours). [1] 

• It recommends items to the user with highest predictive ratings 
 
Secondly, we incorporate fuzzy trust in the above CF-RS to deal with sparsity prob-
lem. Due to data sparsity, in many cases neighbourhood size is very small and there-
fore accurate predictions cannot be done. When sparsity level is high, sometimes the 
neighbourhood set can be just empty and no predictions would be possible. We apply 
fuzzy trust propagation as discussed above in subsection in 3.1, to enlarge the neigh-
bourhood size that results in better recommendations.  

At last, the predicted rating of item i for the active user  is the weighted sum of 
the ratings given to item i by n neighbours using Resnick formula [1]                                , = + ∑ , ( , )∑ ,                                         (11)  
Here neighbours can be taken from the user similarity matrix generated by Pearson 
formula or from the estimated trust matrix generated by propagation operators. 
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4 Experimental Results 

To demonstrate the effectiveness of proposed operators of fuzzy trust, we conducted 
experiments on the popular MovieLens dataset. 

4.1 Design of Experiments 

The MovieLens dataset consists of 100,000 ratings (1-5) provided by 943 users on 
1682 movies; and each user has rated at least 20 and at most 737 movies. For our 
experiments we choose three subsets from the data, containing 50,100 and 150 users 
called ML50, ML100 and ML150 respectively. Since there is no availability of trust 
statements in MovieLens dataset, we randomly generate the trust matrix consisting 
linguistic ratings for these datasets. This is to illustrate the effectiveness of the pro-
posed work under varying number of participating users. Each of the datasets was 
randomly split into 60% training data and 40% test data. The ratings of the items in 
test data are considered as items unseen by the active user, while the ratings in the 
training set is used for neighbourhood construction.  

In order to test the performance of our scheme, we measure system accuracy using 
the mean absolute error (MAE) and coverage of the system. MAE measures the aver-
age absolute deviation of predicting rating of an item from the actual rating for the 
item. Coverage is measured as number of items for which RSs can generate prediction 
over total number of unseen items. 

4.2 Results 

To demonstrate the ability of the proposed scheme New-Op-CF to offer better accura-
cy we compare the MAE and coverage with CF, Max-Min-CF, and Max-Mean-CF. 
The results are presented in Table 1. The MAE is computed based on the average over 
20 runs of the experiments over different datasets. A lower value of MAE corres-
ponds to a better performance. It is clear from table 1 the proposed scheme New-Op-
CF considerably outperforms other methods. 

Table 1. MAE comparison of New-Op-CF with CF, Max-Min-CF and Max- Mean-CF 

Datasets CF Max-Min-CF Max-Mean-CF New-Op-CF 
ML50 MAE 0.8960 0.8735 0.8735 0.8744 

ML100 MAE 0.9194 0.9066 0.9065 0.8930 
ML150 MAE 0.8853 0.8888 0.8887 0.8668 

The total coverage for New-Op-CF is always greater than the other techniques 
shown in Table 2. A higher value of coverage implies the better performance of the 
proposed scheme. The MAE for the different runs of the experiment for ML50 is 
shown in Fig. 3. A total of 20 runs were made for all datasets. The proposed method 
New-Op-CF performed better than any of the other techniques in the terms of predic-
tive accuracy as well as coverage. 
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Table 2. Comparison of Coverage of New-Op-CF with CF, Max-Min-CF and Max-Mean-CF 

Datasets CF Max-Min-CF Max-Mean-CF New-Op-CF 
ML50 Coverage 86.7 87.2 87.4 88.6 
ML100 Coverage 87.7 87.9 87.9 88.5 
ML150 Coverage 88.8 89.2 90.2 90.5 

 

Fig. 3. MAE for ML50 over 20 runs 

5 Conclusions and Future Work 

This research proposes modeling of fuzzy trust and corresponding propagation opera-
tors to deal with the sparsity problem. Incorporation of fuzzy trust network among 
users has resulted in alleviating data sparsity problem, thereby producing quality rec-
ommendations. Through experimental results, we have clearly demonstrated that 
New-Op-CF outperforms traditional CF, Max-Min-CF and Max Mean-CF. 

Our future works goes in several directions. First, we will focus on developing dif-
ferent efficient techniques to compute and propagate fuzzy trust [11][12]. Second, it is 
to be seen how two level filtering based on both trust and reputation [4] and utiliza-
tion of various sparsity measures [2] can be incorporated in the fuzzy trust enhanced 
CF system to further improve its performance.  
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Abstract. This paper presents a robust function based optimized fuzzy control-
ler for VSC-HVDC transmission link operating in parallel with an AC transmis-
sion line connecting a synchronous generator to infinite bus. A two input one 
output methodology based optimized non-linear fuzzy logic controller has been 
proposed to provide voltage support by means of reactive control at both ends; 
to damp power oscillations and improve transient stability by controlling either 
active or reactive power; and to control the power flow through the HVDC link. 
An improved Teaching Learning Algorithm is applied to tune the gains of the 
fuzzy controller. Comprehensive computer simulations are carried out to verify 
the proposed control scheme under several system disturbances like changes in 
short-circuit ratio, converter parametric changes, torque change and faults on 
the converter and inverter buses. Based upon the time domain simulations in 
MATLAB/SIMULINK environment, the proposed controller is tested and its 
better performance is shown compare with the conventional PI controllers with 
respect to voltage stability, damping of power oscillations and improving of 
transient stability. 

1 Introduction 

It becomes a challenge to increase power delivery by improving transfer capability with 
AC expansion options in meshed, heavily loaded ac networks satisfying the technical 
requirements such as dynamic performances. Fast control of active and reactive power 
of VSC-HVDC system can improve power grid dynamic performance under distur-
bances. In case of serious disturbance threatens system transient stability, fast power 
run-back and even instant power reversal control functions can be used to help maintain 
synchronized power grid operation[1-3]. VSC-HVDC system can also provide effective 
damping to mitigate electromechanical oscillations by active and reactive power mod-
ulation. A range of advanced control functions can be implemented in VSC-HVDC 
systems for enhancement of ac network steady-state and dynamic performance. An 
attempt has been made in this paper in the above mentioned prospective. 

VSC-HVDC can be operated in three modes: i) Constant DC voltage control mode 
ii) Constant active power control mode iii) Constant AC voltage control mode[4]. The 
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VSC-HVDC transmission link has four control inputs, namely modulation signal 
magnitude and phase angle at both the converter stations and their interaction makes 
system a truly non-linear multi input and multi output control system. The control of 
all the possibilities is normally achieved through proportional-plus-integral (PI)  
controllers. These PI controllers suffer from the inadequacies of providing suitable 
control and transient stability enhancement over a wide range of system operating 
conditions under various faulted situation. 

Several authors have presented mathematical models and control strategies for 
VSC-HVDC transmission that include small signal stability [5], decoupling control in 
converter stations using feedback linearization [6], LMI based robust control [7], and 
adaptive control [8-10]. Most of these papers have considered a point to point VSC-
HVDC system without considering a parallel AC line in which case the sending and 
receiving ends are completely decoupled. Although some research has been con-
ducted for parallel AC-VSC-HVDC systems [11-14], to explore the possibility of 
their smooth operation, till a lot of aspects are yet to be examined thoroughly. How-
ever also these previous studies were at the expense of neglecting a number of very 
important features in HVDC system operation, particularly related to the HVDC-
HVAC interactions. 

In this study, a robust nonlinear control is applied to the HVDC Light transmission 
systems in order to improve the dynamic behavior performance under wide range of 
operating and faulted conditions. The controller design is based on a simple function 
based optimized Fuzzy Controller. Here the gains of the Fuzzy Controller are opti-
mized using a modified Teaching Learning Technique. This paper clearly describes 
the advantages of function based fuzzy controller over conventional PI Controller. 
The effectiveness of the robust controllers is demonstrated using the simulation stu-
dies with the aid of the MATLAB software package. The simulation results show that 
the controllers contribute significantly to improve the dynamic behavior of the HVDC 
light transmission system under a wide range of operating conditions, enhance the 
system stability and damp the undesired oscillations. 

The rest of the paper is organized in six sections as follows. In section 2, the time 
domain mathematical modeling of the VSC-HVDC light transmission system is pre-
sented. In section 3, the conventional PI controller and two rules based Fuzzy Logic 
Controller is briefly explained. The improved Teaching Learning Algorithm is ex-
plained in detail in Section 4. Simulation study that illustrates the effectiveness of the 
proposed strategies is discussed in section 5. At last, conclusions are drawn in Section 6.  

2 Mathematical Modeling in D-Q Frame of Reference   

In this paper mathematical model of the whole system has been derived in d-q frame. 
For the simplicity of analysis the three phases of the AC system are assumed to be 
symmetrical and the voltage of the AC source is in the q-axis exactly. Thus the  
reactive power can be controlled by the d-axis component and the active power or  
can be controlled by q axis component.  
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Fig. 1.  

The whole model is based upon the state space control theory ( ). 
The controllers have been designed according to the system state. The model studied 
in this paper is shown above  in Fig.1. 

The VSC HVDC system shown in fig.1 has a synchronous generator equipped with 

a voltage stabilizer and a parallel AC-HVDC Light system. , , and  are 

the transformer reactance.  is the line reactance and    ,  are the reactance of the 

rectifier and inverter respectively. And are the loads in the passive 

network. DC line resistance is taken as the .  Are the DC link capaci-

tors.  And   are the node bus and rectifier bus voltage respectively on the  

converter side network.  and  are the inverter bus and infinite bus voltage re-

spectively on the inverter side network.  

2.1 Synchronous Generator  

The synchronous generator is described by a third order nonlinear mathematical mod-
el given by Ref. [15-16]  

                                    (1)              

                             (2)      

             
                                         

(3) 

Where , , ,  are the power angle, angular speed, field voltage and quadra-

ture axis voltage of the generator respectively. The excitation system of the generator 
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2.2 Rectifire Station 

The dynamic equation of converter station are given by 
 

                

(4) 

                      (5) 

Where ,  and ,  are the direct and quadrature axis voltage of the ac bus 
and the rectifier bus respectively. ,  are the d-q axes current flowing into the 
rectifier.   is the dc current flowing out of the rectifier. and are the equiva-

lent inductance offered by the rectifier and dc link capacitor respectively. 
The modulus index  and firing angle  can be related as  

                            (6)                                             

The active and the reactive powers at the converter and the inverter sides are given by 

                                 (7)                                    

2.3 Inverter Station 

The dynamic equations of the inverter are as follows 

 ,     
  

Where ,  are the d-q 

axes current flowing out of the inverter? is the   equivalent inductance offered by 

the inverter. The modulus index  and firing angle  can be related as 
 

  
                   (8) 

The active and the reactive powers at the converter and the inverter sides are given by  

                           (9) 

3 Control Scheme for VSC-HVDC System  

Since a parallel AC line is connected to a VSC-HVDC system both the rectifier and 
inverter stations are coupled giving rise to a system instability for certain operating 
conditions. Also due to coupling both of the sides are no more independent that is 
fault on one side reflects to the other. Normally PI controller is used for this purpose 
for providing damping to the system oscillations. Thus for improving damping  
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performance significantly a novel two rule based fuzzy controller has been proposed 
that gives better stability to the system under abnormal conditions.  

3.1 PI Controller 

The PI controller is designed to provide decoupled and independent control of the DC 
link voltage and the generator side reactive power for converter station and the control 
of active power and reactive power for inverter station. The state variables of rectifier 
station are taken as Ird, Irq and Vdc1. For convenience dc voltage and reactive power of 
the rectifier are taken as the output variables. Since the reference bus d-axis voltage is 
taken as zero, the reactive power directly controlled by Irq. The state variables of inverter 
station are Iid, Iiq. Since the inverter station is operating in the active and reactive control 
mode the output states are taken as Iid, Iiq. The whole PI controller strategies for rectifier 
station and inverter station are shown in the Fig.2 and Fig. 3 respectively. 

 

Fig. 2. PI controller for the rectifier station 

 

Fig. 3. PI controller for the inverter station 

Here the trial and error technique is avoided and TLBO technique is used to optim-
ize the values of the gains , , , , ,    . Both of the result has 
been demonstrated by simulation.  

3.2 Two-Rule Based PI Like Fuzzy Controller  

To overcome the tuning problem of conventional PI controller, here a two rule based 
PI like fuzzy controller has been proposed as shown in fig.4. This section describes 
the main features of the proposed two rule base two input one output FLC. 
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The proposed FLC uses two inputs as error e, and change of error de, and one out-
put du (change in control). PI like FLC is based upon two rules and one metarule as 
follows:  

R1:  If e is EP and de is CEP then du is UP.,R2:  If e is EN and de is CEN then  
du is UN. 

In the above rule base, the fuzzy sets for error e, change of error de, and change of 
control du are EP(error positive), and EN(error negative), CEP(change of error posi-
tive), and CEN(change in error negative), UP(control positive),and UN(control nega-
tive), respectively. Since the above rule base is not complete as at least four rules are 
required for the fuzzy PI or PD controller. Thus, a third metarule of the form given 
below is used to obtain the fuzzy 2-rule based controller: 

“If e is not self correcting, then control action du is not zero and depends upon the 
sign and magnitude of e and de”. This is achieved by defining the relationship as sign 
(du) = sign (e). Thus the metarule takes the form “If sign (e) = sign (de) ≠ 0, Then 
sign (du) = sign (e)”. 

 

Fig. 4. Generalized Fuzzy like PI controller 

The membership functions for the fuzzy sets EP and EN are chosen as

,(                                    
(10)

                   

Similar expressions hold for CEP, and CEN, respectively as 

,
                    (11) 

 

The defuzzified output becomes 

du = (2/3) G ( , where ,  

                                                                           (12) 

Using the above relations and after some simplifications, the defuzzified control out-
put is obtained as du = (2/3) G (                      (13) 

A slightly different version is obtained by using a product-t norm for the defuzzifi-
cation process in which the value of   becomes equal to  =  exp  

( ), and using simplification du is obtained as  

   du = (2/3) G                                            (14) 
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The various gains used in the above equations like  are to be chosen ap-

propriately for optimal control performance. Thus the control input at time t is 

                                  (15) 

Where K1 acts as integral constant and K2 as proportional constant. Keeping K1=0, G 
and K2 are tuned. Then K1 is gradually increased to achieve the required output. In 
this way all the gains are tuned at one operating condition but for different operating 
conditions the gains are optimized using the improved teaching learning algorithm. 
The converter and inverter station auxiliary fuzzy controllers can be written by using 
equation (30) separately as follows.  For the converter station 

 
,       (16) 

Where            

,                              (17) 

For inverter station 

 

              
                          (18) 

Where , 
   

                                                  (19) 

And ,                                                (20) 

4 Teaching-Learning Based Optimization (TLBO) 

This is a population based method based on the effect of influence of a teacher on 
learners. Due to faster convergence rate, better searching capability to find global 
optimum, less adjustment of algorithm parameter change and less computational ef-
fort than the other nature inspired algorithm it is used to tune the fuzzy controller 
parameters.  

Teacher Phase: In this phase learning of the learner from the teacher is encapsulated 
by adding a factor to the old value as follows. The updated values ,  in the itera-
tion are calculated by adding some percentage of the difference between the teacher 
and the individual learner subject value to the old value ,   as follows. 

Xnew, s  = Xold,s + r and(Xteacher,s – Tf(Meanind-sub,s))                         (21) 

Learning Phase: In this phase the second way of learning of the learner by interaction 
with other learners is taken care of by adding a factor to the above value  ,  .as 
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follows. But with a condition a learner learns new if the other learner has more know-
ledge comparatively. , = ,  +    if                           (22) 

, = ,  +    if <                           (23) 

Stopping Criterion: The process terminate once the maximum generation number is 
achieved. To validate the established steady state model and the proposed control 
strategy, the operating points are taken into consideration are mentioned in appendix-
A for theoretical simulation studies in MATLAB. 

The fitness function chosen here for finding optimized PI and Fuzzy controller 
gains is chosen as =  11 + 1 ∑  ( ) +  ( ) +  ( ) +  ( )  

5 Simulation Result 

Case-1. The system is simulated with a LLLG fault at bus-1 from 1 sec to 1.2 second. 
Due to the fault the ac voltage at the corresponding bus is decreased to a critical level. 
The performance of the optimized fuzzy controller restores the system faster than the 
conventional PI controller. The performance improvement with the new controller 
shown in Fig.5 clearly indicates the robustness of the proposed controller. The damping 
property marginally improves along with the reduction in overshoot and settling time.  

 

Fig. 5. (a) Variation of power angle Fig. 5. (b) Variation of rotor speed 

  

Fig. 5. (c) Variation of rectifier power Fig. 5. (d) Variation of Qr at rectifier 
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Case-2. With operating condition of Pr=0.8Pu andQr=0.6Pu,the 10-cycle LLLG fault 
is simulated on the inverter side. Fig.6 shows the satisfactory performance of the pro-
posed optimized Fuzzy controller in comparison to the optimized PI controller. The 
proposed controller maintains a complete coupling effect between the stations. The ac 
side of the rectifier station operates completely in a stable condition and is very less 
affected by the fault on the inverter side. Fig. 6 indicates 

 

Fig. 6. (a) Variation of power angle Fig. 6. (b) Variation of rotor speed 

  

Fig. 6. (c) Variation of Pi at inverter Fig. 6. (d) Variation of Qi after the rectifier 

Case-3. Here a 1 cycle fault at bus 1 is created by increasing the mechanical input to 
the generator (20 percent of the preliminary value) with an operating point Pr=1.03Pu, 
Qr=0.3pu, is simulated on the inverter side. Fig.7 shows the satisfactory improvement 
of the power system by the proposed controller. 

 

Fig. 7. (a) Variation of power angle Fig. 7. (b) Variation of rotor speed 
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6 Conclusion  

The VSC based HVDC light system with optimized function based fuzzy controller 
has been proposed and designed in this paper. The gains of the proposed controller 
have been tuned using a adaptive Teaching-Learning based optimization technique. 
The methodology used to design the PI like FLC for the HVDC light system works 
effectively. Under normal and fault condition the controller is tested which gives the 
satisfactory result. Simulation result shows that with proposed control strategy, quick 
response and dynamic stability have been achieved for any kind of changes and high 
level control accuracy is attained at different operating conditions of the system as 
well as for a variety of disturbances occurring in the network.  

References 

[1] Andersen, B.R., Xu, L., Horton, P.J., Cartwright, P.: Topologies for VSC Transmission. 
Power Engg. Journal 16, 142–150 (2002) 

[2] Asplund, G.: Application of HVDC Light to power system enhancement. IEEE Power 
Eng. Soc. Winter Mtg. 4, 2498–2503 (2000) 

[3] Zhang, G., Xu, Z.: Steady-state model for VSC based HVDC system and its controller 
design. IEEE Power Engineering Society Winter Meeting 3, 1085–1090 (2001) 

[4] Durrant, M., Werner, H., Abbott, K.: Synthesis of multi-objective controllers for a VSC 
HVDC terminal using LMIs. In: IEEE Conference on Decision and Control, pp. 4473–
4478 (December 2004) 

[5] Ruan, S.Y., Li, G.J., Jiao, X.H., Sun, Y.Z., Lie, T.T.: Adaptive control design for VSC-
HVDC system based on backstepping approach. Electric Power System Research 77(5-
6), 559–565 (2007) 

[6] Ruan, S.X., Li, G.J., Peng, L., Sum, Y.Z., Lie, T.T.: A non-linear control for enhancing 
HVDC Light transmission system stability. Electrical Power Energy Systems 29, 565–
570 (2007) 

[7] Xu, L., Anderson, B.R., Cartorite, P.: VSC transmission operating under unbalanced AC 
conditions- analysis and control design. IEEE Transactions Power Delivery 20(1), 427–
434 (2005) 

[8] de la Villa Jean, A., Acha, E., Exposito, A.G.: Voltage source converter modeling for 
power system state estimation: STATCOM and VSC-HVDC. IEEE Transactions Power 
System 23(4), 1552–1559 (2008) 

[9] Latorre, H.F., Ghandhari, M., Soder, L.: Control of a VSC-HVDC Operating in Parallel 
with AC Transmission Line. In: IEEE Conference (2006) 

[10] Li, C., Li, S., Han, F., Shang, J., Qiao, E.: A VSC-HVDC fuzzy controller to damp oscil-
lation of AC/DC Power System. In: IEEE Conference, ICSET 2008, pp. 816–819 (2008) 

[11] Latorre, H.F., Ghandhari, M., Soder, L.: Active and Reactive Power Control of VSC-
HVDC. Electrical Power System Research 78, 1756–1763 (2008) 

[12] Scholtz, E.: Towards realization of a highly controllable transmission system-HVDC 
light. ABB Corporate Research, 1–21 (2008) 



  A Function Based Fuzzy Controller for VSC-HVDC System 451 

Appendix 

Synchronous machine data Generator rating = 900 MVA,Base MVA = 500 

Pe = 1.4 pu,  Qe =0.8 pu,,Pt = 0.5 pu,Qt = 0.2 pu,Pdc =0.3 pu 

Load active power PL =0.7 puLoad reactive power, QL =0.3 Pu  

 = 30, = 1.8,  = 0.3,  = 1.7, H = 6.5, τ’d0=8 

PSS data 

,

 

Optimized PI gains  = 1.98;  = 3.56;  = 0.45;  = -1.3;  = .175;  = 
.656;  = 0.39;  = -1.57;  

Optimized fuzzy control gains  = 0.341;  = 4.593;  = 0.37;  = 

0.138;  = 2.49;   = 0.13;  = 0.412;  = - .593; = 0.63;  

=0.237;  = 3.92;    = 0.19; 

Control parameters of TLBO 

Number of particles = 20; Number of variables for optimized fuzzy controller = 12; 
The maximum and minimum limits for the gains: 10 and -5.  
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A Bayesian Network Riverine Model Study 
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Abstract. In this paper we apply a Bayesian Network Methodology to a  
riverine model study.  We show that continuous variables, following  
Ebert-Uphoff’s method, would improve this model, and we modify an existing 
share-ware Bayesian Network to simulate continuous variables.  We also 
present a new metric for the Bayesian Network. 

1 Introduction 

Bayesian Networks are software tools that encode causal relationships.  Graphically 
they are represented as Directed Acyclic Graphs (DAG’s).  Each DAG node 
represents a random variable that can take on two or more discrete values.  Each DAG 
arc represents a causal conditional dependent relationship between the two nodes; a 
non-zero covariance relationship is represented only if no other arc implies the same 
dependence.   

Mathematically, two random variables, A and B, are conditionally independent, 
given C, if any of the conditional probability equations below hold:                                                     ( , | ) = ( | ) ( | )                                          (1)                                                         ( | , ) =  ( | )                                                (2)                                            

                                                  ( | , ) =  ( | )                                              (3) 

If we consider the set of discrete values that our stochastic variables can assume as 
bins, the set of bins must of necessity cover the full range of the continuous variable 
being discretized.  In general these bins form a partition over the values within the 
range; this is a hard discretization.  Bayesian Networks propagate new probability 
tables for nodes via Bayesian inference, which is based on Bayes’ Theorem. For a 
case where a node representing variable A has n bins, the general form of Bayes’ 
Theorem can be used to find the probability of some , given new evidence E [1].  A 
third, "chained" version of the theorem can be used to find the probability that some 
event C has occurred, given that events A and B have occurred [2]. 

In a multi-connected network  ( ) calculations would need to be performed, each 
themselves requiring linear time, bringing the total computation complexity cost to 
quadratic time complexity [3].  To speed up this process, Bayesian Network software 
packages use join  tree algorithms [4] to decompose the graph represented by the Baye-
sian Network into a  join tree. After this, a propagation algorithm is executed on the join 
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tree. There are many established algorithms [5] for performing this propagation. Many 
general use, pre-built implementations are available from a variety of sources.  For ex-
ample, there are software development firms that produce high quality commercial 
products. In addition, several University Computer Science / Mathematics Departments 
maintain free (with license limitations), open-source implementations. 

There are two primary characteristics that separate these implementations. The first 
is the method of use. Many implementations are only available for certain Operating 
Systems (most commonly, Microsoft Windows). Some implementations can only be 
used via a graphical user interface (GUI). Such implementations cannot be automated 
by incorporating them into a computer program. Still other implementations are not 
wide enough in their scope. For instance, there are some that focus exclusively on 
using Bayesian Networks to perform sensitivity analysis. The second distinguishing 
characteristic among Bayesian Network software packages is their implementation of 
the junction tree algorithm. In order to be deemed correct,   junction tree algorithms 
must arrive at the correct answer for all computations. However, some implementa-
tions of this algorithm perform these calculations much more efficiently than other 
implementations. This is one of the main areas of competition between competing 
commercial Bayesian Network software implementations. For a list of some available 
packages, see Appendix 2 of Agena Risk’s Knowledge Transfer Report on Bayesian 
Network technology [6]. We utilize the Netica Bayesian Network software package, 
produced by [7].   It is available for all major platforms (Microsoft Windows, Macin-
tosh OS X, Linux, and Sun Solaris). Also, it can be utilized both via a GUI and via 
Application Programming Interfaces (APIs) available for many different program-
ming languages, including Java, C, C++, .net, and others. Furthermore, it has earned a 
reputation as being a fast and stable implementation through its performance in other 
scientific research projects.   

We use Netica in two forms: as a Java API and as a Windows GUI. Versions of 
this software can be downloaded from http://www.norsys.com/netica-j.html  and 
http://www.norsys.com/download.html, respectively. Once downloaded, no installa-
tion of  the software is necessary.   The versions that can be freely downloaded but are 
limited in size – the number of nodes that can be contained by a network is limited.   
Furthermore, there are legal restrictions on the use of the software. These can be 
viewed online at http://www.norsys.com/netica-j.html. 

2 Related Research 

[8] propose a probability based soft discretization.   We present a solution that mimics 
a soft discretization and works with existing Software Tools.   Hard discretization of a 
variable loses accuracy.  Precisely, if a value of x is allocated to a bin with range  
[x-.5] – [x+.2], the effect of x changes to that of x-1.5 – the midpoint of the bin.   

Commonly available Bayesian Network software packages only allow hard  
discretization of continuous variables [8]. They propose a probability-based soft dis-
cretization solution to this problem. Soft discretization is a weighted scheme in which 
a value does not have to belong exclusively to one bin. For instance, the value 18 
would be given a large weight in bin 2, and a smaller weight in bin 3. In this way, less 
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of the information about where a value lies within the bin is lost. Modifying the Baye-
sian Model was beyond the scope of this research work. Instead we simulated soft 
discretization by relaxing our metric a posterori. 

The use of the junction tree algorithm for efficient probability propagation in mul-
ti-connected networks was first described by Lauritzen & Spiegelhalter [4]. There are 
now, however, many different algorithms for this purpose, as described by Neapolitan 
[5]. All of these algorithms begin by moralizing the network, making it chordal, and 
decomposing it into a junction tree. After that, the algorithms vary as to how they 
actually perform the propagation of probabilities throughout the network. See, for 
example, Jensen & Jensen [9], Weisstein [10], and McGlohon [11] to gain a better 
understanding of this process. 

3 Data Location and Sobek Model 

The United States Geological Survey (USGS) maintains data collection stations at 
multiple sites along the Kootenai River, located in northern Idaho. We utilize a nu-
merical model constructed to replicate the river flow properties at the "Tribal Hat-
chery" site, located approximately 150 miles upstream from the mouth of the river. 
The Sobek model is one dimensional, and includes momentum and continuity equa-
tions for a variety of flow dynamics including sediment load. It has been verified to 
be in the regions of strong sediment transfer [12]. It uses the Boussinesq approxima-
tion and includes hydraulic parameterization, as well as the standard cross sectional 
area flow parameters.  

A typical river model might require several years to construct, and decades to cali-
brate.  For this reason, we utilize a set of results from an existing, validated numerical 
riverine model of the Tribal Hatchery site. This model data was generated by the 
SOBEK model suite, produced by Delft Hydraulics [13]. This powerful software tool 
simulates one dimensional integral processes in a water drainage system – river, can-
al, etc [12]. The model was configured specifically for the Tribal Hatchery site men-
tioned above, and was run over a range of expected conditions. This produced a table 
of 87,840 cases, each consisting of a value for Discharge, Velocity, Width, and Depth. 
We simulate having set up and run the model ourselves by selecting cases from this 
pre-run result set. Test case selection was performed using a well seeded pseudo ran-
dom number generator. This was selected because the region exhibits significantly 
different flow regimes episodically and we wanted to capture a wide variety of flows. 

One of the earliest studies of river dynamics was based on a study of the Po river 
made by the Italian engineer Guglielmini in the seventeenth century. These early stu-
dies used a transport equation with simply related variables, as Q= V* A (where A is 
the cross sectional area, V is velocity and Q is the discharge) . Such simple equations 
assume idealized flow. For example, it assumes conservation of water. Yet water may 
be absorbed by dry ground when a river’s depth increases and a dry river bank is first 
wetted. 
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4 Performance Metric: Bin Prediction Accuracy 

To test the network, we give the network values for the other 3 variables (not for the 
variable being tested) for all 87,840 cases.  We compare the bin which the network 
estimates the value to be in (for each case) with the bin the value was actually in. We 
use a modified Bin Prediction Accuracy metric as our performance criteria – the per-
centage of times the network accurately chooses the correct bin.  

It is desirable that the matrix from which BPA is calculated has high values along 
the principal diagonal, indicating that the Bayesian Network predicted the correct bin. 
In a "strict" BPA calculation, only the values along that principal diagonal would be 
counted as correct. However, Ebert-Uphoff [8] discusses the fact that, in a hard dis-
cretization scheme (such as ours), intra-bin information is lost.   Thus, for values that 
fall near the edge of a bin, there is an increased likelihood that the Bayesian Network 
will predict the bin next to the “correct” bin.   Figure 1 clearly shows that there are 
many bins with high prediction counts that are next to the actual bins the values fall 
into. If we only counted the actual “correct” bins as correct, we would be ignoring the 
distributional information inherent in the matrix – we would be counting those cases 
the same as when the network’s prediction was completely wrong. Thus, we include 
those bins as "correct" in our BPA calculations.  This soft correction is an a posteriori 
accommodation, in contrast to Ebert-Uphoff’s [8] a priori soft discretization, intended 
to accomplish the same goal, albeit less rigorously. 

 

Fig. 1. Bin Prediction Accuracy: Predicted Bin Vs Actual Bin 

5 Discretization Optimization 

Discretization involves answering two questions: Where should the bin boundaries 
(’breaks’) be placed? How many bins should there be? Optimal solutions to these 
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questions are computationally intensive and often not intuitive.   In Netica (and other 
Bayesian Network software packages), the default method of answering the first ques-
tion is to use a quantile method to place the breaks such that an even number of cases 
falls into each bin. There is no default answer to the second question; researchers 
generally must explicitly choose the number of bins. In this paper, we develop an 
algorithm to answer both of these questions in a way that improves the overall accu-
racy of the resulting network. In the quantile method, bin boundaries are placed such 
that an even number of cases falls into each bin. Essentially, it orders the cases, then 
splits them into evenly spaced groups.   For instance, if we were using 20 bins, the 
first 5% would go into bin 1, the next 5% into bin 2, and so on.  

It seems intuitive that placing bins such that an even number of cases fall into each 
bin would yield high BPA. The problem, however, lies in the fact that the bin bounda-
ries are placed at pre-determined places in the Cumulative Distribution Function. So 
bin boundaries can (and often do) get placed in the middle of a dense cluster of cases 
that would preferably be grouped together in one bin because they represent similar 
dynamics. A data clustering approach addresses this bin boundary placement directly. 
This method locates these dense clusters of cases, and places the bin boundaries such 
that the clusters are binned together, forming natural breaks. As evidenced in table 1, 
the optimal bin count combination using this method yields approximately 8% higher 
Bin Prediction Accuracies than the optimal bin count combination using the quantile 
method.  

Table 1. Discretization Optimization Results 

 
For verification testing, we use a brute-force approach to determine the optimal 

number of bins for each variable. We test all even numbers between 6 and 20 as bin 
counts for each variable, using both methods (quantile and data clustering) mentioned 
above. For each bin count combination, we record the BPA for each variable. For 
each bin boundary placement method, we choose the bin count combination that 
yields the highest mean BPA. Discretization optimization leads to increased predic-
tion accuracy —-bins matter. But discretization also yields another benefit. Because it 
may lead to the use of fewer bins per variable, discretization optimization may yield 
faster computing times, since there are less bins across which the junction tree algo-
rithm must propagate probabilities. Using all 87,840 cases from the SOBEK model 
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output, the Bayesian Network is able to predict a single unknown variable with 98.1% 
accuracy, given values for the other three variables, as shown in table 1. Here, how-
ever, we show that the Bayesian Network can reach nearly the same prediction accu-
racy levels, using far fewer than the entirety of the 87,840 cases.  In our study a ran-
dom selection of only 1,000 cases resulted in accuracy above 90% (Fig 2).   The net-
work’s ability to accurately predict which bin a variable’s value will fall into (1) 
quickly reaches nearly the same accuracy levels as using all 87,840 cases, and (2) 
quickly shows diminishing returns – to add more data would be of decreasing benefit. 

 

Fig. 2. Bin Prediction Accuracy Vs Number of Cases 

6 Future Development 

Our study showed that the network can achieve essentially the same BPA using far 
fewer than the full set of 87,840 cases. Thus, there should be an informed way to in-
telligently choose data points from the full set, rather than using random selection —-
an uninformed method.  A consequence of discretizing the SOBEK model data is a 
loss of information. For instance, consider a situation in which bin 3 of variable V 
contains all values in the range 3 to 5. In this situation, the difference between a value 
of 3.1 and a value of 4.9 has been lost, since both fall into bin 3.  It seems likely that 
the network’s BPA would benefit from the use of soft discretization [8]. This is a 
weighted discretization scheme in which it is not necessary to assign all of a value’s 
weight to only one bin. For instance, the value of 3.1 might have a large weight as-
signed to bin 3, and a smaller weight assigned to bin 2, indicating that it was near the 
lower bound of bin 3. In this way, we would save some of the information that is now 
being lost due to the hard discretization scheme. However, as [8] discusses, there are 
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currently no Bayesian Network software packages that allow soft discretization. Thus, 
a Bayesian Network software package would have to be modified to allow this.   

7 Conclusion 

As mentioned in the section describing BPA, we include both the bins next to and on 
the principal diagonal in Fig.1 as correct. It is likely that there is a more optimal way 
to include these bins in our calculations. Perhaps an exponentially decreasing weight 
would be more appropriate. In this scheme, the bins along the principal diagonal 
would be counted as correct with a weight of 1. Bins that are one bin away from the 
principal diagonal would be counted, but with a smaller weight, and bins that are two 
bins away would be counted, but with a still smaller weight. More work is needed to 
determine the coefficient weights for an exponentially decaying scheme. 

The discretization improvements to Bayesian network forecast methods are general 
in nature, and may be applied to many other numerical models.  The work is not li-
mited to our riverine model. Netica’s default discretization scheme is quantile, usually 
using the same number of bins for every variable. Using this scheme (with twenty 
bins for each of our four variables), the network achieved 90.1% accuracy. We devel-
oped a discretization optimization algorithm to select a discretization scheme that 
yields a network that is both more accurate and more computationally efficient. This 
algorithm uses data clustering to find natural breaks between groups of clustered data. 
By changing the discretization scheme and intelligently selecting the number of bins 
for each variable, we increased the network’s accuracy from 90.1% to 98.1%.  

It is important to note that the value of these contributions is not limited to the ap-
plication of Bayesian Networks in a riverine system. Rather, the concepts are general 
enough that they can be applied to any system in which the data must be discretized 
before it can be used in a Bayesian Network. Thus, they should be of benefit not only 
to geoscientists, but also to physicists, engineers, economists, and researchers in any 
discipline to which numerical modeling can be applied.  

We modified our accuracy measure as well. It is an improvement over a strict bin 
prediction accuracy metric in that it maintains not only cases in which the network 
predicted the correct bin, but also cases in which the network was only off by one bin. 
In a stricter metric, these cases would be counted equally as wrong as ones for which 
the network predicted a completely wrong bin. This metric is also an improvement 
over the standard hindcasting method of determining a network’s accuracy. In hind-
casting, the actual value is compared with the mean of the bin predicted by the net-
work. So, for all cases in which the value does not fall exactly in the center of the bin, 
the network is penalized as having "error", even though (since it is discretized) it can-
not perform any better than predicting  the correct bin. In short, hindcasting attempts 
to extract a continuous value from a discrete variable. Our metric improves on this by 
only trying to extract a discrete value from a discrete variable. Because the network 
can do no better than predicting the correct bin, that  is counted as completely correct 
in our modified bin prediction accuracy metric.  
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Finally, we showed that the network’s accuracy exhibits diminishing returns as 
more data is added. This should be a significant help to researchers to help them de-
termine how much data needs to be collected from laboratory and field experiments in 
order to achieve results that are at least within some pre-defined accuracy threshold. 
Further, the iterative learning algorithm we developed can be used (in conjunction 
with a numerical model) to determine, a priori, approximately how many data points 
must be collected to achieve a desired accuracy level. This can save researchers much 
valuable time, money, and resources that could otherwise be wasted on collecting 
unnecessary data.  
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Abstract. This paper proposes a new technique for emotion recognition of an 
unknown subject using General Type-2 Fuzzy sets (GT2FS). The proposed 
technique includes two steps- first, a type-2 fuzzy face-space is created with the 
background knowledge of facial features of different subjects containing differ-
ent emotions. Second, the emotion of an unknown facial expression is deter-
mined based on the consensus of the measured facial features with the fuzzy 
face-space.  The GT2FS has been used here to model the fuzzy face space. The 
general type-2 fuzzy involves both primary and secondary membership  
distributions which have been obtained here by formulating and solving an op-
timization problem. The optimization problem here attempts to minimize the 
difference between two decoded signals: the first one being the type-1 defuzzi-
fication of the average primary membership distributions obtained from n-
subjects, while the second one refers to the type-2 defuzzified signal for a given 
primary distribution with secondary memberships as unknown. The uncertainty 
management policy adopted using general type-2 fuzzy set has resulted in a 
classification accuracy of 96.67%. 

Keywords:  Emotion Recognition, Facial feature extraction, Type-2 primary 
membership, Type-2 secondary membership, Fuzzy Face Space. 

1 Introduction 

Emotion recognition is currently gaining importance for its increasing scope of appli-
cations in human-computer interactive systems. Several modalities of emotion recog-
nition, including facial expression, voice, gesture and posture have been studied in the 
literature. However, irrespective of the modality, emotion recognition comprises two 
fundamental steps involving feature extraction and classification. Feature extraction 
refers to determining a set of features/attributes, preferably independent, which  
together represents a given emotional expression.  Classification aims at mapping 
emotional features into one of several emotion classes. 
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Among the well-known methods of determining human emotions, Fourier descrip-
tor [1], template matching [2], and neural network techniques [3], [4] deserve special 
mention. Other important works undertaken so far for recognition of emotions from 
facial expression by selecting suitable features include [5], [6], [7] and by identifying 
the right classifier include [3], [4],[10]. 

The paper provides an alternative approach to emotion recognition from an unknown 
facial expression, when the emotion class of individual facial expression of a large 
number of experimental subjects is available. The General Type-2 fuzzy set (GT2FS) 
based approach employs to construct a fuzzy face space, comprising both primary and 
secondary membership distributions, obtained from known facial expressions of several 
subjects containing multiple instances of the same emotion for each subject. The emo-
tion class of an unknown facial expression is determined by obtaining maximum sup-
port of each class to the given facial expression. The class with the maximum support is 
the winner. The maximum support evaluation here employs both primary and secondary 
distributions. Experiments reveal that the classification accuracy of emotion of an un-
known person by the GT2FS based scheme is as high as 96%.  

The paper is divided into five sections. In section 2, we propose the principle of 
GT2FS approach. Methodology of the proposed scheme is discussed in section 3. 
Experimental details are given in section 4. Conclusions are listed in section 5. 

2 Principles Used in the GT2FS Approach 

The GT2FS based reasoning realized with measurements taken from n-subjects,  
requires k × m × n general type-2 fuzzy sets to determine the emotion class of an un-
known facial expression where, k is the number of emotion classes and m is the num-
ber of features. 

Let F={f1, f2, …,fm} be the set of  m facial features.  Let )(~ iA
fμ be the primary 

membership in [0,1] of the feature fi to be a member of set A
~

, and ))(,( ~ iAi ff μμ  be 

the secondary membership of the measured variable fi in [0,1]. If the measurement of 
a facial feature, fi, is performed p times on the same subject experiencing the same 
emotion, and the measurements are quantized into q intervals of equal size, we can 
evaluate the frequency of occurrence of the measured variable fi in q quantized inter-
vals. The interval containing the highest frequency of occurrence then can be identi-
fied, and its centre, mi, approximately represents the mode of the measurement  
variable fi. The second moment, σi, around mi is determined, and an exponential bell-
shaped (Gaussian) membership function centered on mi

 and with a spread σi is used to 
represent the membership function of the random variable fi. This function represents 
the membership of fi to be CLOSE-TO the central value, mi. It may be noted that a 
bell-shaped (Gaussian-like) membership curve would have a peak at the centre with a 
membership value one, indicating that membership at this point is the largest for an 
obvious reason of having the highest frequency of fi at the centre. 

On repetition of the above experiment for variable fi on n subjects, each  
experiencing the same emotion, we obtain n such membership functions, each one for 
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one individual subject. Naturally, the measurement variable fi now has both intra- and 
inter-personal level uncertainty. The intra-level uncertainty occurs due to the pre-
assumption of the bell-shape (Gaussian distribution) of the primary membership func-
tion, and the inter-level uncertainty occurs due to multiplicity of the membership dis-
tribution for n subjects. Thus a new measurement for an unknown facial expression 
can be encoded using all the n-membership curves, giving n possible membership 
values, thereby giving rise to uncertainty in the fuzzy space. 

GT2FS approach tunes the primary membership values for the given measurements 
using the secondary memberships of the same measurement, and thus reduces the 
degree of intra-level uncertainty of the primary distributions. The reduction in the 
degree of uncertainty helps in improving the classification accuracy of emotion at the 
cost of additional complexity required to evaluate type-2 secondary distributions and 
also to reason with k × m × n fuzzy sets. 

Let fi/ be the measurement of the i-th feature for an unknown subject. Now, by 
consulting the n primary membership distributions obtained from n-subjects for a 
given emotion, we obtain n primary membership values for the measurement fi

/ given 
by 1 / 2 / /( ), ( ),......., ( )n

i i iA A Af f fμ μ μ   . Let the secondary membership values for each primary 

membership respectively be / 1 / / 2 / / /( , ( )), ( , ( )),......., ( , ( ))n
i i i i i iA A Af f f f f fμ μ μ μ μ μ   . Since the 

secondary memberships denote the degree of accuracy of the primary memberships, 
the uncertainty in a primary membership distribution can be reduced by multiplying 
each primary membership value by its secondary membership. Thus the modified 
primary membership values are given by 

mod 1 / 1 / / 1 /( ) ( ) ( , ( )),i i i iA A A
f f f fμ μ μ μ= ×    

mod 2 / 2 / / 2 /( ) ( ) ( , ( )),i i i iA A A
f f f fμ μ μ μ= ×    

… … … … … …  …  …. …  …  …                                     (1) 
mod / / / /( ) ( ) ( , ( ))n n n

i i i iA A A
f f f fμ μ μ μ= ×    

where mod /( )j
iA

fμ 
denotes the modified primary membership value for j-th subject. The 

next step is to determine the range of mod /( )j
iA

fμ  for j= 1 to n, comprising the mini-

mum and the maximum given by  )([ /
~

mod
iA

fμ , )]( /
~

mod

iA fμ , where 

=)( /
~

mod
iA

fμ )},(),...,(),({ /
~

mod/2
~

mod/1
~

mod
i

n
AiAiA

fff Min μμμ  

=)( /
~

mod

iA fμ )},(),...,(),({ /
~

mod/2
~

mod/1
~

mod
i

n
AiAiA

fff Max μμμ  

If there exist m different facial features, then for each feature we would have such an 
interval, and consequently we obtain m such intervals given by 

)([ /
1~

mod f
A

μ , )]( /
1

~
mod

fAμ , )([ /
2~

mod f
A

μ , )]( /
2

~
mod

fAμ ,... )([ /
~

mod
mA

fμ , )]( /
~

mod

mA fμ  

The proposed reasoning system employs a particular format of rules, commonly used 
in fuzzy classification problems.   Consider for instance a fuzzy rule, given by  
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Rc: if f1 is 1

~
A  AND f2 is 2

~
A  …. AND fm is 

mA
~  then emotion class is c.  

Here, fi  for i=1 to m are m-measurements (feature value) in  the general type-2 
fuzzy sets 

1

~
A , 

2

~
A , …,

mA
~  respectively, given by  

iA
~ = ),([ ~ iA

fμ ifiA
∀)],(~μ .                                                      (2) 

Since an emotion is characterized by all of these m features, to find the overall 
support of the m features (m measurements made for the unknown subject) to the 
emotion class c represented by the n primary memberships, we use the   fuzzy meet 
operation   

}),(),.....,(),({ /
~

mod/
2~

mod/
1~

modmin
mAAAc fffMinS μμμ=                           (3) 

 
)}(),.....,(),({ /

~
mod/

2
~

mod/
1

~
modmax

mAAAc fffMinS μμμ=                         (4) 

Thus we can say that the unknown subject is experiencing the emotion class c at least 
to the extent sc

min, and at most to the extent sc
max.   

To reduce the non-specificity associated with the interval Sc-i, the most conserva-
tive approach would be to use lower bound, while the most liberal view would to use 
the upper bound of the interval as the support for the class c.  In absence of any addi-
tional information, a balanced approach would be to use center of the interval as the 
support for the class c by the n primary memberships to the unknown subject [8]. We 
compute the centre, Sc of the interval Sc-i.Thus Sc is the degree of support that the un-
known facial expression is in emotion class c. 

 Sc= (sc
min + sc

max)/2.                                                 (5) 

Now to predict the emotion of a person from his facial expression, we determine Sc 
for each emotion class. Presuming that there exist k emotion classes, let us denote 
them by S1, S2,…., Sk for emotion class 1, 2,…, k, respectively. Since a given facial 
expression may convey different emotions with different degrees, we resolve the con-
flict by ranking the Si for i = 1 to k, and thus determine the emotion class r, for which 
Sr >= Si for all i following the Rule Rc.   

To make the algorithm robust, we consider association of fuzzy encoded measure-
ments with emotion class by considering the weakest reliability of the joint occur-
rence of the fuzzy measurements, and identify the winning emotion class having this 
measure of reliability superseding the same of other emotion classes.  

3 Methodology 

We now briefly discuss the main steps involved in fuzzy face space construction 
based on the measurements of m facial features for n-subjects, each having l instances 
of facial expression for a particular emotion. We need to classify a facial expression 
of an unknown person into one of k emotion classes. 



464 A. Halder et al. 

1. We extract m facial features for n subjects, each having l instances of facial 
expression for a particular emotion. The above features are extracted for k-
emotion classes. 

2. We construct a fuzzy face space for each emotion class separately. The fuzzy 
face space for an emotion class comprises a set of n primary membership and 
secondary membership distributions for each feature. Thus we have m groups 
of n-primary as well as secondary membership distributions. Each membership 
curve is constructed from l-facial instances of a subject attempted to exhibit a 
particular emotion in her facial expression by acting.   

3. For a given feature fi
/, we consult each primary and secondary membership 

curve under a given emotion class, and take the product of primary and sec-
ondary membership at fi= fi

/. The resulting membership value obtained for the 
membership curves for the subject w is given by  

))(,()()( /
~

//
~

/
~

mod
i

w
Aii

w
Ai

w
A

ffff μμμμ ×=                             (6) 

Now, for w = 1 to n, we evaluate )( /
~

mod
i

w

A
fμ , and thus obtain the minimum and 

the maximum values of )( /
~

mod
i

w

A
fμ , to  obtain a range of uncertainty 

),([ /
~

mod
iA

fμ )]( /
~

mod

iA fμ . This is repeated for all features under each emotion 

class. 
4. Now for an emotion class j, we take fuzzy meet operation over the ranges for 

each feature to evaluate the range of uncertainty for individual emotion class. 
The meet operation here is computed by taking cumulative t-norm of 

)( /
~

mod
iA

fμ and )( /
~

mod

iA fμ separately for i= 1 to m, and thus obtaining Sj
min and 

Sj
max respectively. 

5. The support of the j-th emotion class to the measurements is evaluated by tak-
ing average of  Sj

min and Sj
max, and defining the result by Sj. 

6. Now by using classifier rule, we determine the maximum support offered by 
all the k emotion classes, and declare the unknown facial expression to have 
emotion r, if Sr > Si for all emotion class i= 1 to k. 

4 Experimental Details 

In this section, we present the experimental details of emotion recognition using the 
principles introduced in section 2 and 3. We here consider 5 emotion classes, (i.e., 
k=5) including anger, fear, disgust, happiness and relaxation. The experiment is con-
ducted with two sets of subjects: a) the first set of n (=10) subjects is considered for 
designing the fuzzy face-space and, b) the other set of 30 facial expressions taken 
from 6 unknown subjects are considered to validate the result of the proposed emotion 
classification scheme.  Five facial features, (i.e., m=5) have been used here to design 
the type-2 fuzzy face-space. We now briefly outline the main steps. 
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4.1 Feature Extraction 

Feature extraction is a fundamental step in emotion recognition. Existing research 
results [9],[10] reveal that the most important facial regions responsible for the ma-
nifestation of emotion are the eyes and the lips. This motivated us to select the follow-
ing features: Left Eye Opening (EOL), Right Eye Opening (EOR), Distance between 
the Lower Eyelid to the Eyebrow for the Left Eye (LEEL), Distance between the 
Lower Eyelid to Eyebrow for the Right Eye (LEER), and the Maximum Mouth open-
ing (MO) including the lower and the upper lips. Fig. 1 explains the above facial fea-
tures on a selected facial image.  

                                              
 

                                                

Fig. 1. Facial Features 

4.2 Creating the Type-2 Fuzzy Face-Space 

The Type-2 fuzzy face-space contains the primary and corresponding secondary 
membership distributions for each facial feature. Since we have 5 facial features and 
the experiment includes 5 distinct emotions of 10 subjects, we obtain 10×5×5=250 
primary as well as secondary membership curves. To compute primary memberships, 
10 instances of a given emotion is used. These 250 membership curves are grouped 
into 25 heads, each containing 10 membership curves of ten subjects for a specific 
feature for a given emotion. Fig. 2. (a) gives an illustration of one such group of 10 
membership distributions for the feature EOL for the emotion: disgust. 
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Fig. 2. (a). Membership distributions  for emotion disgust and feature  EOL  (b) Secondary 
Membership curve of Subject1 

For each primary membership distribution, we have a corresponding secondary 
membership distribution. Thus we obtain 250 secondary membership distributions. 
One illustrative type-2 secondary distributions of subject 1 for the feature EOL for the 

MO 
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EOL 

LEER EOR 
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emotion disgust are given in Fig. 2. (b) The axes in the figure represent feature (EOL), 
primary and secondary membership values as indicated. 

4.3 Emotion Recognition of an Unknown Facial Expression  

The emotion recognition problem addressed here attempts to determine the emotion 
of an unknown person from her facial expression. To keep the measurements in an 
emotional expression normalized and free from distance variation from the camera 
focal plane, we construct a bounding box, covering only the face region, and the reci-
procal of the diagonal of the bounding box is used as a scale factor for normalization 
of the measurements. The normalized features obtained from Fig.3 are enlisted in 
Table 1. We now briefly explain the experimental results obtained by our proposed 
method. 

 

 

Fig. 3. Facial Image of an unknown subject 

Table 1. Extracted Features of Fig. 3 

EOL EOR MO LEEL LEER 
0.026 0.026 0.135 0.115 0.115 

 
The GT2FS based recognition scheme considers a fuzzy face space of 5 sets of 10 

primary membership distributions as in Fig. 2 (a), and the corresponding secondary 
membership distributions to the individual primary membership distribution of 5 fea-
tures obtained from facial expressions carrying 5 distinct emotions for 10 different 
subjects are determined using curves like Fig. 2 (b).  

Table 2. Calculated Type-2 Membership Values For Feature :EOL, Emotion: Disgust 

Feature 
Primary 

Memberships 
(μpri) 

Secondary mem-
berships 

(μsec) 
μmod=μpri × μsec 

Range  
(min{ μmod},max{ μmod }) 

EOL 

0.65 0.72 0.468 

0.044-0.468 

0.10 0.55 0.055 
0.15 0.58 0.087 
0.45 0.68 0.306 
0.18 0.56 0.1008 
0.55 0.68 0.374 
0.08 0.55 0.044 
0.41 0.63 0.2583 
0.16 0.53 0.0848 
0.12 0.59 0.0708 
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Table 3. Calculated Feature Ranges and Centre Value For Each Emotion 

 

Emotion 
Range of Secondary Membership for Features 

Range   Sc
j after 

fuzzy Meet opera-
tion 
(centre) EOL EOR MO LEEL LEER 

Anger 0-0.14 0 - 0.17 0.39-0.964 0.0034-0.814 0.0029-0.781 0-0.14(0.07) 

Disgust 0.044-0.468 0.041-0.531 0-0 0-0.39 0.-0.283 0-0(0) 

Fear 0 - 0.298 0-0.275 0.04-0.742 0.054-0.473 0.057-0.511 0-0.275(0.1375) 

Happy 0 - 0.555 0-0.604 0.573-0.910 0.133-0.851 0.3214-0.7213 0-0.555(0.2775) 

Relaxed 0 - 0.132 0-0.221 0-0 0.013-0.458 0.046-0.552 0-0(0) 

 
Table 2 provides the summary of the primary and secondary memberships obtained 

for EOL for the emotion: disgust. For each feature we obtain 5 Tables like Table 2, 
each one for a given emotion. Thus for 5 features, we would have altogether 25 such 
tables. In Table 2, we also computed the product of primary and secondary member-
ships, and then obtain the minimum and maximum of the product to determine its 
range, as indicated in the last column of Table 2.  

The range for each feature corresponding to individual emotions is given in  
Table 3. For example, the entry (0-0.14) corresponding to the row Anger and column 
EOL, gives an idea about the extent of the EOL for the unknown subject matches with 
known subjects from the emotion class Anger. The results of computing fuzzy meet 
operation over the range of individual features taken from facial expressions of the 
subjects under same emotional condition are given in Table 3. The average of the 
ranges along with its centre value is also given in Table 3. It is observed that the cen-
tre has the largest value (=0.2775) for the emotion: happiness 

5 Conclusion 

The paper employs GT2FS-based automatic emotion recognition of an unknown fa-
cial expression, when the background knowledge about a large face database with 
known emotion class are available. The GT2FS-based recognition scheme requires 
type-2 secondary membership distributions, a computation of which by an evolutio-
nary approach is also provided. The scheme first construct a fuzzy face space, and 
then infer the emotion class of the unknown facial expression by determining the 
maximum support of the individual emotion classes using the pre-constructed fuzzy 
face space. The class with the highest support is regarded as the emotion of the un-
known facial expression. The scheme, however, takes care of both the inter- and intra-
subject level uncertainty, and thus offers a higher classification accuracy for the same 
set of features. Experimental analysis confirms that the classification accuracy of 
emotion by employing GT2FS is 96.67%.  
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Abstract. The hydraulic system has the characteristic of high pressure, high 
speed, high efficiency, low noise, and high durability. Hydraulic has a wide 
range of applications. In this paper, we consider two control objectives of this 
hydraulic system. The first is to push or pull the sluice gate with an exact 
speed to an exact position. The second is to remove the displacement differ-
ent between two cylinders when they are moving together. In order to design 
the controller for this system, we propose a fuzzy-sliding position control sys-
tem. And to remove the difference between two cylinders, we propose the 
fuzzy PI synchronous controller. We show some simulation results of its 
availability. 

Keywords: Hydraulic Cylinders, Fuzzy Logic Control, Position Controller, 
Synchronous Controller, Sluice Gate. 

1 Introduction 

The hydraulic system is one of the important mechanical systems. The hydraulic sys-
tem has the characteristic of high pressure, high speed, high efficiency, low noise, and 
high durability. Hydraulic has a wide range of applications. For instance, the bulldoz-
er and excavator in construction machinery, hydraulic jack in building machinery, 
combine harvester and tractor in agricultural machinery, and the ABS system in au-
tomobile are all examples of hydraulic system applications. 

The hydraulic cylinder system has been discussed in many papers. It can convert 
hydraulic energy into mechanical, and it moves in straight reciprocating motion. In 
order to control the position of a cylinder, a servo valve can be used. Servo valve can 
change the supply flow by changing the area of orifice. A servo-hydraulic system can 
be used to provide large processing force and has a good positioning capability, but 
this system is complex and highly nonlinear. 
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In this study, the synchronous position control of a sluice gate with two cylinders 
is considered. In order to push the cylinders to an exact position with an exact speed 
and to remove the difference between the displacements of the two cylinders, two 
sliding-fuzzy controllers and two fuzzy PI controllers have been designed. We per-
formed simulated to show the effectiveness of the proposed control system design. 
The result that combined and emulated the control system in Matlab –Simulink and 
AMESim (Advanced Modeling for Simulation of Engineering) coincided with the 
target.  

2 System Description 

In this system, which is shown Figure 1, the input of the hydraulic servo system is 
current. The spool of hydraulic servo valve is based on the input current. The spool 
movement opens the control orifice. After opening the orifice, the hydraulic can 
flow through the pass orifice and pass in or out of the cylinder chambers. The 
supply flow and the supply pressure are based on the open area of orifice depending 
on the current. The hydraulic oil that flows through orifice creates pressure differ-
ence between head side and load side of the piston. And this pressure difference 
pushes or pulls the sluicegate. Power is produced by the linear motion of the piston 
in cylinder. 

 

Fig. 1. Composition of hydraulic servo system 
 



  Design of a Control System for Hydraulic Cylinders 471 

 

Fig. 2. The overall structure of a hydraulic servo system 

3 Design of Fuzzy Sliding Controller 

We consider two control objectives: the first objective is to push or pull the sluice 
gate with an exact speed to an exact position. The second objective is to remove the 
displacement difference between two cylinders when they are moving together. In 
order to design the controller for this system, we designed a fuzzy-sliding position 
control system. And a fuzzy PI synchronous controller is designed to remove the dif-
ference between two cylinders. Although there are two controllers, there is only one 
output that is calculated by the output values of both the position controller and syn-
chronous controller. 

3.1 Fuzzy Sliding Position Controller 

In the sliding model, the control law contains both the equivalent control law and the 
switching law. The equivalent control law keeps the system state on the sliding sur-
face, and the switching law can constrain the system state to move on the sliding sur-
face. By using a fuzzy algorithm, the system contains both the equivalent control law 
and the switching law. 

And the fuzzy membership functions are shown in Fig. 3. 

    

Fig. 3. The input and output membership functions for the fuzzy logic controller 
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3.2 Fuzzy PI Synchronous Controller 

Another controller is used to remove the displacement difference between the two 
cylinders. However, some problems can take place when we use two controllers 
together. In this paper, the synchronous controller is designed with three inputs, the 
first and the second ones are the difference between two cylinders and its differen-
tial coefficient, while the last one is the gap between the reference signal and dis-
placement signal of each cylinder. In this case, when the displacement signal is 
close to the reference signal, the output of synchronous controller will be reduced. 
Moreover, even when the cylinders displacement is larger or equal to the reference 
signal, the output of the fuzzy PI synchronous controller is ZO. The membership 
functions of the synchronous controller are in following figure and the rules are 
shown in following table. 

 
 

            

    (a) Input “e”                                 (b) Input “d” 

  

(c) Input “de/dt”                      (d) Output 

Fig. 4. Membership functions of the input for the synchronous controller 
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Table 1. Rule table for synchronous controller 

 

 

 

3.3 Control System Output Algorithm 

In this paper, two controllers have been designed for the control system. The output is 
calculated using output values of both position controller and synchronous controller. 
The control system is shown in following figure. 
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Fig. 5. The system structure of PID control system 

4 Simulation Results 

The system has been combined and emulated in both Matlab –Simulink and AMSim. 
The controller was modeled by Matlab –Simulink, and the control plant was 
constructed in AMSim. The overall strure is shown in following Figure. 

    

Fig. 6. The model of the overall control system and controlled process 

4.1 Simulation for Extending the Stroke of 120 Seconds 

The speed of cylinders is set to 4.7mm/s. the simulation results of the output of con-
trollers are shown in following figure. 
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Fig. 7. Displacement for cylinder A and B, and its difference (at the extending stroke) 

4.2 Simulation for Retracting the Stroke of 120 Seconds 

The speed of cylinders is set to -2.3mm/s. the simulation results of the output of con-
trollers are shown in following figure.  

   

Fig. 8. Displacement for cylinder A and B, and its difference (at the retracting stroke) 

5 Conclusion 

In this paper, the fuzzy sliding position controller and fuzzy PI synchronous controller 
have been considered. The synchronous controller could regulate the output based on 
the difference between the reference signal and the position signal. Form the simula-
tion result, the cylinders could track with the reference signal correctly. The differ-
ence of cylinders was bound well.  

References 

1. Zhao, Y.-X., Chen, X.-D., Chen, X.: Repeatability Analysis of a Vulcanizer Hydraulider 
System using Fuzzy Arithmetic. In: International Conference on Computational Intelligence 
for Measurement System and Application 



476 W.-Y. Hui and B.-J. Choi 

2. Kim, J.H.: A Suggestion of Nonlinear Fuzzy PID Controller to Improve Transient Res-
ponses of Nonlinear or Uncertain System. International Journal of Fuzzy Logic and Intelli-
gent System 5(4), 87–100 (1995) 

3. Lee, C.C.: Fuzzy Logic in Control System. IEEE Trans. On System, Man and Cyberneti-
ca 20(2) (1990) 

4. Hung, H.T., Kwan, A.K.: A Study on the Position Control of Hydraulin Cylinder Driven by 
Hydraulic Transformer using Disturbance Observer. In: International Conference on Con-
trol, Automation and Systems (2008) 



Rough Sets for Selection of Functionally Diverse Genes
from Microarray Data

Sushmita Paul and Pradipta Maji

Machine Intelligence Unit, Indian Statistical Institute, Kolkata, India
{sushmita t,pmaji}@isical.ac.in

Abstract. Selection of reliable genes from a huge gene expression data containing
high intergene correlation is essential to carry out a diagnostic test and
successful treatment. In this regard, a rough set based gene selection algorithm
is reported, which selects a set of genes by maximizing the relevance and signifi-
cance of the selected genes. A gene ontology-based similarity measure is proposed
to analyze the functional diversity of the selected genes. It also helps to analyze the
effectiveness of different gene selection methods. The performance of the rough
set based gene selection algorithm, along with a comparison with other gene selec-
tion methods, is studied using the predictive accuracy of K-nearest neighbor rule
and support vector machine on two cancer and one arthritis microarray data sets.
An important finding is that the rough set based gene selection algorithm selects
more functionally diverse set of genes than the existing algorithms.

Keywords: Rough sets, Gene selection, Functional diversity, Gene ontology.

1 Introduction

A microarray gene expression data set can be represented by an expression table, where
each row corresponds to one particular gene, each column to a sample or time point,
and each entry of the matrix is the measured expression level of a particular gene in a
sample or time point, respectively [2]. However, among the large amount of genes, only
a small fraction is desirable in developing gene expression based diagnostic tools for
delivering precise, reliable, and interpretable results. Hence, identifying a reduced set
of most relevant and significant genes is the goal of gene selection. The small number
of training samples and a large number of genes make it a challenging problem for
discriminant analysis of microarray data.

In this background, Loennstedt and Speed [6] developed a gene selection algorithm
based on the empirical bayes moderated t-statistic that ranks genes by testing whether
all pairwise contrasts between different classes are zero. On the other hand, significance
analysis of microarrays (SAM) method [9] assigns a score to each gene on the basis of
change in gene expression relative to the standard deviation of repeated measurements.
All of these methods are univariate and donot consider the effect of one gene on another
gene. Hence, the results obtained by these methods contain redundant gene set and may
not be able to generate functionally diverse gene set.

The main objective of the current research work is to select a set of genes, which are
functionally diverse and contain least redundant information. In this regard, a rough set
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based gene selection algorithm [7] is reported to select a set of genes from microarray
gene expression data by maximizing both relevance and significance of the selected
genes. It employs rough set theory to compute the relevance and significance of the
genes. A method is introduced to identify the optimum values of different parameters
used in the rough set based gene selection algorithm. The performance of the rough
set based gene selection algorithm is compared with that of existing approaches using
the predictive accuracy of K-nearest neighbor rule and support vector machine on three
microarray data sets. A gene ontology-based similarity assessment has been done for
the genes selected by different gene selection algorithms to understand the functional
diversity of genes.

2 Rough Set Based Gene Selection Algorithm

In real data analysis such as microarray data, the data set may contain a number of in-
significant genes. The presence of such irrelevant and insignificant genes may lead to
a reduction in the useful information. Ideally, the selected genes should have high rel-
evance with the classes and high significance in the gene set and thus the set enhances
the predictive capability. Accordingly, a measure is required that can enhance the ef-
fectiveness of gene set. In this regard, a gene selection algorithm is developed in [7],
which is based on the theory of rough sets to select the relevant and significant genes
from high dimensional microarray data. Let C = {A1, · · · ,Ai, · · · ,A j, · · · ,Am} denotes
the set of m features or genes of a given microarray data set and S is the set of selected
genes. Define f̂ (Ai,D) as the relevance of the gene Ai with respect to the class labels D

while f̃ (Ai,A j) as the significance of the gene A j with respect to the gene Ai. Hence,
the total relevance of all selected genes and the total significance among the selected
genes are given by

Jrelev = ∑
Ai∈S

f̂ (Ai,D); Jsignf = ∑
Ai �=A j∈S

f̃ (Ai,A j).

Therefore, the problem of selecting a set S of relevant and significant genes from the
whole set C of m genes is equivalent to maximize both Jrelev and Jsignf, that is, to
maximize the objective function J , where

J = Jrelev + βJsignf = ∑
Ai∈S

f̂ (Ai,D)+ β ∑
Ai �=A j∈S

f̃ (Ai,A j) (1)

where β is a weight parameter. Both the relevance and significance are calculated based
on the theory of rough set. The main steps of this algorithm are presented in [7].

2.1 Generation of Equivalence Classes

To calculate relevance and significance of genes using rough set theory, the continuous
expression values of a gene have to be divided into several discrete partitions to generate
equivalence classes. However, the inherent error that exists in conventional discretiza-
tion processes is of major concern in the computation of relevance and significance
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of continuous valued genes. To address this problem, a fuzzy set based discretization
method is used in [7] to generate equivalence classes required to compute both rele-
vance and significance of genes using rough set theory. Given a finite set U, C is a
fuzzy condition attribute set in U, which generates a fuzzy equivalence partition on U.
If c denotes the number of fuzzy equivalence classes generated by the fuzzy equivalence
relation and n is the number of objects in U, then a matrix MC of size (c×n) containing
elements {μC

i j} can be generated MC = [μC
i j ], which is denoted by

MC =

⎛⎜⎜⎝
μC

11 μC
12 · · · μC

1n
μC

21 μC
22 · · · μC

2n
· · · · · · · · · · · ·
μC

c1 μC
c2 · · · μC

cn

⎞⎟⎟⎠ (2)

where μC
i j ∈ [0,1] represents the membership of object x j in the ith fuzzy equivalence

partition or class Fi. The above axioms should hold for every fuzzy equivalence parti-
tion, which correspond to the requirement that an equivalence class is nonempty. In the
rough set based gene selection method, the π function in one dimensional form is used
to assign membership values to different fuzzy equivalence classes for the input genes.
A fuzzy set with membership function π(x; c̄,σ) represents a set of points clustered
around c̄, where

π(x; c̄,σ) =

⎧⎪⎨⎪⎩
2(1− ||x−c̄||

σ )2 for σ
2 ≤ ||x− c̄|| ≤ σ

1−2( ||x−c̄||
σ )2 for 0 ≤ ||x− c̄|| ≤ σ

2
0 otherwise

(3)

where σ > 0 is the radius of the π function with c̄ as the central point and || · || denotes
the Euclidean norm. The (c×n) matrix MAi , corresponding to the ith gene Ai, can be
calculated from the c-fuzzy equivalence classes of the objects x = {x1, · · · ,x j, · · · ,xn},
where

μAi
k j =

π(x j; c̄k,σk)
c

∑
l=1

π(x j; c̄l,σl)
. (4)

In effect, each position μAi
k j of the matrix MAi must satisfy the following conditions:

μAi
k j ∈ [0,1];

c

∑
k=1

μAi
k j = 1,∀ j and for any value of k, if

s = arg max
j
{μAi

k j }, then max
j
{μAi

k j } = max
l
{μAi

ls } > 0.

After the generation of the matrix MAi corresponding to the gene Ai, the object x j is as-
signed to one of the c equivalence classes based on the maximum value of memberships
of the object in different equivalence classes that follows next:

x j ∈ Fp, where p = arg max
k

{μAi
k j }.
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Each input real valued gene in quantitative form can be assigned to different fuzzy
equivalence classes in terms of membership values using the π fuzzy set with appropri-
ate c̄ and σ . In the rough set based gene selection algorithm, three fuzzy equivalence
classes (c=3), namely, low, medium, and high are considered. These three equivalence
classes correspond to under-expression, base-line, and over-expression of continuous
valued genes, respectively and also hold the following relations:

c̄1 = c̄low(Ai); c̄2 = c̄medium(Ai); c̄3 = c̄high(Ai);
σ1 = σlow(Ai); σ2 = σmedium(Ai); σ3 = σhigh(Ai).

The parameters c̄ and σ of each π fuzzy set are computed according to the following
procedure [8]. Let m̄i be the mean of the objects x = {x1, · · · ,x j, · · · ,xn} along the ith
gene Ai. Then m̄il and m̄ih are defined as the mean along the ith gene of the objects hav-
ing co-ordinate values in the range [Aimin ,m̄i) and (m̄i,Aimax ], respectively, where Aimax

and Aimin denote the upper and lower bounds of the dynamic range of gene Ai for the
training set. For three fuzzy sets low, medium, and high, the centers and corresponding
radii are computed as follows:

c̄low(Ai) = m̄il ; c̄medium(Ai) = m̄i; c̄high(Ai) = m̄ih ; σmedium(Ai) = η × A
B

;

σlow(Ai) = 2[c̄medium(Ai)− c̄low(Ai)]; σhigh(Ai) = 2[c̄high(Ai)− c̄medium(Ai)];

where A = {σlow(Ai)(Aimax − cmedium(Ai))+
σhigh(Ai)(cmedium(Ai)−Aimin)};B = {Aimax −Aimin}

where η is a multiplicative parameter controlling the extent of the overlapping between
three fuzzy equivalence classes low and medium or medium and high.

3 Experimental Results and Discussions

The performance of the rough set based gene selection method (MRMS) [7] is exten-
sively studied and compared with that of some existing algorithms, namely, Hall’s com-
binatorial feature selection algorithm (CFS) [5], Ebayes, Ensemble, partial least squares
cross-validation method (PLSCV) [5], random forest feature selection (RFMDA) [1],
and SAM [9]. To analyze the performance of different gene selection methods, the ex-
perimentation is done on two cancer (Breast, and Leukemia) and one arthritis (RAOA)
microarray data sets. For each data set, fifty top-ranked genes are selected for analysis.
The performance of different gene selection methods is evaluated by using the classifi-
cation accuracy of K-nearest neighbor (K-NN) rule and support vector machine (SVM).
To compute the prediction accuracy of both SVM and K-NN rule, the leave-one-out
cross-validation (LOOCV) is performed on each microarray data set. The biological
evaluation of these methods is also conducted using G-Sesame [3], which is developed
using the concept of gene ontology.
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3.1 Optimum Values of Parameters

The weight parameter β in (1) plays an important role to reduce redundancy in between
genes present in microarray data. In effect, it has a direct influence on the performance
of the MRMS algorithm. Also, the MRMS algorithm depends on multiplicative param-
eter η . Let S={β ,η} be the set of parameters and S∗={β ∗,η∗} is the set of optimal
parameters. To find out the optimum set S∗, containing optimum values of β ∗ and η∗,
the support vector machine [10] and K-nearest neighbor (K-NN) [4] are used.

Support Vector Machine. The support vector machine (SVM) [10] is a margin classi-
fier that draws an optimal hyperplane in the feature vector space; this defines a boundary
that maximizes the margin between data samples in different classes, therefore leading
to good generalization properties. A key factor in the SVM is to use kernels to construct
nonlinear decision boundary. In the present work, linear kernels are used.

K-Nearest Neighbor Rule. The K-nearest neighbor (K-NN) rule [4] is used for eval-
uating the effectiveness of the reduced gene set for classification. It classifies samples
based on closest training samples in the feature space. A sample is classified by a ma-
jority vote of its K-neighbors, with the sample being assigned to the class most common
amongst its K-nearest neighbors. The value of K, chosen for the K-NN, is the square
root of the number of samples in training set.

For three microarray data sets, the value of β is varied from 0.0 to 1.0, while the value
of η is varied from 0.5 to 2.0. The optimum values of β ∗ and η∗for each microarray
data set are obtained using the following relation:

S∗ = argmax
S

{Classification accuracy of D}; where D is either SVM or KNN. (5)

The optimum sets S∗ containing optimum values of β and η obtained using (5) are
{0.3,0.8},{0.1,1.5}, and {0.6,0.8} for Breast, Leukemia, and RAOA data sets, respec-
tively using the SVM, while {0.6,1.2},{0.1,1.7}, and {0.7,0.9} for Breast, Leukemia,
and RAOA data sets, respectively using the KNN.

3.2 Comparative Performance Analysis of Different Algorithms

The best results of different algorithms on three microarray data sets are presented in
Table 1. The classification accuracy of both SVM and K-NN of the MRMS is better
compared to other gene selection algorithms in all cases. The best performance of the
MRMS algorithm, in terms of accuracy of both SVM and K-NN, is achieved due to the
maximization of relevance and significance of genes simultaneously.

3.3 Gene Ontology Based Analysis to Study Independency of Selected Genes

The web based tool G-SESAME [3] is used to measure functional similarity between a
pair of genes obtained by various gene selection algorithms. This tool quantifies func-
tional similarity between a pair of genes based on gene annotation information from
heterogeneous data sources. The value of similarity ranges from zero to one, nearer
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Table 1. Performance of Different Gene Selection Algorithms

Data Methods/ SVM K-NN
Sets Algorithms Accuracy Number of genes Accuracy Number of genes

CFS 97.96 28 97.96 20
EBayes 93.88 4 93.88 24

ENSEMBLE 95.92 6 91.84 8
Breast PLSCV 95.92 6 95.92 9

RFMDA 95.92 5 93.88 15
SAM 93.88 7 93.88 18

MRMS 100.00 6 100.00 6
CFS 100.00 7 98.61 21

EBayes 97.22 36 97.22 34
ENSEMBLE 98.61 15 97.22 14

Leukemia PLSCV 100.00 47 97.22 38
RFMDA 97.22 7 97.22 11

SAM 98.61 43 97.22 45
MRMS 100.00 4 100.00 3

CFS 100.00 7 93.33 2
EBayes 93.33 1 90.00 1

ENSEMBLE 100.00 7 96.67 48
RAOA PLSCV 100.00 7 96.67 48

RFMDA 100.00 7 96.67 48
SAM 100.00 7 96.67 48

MRMS 100.00 4 100.00 8

the value to one higher the functional similarity between the pair of genes. Given two
genes G1 and G2 and their annotated GO terms GO1={go11,go12,...,go1m} and GO2=
{go21,go22,...,go2n}, their functional similarity is define as:

Sim(G1,G2) =

m

∑
1=1

Sim(go1i,GO2)+
n

∑
1= j

Sim(go2 j,GO1)

m+ n
(6)

In the present work, the G-SESAME is used to quantify functional diversity present in
between selected genes. The numbers of gene pairs obtained by G-SESAME tool for a
dataset in all methods and in all ontologies are not uniform. To make the comparison
between all methods, a measure called degree of functional diversity (DoFD), is pro-
posed next. For a given distribution of similarity (C), the DoFD for each method can be
calculated by

DoFD(C) =
5

∑
i=1

wini (7)

where wi={0.50,0.25,0.125,0.0625,0.0625} is weight parameter and ni is the fraction
of each category of similarity distribution table, which is obtained by taking ratio of
frequency and gene pairs number. The frequency is calculated by counting the number
of gene pairs which occur in a particular category. Here, five categories are generated.
Gene pairs having semantic similarity in range of 0.0 to 0.5, signifies that the gene pairs
are functionally very diverse. Higher the value of DoFD means higher functional di-
versity. This tool is applied on gene sets selected by CFS, Ebayes, Ensemble, PLSCV,
RFMDA, SAM, and MRMS methods on three datasets. The functional diversity is cal-
culated for three ontologies, namely, biological processes (BPs), molecular functions
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Table 2. Degree of Functional Diversity and Distribution of Best Selected Genes

Similarity Distribution
Microarray Different Methods/ DoFD 0.0-0.2 0.2-0.4 0.4-0.6 0.6-0.8 0.8-1.0
Data Sets Ontologies Algorithms Freq. Frac. Freq. Frac. Freq. Frac. Freq. Frac. Freq. Frac.

CFS(483) 0.672 254 0.526 69 0.143 130 0.269 21 0.043 9 0.019
Ebayes(1015) 0.709 596 0.587 117 0.115 220 0.217 42 0.041 40 0.039

Ensemble(924) 0.641 460 0.498 121 0.131 229 0.248 69 0.075 45 0.049
PLSCV(648) 0.662 359 0.554 48 0.074 128 0.198 75 0.116 38 0.059

MF RFMDA(1003) 0.635 502 0.500 111 0.111 247 0.246 99 0.099 44 0.044
SAM(885) 0.755 580 0.655 78 0.088 164 0.185 24 0.027 39 0.044

MRMS(SVM)(360) 0.964 337 0.940 15 0.040 4 0.010 4 0.010 0 0.000
MRMS(K-NN)(220) 0.980 214 0.970 5 0.020 1 0.000 0 0.000 0 0.000

CFS(525) 0.833 365 0.695 131 0.250 27 0.051 2 0.004 0 0.000
Ebayes(1060) 0.865 798 0.753 218 0.206 36 0.034 6 0.006 2 0.002

Ensemble(935) 0.864 708 0.757 178 0.190 40 0.043 6 0.006 3 0.003
PLSCV(682) 0.815 464 0.680 167 0.245 16 0.023 11 0.016 24 0.035

Breast BP RFMDA(1053) 0.836 739 0.702 258 0.245 41 0.039 12 0.011 3 0.003
SAM(969) 0.874 749 0.773 177 0.183 31 0.032 8 0.008 4 0.004

MRMS(SVM)(395) 0.963 369 0.930 23 0.060 2 0.010 1 0.000 0 0.000
MRMS(K-NN)(220) 0.980 214 0.970 5 0.020 1 0.000 0 0.000 0 0.000

CFS(518) 0.551 180 0.347 123 0.237 135 0.261 64 0.124 16 0.031
Ebayes(1036) 0.596 428 0.413 224 0.216 234 0.226 122 0.118 28 0.027

Ensemble(924) 0.642 439 0.475 202 0.219 139 0.150 104 0.113 40 0.043
PLSCV(648) 0.684 356 0.549 115 0.177 59 0.091 60 0.093 58 0.090

CC RFMDA(961) 0.670 522 0.543 113 0.118 194 0.202 106 0.110 26 0.027
SAM(924) 0.632 441 0.477 165 0.179 167 0.181 120 0.130 31 0.034

MRMS(SVM)(360) 0.940 326 0.910 14 0.040 12 0.030 5 0.010 3 0.010
MRMS(K-NN)(220) 0.973 212 0.960 5 0.020 3 0.010 0 0.000 0 0.000

CFS(435) 0.447 100 0.230 91 0.209 148 0.340 73 0.168 23 0.053
Ebayes(1036) 0.686 603 0.582 88 0.085 163 0.157 140 0.135 42 0.041

Ensemble(891) 0.663 497 0.558 81 0.091 116 0.130 150 0.168 47 0.053
PLSCV(806) 0.550 341 0.423 53 0.066 195 0.242 103 0.128 114 0.141

MF RFMDA(1036) 0.621 496 0.479 140 0.135 216 0.208 148 0.143 36 0.035
SAM(999) 0.646 540 0.541 71 0.071 172 0.172 164 0.164 52 0.052

MRMS(SVM)(703) 0.840 549 0.780 50 0.070 38 0.050 53 0.080 13 0.020
MRMS(K-NN)(616) 0.881 510 0.830 34 0.060 37 0.060 27 0.040 8 0.010

CFS(432) 0.869 325 0.752 95 0.220 10 0.023 1 0.002 1 0.002
Ebayes(990) 0.894 799 0.807 158 0.160 26 0.026 6 0.006 1 0.001

Ensemble(868) 0.897 703 0.810 140 0.161 17 0.020 7 0.008 1 0.001
PLSCV(806) 0.863 597 0.741 189 0.234 14 0.017 5 0.006 1 0.001

Leukemia BP RFMDA(1003) 0.907 832 0.830 141 0.141 24 0.024 5 0.005 1 0.001
SAM(957) 0.894 772 0.807 155 0.162 22 0.023 7 0.007 1 0.001

MRMS(SVM)(675) 0.935 603 0.890 55 0.080 13 0.020 3 0.000 1 0.000
MRMS(K-NN)(646) 0.950 589 0.910 43 0.070 10 0.020 3 0.000 1 0.000

CFS(434) 0.501 96 0.221 174 0.401 112 0.258 47 0.108 5 0.012
Ebayes(1036) 0.653 510 0.492 204 0.197 191 0.184 106 0.102 25 0.024

Ensemble(918) 0.614 389 0.424 221 0.241 203 0.221 87 0.095 18 0.020
PLSCV(783) 0.666 408 0.521 135 0.172 127 0.162 100 0.128 13 0.017

CC RFMDA(1045) 0.613 443 0.424 251 0.240 227 0.217 104 0.100 20 0.019
SAM(1007) 0.611 426 0.423 245 0.243 198 0.197 110 0.109 28 0.028

MRMS(SVM)(585) 0.864 480 0.820 25 0.040 38 0.060 25 0.040 17 0.030
MRMS(K-NN)(585) 0.878 480 0.820 45 0.080 23 0.040 24 0.040 13 0.020

(MFs), or cellular components (CCs). The DoFD values measured by (7) and the sim-
ilarity distribution over all gene pairs are reported in Table 2. The values in bracket
mentioned after the name of each method depict the obtained gene pair numbers which
have semantic similarity. All the top 50 genes selected by different gene selection al-
gorithms are used in this analysis. In case of the MRMS algorithm, SVM and K-NN
classifiers generate different sets of optimum values of β and η parameters. So, in gene
ontology based analysis, results are presented for optimum values of β and η obtained
by both SVM and K-NN. From Table 2, it can be observed that the similarity distri-
bution of most gene pairs in the gene sets are located at the lower end for all datasets
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and in three ontologies. In all ontologies and datasets, the DoFD values of genes of the
MRMS method are higher than that obtained other gene selection algorithms.

4 Conclusion

In this paper, an application of rough set has been demonstrated to select functionally
diverse genes from microarray data. For two cancer and one arthritis microarray data
sets, significantly better results are found for the rough set based method compared to
existing gene selection methods. The rough set based algorithm generates more func-
tionally diverse sets of genes, which also provide high classification accuracy. All the
results reported in this paper demonstrate the feasibility and effectiveness of the rough
set based method.
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Research Fellow of Council of Scientific and Industrial Research, Government of India.
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Abstract. Image fusion is a technique to combine the registered images to in-
crease the spatial resolution of acquired low detail multi-sensor images and pre-
serving their spectral information. In fusing panchromatic and multispectral  
images, the objective is to reduce uncertainty and minimize redundancy in the 
output while maximizing relevant information. Different fusion methods  
provide different results for different applications, medical imaging, automatic 
target guidance system, remote sensing, machine vision, automatic change de-
tection, and biometrics. In this paper, we utilize a fuzzy logic approach to fuse 
images from different sensors, in order to enhance visualization. The work here 
further explores the comparison between image fusion using wavelet transform 
and fuzzy logic approach along with performance/quality evaluation measures 
like image quality index, entropy, mutual information measure, root mean 
square error, peak signal to noise ratio, fusion factor, fusion symmetry and fu-
sion index. Experimental results prove that the use of the proposed method can 
efficiently preserve the spectral information while improving the spatial resolu-
tion of the remote sensing images. 

Keywords:  image fusion, panchromatic, multispectral, wavelet transform, 
fuzzy logic, mutual information measure, image quality index, fusion factor, fu-
sion symmetry, fusion index, entropy. 

1 Introduction 

Image fusion is a process of integrating information obtained from various sensors 
and intelligent systems. It provides a single image containing complete information. 
The concept of Image fusion has been used in wide variety of applications like  
medical imaging, remote sensing, navigation aid, machine vision, automatic change 
detection, biometrics etc. Yi Zheng et al. [1] proposed a method, Multisensor image 
fusion for surveillance systems in which fuzzy logic approach utilized to fuse images 
from different sensors, in order to enhance visualization for surveillance. In  [2] Xu-
Hong Yang et. al. proposed, urban remote image fusion using fuzzy rules to refine the  
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resolution of urban multi-spectral images using the corresponding high-resolution 
panchromatic images. After the decomposition of two input images by wavelet trans-
form three texture features are extracted and then a fuzzy fusion rule is used to merge 
wavelet coefficients from the two images according to the extracted features. Zhu 
Mengyu et al. [3] present a image fusion algorithm based on fuzzy logic and wavelet, 
aimed at the visible and infrared image fusion and address an algorithm based on the 
discrete wavelet transform and fuzzy logic. In [3] the technique created two fuzzy 
relations, and estimated the importance of every wavelet coefficient with fuzzy rea-
soning. In [4] Rahul Ranjan et al. give a Iterative Fuzzy and Neuro Fuzzy approach 
for fusing  medical images and remote sensing images and found that the technique 
very useful in medical imaging and other areas, where quality of image is more im-
portant than the real time application. In [ 5] a new method is proposed for Pixel-
Level Multisensor image fusion based on Fuzzy Logic in which  the membership 
function and fuzzy rules of the new algorithm is defined using the Fuzzy Inference 
System. Yang-Ping Wang et al. [6] proposed, a fuzzy radial basis function neural 
networks is used to perform auto-adaptive image fusion and in experiment multimod-
al medical image fusion based on gradient pyramid is performed for comparison. In  
[7]  a novel method is proposed using combine framework of wavelet transform and 
fuzzy logic and it  provides novel tradeoff solution between the spectral and spatial 
fidelity and preserves more detail spectral and spatial information. Bushra et al. [8] 
proposed a method, Pixel & Feature Level Multi-Resolution Image Fusion based on 
Fuzzy logic in which images are first segmented into regions with fuzzy clustering 
and are then fed into a fusion system, based on fuzzy if-then rules. 

2 Image Fusion Using Wavelet Transform  

Wavelet Transform is a type of signal representation that can give the frequency con-
tent of the signal at a particular instant of time. Wavelet analysis has advantages over 
traditional Fourier methods in analyzing physical situations where the signal contains 
discontinuities and sharp spikes. Li et al. [9] proposed a multi-sensor image fusion 
using the wavelet transform method that the wavelet transforms of the input images 
are appropriately combined, and the new image is obtained by taking the inverse 
wavelet transform of the fused wavelet coefficients. An area-based maximum selec-
tion rule and a consistency verification step are used for feature selection.  In [10] 
Wavelet transforms provide a framework in which a signal is decomposed, with each 
level corresponding to a coarser resolution, or lower frequency band. There are two 
main groups of transforms, continuous and discrete. Discrete transforms are more 
commonly used and can be subdivided in various categories.  Susmitha et al.  [11] 
Proposed a novel architecture for wavelet based fusion of images from different 
sources using multiresolution wavelet transforms which applies pixel based maximum 
selection rule to low frequency approximations and filter mask based fusion to high 
frequency details of wavelet decomposition. The key feature of hybrid architecture is 
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the combination of advantages of pixel and region based fusion in a single image 
which can help the development of sophisticated algorithms enhancing the edges and 
structural details. Krista et al. [12] give a comprehensive literature survey of wavelet 
transform theory and an overview of image fusion techniques, and the results from a 
number of wavelet-based image fusion schemes are compared.  

3 Image Fusion Based on Fuzzy Logic 

It is important to know that the set of images used in this algorithm are registered 
images. Through registration we find correspondence between images and ensured 
that spatial correspondence established, fusion makes sense [8]. 

3.1 Fuzzy Logic in Image Processing 

Fuzzy logic has three main stages. Image fuzzification, modification of membership 
values, image defuzzification. The coding of image data (fuzzification) and decoding 
of the results (defuzzification) are steps that make possible to process images with 
fuzzy techniques. The main power of fuzzy image processing is in the middle step 
(modification of membership values). After the image data are transformed from 
gray-level plane to the membership plane (fuzzification), appropriate fuzzy tech-
niques modify the membership values. It can be a fuzzy clustering, a fuzzy rule-
based, fuzzy integration approach and so on [13]. 

3.2 Steps Involved in Fuzzy Image Processing 

The original image in the gray level plane is subjected to fuzzification and the modifi-
cation of membership functions is carried out in the membership plane. The result is 
the output image obtained after the defuzzification process.  

The first step fuzzification is done as follows in both the source images. 

• Both the images are compared with each other. 

The second step Modification of memberships is done as follows: 

• If fa(x ) = fb (x ) then Ff (x ) = 0  
• If fa(x ) > fb (x ) then Ff (x ) = 1  
• If fa(x ) < fb (x ) then Ff (x ) = -1  

The third step defuzzification is done as follows: 

• If Ff (x ) = 0 then Ff (x ) = fa(x ) or fb (x ) 
• If Ff (x ) = 1 then Ff (x ) = fa(x )  
• If Ff (x ) = -1 then Ff (x ) = fb (x ) 
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Membership functions and rules considered in the fuzzy system 

1. if (input1 is mf2) and (input2 is mf3) then (output1 is mf2)  
2. if (input1 is mf1) and (input2 is mf2 then (output1 is mf3)  
3. if (input1 is mf3) and (input2 is mf2) then (output1 is mf2)  
 

Algorithm steps for pixel level image fusion using Fuzzy Logic approach [14]. 

• Read first image in variable I1 and find its size (rows: rl, columns: c1). 
• Read second image in variable I2 and find its size (rows:r2, columns: c2). 
• Variables I1 2 and I2 are images in matrix form where each pixel value is in 

the range from 0-255. Use Gray Colormap. 
• Compare rows and columns of both input images. If the two images are not 

of the same size, select the portion, which are of same size. 
• Convert the images in column form which has C= rl*cl entries. 
• Make a fis (Fuzzy) file, which has two input images. 
• Decide number and type of membership functions for both the input images 

by tuning the membership functions. Input images in antecedent are resolved 
to a degree of membership ranging 0 to 255. 

• Make rules for input images, which resolve the two antecedents to a single 
number from 0 to 255. 

• For num=l to C in steps of one, apply fuzzification using the rules developed 
above on the corresponding pixel values of the input images which gives a 
fuzzy set represented by a membership function and results in output image  
in column format. 

• Convert the column form to matrix form and display the fused image. 

4 Evaluation Measures 

Evaluation measures are used to evaluate the quality of the fused image. The fused 
images are evaluated, taking the following parameters into consideration. 

4.1 Image Quality Index 

IQI measures the similarity between two images (I1 & I2) and its value ranges from  
 -1 to 1. IQI is equal to 1 if both images are identical. IQI measure is given by [15] 

2222
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mmxym
IQI

++
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(1) 

Where x and y denote the mean values of images I1 and I2 and 
2

am , 
2

bm  and 

abm denotes the variance of I1, I2 and covariance of I1 and I2. 
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4.2 Fusion Factor 

Given two images A and B, and their fused image F, the Fusion factor (FF) is illu-
strated as [16]: 

BFAF IIFF +=                             (2) 

Where IAF and IBF  are the MIM values between input images and fused image. A 
higher value of FF indicates that fused image contains moderately good amount of 
information present in both the images. However, a high value of FF does not imply 
that the information from both images is symmetrically fused. 

4.3 Fusion Symmetry 

Fusion symmetry (FS) is an indication of the degree of symmetry in the information 
content from both the images. 
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The quality of fusion technique depends on the degree of Fusion symmetry. Since FS 
is the symmetry factor, when the sensors are of good quality, FS should be as low as 
possible so that the fused image derives features from both input images. If any of the 
sensors is of low quality then it is better to maximize FS than minimizing it. 

4.4 Fusion Index 

This study proposes a parameter called Fusion index from the factors Fusion symme-
try and Fusion factor. The fusion index (FI) is defined as    

BFAF IIFI /=                                                    (4) 

Where IAF  is the mutual information index between multispectral image and fused 

image and IBF is the mutual information index between panchromatic image and 
fused image.  The quality of fusion technique depends on the degree of fusion index. 

4.5 Mutual Information Measure 

Mutual information measure furnishes the amount of information of one image in 
another. This gives the guidelines for selecting the best fusion method. Given two 
images M (i, j) and N (i, j) and MIM between them is defined as:  

( ) ( )
( ) ( )yPxP

yxP
yxPI

NM

MN

yx
MNMN

,
log,
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(5) 

Where, PM (x) and PN (y) are the probability density functions in the individual  
images, and PMN (x, y) is joint probability density function.  
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4.6 Root Mean Square Error  

The root mean square error (RMSE) measures the amount of change per pixel due to 
the processing. The RMSE between a reference image R and the fused image F is 
given by 

 

( ) ( )( )
= =

−=
M

i

N

j

jiFjiR
MN

RMSE
1 1

,,
1

                             

(6) 

4.7 Peak Signal to Noise Ratio 

Peak signal to noise ratio (PSNR) can be calculated by using the formula 









=

MSE

L
PSNR

2

10log20
                                             

(7) 

Where MSE is the mean square error and L is the number of gray levels in the image.  

4.8 Entropy 

Entropy E, a scalar value representing the entropy of grayscale image. Entropy is a 
statistical measure of randomness that can be used to characterize the texture of the 
input image. Entropy is defined as  

))(log*( 2 ppsumE −=                                            (8) 

Where p contains the histogram counts returned from imhist. 

5 The Experiment and Analysis 

In this section, we fused a panchromatic image and multispectral image using our 
algorithm. Case 1, Panchromatic and Multispectral images of the Hyderabad city, AP, 
INDIA are acquired from the IRS 1D LISS III sensor at 05:40:44,  Case 2 and Case 3 
images are  acquired from http://imagefusion.org [17]. 

The proposed algorithm has been implemented using Matlab 7.0. It can be seen 
from the above table and the image results that the fuzzy logic approach are having 
much better results when compared with the conventional technique. Table 1 shows 
that fuzzy based fused approach has shown comparatively better IQI, MIM and En-
tropy through preserving more spectral information. Considerable differences are 
obtained through fuzzy logic with lower RMSE and higher values of Fusion Factor 
and PSNR.  So therefore it is concluded from experimental results that fuzzy logic 
based image fusion schemes perform better than conventional wavelet transform. 
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         Case 1:        (a)         (b)           (c)     (d) 

          
       Case 2:          (e)                             (f)                        (g)     (h) 

        
    Case 3:               (i)           (j)                              (k)                   (l)    

Fig. 1. Some example images (a), (b), (e), (f), (i) and (j): original input images;  (c), (g) and (k): 
fused images by wavelet transform and  (d), (h) and (l):  fused images by fuzzy logic  

Table 1. The evaluation measures of image fusion based on wavelet transform and fuzzy logic 

Method IQI FF FS FI MIM RMSE PSNR Entropy 
Wavelet 
Transform 
(Case 1) 
(Case 2) 
(Case 3) 

 

 
 
0.9473 
0.8650 
0.5579 

 
 
3.8629 
3.8832 
2.6841 

 
 
0.0429 
0.0118 
0.2731

 
 
1.1879 
0.9538 
3.4074

 
 
1.7656 
1.9875 
2.0751

 
 
63.5529
19.1999
39.5475
 

 
 
11.3425 
22.4648 
16.1884 

 
 
7.3828 
7.2339 
5.9807 

Fuzzy Log-
ic  
(Case 1) 
(Case 2) 
(Case 3) 

 
 
0.9689 
0.9955 
0.9896 

 
 
5.5687 
8.8407 
4.7589 

 
 
0.2752 
0.0598 
0.4023

 
 
3.4475 
1.2719 
9.2320

 
 
4.3166 
3.8914 
4.2938

 
 
52.5301
17.8385
25.4703

 
 
13.7226 
23.1036 
20.0101 

 
 
7.3445 
7.2577 
6.7300 
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6 Conclusions 

In this paper, a pixel level image fusion using fuzzy logic approach for remote sensing 
and medical imaging has been presented. All the results obtained and discussed by 
this method are same scene. In order to evaluate the results and compare the methods, 
the assessment criteria, evaluation measures are employed. The experimental results 
clearly show that the introduction of the proposed image fusion using fuzzy logic 
gives a considerable improvement on the performance of the fusion system. It is 
hoped that the technique can be further extended to all types of images and to inte-
grate valid evaluation metric of image fusion schemes. And automatic determinations 
of the percentage of overlapping among fuzzy sets and membership functions are also 
worthy of research. 
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Abstract. The Performance of a Fuzzy logic controller is limited by its large 
number of rules and if the rules are large then computation time and require-
ment of memory is large. This problem is compensated by using Polar Fuzzy 
logic controller. So a Polar Fuzzy logic controller is proposed for the load fre-
quency control problem. The aim of the Polar Fuzzy Controller is to restore the 
frequency and tie-line power in a smooth way to its nominal value in the short-
est possible time if any load disturbance is applied. System performance is ex-
amined and compared with a standard Fuzzy logic controller, and conventional 
controllers. 

1 Introduction 

Today the electrical power system is very much large and made with interconnected 
control areas. Load Frequency Control  (LFC) is an  important problem in electrical 
power system to  keep  the  system frequency  and  the  inter-area  tie line power  as  
close  as possible  to the  scheduled  values for reliable electrical power with good 
quality [1].  By controlling the mechanical input power to the generators of plants, 
frequency can be maintained as scheduled value. Due to variation of load and distur-
bances of system, which comes any time, frequency is disturbed from its rated value. 
The design of power system is such that it should maintain the frequency and voltage 
of the network within tolerable limits [2, 3]. 

The main objective of the load frequency controller is to exert control of frequency 
and at the same time of real power exchange via out going lines [4]. Several strategies 
for LFC have been proposed. Although the conventional control techniques were used 
in majority of literature [5], several studies using novel and intelligent control tech-
niques for LFC are also reported in the literature. These controllers have shown good 
results in load frequency control [6]. Application of a Polar Fuzzy controller to LFC is 
described in this paper.  

Its performance on a single area and a two area thermal system with and  
without reheat unit is described, and compared with the conventional controllers like 
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Fig. 1. Functional Module of a Simple Fuzzy  
Controller

Fuzzy Knowledge 
Base and inference 

Defuzzification Fuzzification  

Power System 

Pre- Post-

Domain Expert 

proportional integral (PI), proportional integral derivative (PID), and intelligent con-
troller like a standard Fuzzy logic controller.  

2 Conventional Controllers 

The PI controller is popular in the industry. The proportional gain provides stability and 
high frequency response. The integral term insures that the average error is driven to 
zero. Advantages of PI are; only two gains need to be tuned, there is no long-term error, 
and the method normally provides highly responsive system. The predominant weak-
ness is that PI controllers often produce excessive overshoot to a step command [7].   

Conventional PID controller is the most widely used in the industry [8-9]. The PID 
controller, a combination of PI and PD, can be easily adopted to correspond to differ-
ent controlled plants but it cannot yield a good control performance if the controlled 
system is of high order and nonlinear. The PD control, as in the case of the lead com-
pensator, improves the transient-response characteristics, improves system stability, 
and increases the system bandwidth, which implies fast rise time [10]. 

3 Fuzzy Logic Controller 

After 1991 fuzzy logic application is used for industrial tools. Fuzzy controllers are 
preferred over conventional controllers because:  

• Higher robustness. 

• To develop a fuzzy controller 
is cheaper. 

• It is easy to understand be-
cause it is expressed in natural 
linguistic terms. 

• It is easy to learn how fuzzy 
controller operates and how to 
design. 

In last two decades the fuzzy set 
theory is a new methodological tool 
for handling ambiguity and uncertain-
ty. Load frequency control has the 
main goal to maintain the balance 
between production and consumption 
[11-12]. The power system is very 
complex in nature because of there are 
several variable conditions. So the 
fuzzy logic helps to develop robust 
and reliable controller for load  
frequency control problem [3-5, 10]. 
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Fig. 2. Six Sector Phase Plane 

Functional module of a simple fuzzy logic controller (FLC) is shown in  
Fig. 1.These controllers are useful for solving a wide range of control problems [13]. 
Five triangular, input and output both, membership functions are taken for design of 
FLC. 

3.1   Fuzzy Rules 

In FLC, five rules are used. These are:  

I. If input is Z then output is LN. 
II. If input is LN then output is LP. 

III. If input is LP then output is LP. 
IV. If input is MP then output is Z. 
V. If input is MP then output is Z. 

4 Polar Fuzzy Controller 

The working of Polar fuzzy con-
troller (PFC) is based on polar 
fuzzy sets. One important differ-
ence between the standard fuzzy 
sets and polar fuzzy sets is that 
polar fuzzy sets are described in 
polar quardinate.  

These sets are defined on the un-
iverse of angles, hence are repeat-
ing shapes every 2π cycles. There 
are two states for controlling the 
LFC problem 

1. Deviation in system frequency (Δf) 
2. Rate of change of system frequency (Δ˙f) 

and the calculation of output of PFC is based on angle [14]. 
In six sector phase plane diagram origin ‘O’ is the desired equilibrium point as 

shown in Fig. 2. The control action is such that the direction of generator state R al-
ways towards origin ‘O’. LN and LP are two fuzzy input membership functions which 
are define in degree and these two are complimentary to each other where LN stands 
for large negative and LP for large positive. These two are defined in the range of 45o 
to 405o as shown in Fig. 3.  

As described earlier, generation of output of PFC (UFLC) is depending upon the uti-
lization of fuzzy input (angle). P and N are the two triangular membership functions, 
which are defined in range of -1 to +1 as shown in Fig. 4 where P stands for positive 
and N for negative. 
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4.1   Working of PFC 

The working of PFC is described in appendix. 

 

Fig. 3. Fuzzy sets for output variable Fig. 4. Fuzzy sets for output variable 

5 Application of Polar Fuzzy Logic Controller for LFC 

The above developed PFC has been used for load frequency control of single area 
and two area thermal systems. All studies are for a disturbance of 1% step change 
in load in one or both areas. 

5.1    Load Frequency Control of Single Area System 

The quality of supply depends on the voltage and frequency variations. The frequency 
and the voltage at the generator terminals are determined by the mechani 
cal input and are also affected by the change in load/demand [15]. To control the vari-
ations in voltage and frequency, sophisticated controllers detect the load variation and 
control the input to counter balance the load variation. In conventional control  

ΔPc (s) 

 

+ ( + )
ΔPd (s) 

ΔF (s) +

Fig. 5. Block diagram of single area thermal power plant with PI controller  
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systems, the integral part of the controller controls the frequency variation to zero as 
early as possible by getting the optimum value of the integral gain Ki. 

 A small signal model of the single area system is shown in Fig. 5. The turbine 
output and the electrical load perturbation given in the generator block, gives ‘ΔF(s)’ 
or ‘df’ as the output. The single area thermal system described above has been simu-
lated in Matlab 7.0/ Simulink environment. 

 

 
 

Fig. 6. Frequency variations of single area 
without Reheat Thermal system 

Fig. 7. Frequency variation of single area with 
Reheat Thermal system 

Table 1. Performance comparison of different controllers without and with reheat unit when 
1% disturbance in single area thermal system 

 
Controller 

Settling Time(sec) Undershoot(Hz) 

Without 
Reheat Unit 

With Reheat 
Unit 

Without Re-
heat Unit 

With Reheat 
Unit 

PI 28 30 -0.031 -0.046 

PID 18 20 -0.030 -0.044 

Fuzzy 13 15 -0.034 -0.049 

Polar Fuzzy 10 12 -0.032 -0.043 

5.2   Load Frequency Control of Two Area System 

When two single areas are tied together through a tie line to maintain their frequency 
and power exchange as per area contract is called two area system and electric power 
is transferred through the tie line between the areas [13]. Frequency will deviates 
from its steady state value if demand in any area is changed. The Simulink model of 
the two area system  has been developed to study the system under different perturba-
tions. With the help of this model system performance can be checked for different 
controllers for different perturbations. Performance of the PFC has been compared 
with standard FLC and conventional controllers for with and without reheat unit in the 
two area thermal system. The results are shown in Figs. 8-10 and Figs. 11-13, respec-
tively, and in Tables 2 and 3. 
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Fig. 8. Frequency variation of area- 1in Two 
Area Thermal System without Reheat when 
disturbance in area – 1 

Fig. 9. Frequency variation of area- 2 in a Two 
Area Thermal System without Reheat when 
the disturbance in area – 1 

 

Fig. 10. Frequency variation of area- 1 in a 
Two Area Thermal System without Reheat 
when disturbance in both areas 

Fig. 11. Frequency variation of area- 1 in a 
Two Area Thermal System without Reheat 
when disturbance in area - 1 

 

Fig. 12. Frequency variation of area- 2 in a 
Two Area Thermal System with Reheat unit 
when disturbance in area - 1 

Fig. 13. Frequency variation of area- 1 in a 
Two Area Thermal System with Reheat unit 
when disturbance in both areas 
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Table 2. Performance comparison of different controllers in two area thermal system without 
reheat unit 

 
1% Distur-

bance 
area 

 
Resp. 

  of   
Area 

 

PI PID Fuzzy Polar Fuzzy 

Settling 
Time 
(Sec) 

Under 
shoot  
(Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
(Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
 (Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
(Hz) 

Area 1 
 

Area 1 
 

26 -0.029 20 -0.025 12 -0.025 7 -0.023 

Area 1 Area 2 
 

32 -0.015 25 -0.013 15 -0.013 10 -0.010 

Both Areas 
 

Area 1 
 

28 -0.035 22 -0.030 13 -0.030 8 -0.027 

Both Areas 
 

Area2 
 

28 -0.031 22 -0.030 13 -0.030 8 -0.027 

Table 3. Performance comparison of different controllers in two area thermal system with 
reheat unit 

 
1% Distur-

bance 
area 

 
Resp. 

  of   
Area 

 

 
PI 

 
PID 

 
Fuzzy 

 
Polar Fuzzy 

Settling 
Time 
(Sec) 

Under 
shoot 
(Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
 (Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
(Hz) 

Settling 
Time 
(Sec) 

Under 
shoot 
  (Hz) 

Area 1 
 

Area 1 
 

43 -0.032 35 -0.032 20 -0.032 13 -0.030 

Area 2 
 

Area 2 
 

46 -0.027 35 -0.026 21 -0.027 14 -0.022 

Both Areas 
 

Area 1 
 

43 -0.046 35 -0.044 20 -0.045 13 -0.040 

Both Areas 
 

Area 2 
 

45 -0.046 35 -0.044 20 -0.045 13 -0.040 

6 CO-ordination OF PFC and Conventional Controllers of 
Multi-Area System 

The PFC can’t replace all other conventional controllers in a time. This replacement is 
time taken process over all plants. So it is necessary to study the effect of PFC co-
ordination with other conventional controllers. Most of the controllers used in the 
electrical power system are PI type. Therefore, the effect of the conventional PI and 
Polar Fuzzy controllers working together needs to be investigated. The comparative 
performance is studied when the conventional PI is installed in area #1 and the pro-
posed PFC in area #2. Result is compared in Fig. 14 and Tables 4. It can be seen that 
the performance in terms of settling time and undershoots is much better when PFC is 
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present than with the PI 
trollers only. The above stu-
dies show that the system 
response, when PFC is 
present, settles to zero steady 
state error in less time, with 
least oscillation and with 
minimum undershoot com-
pared to the other conven-
tional and Fuzzy logic con-
trollers.  
 
 
 
 

Table 4. Performance comparison of "Both PI" and co-ordination of "PI with Polar Fuzzy 
controller" in two area thermal system with reheat 

 

 

 

 

Disturbance 

 

 

 

  Response 

  of   Area 

 

 

Both PI 

 

Co-ordination of PI with Polar 

fuzzy 

 

Settling 

Time(Sec) 

 

Undershoot     

(Hz) 

 

Settling 

Time(Sec) 

 

Undershoot 

(Hz) 

1% distur-

bance in Area 1 

Area 1 43 -0.032 15 -0.032 

Area 2 46 -0.027 30 -0.025 

1% distur-

bance in Area 2 

Area 1 45 -0.028 25 -0.024 

Area 2 45 -0.032 25 -0.030 

1% distur-

bance in  both 

Areas 

Area 1 43 -0.046 20 -0.042 

Area 2 45 -0.046 20 -0.040 

7 Conclusions 

A Polar Fuzzy controller is designed for automatic load frequency control of single 
area and two area interconnected thermal power systems with and without reheat unit. 
The controllers performance is compared based on the system settling time and un-
dershoot. A comparison of the system dynamic response with the various controllers 
shows that the Polar Fuzzy controller yields improved control performance when 
compared to the PI and PID conventional and standard fuzzy logic controllers.  

It is also seen that the PFC performed better than the other conventional PI control-
ler in the comparison study of coordination of PFC and conventional PI controller.   
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Appendix: Working of PFC 

It’s working is described in Chaturvedi (2009) [14].  In Polar Fuzzy logic based con-
troller, there is no need to use two separate input gains for Δf and Δ˙f, because only 
one input, the polar angle, that depends on the ratio of the properly scaled inputs is 
used. Thus, only one gain, Kacc, is considered. The scaling factor Kacc decides as to 
which variable, frequency deviation or rate of change of frequency has more weight 
in the magnitude R. In the proposed controller the magnitude of the FLC output is set 
to be maximum at 450, because at this instant the directions of Δ f and Δ˙f are the 
same and magnitude is also high. On the other hand at 1350 axis the directions of Δ f 
and Δ˙f are opposite and, therefore, minimum control action is required. The maxi-
mum and minimum is fixed at these angles. But due to the scaling of Δ˙f with the gain 
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Kacc, all the points in the phase plane are relocated and sometimes system conditions 
may also require these points to be relocated. Hence, for better tuning of the control-
ler, there is a need for clockwise or anticlockwise rotation. This can be done by add-
ing or subtracting an angle ‘β’ from phase plane angle ‘θ’ of the polar form. The polar 
fuzzy logic controller, shown in Fig. 5, uses angle θ’ as input which is defined as: 

θ’ =(θ – β) + 360o for θ – β < 45o 

θ’ =θ – β for  θ – β ≥ 45o. 

The required control strategy is [refer Fig 2] 

a) In sector A (0 o – 90 o) control from FLC should be large positive as both scaled 
Δf and Δ˙f are positive.  

b) In Sector B (315 o - 360 o) control signal from FLC should be low positive as 
scaled Δf is large positive and scaled Δ˙f is small negative.  

c) In sector C (270 o - 315 o) control signal from FLC should be low negative as 
scaled Δf is small positive and scaled Δ˙f is large negative. In sectors D, E, F all 
the situations are completely opposite to those in sector A, B and C, respectively. 

At an angle (θ’) of 45o or 405o, the value of membership function of LP is maxi-
mum and that for LN is minimum so that ‘UFLC’ is positive maximum. At angles 
of 135o and 315o the value of membership function for both LP and LN is the 
same, so that UFLC is minimum (zero). At an angle of 2250 the value of member-
ship function LP is minimum and that for LN is maximum so that UFLC is negative 
maximum. The working of PFC controller is shown in Fig. 15. 

Output of the fuzzy logic controller is divided into two linguistic variables ‘P’ 
and ‘N’, which are triangular membership functions. So here only two simple 
rules are considered. 

d) Rule 1 - If θ’ is LP then UFLC is P.         
 Rule 2 - If θ’ is LN then UFLC is N. 

Hence, the output of FLC unit is UFLC=f1( θ, β),  
and final output u= UFLC* R+ Ko*Δf 
 
 
Where,   
 f1 – is a non-linear fuzzy functional mapping;      
 θ – angle in degree; 
 R – Magnitude;     
 β – modifier (tuning parameter) in degree; 
 Ko – multiplier (tuning parameter);    
 Δf and Δ˙f – system frequency and rate of change of system frequency  
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Fig. 15. Block Diagram of Proposed Polar Fuzzy Logic Controller 
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Abstract. This paper provides an alternative formulation to computing the max-
min post-inverse fuzzy relation by minimizing a heuristic (objective) function to 
satisfy the inherent constraints of the problem. An algorithm for computing the 
max-min post-inverse fuzzy relation as well as the trace of the algorithm is pro-
posed here. The algorithm exposes its relatively better computational accuracy 
and higher speed in comparison to the existing technique for post-inverse com-
putation. The betterment of computational accuracy of the max-min post-inverse 
fuzzy relation leads more accurate result of fuzzy abductive reasoning, because, 
max-min post-inverse fuzzy relation is required for abductive reasoning.  

Keywords: Max–min inverse fuzzy relation, Heuristic Function, Abductive 
reasoning. 

1 Introduction 

A fuzzy relation R(x, y) usually describes a mapping from universe X to universe Y   
(i.e. X →Y), and is formally represented by 

     R(x, y) = {((x, y), ),( yxRμ )⏐(x, y) ∈  X × Y},                             (1) 

where, ),( yxRμ  denotes the membership of (x, y) to belong to the fuzzy relation  

R(x, y). 

1.1 Fuzzy Max-Min Post-inverse Relation 

Let X, Y and Z be three universes and 1R (x, y), for (x, y) ∈  X × Y and 2R (y, z), for 

(y, z) ∈  Y × Z be two fuzzy relations. Then max-min composition operation of 1R  

and 2R , denoted by 1R o 2R , is a fuzzy relation defined by  
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1R o 2R  = {(x, z), max
y

{min{
1Rμ (x, y), 

2Rμ (y, z)}}}                        (2) 

where x ∈  X, y ∈  Y and z ∈  Z. 
For brevity we would use ‘∧’ and ‘∨’ to denote min and max respectively. Thus, 

 1R o 2R  = {(x, z), ∨
y

{
1Rμ (x, y) ∧

2Rμ (y, z)}}.                           (3) 

Let 1R  and 2R  be two fuzzy relational matrices of dimension (n × m) and (m × n) 

respectively. When 1R o 2R  = I, the identity relation, we define 2R  as the post-inverse 

to 1R . It is easy to note that when 1R  = 2R  = I, 1R o 2R = I follows. However, when 

1R ≠ I, we cannot find any 2R  that satisfies 1R o 2R  = I. It is apparent from the last 

statements that we can only evaluate approximate max-min post-inverse to 1R , when 

we know 1R . 

1.2 Review 

The origin of the proposed max-min fuzzy inverse computation problem dates back to 
the middle of 1970’s, when the researchers took active interest to find a general solu-
tion to fuzzy relational equations involving max-min composition operation. The 
pioneering contribution of solving max-min composition-based relational equation 
goes to Sanchez [36]. The work was later studied and extended by Prevot [31], Czo-
gala, Drewniak and Pedrycz [8], Lettieri and Liguori [20], Luoh et al. [22], and Yeh 
[41] for finite fuzzy sets [16]. Cheng-Zhong [7] and Wang et al. [40] proposed two 
distinct approaches to computing intervals of solutions for each element of an inverse 
fuzzy relation. Higashi and Klir in [14] introduced a new approach to computing max-
imal and minimal solutions to a fuzzy relational equation. Among the other well-
known approaches to solve fuzzy relational equations, the works presented in [10], 
[12], [13], [15], [29], [43], [44], [30], [21] need special mention. The early approaches 
mentioned above unfortunately is not directly applicable to find general solutions 2R , 

satisfying the relational equation: 1R o 2R = I.  Interestingly, there are problems like 

fuzzy backward/abductive [17] reasoning, where 1R  ≠ I, but 2R  needs to be eva-

luated. This demands a formulation to determine a suitable 2R , such that the given 

relational equation is best satisfied. 
Several direct (or indirect) formulations of the max-min pre-inverse computing 

problem have been addressed in the literature [2], [6], [7], [24], [25], [26], [27], [34], 
[35], [37], [45]. A first attempt to compute fuzzy pre-inverse with an aim to satisfy all 
the underlying constraints in the relational equation using a heuristic objective func-
tion is addressed in [35]. The work, however, is not free from limitations as the  
motivations to optimize the heuristic (objective) function to optimally satisfy all the 
constraints are not fully realized. All the limitations in [35] are fully resolved by [45]. 



An Efficient Algorithm to Computing Max-Min Post-inverse Fuzzy Relation 507 

This paper is an extended part of [45], where the proposed work illustrates an alterna-
tive formulation to computing the max-min post-inverse fuzzy relation. 

The rest of the paper is organized as follows. In section 2, we provide Strategies 
used to solve the post-inverse computational problem. The algorithm is presented in  
section 3. The analysis of algorithm and example is given section 3.1 and 3.2  
respectively. 

2 Proposed Computational and Approach to Fuzzy Max-Min 
Post-inverse Relation 

Given a fuzzy relational matrix R of dimension (m × n), we need to evaluate a Q ma-
trix of dimension (n × m) such that R o Q = I′ ≈ I, where I denotes identity matrix of 

dimension (m × m). Let jq  be the jth column of Q matrix. The following strategies 

have been adopted to solve the equation R o Q = I′ ≈ I for known R. 

Strategy 1: Decomposition of R o Q ≈ I into [R o jq j] ≈ 1 and [R o jq jll ≠,] ≈ 0. 

Since, R o Q ≈ I, R o jq  ≈ jth column of I matrix, therefore, the jth element of R o jq , 

denoted by [R o jq j] ≈ 1 and the lth element (where l ≠ j) of R o jq , denoted by [R o 

jq jll ≠,] ≈ 0. 

Strategy 2: Determination of the effective range of ijq , ∀ i in [0, jir ]. 

Since Q is a fuzzy relational matrix, its elements ijq ∈ [0, 1] for ∀i, j. However, to 

satisfy the constraint [R o jq j] ≈ 1, the range of ijq , ∀i virtually becomes [0, jir ] 

by Lemma 1. 
This range is hereafter referred to as effective range of ijq .   

Lemma 1: The constraint [R o jq j] ≈ 1, sets the effective range of  ijq  in [0, jir ]. 

Proof:  [R o jq j]  

         = ∨
=

n

i 1
( jir ∧ ijq )                                                (4)       

Since [ ∨
=

n

i 1
( jir ∧ ijq )]

jiij rq >  = [ ∨
=

n

i 1
( jir ∧ ijq )]

jiij rq = , 
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The minimum value of ijq  that maximizes [R o jq j]  towards 1 is jir . Setting 

ijq  beyond jir  is of no use in connection with maximization of [R o jq j]  towards 

1. Therefore, the effective range of ijq  reduces from [0, 1] to [0, jir ].                       

Strategy 3: Replacement of the constraint [R o jq j] ≈ 1, by  kjq ≈ 1, where kjq ≥ 

ijq ,∀i 

We first prove [R o jq j] = kjq  for kjq ≥ ijq , ∀i by Lemma 2, and then argue that  

[R o jq j] ≈ 1 can be replaced by kjq  ≈ 1. 

Lemma 2: If kjq ≥ ijq ,∀ i, then [R o jq j] = kjq . 

Proof: [R o jq j] = ∨
=

n

i 1
( jir ∧ ijq )                                                                              (5) 

By Lemma 1, we can write 0 ≤ ijq ≤ jir , ∀i. 

Therefore, ( jir ∧ ijq ) = ijq                                                                                          (6) 

Substituting expression (6) in expression (5), yields the resulting expression as 

[R o jq j] = ∨
=

n

i 1
( ijq )                                                     (7) 

                = kjq    as kjq ≥ ijq , ∀i.                                             (8)                                             
                                                                                                                                   

 
The maximization of [R o jq j] , therefore, depends only on kjq , and the maximum 

value of  [R o jq j] = kjq . Consequently, the constraint [R o jq j] ≈ 1 is replaced by 

kjq  ≈ 1.  Discussion on Strategy 3 ends here. A brief justification to strategy 4-6 is 

outlined next.  

Justification of Strategies 4 to 6:  In this paper, we evaluate the largest element kjq  

and other element ijq  (for i ≠ k) in jq , the jth column of Q-matrix, by separate proce-

dures. For evaluation of kjq , we first need to identify the positional index k of kjq  so 

that maximization of [R o jq j]  and minimization of [R o jq jll ≠,]  occur jointly for 

a suitable selection of kjq . This is taken care of in Strategy 5 and 6. In Strategy 5, we 
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determine k for the possible largest element kjq , whereas in Strategy 6 we evaluate 

kjq . To determine ijq  (for i ≠ k), we only need to minimize [R o jq jll ≠,] . This is 

considered in Strategy 4. It is indeed important to note that selection of ijq  (for i ≠ k) 

to minimize [R o jq jll ≠,]  does not hamper maximization of [R o jq j]  as [R o 

jq j] = ikq , vide Lemma 2. 

Strategy 4: Evaluation of ijq , i ≠ k, where kjq ≥ ijq , ∀ i. 

The details of the above strategy are taken up in Theorem 1. 

Theorem 1: If kjq ≥ ijq ,∀i, then the largest value of ijq
ki ≠

 that minimizes [R o 

jq jll ≠,]  towards 0 is given by ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq . 

Proof: [R o jq jll ≠,]  

       = ∨
=

n

i 1
( lir ∧ ijq ),  ∀ l, l ≠ j                                                 (9) 

       = ∨
≠
=

n

k
i
i

1
( lir ∧ ijq ) ∨ ( lkr ∧ kjq ),  ∀ l, l ≠ j                        (10) 

                                     = ( lkr ∧ kjq )   ∀ l, l ≠ j, 

   if ( lkr ∧ kjq ) ≥ ∨
≠
=

n

k
i
i

1
( lir ∧ ijq ).                                (11) 

Therefore,  

Min [R o jq jll ≠,] = Min
jll ≠∀ ,

( lkr ∧ kjq ) 

= Min
jll ≠∀ ,

{ lkr } ∧ kjq  

                                            = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq                                                    (12)  
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Since Min[R o jq jll ≠,] = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq  and the largest value in [R o jq jll ≠,] = 

( lkr ∧ kjq ), therefore, Min[R o jq jll ≠,] , will be the largest among ( lir ∧ ijq )∀ i, i 

≠ k,  if 

Min[R o jq jll ≠,]  = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq  

                                  ≥ ∨
≠
=

n

k
i
i

1
( lir ∧ ijq ),                                              (13) 

which is same as, ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq  ≥ ( lir ∧ ijq )  ∀ i, i ≠ k.                                        (14) 

The largest value of ijq  for i ≠ k can be obtained by setting equality in equation (14), 

and the resulting equality condition is satisfied when 

          ijq
ki ≠

 = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq .                                                                       (15)        

 

Strategy 5: Determining the positional index k for the element kjq  ( ≥ ijq , ∀j ) in 

jq . 

To determine the position k of kjq  in jq , we first need to construct a heuristic func-

tion h( kjq ) that satisfies two constraints: 

             i)       Maximize [R o jq j]                                           (16)  

            ii)       Minimize [R o jq jll ≠,] ,                                   (17) 

and then determine the index k, such that h( kjq ) ≥ h( ijq ), ∀i. In other words, we 

need to determine the positional index k for the possible largest element kjq  in the jth 
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column of Q-matrix, as the largest value of h( kjq ) ensures maximization of the heu-

ristic function h( kjq ), and thus best satisfies the constraints (16) and (17). 

Formulation of the heuristic function is considered first, and the determination of k 
satisfying h( kjq ) ≥ h( ijq ), ∀i is undertaken next.    

One simple heuristic cost function that satisfies (16) and (17) is 

1h ( kjq ) = kjq −  ( )
1

1m −
 

≠
=

m

l
l

j
1

( lkr ∧ kjq ), 

where kjq ≥ ijq , ∀i,  by Theorem 2. Next we find k such that 

],0[ jkkj rq
Max
∈ 1h ( kjq ) ≥  

],0[ jiij rq
Max
∈ 1h ( ijq ), for all i. 

Theorem 2: If kjq  ≥ ijq , ∀i, then maximization of [R o jq j]  and minimization of 

[R o jq jll ≠,]  can be represented by a heuristic function, 

1h ( kjq ) = kjq −  ( )
1

1m −
 

≠
=

m

l
l

j
1

( lkr ∧ kjq ). 

Proof: Given kjq  ≥ ijq , for all i, Thus from Lemma 2, we have  

           [R o jq j]  = kjq                                                 (18) 

Further, [R o jq jll ≠,]  

     = ( 1lr ∧ jq1 )∨( 2lr ∧ jq2 )∨…∨( lkr ∧ kjq )∨...∨ ( lnr ∧ qnj ), for ∀l , l ≠ j.     (19) 

Now by Theorem 1 we have ijq
ki ≠

 = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq  and substituting this value in 

equation (19) we have  

   [R o jq jll ≠,] = ( lkr ∧ kjq ), for ∀l, l ≠ j                              (20) 

Now to jointly satisfy maximization of [R o jq j]  and minimization of [R o 

jq jll ≠,]  we design a heuristic function,  
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    1h ( kjq ) = [R o jq j] − f(( kr1 ∧ kjq ),…,( kjr ,1− ∧ kjq ), ( kjr ,1+ ∧ kjq ), ..…, 

 ( mkr ∧ kjq )). 

Now, for any monotonically non-decreasing function f(·), maximization of [R o 

jq j]   and minimization of the min terms ( kr1 ∧ kjq ), ….…, ( kjr ,1− ∧ kjq ), 

( kjr ,1+ ∧ kjq ), ....…, ( mkr ∧ kjq ) calls for maximization of 1h ( kjq ). Since averag-

ing (Avg) is a monotonically increasing function, we replace f(·) by Avg(·). Thus, 
 

1h ( kjq ) = [R o jq j] − Avg(( kr1 ∧ kjq ),…,( kjr ,1− ∧ kjq ), ( kjr ,1+ ∧ kjq ), 

...…,( mkr ∧ kjq )) 

               = kjq − ( )
1

1m −
 

≠
=

m

l
l

j
1

( lkr ∧ kjq ).                               (21)  

Although apparent, it may be added for the sake of completeness that n>1 in (21).      

The determination of index k, such that 1h ( kjq ) ≥ 1h ( ijq ), ∀i can be explored now. 

Since ijq ∈[0, jir ] and kjq ∈[0, jkr ], therefore 1h ( kjq ) ≥ 1h ( ijq ), ∀i can be 

transformed to 

    
],0[ jkkj rq

Max
∈ 1h ( kjq ) ≥  

],0[ jiij rq
Max
∈ 1h ( ijq ), for all i                       (22) 

Consequently, determination of k satisfying the inequality (22) yields the largest ele-
ment kjq  in the jq , that maximizes the heuristic function 1h (.).  

Corollary 1: 2h ( kjq ) = kjq  − 
≠
=

m

l
l

j
1

( lkr ∧ kjq ), too is a heuristic function tha 

t maximizes [R o jq j]  and minimizes [R o jq jll ≠,] . 

Proof: Since 
≠
=

m

l
l

j
1

( lkr ∧ kjq ) is a monotonically non-decreasing function, thus the 

Corollary can be proved similar to Theorem 2.                                                                
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Strategy 6: Finding the maximum value of 1h ( ijq ) for ijq  in [0, jir ]. 

We first of all prove that 1h ( ijq ) is a monotonically non-decreasing function of ijq  

by Theorem 3. Then we can easily verify that for ijq  in [0, jir ], 1h ( ijq )
jiij rq =

 is 

the largest, i.e.,  1h ( ijq )
jiij rq =

 ≥ 1h ( ijq )
],0[ jiij rq ∈
. 

Theorem 3: 1h ( ijq ) = ijq −  ( )
1

1m −
 

≠
=

m

l
l

j
1

 ( lir ∧ ijq ), is a monotonically non-

decreasing function of ijq in [0, jir ].  

Proof: We consider two possible cases:   

Case 1: If ijq > lir ∀ l, l ≠ j, then,  

1h ′( ijq ) = 
ij

ij

dq

qdh )(1  = 1 − ( )
1

1m −
 

1

m

l
l i
=
≠


ij

li

dq

rd )(
    = 1 (> 0).            (since, 

ij

li

dq

rd )(
= 0 ). 

Case 2: Let ijq ≤ lir  for at least one l (say t times), then,  

1h ′( ijq ) = 
ij

ij

dq

qdh )(1  

= 1 − ( )
1

1m −
 

ijdq

d 
−timest

( ijq ) 

= 1 − ( )1

t

m −
 ≥ 0   as t ≤ (m−1). 

∴ 1h ′( ijq )  ≥ 0, and therefore, 1h (·) is a monotonically non-decreasing function of 

ijq in [0, jir ].                                                                                                                 

Strategy 7: Finding Q-matrix 

Evaluation of each row jq  of Q-matrix is considered independently. For given row 

jq , we need to determine the largest element kjq ≥ ijq , ∀i. After kjq  is evaluated, 

we evaluate ijq , i ≠ k in the subsequent phase.  

Since maximization of 1h (·) ensures satisfaction of the constraints (16) and (17) in 

strategy 5, to determine kjq , we look for an index k, such that 
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],0[ jkkj rq
Max
∈ 1h ( kjq ) ≥  

],0[ jiij rq
Max
∈ 1h ( ijq ), for all i. 

Further, since 1h (·) is a monotonically non-decreasing function, above inequality 

reduces to, 

            1h ( kjq )
jkkj rq =
≥ 1h ( ijq )

jiij rq =
                          (23) 

If a suitable value of k is found satisfying (23), we say ikq  is the largest element in 

iq  and the value of kjq = jkr . 

For other element ijq  in jq ,  i ≠ k, we evaluate  

ijq
ki ≠

 = ( ∧
≠
=

m

l
l

j
1

lkr )∧ kjq  

= ( ∧
≠
=

m

l
l

j
1

lkr )∧ jkr        (Since, kjq = jkr ) 

                     = ∧
=

m

l 1
lkr .                                                   (24) 

The principle for evaluation of ijq  for a given j can be repeated for j = 1 to m to 

determine Q-matrix. 

3 Proposed Fuzzy Max-Min Post-inverse Computation 
Algorithm 

The results obtained from the strategies in Section 2 are used here to construct   
Algorithm for Max-Min Post-inverse computation for a given fuzzy relational matrix. 

 
ALGORITHM 1 

Input: R = [ ijr ] nm×  where 0 ≤ ijr ≤ 1  ∀ i,j ; 

      Output: Q = [ ijq ] mn×  where 0 ≤ ijq ≤ 1 ∀ i, j;  

                                                                        //such that RoQ is close enough to I// 
       Begin 

        For j = 1 to m 
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               Evaluate kjq (.);          //Determine the position k and value of the largest  

                                                  //element kjq  in column j of Q.// 

               For i = 1 to n 
                     If( i ≠ k ) 
                          Then ijq = 

l
Min { lkr };  

                                         //Determine all the elements in the jth column of Q matrix  
                                        //except kjq // 

                     End If;                                
              End For; 
    End For; 
End. 
 
Evaluate kjq (.) 

Begin 
     For i = 1 to n  

          1h ( ijq ) = jir −  ( )
1

1m −
 

≠
=

m

l
l

j
1

 ( lir ∧ jir );     //Evaluate   1h ( ijq ). // 

     End For 
     If 1h ( kjq ) ≥ 1h ( ijq ) for all i 

     Then return k and kjq = jkr ;     //Return the position k of kjq , and its value// 

End. 

3.1 Explanation of Algorithm I 

Algorithm 1 evaluates the elements in jq , i.e., jq1 , jq2 ,……., mjq  in a single pass 

by determining the position k of the largest element kjq  in the jth column and then its 

value jkr . Next, we determine the other elements in jq , which is given by                 

ijq
ki ≠

 =  ∧
=

m

l 1
lkr . 

The outer For-loop in the algorithm sets j = 1 to m with an increment in j by 1, and 
evaluation of  jq  takes place for each setting of j. The most important step inside this 

outer For-loop is determining positional index k of the largest element kjq  in jq  and 

evaluation of its value. This has been taken care of in function Evaluate kjq (.). 
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Table 1. Trace of the algorithm 

 
   j =1 

     Evaluate kjq  (j) 

    When 11q = 11r =0.9;    h( 11q ) = 11r -{( 21r ∧ 11r )+( 31r ∧ 11r )}/2 = 0.8 

    When 21q = 12r =0.4;   h( 21q ) = 12r -{( 22r ∧ 12r )+( 32r ∧ 12r )}/2 = 0.05 

    When 31q = 13r =0.3;    h( 31q ) = 13r -{( 23r ∧ 13r )+( 33r ∧ 13r )}/2 = 0.05 

        Max{ h( 11q ) , h( 21q ) , h( 31q ) }= h( 11q ) ;  Return 11q =0.9 and k=1 

 
        Evaluate the largest ijq  for all i except k =1 

       21q =Min( 11r , 21r , 31r ) = 0.1 ;   31q =Min( 11r , 21r , 31r ) = 0.1 ; 

   
j =2 
     Evaluate_ kjq (j) 

  When 12q = 21r =0.1;    h( 12q ) = 21r -{( 11r ∧ 21r )+( 31r ∧ 21r )}/2 = 0.0 

  When 22q = 22r =0.3;   h( 22q ) = 22r -{( 12r ∧ 22r )+( 32r ∧ 22r )}/2 = 0.0 

  When 32q = 23r =0.8;    h( 32q ) = 23r -{( 13r ∧ 23r )+( 33r ∧ 23r )}/2 = 0.55 

       Max{ h( 12q ) , h( 22q ) , h( 32q ) }= h( 32q ) ;  Return 32q = 0.8 and k=3 

          Evaluate the largest ijq  for all i except k = 3 

         12q = Min( 13r , 23r , 33r ) = 0.2; 22q = Min( 13r , 23r , 33r ) = 0.2;    

 
    j =3 

 
     Evaluate_ kjq (j) 

  When 13q = 31r =0.1;    h( 13q ) = 31r -{( 11r ∧ 31r )+( 21r ∧ 31r )}/2 = 0.0 

  When 23q = 32r =1.0;   h( 23q ) = 32r -{( 12r ∧ 32r )+( 22r ∧ 32r )}/2 = 0.65 

  When 33q = 33r =0.2;    h( 33q ) = 33r -{( 13r ∧ 33r )+( 23r ∧ 33r )}/2 = 0.0 

       Max{ h( 13q ) , h( 23q ) , h( 33q ) }= h( 23q ) ;  Return 23q =1.0 and k=2 

 
         Evaluate the largest ijq  for all i except k = 2 

        13q = Min( 12r , 22r , 32r ) = 0.3;   33q = Min( 12r , 22r , 32r ) = 0.3; 
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3.2 Example 

Given R = 
















333231

232221

131211

rrr

rrr

rrr

=
















2.00.11.0

8.03.01.0

3.04.09.0

, we now provide a trace of the  

Algorithm in Table-1. 

∴    Q = 

















3.08.01.0

0.12.01.0

3.02.09.0

.  
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Abstract. A mobile ad hoc network is an infrastructure-less network where the 
nodes are free to move independently in any direction. The technique of cluster-
ing is used to divide a large network into several sub-networks. Inherent dy-
namism of nodes gives rise to unpredictable topological structure in ad hoc 
networks which complicates the clustering process. Moreover, since mobile 
nodes are battery powered, energy saving is required to increase node lifetime 
and maintain network connectivity. In this paper we propose a fuzzy-controlled 
energy-efficient weight-based clustering algorithm (FEW-CA) for mobile ad 
hoc networks. A fuzzy controller named Cluster-head Elector (CE) is embedded 
in each node ni which computes weight of node ni. If ni is not already member 
of any cluster and its weight is greater than a pre-defined threshold, then it is 
elected as a cluster-head and a cluster is formed with 1-hop and 2-hop neigh-
bors of ni who are not already members of any other cluster. FEW-CA does not 
allow any node to become member of more then one cluster simultaneously. 
Simulation results firmly establish that our algorithm performs better than exist-
ing state-of-the-art broadcast algorithms. 

Keywords: Ad hoc network, Cluster, Energy-efficiency, Fuzzy.  

1 Introduction 

Various clustering algorithms for ad hoc networks appear in the literature. Among 
them, Highest Degree (HD) [1] algorithm, Lowest ID heuristics (LID) [2], Distributed 
Clustering Algorithm (DCA) [3], Weight based Clustering Algorithm (WCA) [4] and 
Stable and Flexible weight based clustering algorithm (ProWBCA) [5] are mention-
worthy. In HD algorithm, a node with highest degree among its 1-hop neighbors, 
become a clusterhead. Degree is the number of neighbors of a node. On the other 
hand, in LID, a node with least identification number among its neighbors, become a 
clusterhead. These protocols are 1-hop and completely ignore the energy and mobility 
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of nodes. On the other hand, in DCA, each node is assigned a weight ( a real number 
≥ 0)  depending on which a node may be a clusterhead or cluster member. A node is 
chosen to be the clusterhead if its weight is higher than weights of its neighbors. The 
DCA makes an assumption that the network topology does not change during execu-
tion of the algorithm. This is not suitable for highly mobile networks.  

The weight-based clustering algorithm (WCA) obtains 1-hop clusters with one 
clusterhead. The election of clusterhead is based on the weight of each node. The 
election of the clusterhead is based on weight of each node. The algorithm performs 
with four admissible factors for the clusterhead election and maintenance. The factors 
are degree difference, summation of distances, mobility and cumulative time. Al-
though WCA has shown better performance tan all the previous algorithms, it also has 
some drawbacks. Weights of all nodes need to be computed before the clustering 
process begins. This is not suitable for a dynamic network like ad hoc networks. 

ProWBCA is a 2-hop weight based clustering algorithm performs well for ad hoc 
networks. Weights of nodes are based on their number of 1-hop and 2-hop neighbors. 
However, this protocol is not power-aware or mobility-aware, which are very impor-
tant from the perspective of network throughput and longevity. 

In this article, we propose a fuzzy-controlled weight based clustering algorithm 
that considers all these aspects and constructs stable 2-hop clusters. Simulation results 
emphasize the effectiveness of our proposed scheme. 

2 Overview of FEW-CA 

Nodes in an ad hoc network may belong to various multicast groups and during clus-
ter formation; we try to include as many members as possible of same group, into a 
cluster. This reduces the cost of inter-cluster communication during multicast opera-
tions. If all members of a multicast group belong to the same cluster C, then the mul-
ticast source needs to send the multicast message only to head of the cluster C only. 
As far as node degree is concerned, FEW- CA emphasizes on the fact that if the num-
ber of ordinary cluster members (ordinary cluster members are those that are neither 
cluster-heads nor gateway nodes) abruptly increase in a cluster, network throughput 
drops and system performance degrades [3]. On the other hand, increase in the num-
ber of gateway nodes, improve inter-cluster connectivity [1, 3]. In order to inculcate 
the flavor of power-awareness in FEW-CA, we have enforced another constraint that 
a node which doesn’t have sufficient battery power cannot compete in the election of 
cluster-head. Also, the more power-equipped a node is, stronger will be its claim for 
being a cluster-head. In FEW-CA whenever a node joins a cluster, a member-join 
message is broadcasted by the respective cluster-head within its cluster. Similarly, 
when a node leaves a cluster, cluster-head broadcasts a member-lost message. If only 
stable clusters are constructed then the links from cluster-head to its 1-hop neighbors 
and links from 1-hop neighbors of the cluster-head to 2-hop neighbors of the cluster-
head wont break frequently and the cost of member-join and member-lost messages 
will be significantly reduced. 
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All these observations are in the form of if-then rules which are basic unit of fuzzy 
function approximation. Advantages of fuzzy logic are that it is flexible, conceptually 
easy to understand and based on natural language. Moreover, it is tolerant of impre-
cise data and can model non-linear functions of arbitrary complexity. All these en-
couraged us to design the scheme of FEW-CA using fuzzy logic. 

In FEW-CA, each node periodically broadcasts HELLO message within its radio-
range and its 1-hop neighbors reply with ACK or acknowledgement message.  

Attributes of these HELLO message generated by node ni are as follows: 

i)  node identification number ni 
ii)  radio-range Ri 
iii) geographical position (xi(t), yi(t)) of ni at time t in terms of latitude and  

longitude 
iv) velocity vi(t) of ni at time t 
v)  timestamp t 
vi) cluster-head status (set to 1 if ni is a cluster-head, otherwise it is set to 0) 
vii) multicast group g of which ni is a member (g = 0 if ni does not belong to any 

multicast group) 

After receiving the HELLO message of ni, its neighbours reply with the ACK (ac-
knowledgement) message. The attributes of ACK message transmitted by a neighbour 
nj of ni at time t consists of the following information: 

i)  source identification number nj 
ii)  destination identification number ni 
iii) velocity vj(t) of nj at time t 
iv) geographical position (xj(t), yj(t)) of nj at time t in terms of latitude and  

longitude 
v)  identification number of heads of those clusters of which nj is a member 
vi) multicast group g of which nj is a member (g = 0 if nj does not belong to any 

multicast group) 

In case of change of cluster-head a head_change message is flooded within the re-
spective cluster. The attributes of head_change are as follows: 

i) identification number of the new cluster-head h′ 
ii) timestamp t 

Attributes of member-join message are, 

i) identification number of the new cluster member nk 
ii) timestamp t of joining the cluster 
iii) status field (set to 1) 

Attributes of member-leave message are, 

i) identification number of the lost cluster member nk 
ii)  timestamp t of leaving the cluster 
iii) status field (set to 0) 
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3 Input Parameters of CE 

Below appear the descriptions and mathematical expressions of input parameters of 
CE. 

• Residual Energy Ratio 

Residual energy ratio αi(t) of node ni at time t is given by, 

αi(t) = 1 - ei(t) / Ei                                                                                  (1) 

ei(t) and Ei indicate the consumed battery power at time t and maximum or initial 
battery capacity of ni, respectively. It may be noted from the formulation in 1) that 0≤ 
αi(t) ≤1. Values close to 1 enhance capability of ni as a cluster-head. 

• Node Degree Influence 

The formulation of node degree influence is based on the following concepts  

i) If an entire multicast group is totally contained within a cluster then it is 
good for network throughput and lifetime. In that case, if a source node 
needs to send some message to the group, then it will be sufficient to 
send the message to head of the cluster encapsulating that group. So, a 
cluster tries to include as many members as possible of same multicast 
groups within its territory. 

ii) If most of the cluster-members and gateway nodes are at 1-hop distance, 
instead of 2-hop distance from the cluster-head then they will receive 
messages from the cluster-head at lesser delay. Therefore, it is better for 
a cluster if most of its members and gateways are at 1-hop distance from 
the cluster-head. 

iii) Excessive density of nodes within a cluster greatly increases the cost of 
intra-cluster communication. 

The formulation of node degree influence βi(t) of ni at time t is given by, 

βi(t) = [ (w_h hp_1i(t) +  hp_2i(t)) × ovmi(t)]
1/2                             (2) 

hp_1i(t) = { (1/Di(t))   Σ   ρ1
i,g(t)}                                   (3) 

                                                                              g∈MG 

hp_2i(t) = { (1/Di(t))   Σ   ρ2
i,g(t)}                                  (4) 

                                                                               g∈MG 
 
If a cluster member is at 1-hop distance from the clusterhead then minimum and max-
imum possible distance of the node from the clusterhead are 1 and Rmax resulting into 
the average distance of (1+ Rmax)/2; similarly, as far as 2-hop distance of a cluster 
member from the clusterhead are concerned, the minimum and maximum values are 
(1+ Rmin) and 2 Rmax, resulting into the average value {(1+ Rmin)/2 +  Rmax}. It is quite 
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practical that if a cluster member is at 1-hop delay from the clusterhead then it will 
receive messages from clusterhead much faster than 2-hop distant cluster members. 
w_h is a measure of this advantage of 1-hop neighbors of clusterhead compared to 2-
hop neighbors of the same, in terms of delay. It is mathematically expressed as, 

w_h = {(1+ Rmin +  2Rmax} / (1+ Rmax)                                      (5) 

MG is the set of various multicast groups in the network. ρ1
i,g(t) indicates the number 

of nodes belonging to the multicast group g that reside within 1-hop neighborhood of 
ni at time t. Similarly, ρ2

i,g(t) indicates the number of nodes belonging to the multicast 
group g that are 2-hops away from ni at time t. Di(t) is the number of all nodes within 
2-hop neighborhood of ni at time t. 

Let N(t) be total number of nodes in the network at time t and A be the total net-
work area. Then network density ψ(t) at time t  is, 

ψ(t) = N(t) / A                                                     (6) 

Under uniform node density, total number of nodes φi(t) within 2-hop neighborhood 
of ni at time t is, 

φi(t) = ψ(t) × π (Ri + Rj)
2                                            (7) 

Where Ri is the radio-range of ni and nj is the downlink neighbor of ni having highest 
radio-range among all the downlink neighbors of ni at time t. 
Then neighborhood overload immunity ovmi(t) on ni at time t is given by, 
                        

Di(t) / φi(t)                     if Di(t) ≤ φi(t) 
ovmi(t) =                                                                                                    (8) 

                                      φi(t) / (Z + Di(t))            otherwise 
 
where Z is the total number of nodes in the network. 

The expression in (8) is based on the fact that the cluster of ni is not overloaded till 
Di(t) < φi(t). So, ovmi(t) increases as Di(t) approaches φi(t) and acquires maximum 
value 1 when Di(t) = φi(t). On the other hand, if Di(t) > φi(t), overload immunity takes 
a very low fractional value which decreases with increase in Di(t).                               

• Neighbor Cluster Connectivity 

Neighbor cluster connectivity ζi(t) of the cluster with head ni at time t is formulated 
as, 

ζi(t) = (gi(t) / Di(t)) exp (1/(nci(t) +1))                                       (9) 

gi(t) is the number of gateway nodes of the cluster with head ni at time t and nci(t) is 
the number of neighbor clusters of the cluster with head ni at time t. The expression in 
(9) is based on the concept that it is good to have connectivity with various neighbor 
clusters than having multiple gateway nodes providing connectivity with same cluster. 
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• Cluster Stability 

A 2-hop cluster whose head is ni, will be termed as stable provided its links do not 
break frequently.  Necessary conditions for this are i) velocity of the cluster-head ni 
relative to its one hop neighbors, is small ii) distance of the 1-hop neighbors of ni 
from ni is small compared to the radio-range of ni i.e. Ri iii) for each 1-hop neighbor nj 
of ni, relative velocity of nj with its 1-hop neighbors, is small, and iii) for each 1-hop 
neighbor nj of ni, distance of nj from its 1-hop neighbors, is small compared to the 
radio-range of nj i.e. Rj. 

Among the above mentioned conditions, the first two are more important because 
if a cluster-head has a stable 1-hop neighborhood and unstable 2-hop neighborhood 
then chances are high that the cluster will not survive as a two-hop cluster but will 
survive as a one hop cluster. But, on the other hand, if 1-hop neighborhood of a clus-
ter is unstable then the cluster won’t survive irrespective of the stability of its 2-hop 
neighborhood. So, in the expression of cluster stability, stability of links from cluster-
head to its 1-hop neighbors will dominate compared to stability of the links from 1-
hop neighbors of cluster-head to 2-hop neighbors of the cluster-head. Hence cluster 
stability csi(t) of a cluster with head ni at time t is given by, 

csi(t) = { ∏   wij(t)   (   wjk(t)) / (|Bj(t)|+1)} exp (-2 |Bi(t)|)                   (10) 
                                 nj∈ Bi(t)      nk∈ Bj(t) 

where wij(t) = 1 - (1-1/(|vi(t) – vj(t)|+1)) exp (distij(t)/Ri)                                          (11) 

For any node ni, vi(t) specifies its velocity at time t; Bi(t) is the set of 1-hop neighbors 
of ni and distij(t) is the distance between ni and nj at time t. The constant 1 is added in 
the denominator in expression (10) to avoid zero value in the denominator in the situ-
ation when 1-hop neighborhood of a 1-hop neighbor of cluster-head is empty. Simi-
larly, 1 is added in expression (11) to avoid zero value in the denominator when (vi(t) 
– vj(t)).  

  It is evident from (10) that for any node ni, csi(t) ranges between 0 and 1. Stability 
of a cluster with head ni increases as csi(t) approaches 1.  

4 Rule Bases of CE 

The division of input parameters of CE into crisp ranges and the corresponding fuzzy 
variables are shown in table 1.  

Table 1. Division of parameters of CE into crisp ranges and corresponding fuzzy variables 

Range division of resi-
dual energy ratio 

Range division of other 
parameters of CE 

Fuzzy variables 

0-0.40 0-0.25 a1 
0.40-0.60 0.25-0.5 a2 
0.60-0.80 0.5-0.75 a3 
0.80-1.00 0.75-1.00 a4 
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According to the study of discharge curve of batteries heavily used in ad hoc net-
works, at least 40% (fuzzy variable a1 represents the range 0-0.40) of total charge is 
required to remain in operable condition; 40%-60% (fuzzy variable a2) of the same is 
satisfactory, 60%-80% (fuzzy variable a3) is good and the next higher range (i.e. 
80%-100% or fuzzy variable a4) is more then sufficient from the perspective of re-
maining energy. Range division of residual energy ratio follows this concept. Ranges 
of all other parameters are uniformly divided between 0 and 1; the range 0-0.25 is 
denoted as a1, 0.25-0.5 is denoted as a2, 0.5-0.75 as a3 and 0.75-1.0 as a4. 

It may please be noted that the parameters residual energy ratio and cluster stability 
are extremely important from the perspective of existence of the cluster while the 
other parameters focus on efficiency of the cluster. Hence, residual energy ratio α and 
cluster stability cs dominate other input parameters of CE. Table 2 shows the combi-
nation of residual energy ratio and cluster stability. Both are given equal weight. The 
temporary output t1 of table 2 is combined with node degree influence in table 3 ge-
nerating second temporary output t2. Table 4 shows the combination of t2 and neigh-
bor cluster connectivity generating output node-weight of CE. In tables 3 and 4, the 
output of previous table dominates the new output. The reason is that, t1 is the combi-
nation of two parameters both of which are extremely important from the point of 
view of existence of a cluster, and the effect propagates from t1 to t2. 

Table 2. Fuzzy Combination of α and cs producing output t1 

α→ 
cs↓ 

a1 a2 a3 a4 

a1 a1 a1 a1 a1 
a2 a1 a2 a2 a2 
a3 a1 a2 a3 a3 
a4 a1 a2 a3 a4 

Table 3. Fuzzy Combination of t1 and β producing temporary output t2 

t1→ 
β↓ 

a1 a2 a3 a4 

a1 a1 a2 a3 a3 
a2 a1 a2 a3 a3 
a3 a1 a2 a3 a4 
a4 a2 a3 a3 a4 

Table 4. Fuzzy Combination of t2 and  ζ producing output node-weight of CE 

t1→ 
ζ↓ 

a1 a2 a3 a4 

a1 a1 a2 a3 a3 
a2 a1 a2 a3 a3 
a3 a1 a2 a3 a4 
a4 a1 a2 a3 a4 
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5 Simulation Results 

Simulation environment appears in table 5. We compare the performance of  FEW-
CA with the protocols LID, HD and ProWBCA. The performance metrics are mes-
sage cost, packet delivery ratio, number of clusters and rate of change of cluster by 
members. ns-2 [6] simulator has been used for the purpose of simulation.  

Table 5. Simulation Parameters 

Parameter Value 
Network Area 900 × 900 m2  in first ten runs, 2000 × 1000 m2 in 

nest ten runs,  900 × 3000 m2 in last ten runs 
Transmission Range 10 – 50 m in first ten runs, 30 – 100 m in next ten 

runs, 10 – 100 m in last ten runs 
Interval between consecutive 

HELLO messages 
20 seconds for first ten simulation runs, 30 

seconds for next ten and 45 seconds for last ten si-
mulation runs 

Number of nodes 100 – 500 
MAC layer IEEE 802.11g 
Traffic type Constant bit rate (128 kbps/second) 
Maximum number of retries be-

fore an acknowledgement is ob-
tained  

4 

Packet Size 64 bytes in first ten runs, 128 bytes in next ten 
runs, 256 bytes in last ten runs (in different simula-
tion runs) 

Bandwidth 1- 4 Mbps in first ten runs, 2 – 7 Mbps in first ten 
runs, 1-10 Mbps in last ten runs 

Mobility model Random waypoint mobility model in first 10 runs, 
Random walk mobility model in subsequent 10 runs 
and Gaussian model in last 10 runs 

Simulation Time 1000 s for each run 
Node velocity 5-25 m/s 
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Fig. 1. Graphical illustrations of message cost vs number of nodes 
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Packet delivery ratio vs Number of nodes
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Fig. 2. Graphical illustrations of packet delivery ratio vs number of nodes 
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Fig. 3. Graphical illustrations of number of clusterheads vs number of nodes 
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Fig. 4. Graphical illustrations of rate of change of cluster vs number of nodes 
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Figure 1 shows the comparison of the clustering schemes w.r.t. message cost. Un-
like LID, HD and ProWBCA, FEW-CA considers stability of links and prefers only 
stable links for communication. Hence, the possibility of link breakage and as a result, 
the need for injecting link repair messages in the network decrease in FEW-CA. The 
cost of head_change, member_join and member_leave messages is also much less in 
our proposed algorithm, because the clusterhead has good connectivity with the 
members. All these significantly contribute in decreasing message cost in FEW-CA 
than its competitors. Less message cost generates less signal collision improving the 
packet delivery ratio as evident from figure 2. Figure 3 compares the number of clus-
terheads of the mentioned algorithms. Since LID and HD construct only single hop 
clusters, number of clusterheads in them is much higher than FEW-CA and ProWB-
CA. Please note here that the number of clusterheads in FEW-CA and ProWBCA 
don’t differ much as both are 2-hop clustering algorithm. Figure 4 illustrates the rate 
of change of cluster by members of the algorithms LID, HD, ProWBCA and FEW-
CA. In FEW-CA, the clusterheads maintain stable connectivity with its members. As 
a result, possibility of leaving a cluster by a cluster member is much less in FEW-CA. 

6 Conclusion 

This paper has presented a fuzzy-controlled weight-based clustering algorithm FEW-
CA for mobile ad hoc networks. Compared to conventional clustering algorithms, this 
proposed 2-hop clustering algorithm is more stable w.r.t. topology changes. The  
algorithm is power-aware and significantly improves network throughput at much 
lesser cost. 

References 

1. Agarwal, R., Motwani, M.: Survey of Clustering Algorithm for MANETS. International 
Journal on Computer Sc. and Engineering 1(2), 98–104 (2009) 

2. Correa, B., Ospina, L., Hincape, R.C.: Survey of clustering techniques for mobile ad hoc 
networks, pp. 145–161 (2007) ISSN 0120-6230 

3. Yu, J.Y., Chong, P.H.J.: A survey of clustering schemes for mobile ad hoc networks. IEEE 
Communications Surveys and Tutorials 7(1) (2005) 

4. Yang, W.D., Zhang, G.Z.: A weight-based clustering algorithm for mobile ad hoc networks. 
In: IEEE Proc. ICWMC 2007 (2007)  

5. Pandi Selvam, R., et al.: Stable and flexible weight-based clustering algorithm in mobile ad 
hoc networks. International Journal on Computer Science and Information Technolo-
gies 2(2), 824–828 (2011) 

6. www.isi.edu/nsnam/ns 



B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 530–538, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Automatic Extractive Text Summarization  
Based on Fuzzy Logic: A Sentence Oriented Approach 

M. Esther Hannah1, T.V. Geetha2, and Saswati Mukherjee3 

1 Anna University, Chennai, India 
hanmoses@yahoo.com 

2 College of Engineering, Anna University, Chennai, India  
tv_g@hotmail.com 

3 College of Engineering, Anna University, Chennai, India 
msaswati@yahoo.com 

Abstract.The work presents a method to perform automatic summarization of 
the text through sentence scoring. We propose a method which utilizes the facil-
ities of fuzzy inference system for the purpose of scoring. Preprocessing of the 
text is done since this technique has its own importance enabling us to filter 
high quality text. A thorough review of the concepts of summarization enabled 
us to make use of a group of features which are very appropriate for automatic 
text summarization. Experimental results obtained by the proposed system on 
DUC 2002 data reveal that it works to the optimality with respect to other exist-
ing methods, and hence is a concrete solution to text summarization. 

Index Terms: Sentence scoring, Feature extraction, Fuzzy inference,  
Summarization. 

1 Introduction 

The increasing availability of online information has necessitated intensive research 
in the area of automatic text summarization within the Natural Language Processing 
Community. Extensive use of internet is one of the main reasons why automatic text 
summarization draws substantial interest [9]. It provides a solution to the information 
overload problem which is continually encountered in the digital era. Research on 
automatic text summarization has a very long history, which dates back to at least 40 
years, to the first system built at IBM in 1958 [13]. Many innovative approaches were 
explored which includes statistical and information-centric approaches, linguistic 
approaches and their combinations.  

Though there are a number of statistical and linguistics approaches to extractive 
text summarization systems, most of these involve tasks that are tedious to perform, 
time consuming, may not be accurate and inappropriate for a given task. In this work, 
we propose a method that uses a unique set of all important features, makes use of 
sound preprocessing of text and provides better precision in sentence scoring, thereby 
obtaining better and more appropriate summaries. We propose a robust technique for 
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extractive text summarization that optimizes feature extraction by making use of a 
balanced set of features. The set of features so selected not only depends on a given 
sentence but is based on the overall centrality of the sentence with respect to the entire 
document. 

Although genetic algorithms [26, 27] and neural networks [28] can perform just as 
well as fuzzy logic in applications relating to learning and retrieving natural language, 
fuzzy logic [29] has the advantage that it is built atop the structures of qualitative 
description used in everyday language. Since the basis for fuzzy logic is the basis for 
human communication, it makes it easier to automate tasks that can be successfully 
performed by humans [30]. In this paper we provide a fuzzy based approach to extrac-
tive text summarization where fuzzy rules are used to generate the score for every 
sentence based on its sentence features. The scoring enabled us to classify every sen-
tence in the text into one of the three categories namely important, unimportant and 
average based on the importance of the sentence. 

The rest of the paper is organized as follows: Section II brings out the existing 
work done on text summarizations focusing on the contributions that builds the re-
search in this subfield of NLP. Section III progresses to discuss the proposed work 
under various subsections namely, preprocessing, feature extraction and fuzzy infe-
rence system.  Section IV discusses the evaluation method we have used and the re-
sults are provided. Section V concludes the paper with providing scope for future 
work. 

2 Related Works 

With the use of machine learning techniques with NLP, a number of approaches that 
employed statistical techniques to produce document extracts came into picture. Vari-
ous researchers used the feature extraction process and extracted features such as 
‘frequency of term’ [1], sentence position [31], etc., and some used a linear combina-
tion of features such as cue words, keywords, title or heading and sentence location 
[2][7]. Kupiec et al, used human generated abstracts as training corpus, from which he 
produced extracts. The feature set included sentence length, fixed phrases, sentence 
position in paragraph, thematic words and uppercase words [7]. Feature extraction 
techniques were used to locate the important sentences in the text. Conroy & O’leary 
in 2001 modeled the problem of extracting a sentence from a document using Hidden 
Markov Model (HMM) [20]. In 2004, Khosrow Kaikhah et al proposed a new tech-
nique for summarizing news articles using a neural network that is trained to learn 
characteristics of sentences that should be included in the summary of the article [21]. 
S.P. Yong et al worked on developing an automatic text summarization system com-
bining both statistical approach and neural network to summarize documents [22]. 

Hsun-Hui Huang, Yau-Hwang Kuo, Horng-Chang Yang at al in 2006, proposed to 
extract key sentences of a document as its summary by estimating the relevance of 
sentences through the use of fuzzy-rough sets [23]. Ladda Suanmali et al [19] in 2009 
developed a system that generates extractive summaries based on a set of features that 
represent the sentences in a text. The Fuzzy approach was applied to enable efficient 
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categorization of sentences that form the summary. Our system makes use of a unique 
set of features which we feel is important in weighing the importance of a sentence. 
This set is obtained by combining features such as numerical data & pronoun feature 
with the ones used in the above method of text summarization. We build a summari-
zation model that exploits the benefits of fuzzy inference. 

3 Proposed Works 

The proposed method delivers a technique to perform automatic summarization of the 
text through sentence scoring based on fuzzy inference system. First, a text, as an 
input, is preprocessed and high quality text is obtained. Several characteristics of each 
sentence such as title feature, sentence length, term weight, etc. are taken into consid-
eration and the corresponding feature values are obtained. These feature values are 
used in the fuzzy inference system to generate score for every sentence based on 
which overall ranking of each of the sentences is done. The importance of a sentence 
and its presence or absence in the generated summary is based on these features as a 
whole, rather than on any specific feature. We have used a well-defined set of fuzzy 
rules in the fuzzy engine such that the rules are triggered based on the cumulative 
weight of all the features for every sentence. Thus the proposed method uses a sen-
tence-oriented approach, rather than a feature-oriented one.  

A set of fuzzy rules are defined, which forms the base for sentence scoring. Figure 
1 shows the proposed system architecture. The proposed work is divided into mod-
ules, namely preprocessing, feature extraction and sentence scoring using fuzzy infe-
rence, which are discussed in the following subsections: 

 

 
Preprocessing      Feature 

Arbitrary 
Extraction 
 

Text  
 

 
                                                          Fuzzy Interface System 

 
 
 
 
 

                                               Sentence                      Ranking 
                                               Scoring 

 
 
 

Summary 
 

Fig. 1. System Architecture 
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3.1 Preprocessing 

Preprocessing is done as a means of cleaning the document by removing words that 
do not contain any information that uniquely identifies a sentence. This module filters 
the noise away. Preprocessing includes Sentence segmentation, Tokenization, Stop 
word removal and Word stemming respectively. 

3.2 Feature Extraction 

For any task of text mining, features play an important role. Features are attributes 
that attempt to represent data used for the task. We focus on seven features for each 
sentence, viz. sentence length, title resemblance, thematic words, numerical data, 
proper noun, term frequency and sentence to sentence similarity. The rest of this sec-
tion discusses these features and methods of extraction. 

a) Title feature 
The number of title words in the sentence contributes to title feature. Titles contain 
group of words that give important clues about the subjects contained in the docu-
ment. Therefore if a sentence has higher intersection with the title words, the sentence 
is more important than others.  

b)  Sentence length 
The number of words in sentence gives good idea about the importance of the sen-
tence. This feature is very useful to filter out short sentences such as datelines and 
author names commonly found in articles. The short sentences are not expected to 
belong to the summary. 

c) Term weight 
The term weight feature score is obtained by calculating the average of the TF-ISF 
(Term frequency, Inverse sentence frequency). The frequency of term occurrences 
within a document has often been used for calculating the importance of sentence. 
Inverse term frequency helps to identify important sentences that represent the  
document.  

d) Sentence to sentence similarity 
Similarity between sentences is calculated as follows: for a sentence s, the similarity 
between s and all other sentences is computed by the cosine similarity measure. The 
score of this feature for a sentence is obtained by computing the ratio of the summa-
tion of sentence similarity of a sentence s with each of the other sentences over the 
maximum value sentence similarity. 

e) Proper noun 
The proper noun feature gives the score based on the number of proper nouns present 
in a sentence, or presence of named entity in the sentence. Usually sentences that 
contain proper nouns are considered to be important and these should be included in 
the document summary.  
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f) Thematic word  
The number of thematic word in sentence is an important feature because terms that 
occur frequently in a document are probably related to topic. Thematic words are 
words that capture main topics discussed in a given document.  We used the top 10 
most frequent content word for consideration as thematic.  

g) Numerical data  
This feature gives a score for the number of numerical data in a sentence. The contri-
bution made by this feature to the weight given to a sentence is significant since a 
sentence that contains numerical data essentially contains important information.  

Each of these seven features is given a value between ‘0’ and ‘1’. We have used 30 
percent compression ratio for the generated summary. 

3.3 Sentence Scoring Using Fuzzy Inference  

The feature values extracted from the features discussed in the previous section are 
given to the fuzzy inference system to identify the most important sentences of the 
given document and these sentences are scored accordingly. 

3.3.1    Fuzzy Inference System  
A fuzzy inference system is a control system based on fuzzy logic which is a mathe-
matical system that analyzes analog input values in terms of logical variables that take 
on continuous values between 0 and 1 in contrast to classical or digital logic, which 
operates on discrete values of either 0 or 1 (true or false) [15]. There are various 
membership function types used in fuzzy logic such as: sigmoid, Gaussian, trapezoi-
dal (trapmf), triangular (trimf), etc.  We have used the trapezoidal membership func-
tion for fuzzification since it has been used in various systems that make use of fuzzy 
model [25]. It is also simple and widely used and hence we have used it for the pro-
posed fuzzy inference system.  

Input given to the fuzzy inference system is fuzzified, and the fuzzified value is 
later defuzzified to obtain an output that aids to know the importance of every sen-
tence.First, the features extracted are used as input to the fuzzy inference system. The 
score of the seven features lies between 0 and 1, and they are manually categorized as  
very low(vl), low(l), average(a), high(h), very high(vh) respectively. Thus if the score 
of sentence length feature is 0.8, then we classify that feature as very high. These 
input variables are fuzzified into three fuzzy sets namely less, average and more using 
the trapezoidal membership function. 

Fuzzy inference engine is constructed making use of a set of fuzzy rules and this 
enables us to categorize the sentence into one of the output variables. The ‘if’ part of a 
rule is called the rule antecedent, and is a description of a process state in terms of a 
logical combination of atomic fuzzy propositions. The ‘then’ part of the rule is called 
the rule consequent and is a description of the control output in terms of logical combi-
nations of fuzzy propositions.  A sample of the IF-THEN rules is given in equation (8). 
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IF (vl is less )  AND  (l is less ) AND (avg is less) AND (h is more) AND ( vh 
is more) THEN (sentence is important) 

(8) 

The reverse of fuzzification is called defuzzification. Based on the importance of a 
sentence, the fuzzy system defuzzifies every sentence into one of the three outputs 
variables namely unimportant, average, and important. This helps us to identify 
whether a sentence should be present in the summary or not. Such a categorization 
aids us in summarizing a text document.   

Once the sentences are categorized, we are able to generate an information-rich 
summary by taking into account only sentences that are ranked as ‘important’. The 
top ‘important’ sentences chronologically arranged are used to form the summary, 
based on the compression ratio that is required. In cases where the needed summary 
size is not achieved, ‘average’ important sentences are also included in the summary. 
However “unimportant” are not considered even in such cases. 

4 Evaluation and Results 

The TIPSTER program with its two main evaluation style conference series TREC & 
Document Understanding Conference-DUC (now called as Text Analysis Confe-
rence-TAC) have shaped the scientific community in terms of performance, research 
paradigm and approaches. We used 55 documents from DUC2002 for testing the 
system. Model summaries provided by DUC2002 were used to evaluate our system. 
Precision, recall, and F-measure are used in the evaluation which can be calculated as 
follows using equations (9):  

       

(9)

 

where Sref and Ssys denote the number of segments appeared in the reference summary 
and in the system generated summary, respectively. For F-measure, the experiment 
uses F1 (i.e., the value of α is 1). 

A set of metrics called ‘Recall Oriented Understudy for Gisting Evaluation 
(ROUGE)’ [12], which has become the standards of automatic evaluation of summa-
ries. ROUGE calculation is based on various statistical metrics by counting overlap-
ping units such as n-grams, word sequences, and word pairs between systems which 
generate summaries correlating with those extracted by human evaluations. ROUGE-
N is an N-gram recall between an automatic summary and a set of manual summaries. 

Among the different values of N, unigram-based ROUGE score (ROUGE-1) has 
been shown to agree with human judgments the most [24]. The Precision, Recall and 
F-score values of the compressed text are generated using ROUGE-1, which is 
claimed to suit extractive summarization systems better. We have the results of sen-
tence oriented summarizer that uses fuzzy approach and the results are promising. 
Table 1 shows the results of the proposed system.  
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Table 1. Recall, Precision and F-Score  
values of sentence oriented system 

Table 2. R, P and F values of proposed system 
with  other methods 

 
 

The Fuzzy based sentence oriented summarizer system produced an average Recall 
of 0.4918, an average Precision of 0.4734 and an average F-score of 0.4824. Table-2 
compares the average Recall, Precision and F-score results for ROUGE-1 produced 
by our sentence-oriented approach with the following: (i) Feature oriented approach 
using fuzzy (ii) Baseline of DUC 2002 (iii) MS-Word 2007. 
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The above results clearly show that the proposed system promises to be better than 
the existing ones for extractive text summarization. The Graphical representation of 
the results is as follows: 

5 Conclusion 

The proposed method provides a fuzzy based approach to text summarization, where 
the system selects the right set of candidates for the summary. It also can improve the 
quality of summarization since it extracts sentences using the scores derived from 
fuzzy inference system. Experimental results show that the proposed method outper-
forms other automatic text summarization methods. Testing this scoring methodology 
for other subtasks of text mining is a possible future work. We believe that by using 
our approach for sentence scoring and by building solutions for summarization that 
adhere to our proposal, redundant work that typically characterizes summarization can 
be avoided. 
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Abstract. Data mining tasks results are usually improved by reducing the 
dimensionality of data. This improvement however is achieved harder in the 
case that data size is moderate or huge. Although numerous algorithms for 
accuracy improvement have been proposed, all assume that inducing a compact 
and highly generalized model is difficult. In order to address above said issue, 
we introduce Randomized Gini Index (RGI), a novel heuristic function for 
dimensionality reduction, particularly applicable in large scale databases. Apart 
from removing irrelevant attributes, our algorithm is capable of minimizing the 
level of noise in the data to a greater extend which is a very attractive feature 
for data mining problems. We extensively evaluate its performance through 
experiments on both artificial and real world datasets. The outcome of the study 
shows the suitability and viability of our approach for knowledge discovery in 
moderate and large datasets. 

Keywords: Classification, Decision trees, Filter, Randomized gini index. 

1 Introduction 

In Machine Learning community, and in Data Mining works, Classification has its 
own importance. Classification is an important part and the research application field 
in the data mining [1]. With ever-growing volumes of operational data, many 
organizations have started to apply data-mining techniques to mine their data for 
novel, valuable information that can be used to support their decision making [2]. 
Organizations make extensive use of data mining techniques in order to define 
meaningful and predictable relationships between objects [3]. Decision tree learning 
is one of the most widely used and practical methods for inductive inference [4]. 
Decision trees are one of the most effective machine learning approach for extracting 
practical knowledge from real world datasets [5].  

The main contributions of this work can be summarized as follows. 
(i)We show that a fast random sampling framework can be used to enhance the 

generalization accuracy of the tree. (ii) It is worth to note here that the main 
peculiarity of this composite splitting criterion is that the resulting decision tree is 
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better in accuracy. (iii) We connect the theoretical results from state-of-the-art 
decision tree algorithm (CART) showing the viability of our method and also show 
empirical results supporting our claim.  

2 Related Work 

In this Section, we present some recent work on decision trees in different areas, 
Aviad. B [6] have proposes and evaluates a new technique to define decision tree 
based on cluster analysis. The results of the model were compared to results obtained 
by conventional decision trees. It was found that the decision rules obtained by the 
model are at least as good as those obtained by conventional decision trees. In some 
cases the model yields better results than decision trees. In addition, a new measure is 
developed to help fine-tune the clustering model to achieve better and more accurate 
results. Pei-Chann Chang [7] have applied fuzzy logic as a data mining process to 
generate decision trees from a stock database containing historical information.  They 
have establishes a novel case based fuzzy decision tree model to identify the most 
important predicting attributes, and extract a set of fuzzy decision rules that can be 
used to predict the time series behavior in the future. The fuzzy decision tree 
generated from the stock database is then converted to fuzzy rules that can be further 
applied in decision-making of stock price’s movement based on its current condition.  
Leyli Mohammad Khanli [8] have applied active rule learning is regarded for 
resource management in grid computing. Rule learning is very important for updating 
rules in active database system. But, it is also very difficult because of lacking 
methodology and support. Decision tree can use into rule learning to cope with the 
problems arisen in active semantic extraction, termination analysis of rules set and 
rules update. Also their aim from rule learning is learning new attributes in rules such 
as time, load balancing regarded to instances of real Grid environment that decision 
tree can provide it. Ali Mirza Mahmood [9] have proposed the use of expert 
knowledge in pruning decision trees for applicability in medical analysis. There has 
been significant research interest in decision trees in recent years. In [10] author have  
proposed an improved decision tree classification algorithm MAdaBoost which 
constructs cascade structures of more decision tree classifiers based on AdaBoost for 
tackling the problem of imbalanced datasets.  The improved algorithm eliminates the 
short coming of imbalance datasets and improves the overall accuracy of cascade 
classifiers. In [11] author proposed improved decision tree which uses series of 
pruning techniques that can greatly improve construction efficiency of decision trees 
when using for uncertain data.   

3 Components of Randomized Gini Index 

In this Section, we investigate to propose a new Randomized Gini Index framework 
(RGI). Our randomized sampling method depends on small random subset of 
attributes. We assume that the subset of the training data is small, i.e. it is 
computationally cheap to act on such a set in a reasonable time. Also, such 
randomized sampling is done multiple times. We focus on a set of commonly used 
random sampling procedure and Filter. Next, we try to adapt and deploy them as RGI 
components. The next stage of RGI tries to consider both gini index and weights for 
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splitting of attributes. The quality of solution fine-tuning, mainly, depends on the 
nature of the filter involved and the parameters of random sampling. The following 
four sub sections, detail different design alternatives for both random sampling and 
filter procedure search for RGI components. 

3.1 Random Sampling Method  

Due to the large dimensionality of the feature space, it may be difficult for a search 
method to search appropriate features. In order to increase the computational speed 
we used random sampling method [12]. Randomized Sampling (RS) is the process of 
generating random subset datasets from the original dataset where every feature has 
equal chance. In random sampling we choose a subset of m features out of the 
presented n features such that m << n. In order to cover a large portion of the features 
in the dataset, we repeat the selection t times. The algorithm for random sampling is 
given in Algorithm 1. 

Algorithm 1.  Random sampling RS method  
Input:  n  examples each with p  features, K  randomized experiments. 

Output:  Count vector W  (1xD vector) representing number of times features 
were selected in K randomized experiment. 

Procedure: 
  Select K randomized sets each of size B and denote then as  

  iexamN ; Ki ,...2,1=  and let 0←V  

  for  Ki ,...2,1=  do 

   Get iexamN set; 

    Train iModel = Filter  

    Si = selected features in iModel  via iexamN 
 

    
{ }01, =∈=∈+← jij

D elsexSifjxRxxVV
 

  end  

3.2 Filter for Attribute Selection 

Considered as the earliest approaches to feature selection, filter methods discard 
irrelevant features, without any reference to a data mining technique, by applying 
independent search which is mainly based on the assessment of intrinsic attribute 
properties and their relationship with the data set class (i.e. Relief, Symmetrical 
uncertainty, Pearson correlation, etc)[13].  

3.3 Creating Weighted Vectors for Attributes 

After many such randomized experiments, the counts of the number of times a feature 
was found in those randomized experiments is summed up and normalized and 
denoted by V. 
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This count vector, denoted by V, is then inverted and used as weights for the 
weighted version of the heuristic algorithm; i.e. weights used in the weighted 
formulations are W = 1=V. Intuitively, if a feature is important and is found multiple 
times via the RS method, then the corresponding weight for the feature is less and 
thus it is penalized lesser, encouraging higher magnitude for the feature. 

The algorithm for inducing new decision tree by using RGI is shown in Algorithm 2, 

Algorithm 2.  New Decision Tree (D, A, RGI)  
Input:   D     – Data Partition  
   A      – Attribute List  
   RGR – Randomized Gini Index (Gain)  
Output:   A Decision Tree. 
Procedure: 
     Create a node N  

   
If samples in N are of same class, C then 

    return N as a leaf node and mark class C  
    If A is empty then 
    else 

    apply Randomized-Gini Gain ( wi Sa , ) 

    label root node N as f(A) 
    for each outcome j of f(A) do  
    subtree j =New Decision Tree(Dj,A,RGI) 
    connect the root node N to subtree j  
    endfor 
   endif 
  endif 
  Return N 

3.4 Inducing Decision Trees 

The RGI paradigm needs a heuristic function as its base algorithm. In this paper, we 
combine it with one of the most popular algorithms, CART. CART has proven to be a 
benchmark against which the performances of machine learning algorithms are 
measured. As an algorithm it is robust, accurate, fast, and, as an added bonus, it 
produces a comprehensible structure summarizing the knowledge it induces. We 
propose to integrate our weighted features in CART heuristic function. In CART, gini 
index is used as the heuristic function to perform splitting of the nodes at the growing 
phase. Gini index is an impurity-based criterion that measures the divergence between 
the probability distributions of the target attribute’s values. The Gini index has been 
used in various works . The Gini is defined as in equation 1 and gini gain can be 
calculated by using equation 2 
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Consequently, the evaluation criteria for selecting the attribute ia is defined as 
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The new composite heuristic function Randomized -Gini index can be obtained by 
using equation (3), 
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4 Experiments on Synthetic and Real World Datasets 

We performed the implementation of our new algorithm within the Weka [14] 
environment on windows XP with 2Duo CPU running on 2.53 GHz PC with 2.0 GB 
of RAM. As we mentioned, the RGI paradigm need a base learner classification 
algorithm. Here, we combine it with one of the most popular algorithms, CART. In 
this paper, for the process of new heuristic function, we have generated random 
samples of 5 trails for each original dataset. In second stage, we used a filter 
approach, to find a set of relevant features and in last stage, we exploited CART’s gini 
index to induce decision trees. In order to test the feasibility of the proposed heuristic 
function, we have carried out a number of experiments on artificially generated data 
set, as well as real-world data sets. We choose 40 UCI [15] datasets, which are 
commonly used in the supervised learning research area. The details of each data set 
are available in Table 2. We conducted experiments by using 10 fold cross validation 
for 10 runs to test the performance of various methods. The summary of instantiation 
of the search instances for RGI is given in Table 1. 

Table 1. The Summary of instantiation of the search instances for RGR 

State RGI
Initial State The empty set of features(0,0,0 . . . 0)
Evaluator  Filter
Learning Scheme CART
Search algorithm Hill-climbing or best-first search
Search termination 5

 

Fig. 1. Experimental results for artificial data on both algorithms 
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4.1 Synthetic Dataset 

First, we tested our method on these artificial data generated by using XOR problem 
and we added artificial noise in the class labels to study its robustness. The noisy 
version of each training data set is generated by choosing 2% instances and changing 
their class labels to other incorrect labels randomly up to 10 %. The experimental 
results show that our new algorithm can significantly outperform CART. The problem  
 

Table 2. The properties of the 40 UCI datasets  

 ______________________________________________
S.No Dataset Inst.     Missing    Numeric.  Nominal      Classes

                          values      attributes  attributes
  _____________________________________________________

1. Anneal 898 no 6 32 5
2. Anneal.ORIG  898 yes 6 32 5

3. Arrhythmia 452 yes 206 73 13
4. Audiology 226 yes 0 69 24
5. Autos 205 yes 15 10 6
6. Balance-scale 625 no 4 0 3
7. Breast-cancer 286 yes 0 9 2
8. Breast-w 699 yes 9 0 2
9. Colic-h 368 yes 7 15 2
10. Colic-h.ORIG 368 yes 7 15 2
11. Credit-a 690 yes 6 9 2
12. Credit-g 1000 no 7 13 2
13. Pima diabetes 768 no 8 0 2
14. Ecoli 336 no 7 0 8
15. Glass 214 no 9 0 6
16. Heart-c 303 yes 6 7 2
17. Heart-h 294 yes 6 7 2
18. Heart-statlog 270 no 13 0 2

19. Hepatitis 155 yes 6 13 12
20. Hypothyroid 3772 yes 7 22 4
21. Ionosphere 351 no 34 0 2
22. Iris 150 no 4 0 3
23. Kr-vs-kp 3196 no 0 36 2
24. Labor 57 yes 8 8 2

25. Letter 20000 no 16 0 26
26. Lympho           148 no 3 15 4
27. Mushroom 8124 yes 0 22 2

28. Optdigits 5620 no 64 0 10
29. Pendigits 10992 no 16 0 10
30. Primary-tumor 339 yes 0 17 21
31. Segment 2310 no 19 0 7
32. Sick 3772 yes 7 22 2
33. Sonar 208 no 60 0 2

34. Soybean 683 yes 0 35 19
35. Splice 3190 no 0 61 3
36. Vehicle 846 no 18 0 4
37. Vote 435 yes 0 16 2

38. Vowel 990 no 10 3 11
39. Waveform 5000 no 41 0 3
40. Zoo 101 no 1 16 7
____________________________________________________  



      An Improved CART Decision Tree for Datasets with Irrelevant Feature 545 

which we chose in artificial data is the XOR problem. We have created training and 
testing data contains 64 sample set of the patterns below. {0,0,0; 0,1,1; 1,0,1; 
1,1,1}.After that we added ten random binary features to both training and testing 
data, and observed the performance of both C4.5 and our new algorithm. The 
experimental results conducted with artificial domains for both C4.5 and new 
algorithm, are summarized in Fig 1.  

One can observe from the results that the accuracy of CART decreases 
drastically by the addition of irrelevant features. The accuracy of CART has 
reduced from 100 % to 87 %, where as the accuracy of new algorithm have simply 
changed from 100 % to 97 %, indicating that new algorithm have removed almost 
all the irrelevant attributes.  

4.2 Real World UCI Datasets 

The second type of experiments examined the ability of the algorithms in natural 
domains. In experiments with natural domain, we could neither vary nor measure the 
number of irrelevant features in these domains, we could make educated guesses 
about the prevalence of irrelevant features by comparing the patterns of results to 
those found with artificial data. 

5 Experimental Results 

5.1 Results on UCI Datasets  

In this section, the result of the comparative analysis based on accuracy between RGR 
and other traditional bench mark splitting criteria’s is shown. The experimental results 
are summarized in Table 3 to Table 6 and in Figure 2 to Figure 5. In the below tables, 
GR represents the gain ratio, IG represents information gain, GI represents gini index 
used in CART, and RGI represents Randomized gini index. The reason that these 
three traditional splitting criteria’s are selected is that they are among the most 
popular splitting criteria’s and many researchers used them in comparative analysis 
for new splitting criteria in decision trees [16], [17],[18]. 

Table 3 shows the detailed experimental results of the mean classification accuracy 
and of Gain Ratio, Information Gain, Gini Index and Randomized Gini Index method 
using CART as base classifier on each data set. And the mean values, overall ranks 
and the pairwise t-test results are summarized in the Table 5. From Table 3 we can see 
that RGI can achieve substantial improvement over GR on most data set (11 wins and 
3 losses) which suggests that RGI is potentially a good heuristic function for decision 
trees. RGI also gain significantly improvement over IG (7 wins and 2 losses) and is 
comparable to GI(6 wins and 4 losses) .The overall rank of RGI on these 40 data sets 
is 2.22 which the smallest among all these ensemble methods. Thus , compared to 
RG, IG and GI which generates a decision tree with noise branch due to the presence 
of noise data in the datasets in the form of irrelevant features. 
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Table 3. Accuracy of Gain Ratio, Information Gain, Gini Index and Randomized Gini Index  
on the 40 UCI data sets. Comparative analysis based on accuracy between Gain Ratio, 
Information Gain, Gini Index and Randomized Gini index. 

Dataset G

R

IG GI RG

I 
Anneal 98.38 96.89 98.25 98.50 
Anneal.ORIG 90.30 90.61 91.82 93.23 
Arrhythmia 65.12 65.54     71.31 71.33 
Audiology 77.90 71.86 74.25 75.30 
Autos 73.02 52.31 74.65 77.24 
Balance-scale 78.19 77.63 78.73 72.29 
Breast-cancer 71.23 66.96 70.22 94.74 
Breast-w 94.30 94.01 94.74 94.74 
Colic 84.91 84.43 85.37 85.64 
Colic.ORIG 66.40 66.84 66.92 70.32 
Credit-a 85.93 85.10 85.95 85.04 
Credit-g 71.97 71.62 72.63 74.38 
Pima_diabetes 73.46 74.82 74.88 74.61 
Ecoli 80.62 79.42 81.03 83.17 
Glass 67.32 63.57 68.91 71.91 
Heart-c 77.72 74.12 78.02 78.85 
Heart-h 78.29 78.44 78.59 79.16 
Heart-statlog 76.89 76.57 76.73 74.89 
Hepatitis 78.14 79.76 78.99 78.11 
Hypothyroid 99.49 99.33 99.54 98.83 
Ionosphere 88.80 89.22 88.63 88.72 
Iris 94.12 94.90 94.61 93.80 
Kr-vs-kp 99.18 98.70 99.14 94.02 
Labor 79.38 77.81 81.24 80.13 
Letter 86.23 82.16 85.12 87.24 
Lympho 76.68 72.82 77.19 72.87 
Mushroom 100.0 99.96 99.93 100.0 
Optdigits 89.42 87.72 89.09 90.41 
Pendigits 95.97 94.39 95.45 96.16 
Primary-tumor 39.10 37.80 41.13 38.76 
Segment 96.07 94.57 95.02  96.03 
Sick 98.72 98.46 98.60   98.13 
Sonar 71.12 68.77 71.26 71.80 
Soybean 88.48 79.30 90.27 90.89 
Splice 93.55 52.20 84.34 90.38 
Vehicle 70.31 68.91 69.60 67.77 
Vote 95.54 95.10 95.06 95.77 
Vowel 75.59 50.52 74.39 78.23 
Waveform 75.24 76.05 76.67 77.23 
Zoo 93.26 40.54 40.54 40.61 

 
Furthermore, RGI is comparable to C4.5 (GR) which is the state-of-the-art decision 

tree technique. Note that RGI have performed well on C4.5. Table 4 shows the 
detailed experimental results of the mean tree size and of Gain Ratio, Information 
Gain, Gini Index and Randomized Gini Index method using CART as base classifier 
on each data set. And the mean values, overall ranks and the pairwise t-test results are 
summarized in the Table 5.  
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Fig. 2. Test results on accuracy between the Gain Ratio, Information Gain, Gini Index, and 
Randomized Gini index on anneal.orig, autos, breast-cancer, and credit-g datasets 

Table 4. Tree Size of Gain Ratio, Information Gain, Gini Index and Randomized Gini Index  
on the 40 UCI data sets. Comparative analysis based on accuracy between Gain Ratio, 
Information Gain, Gini Index and Randomized Gini index. 

Dataset GR IG GI RGI 
Anneal 43.20 32.15 21.02 21.70 
Anneal.ORIG 55.45 53.45 76.10  96.01 
Arrhythmia 63.00 18.10 16.60 67.28 
Audiology 41.95 28.50 35.82 35.14 
Autos 51.55 36.25 43.10 48.86 
Balance-scale 62.20 34.80 44.60 32.92 
Breast-cancer 16.45 23.65 7.16 7.72 
Breast-w 17.50 9.80 15.88 15.88 
Colic 9.05 13.55 6.42 5.00 
Colic.ORIG 1.00 220.7 54.57 70.32 
Credit-a 32.65 19.25 4.60 9.50 
Credit-g 96.80 52.95 27.40 26.74 
Pima_diabetes 35.70 22.50 16.40 16.02 
Ecoli 27.00 13.30 18.00 22.72 
Glass 35.20 15.10 21.60 23.92 
Heart-c 29.50 14.90 12.50 17.82 
Heart-h 17.80 11.40 9.90 16.56 
Heart-statlog 28.40 10.70 14.20 15.70 
Hepatitis 11.90 5.40 7.60 83.04 
Hypothyroid 21.85 16.95 16.80 13.30 
Ionosphere 19.30 89.22 8.30 11.98 
Iris 6.70 5.50 5.80 8.42 
Kr-vs-kp 48.60 44.70 51.20 12.26 
Labor 5.30 4.90 7.20 8.22 
Letter 1922 984 1702 2203.7 
Lympho 19.65 10.40 10.70 17.02 
Mushroom 29.85 37.60 13.20 16.28 
Optdigits 89.42 87.72 89.09 278.4 
Pendigits 95.97 94.39 95.45 351.78 
Primary-tumor 39.10 37.80 41.13 30.96 
Segment 96.07 94.57 95.02  78.30 
Sick 98.72 98.46 98.60   16.96 
Sonar 71.12 68.77 71.26 14.66 
Soybean 88.48 79.30 90.27 100.60 
Splice 93.55 52.20 84.34 90.38 
Vehicle 70.31 68.91 69.60 53.36 
Vote 95.54 95.10 95.06 9.40 
Vowel 75.59 50.52 74.39 168.70 
Waveform 75.24 76.05 76.67 168.74 
Zoo 93.26 40.54 40.54 1.00 
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Fig. 3. Test results on tree size between the Gain Ratio, Information Gain, Gini Index, and 
Randomized Gini index on balance-scale, hypothyroid, kr-vs-kp and primary-tumor datasets 

From Table 4 we can see that RGI can achieve substantial improvement over GR 
on most data set (11 wins and 3 losses) which suggests that RGR is potentially a good 
heuristic function for decision trees. RGI also gain significantly improvement over IG 
(7 wins and 2 losses) and is comparable to GI(6 wins and 4 losses). From Table 3, we 
can also see that RGI is significantly better than remaining benchmark algorithms. 

Table 5. Win-Tie-Loss (w/t/l) comparisons between Randomized Gini Index against other 
algorithms using pairwise t-tests at 95% significance level, respectively 

Results Systems Wins Ties Los

ses 

 

Accuracy 

RGR vs. GR 9 14 17 
RGR vs. IG 19 12 9 
RGR vs. GI 13 13 14 

 

 

Tree Size 

RGR vs. GR 33 2 5 
RGR vs. IG 19 3 17 
RGR vs. GI 19 2 18 

6 Conclusion and Future Work 

In this article, we propose a frame work to generate decision trees with better 
accuracy. Our algorithm is also effective to solve the problems discussed in gini 
index. We performed a series of primary and comparative experiments on 40 real-
world data sets, and our method obtained encouraging results. The applications of this 
RGI in real-world learning tasks, especially medical data analysis tasks, will be 
fruitful.   

There are many problems for future research. First, Analysis must be performed to 
ensure that the heuristic function still have near-optimal sample complexity. 
Secondly, we also hope to forge a stronger link between our studies of natural and 
artificial domain for our pruning technique. 
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Abstract. In this paper a fuzzy rough set approach based classifier is proposed. 
To design this classifier, fuzzy approximation operator proposed by Zhao, Tsang 
and Chen 2010 [1] has been modified and new rules are proposed for 
classification.  The fuzzy rough set based classification rules are used to predict 
decision class of new objects with unknown class. To extract these rules, first we 
build the equivalence classes, calculate the lower approximation value and then 
make use of a constant degree to reduce redundant attribute values.  By using this 
concept, we design the discernibility vector, attribute value core of every object, 
to develop an attribute value reduction algorithm. These rules are applied on 
benchmark of dataset and classification accuracy is measured.  Experimental 
results have been carried out and it shows that number of rules, training time of 
classifier is reduced and classification accuracy is improved on some dataset.   

Keywords: Fuzzy-rough set, discernibility vector, classifier, classification 
rules, fuzzy rough approximation operator. 

1 Introduction 

The most successful approach to deal with uncertainty and manipulate imperfect 
knowledge is fuzzy set theory and rough set theory.  In fuzzy set theory, fuzzy set is a 
set that allows its member to have different degree of membership called membership 
function.  Membership function defines whether this element belongs to a set or not.  
As a mathematical approach, rough set theory is used to handle imprecision, 
vagueness, and uncertainty.  Rough set theory expresses vagueness not by means of 
membership function, but by employing a boundary region of a set.  In set the values 
of attributes could be both of symbolic and real-valued.  So there is a need of some 
methods which have the capability of utilizing set approximations, attributes 
reduction and real values attributed datasets.  This could be possible by combining 
fuzzy sets and rough sets.  This combination of concept is termed as fuzzy rough sets 
(FRS) [2]. FRS is mainly used for reducing the complexity of the set and also build 
classifier on classification problems. Fuzzy rough set approach based classifier is 
designed to classify the decision class of new objects with unknown class, for purpose 
of decision making.  Fuzzy rough set approach based classifier perform well on the 
dataset containing real number values.  It reduces the complexity of the set and shows 
improvement in terms of classification accuracy on some dataset.  

The outline of this paper is as follows. Section-2 describes the concepts of fuzzy 
rough set approach. Section-3 We calculates the lower approximation operator and 
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constant degree to reduce superfluous attribute using strictly mathematical reasoning.  
Section-4 We construct discernibility vector of each object, attribute value core of 
each object and proposed attribute value reduction algorithm.  Section-5 presents how 
we extracted the rules to classify the unknown objects and experimental results are 
presented. Finally we conclude this paper in Section-6. 

2 Fuzzy Rough Set Approach Concept 

The basic concept of FRS was first proposed by Dubois Parade.  FRS is composed of 
two parts one was knowledge representation (rough approximation of fuzzy sets), 
while other was knowledge discovery (attribute value reduction and extracting some 
rules). The Rough approximation of fuzzy set is done by using two approaches [5], 
[6].  First, is the axiomatic approach, various classes of fuzzy rough approximation 
operators are characterized by different sets of axioms. The approximation operator 
used in FRS focused on studying the mathematical structure of FRS such as algebraic 
and topological structure.  Second, is constructive approach in which a pair of lower 
and upper FRS operators is defined. As per literature[5][6] let U be a nonempty set 
with finite objects, R a fuzzy binary relation on U, A(u) membership degree. The 
fuzzy lower and upper approximations operator are presented using membership 
function. The membership function representation of fuzzy approximation operator is 
generalized by introducing threshold. α  is a threshold α ε [0,1].  Fuzzy Lower 
approximation operator [1] are defined as follows : ( ) = ( )  ( ( ( , ), ))            ( ) ( ( ( , ), ( ));   —  eq2.1 

Here we specify Lukasiewicz’s T-norm TL, then its dual conorm with respect to Ns is 
the bounded sum   ( , ) = min(1, + ) ; 
The continuous T-conorms include the standard max operator (the smallest T-
conorm) ( , ) = max(1, + ). 

• Inf  represents infimum 
• Infimum = minimum 
•  Sup represents supremum 
•  Supremum = maximum 
• N is the  negator that represents 1-x 
• ( )  when this condition satisfy take only those condition attribute 

value from decision table whose values are less than alpha.  
• ( )  take only those attribute  from decision table whose values are 

greater than alpha. 
• α is a threshold value α  ε [0,1]. Threshold is calculated = ( +min)/2. 
• x is objects of dataset. 
• u is the attribute value of dataset. 



552 A. Singh, A. Tiwari, and S. Naegi 

3 Fuzzy Information System 

 In section-2 the basic concepts of fuzzy rough set approach has been discussed.  This 
section describes about the Fuzzy Information System and overall process of 
proposed system.   

Let U be a nonempty set with finite objects.  With every object, we associate a set of 
condition attributes R and set of decision attributes D. Condition attributes having real 
number values and decision attribute having decision values.  The pair( , ∪ ) is 
called a decision table, represented by DS.  If some attribute in DS are fuzzy attributes 
the decision table is called fuzzy decision table, represented by FD =( , ∪ ). Here, 
fuzzy attributes mean the attribute with real number values since these values can be 
transferred to fuzzy values using membership degree.  An example demonstrates the 
fuzzy information system.  A decision table (DS) is show in Table 1 is a two-
dimensional data table with 7 objects U={X1 ,X2 , X3, X4, X5, X6, X7}.  The set of 
condition attributes R = {a, b, c, d, e, f, g, h, j} and one symbolic decision attribute D.  
Decision attributes D having two decision classes: 0 and 1.  The objects {X1, X4, X5, 
X7) belongs to decision class 1 and {X2, X3, X6} belongs to decision class 0.  

Table 1. Decision Table 

Obj a b c d e f g h j D 

X1 .523 .057 .047 .104 .090 .287 .01 .045 .69 1 

X2 .603 .164 .916 .448 .986 .443 .358 .37 .247 0 

X3 .918 .449 .283 .520 .642 .617 .994 .015 .407 0 

X4 .221 .061 .041 .115 .083 .176 .054 .03 .053 1 

X5 .037 .035 .074 .099 .009 .286 .095 .022 .069 1 

X6 .429 .216 .334 .174 .634 .298 .522 .024 .195 0 

X7 .215 .088 .019 .007 .055 .146 .07 .012 .178 1 

3.1 System Overview 

The overall process of the proposed system is shown in Figure-1and discussed in 
following steps.   

  

Step 1:   Take input dataset in real number values. 
Step 2:    Normalize the dataset using min-max normalization method. 
Step 3:   Form decision table from normalize dataset.   
Step 4:   Decision Table is randomly split it in to two folds (Training set 50% and 
Test set 50%) 
Step 5: Calculate lower approximation operator   
Step 6: Calculate the constant degree. 
Step 6: Build the discernibility vector algorithm. 
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Step 7: Find the attribute value core of every object. 
Step 8: Build the attribute value reduction algorithm. 
Step 9: Attribute value reduction algorithm is used to generate classification rules. 
Step 10: Classification rules are applied on testing dataset. 
Step 11: Classification accuracy is measured. 
Step 12: Construct classifier by transforming the generated rules in to program.  
Step 13: Use the generated classifier to find new Objects with unknown class 

 

Fig. 1. System Overview Of Fuzzy Rough Set Approach Based Classifier 

Table 2. The Lower Approximation Value and Constant Degree 

Obj X1 X2 X3 X4 X5 X6 X7 

Lower  
Approximation 

for D=1 
.523 0 0 .779 .713 0 0 

Lower  
Approximation 

for D=0 
0 .551 .521 0 0 .785 .594 

Constant 
Degree(CD) 

.523 .551 .521 .779 .713 .785 .594 
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Firstly dataset is normalized using min-max normalization method and decision 
table is formed. We calculate the lower approximation operator using the formulae as 
described in eq-2.1 

4 Discernibility Vector 

In the previous section we have calculated lower approximation value and constant Degree. 
Now we calculate discernibility vector to delete redundant attributes and get attribute value 
core of every object.  The discernibility vector is generated shown in Table-2. 

Compute discernibility vector Dvij using the following steps: 

1.  Decision table is read as input  
2.  We find the objects which are belonging to the same 

decision class and when objects  are    equal set  Ø such 
as {x1,x4,x5,x7} belongs to decision class 1 and objects 
{x2,x3,x6} belongs to decision class 0. 

3. The objects belongs to different decision class such that 
D(x1) ≠ D(x2). We find the difference between the two 
objects, compare it with constant degree. We only take 
those attribute from fuzzy decision table-1 whose 
difference between the objects is greater than equal to the 
constant degree, if the difference between the object is 
negative it will be  considered as positive only. Such as 

  
1.            Compute R 
2.            Compute CD(xi) where CD(xi)=m 
3.             if(D(xi)==D(xj) OR ( xi == xj ) 

          Dvji ={ }  
4.          if (D(xi) ≠ D(xj)) 
                   Dvji = abs{(a:N(a(xi, x j ) ≥ m)} 
    

Table 3. Discernibility Vector 

Obj X1 X2 X3 X4 X5 X6 X7 

X1 {} {c, e} {e, g} {} {} {e} {} 

X2 {} {} {} {c, e} {c, e} {} {c,e} 

X3 {c,e} {} {} {g} {a,g} {} {g} 

X4 {e,g} {c,e,j} {a,e, g,j} {} {} {e} {} 

X5 {} {a,c,e,j} {a,e,g,j} {} {} {e} {} 

X6 {e} {} {} {} {} {} {} 

X7 {} {c,e,j} {a,e,g,j} {} {} {e} {} 

4.1 Attribute Value Core of Every Object 

The core may be thought as set of necessary attributes.  It is possible that core may be 
empty, which means that there is no indispensable attribute.  The attribute value core 
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is the collection of the most important attributes value to distinguish one object from 
others.  The attributes value core is the collection of single attribute in discernibility 
vector. The attribute Value Core is generated shown in Table-4. 

Table 4. Attribute Value Core Of Every Object 

Obj X1 X2 X3 X4 X5 X6 X7 

Core {e,.090} {} {} {g,.054} {} {e,.634} {g,.07 } 

 
Now the Attribute value reduction algorithm is described. It keeps only those 

attribute which are necessary. The attribute value reduction is generated shown in 
Table-5. 

Attribute Value Reduction Algorithm  
  

1.    Find the first attribute from the discernibility  
      vector of each row and column.  
2.   Form the set of same row and column. 
3.   If   size of the both set is equal   

C1= 1( ) 2( )    1( )  2( ) 1( ) 2( ) . 
4. Take value of those attribute which comes in C1 

from decision table-1. 
5. In C1 one more attribute is added from table-4 

attribute value core  1 (   ). 
6. If size of both set is not equal then find only 

common attribute   among those set.  
 2 = ( 1( ) 2( )  
7. In this set add one more attribute from table-4 

attribute value core. 2   . 
Table 5. Attribute Value Reduction 

Obj a b c d e f g h j D 

X1 * * .047 * .09 * * * * 1 

X2 * * .916 * * * * * * 0 

X3 .918 * * * * * * * * 0 

X4 * * .041 * * * .054 * * 1 

X5 .037 * * * .009 * * * * 1 

X6 * * * * .634 * * * * 0 

X7 * * .01 * * * .07 * * 1 
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5 Rule Induction from Attribute Value Reduction Table 

In Previous Section attribute value reduction algorithm was generated. In this section 
this algorithm is used to generate rules. These rules are as follows: 

 
1) Compare lower approximation value with maximum value  
   in Decision table-1       

1.1 If lower approximation value is greater than    
 equal to maximum Value in decision table then D=0. 

2) If lower approximation value is less than maximum  
   value in decision table    then D=1.   

5.1 Experimental Results 

In this section three dataset Ionosphere, Bupa, Monk from UCI Machine Learning 
Repository [7] are used for classification purpose, implemented using JAVA.  
Classification rule set is generated using half of the sample dataset objects, remaining 
dataset objects are used for the purpose of testing to check the accuracy. 
Classification rule set is applied on the testing dataset and decision class is generated, 
this is compared with the actual decision class of the objects.  Classifier is correctly 
classifying the objects if there is match with the actual decision class. The basic 
information of these datasets is summarized in Table 6. 

Table 6. Basic Information About Dataset 

Datasett Abberviation Objects 
Data Type 
(Condition 
Attributes) 

Attributes 
Decision 

Class 

1. Ionosphere 351 Real number 34 2 

2. Bupa 345 Real Number 7 2 

3. Monk 100 Real Number 7 2 

5.2 Comparison of Accuracy with Fuzzy Rough Set Approach Based Classifier 

In Fuzzy rough set approach based classifier we have taken benchmark of Ionosphere, 
Bupa, Monk dataset and we have found that no of rules are reduced and accuracy is 
improved as compare to [1] ionosphere approximate 12.5%.  Monk, Bupa dataset are 
also taken under consideration, we have proved that the accuracy of these benchmark 
using fuzzy rough set approach based classifier is 66%, 52.5% respectively. 
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Table 7. Result on dataset 

Dataset Number Of Rules GFRSC Accuracy 

 
 

Ionosphere 
 
 

6.619 78% 

7.2318 78% 

6.7619 77% 

6.9048 77% 

8.0952 77% 

Table 8. Improvement in Accuracy 

Serial Number Dataset 

Number of 
rules 

FRSC 

Accuracy 
 

1. Ionosphere 2 90.5% 

2. Bupa 2 52.5% 

3. 
Monk 

2 
66% 

6 Conclusion 

In this paper, we develop a fuzzy rough set based classifier. The key idea of 
developing fuzzy rough set based classifier is to reduce complexity of dataset, training 
time of classifier, improved performance in terms of accuracy.  First we calculate 
lower approximation, to reduce redundant attribute value, for calculating lower 
approximation we compare each value of decision table with threshold value.   
Threshold is kept constant so that each value comes in precise range then 
discernibility vector designed and attribute value reduction algorithm is developed, to 
extract new classification rules.  Experimental results shows that number of rules are 
reduced and accuracy is improved on benchmark of dataset. 
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Abstract. In the central visual pathway originating from the eye, a bridging is 
required between two hierarchical tasks, that of pixel based information 
recording by visual pathway at low level on one hand and that of object 
recognition at high level on the other. Such a bridge which may be designated 
as a mid-level block-grained integration has here been modeled by a multi-layer 
flexible cellular neural network (F-CNN). The proposed CNN architecture is 
validated by different intermediate level tasks involving rigid and deformable 
pattern recognition. Execution of such tasks by the proposed architecture, it has 
been shown, is capable of generating valid and significant inputs for the 
WHERE (dorsal) and WHAT (ventral) pathways in the brain. The model 
includes the proposal of a feedback (also by CNN architecture) to the lower 
mid-level from the higher mid-level dorsal and ventral pathways for flexible 
cell (physiological receptive field) size adjustment in the primary visual cortex 
towards successful ‘where’ and ‘what’ identifications for high-level vision.  

Keywords: Cellular Neural Network (CNN), dorsal and ventral pathways, 
visual cortical column, scale-space, attention model.  

1 Introduction 

Object recognition is a high-level vision task of the human brain which comprises of 
identifying the object of interest as well as locating it in space, the two tasks that are 
dealt by the parallel ventral and dorsal pathways respectively. The neuro-visual 
system initially generates an inner representation of the external stimuli, enabling the 
brain to construct internal data structures for recording the spatial distribution of 
stimuli attributes, which eventually become the resources that are processed possibly 
by a range of perceptual algorithms. An appropriate modeling of visual system of 
human brain can significantly enhance the efficiency of computer based image 
processing. Since the information contained in a single pixel is very limited, so the 
semantic content of any image must be embodied by stage-by-stage integration of a 
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number of pixels.  David Marr [1] pointed out in his path-breaking work that at least three 
levels are involved in this type of processing: a physical representation, with a grain size 
of a pixel, a middle representation with a grain size of a ‘meaningful’ block that involves 
some basic knowledge about color, intensity and texture and finally, a semantic 
representation of an object, involving knowledge about its structure, 3D pose and 
background. It is quite understandable that the mid-level representation (2.5D 
representation [1]) plays a very significant role in inheriting the product of the initial stage 
of processing, and ushering in the final stage. Hence it is likely that in the middle level 
processing, a prior knowledge about two-class vision (object and background) is required 
from the high level of processing to make a meaningful block-grained integration of 
pixels. A classification (perceptual grouping) may therefore be performed in the primary 
layer of the mid-level vision system in terms of figure-ground segregation. In traditional 
digital image processing, these operations may do no more than to differentiate and label 
pixels by locating the demarcating edges. Retinal ganglion cell based Classical receptive 
field (CRF) kernels (like the Laplacian of Gaussian (LOG)) have long been used to this 
end. For the next stage, researchers [2] have distinguished two major pathways for the 
cortical processing of visual information: the ventral visual pathway, for identifying 
objects (WHAT), and the dorsal visual pathway, for determining their positions in space 
(WHERE). 

In the present work, we have proposed a cellular neural network (CNN) based 
architecture of the primary visual cortex to realize the mid-level vision. In section 2 
and 3 the figure-ground segregation and attention models have been realized by CNN, 
respectively. The proposed architecture produced results which promise some useful 
inputs for the dorsal and ventral pathways of high level vision system in terms of 
position determination and identification of early patterns, as has been discussed in 
section 4. The Conclusion section identifies future directions of research. 

2 CNN Based Architecture for Lower Mid-level Vision 

In biological visual systems, each neuron only responds to stimuli in a certain part of 
the visual field, and this area is referred to as the classical receptive field (CRF) of a 
neuron. The CRF is sensitive to brightness and contrast, and has an antagonistic 
center-surround structure that is typically modeled by a Difference of Gaussian 
(DOG) or a Laplacian of Gaussian (LOG) ([3], [1]) (Fig. 1).   

 

Fig. 1. One-dimensional profile of well-known classical receptive field represented by DOG  
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A standard cellular neural network (CNN) architecture [4], on the other hand, 

consists of an M×N rectangular array of cells ( )( )jiC ,  with Cartesian coordinates

( )ji, . The representation is very suitable for image representation and processing. In 

addition to image processing, we can exploit its unique brain-like architecture to 
implement the receptive field based brain-like information processing tasks, where 
conventional ANN have been found wanting. Here we propose a zero feedback CNN 
(ZFCNN)[4] to first realize the lower mid-level operation of the visual cortex of human 
brain. The task may be looked upon as that for figure-ground segregation, where the object 
of interest needs to be segregated out from the background.  

Each cell of the ZFCNN [4] is characterized by the following differential equation: 

 zUBxx ijijij +∗+−=  (1) 

 ( )ijij xfy =  (2) 
 

 

Fig. 2. Zero Feedback Cellular Neural Network ( )zBCCNN ,,0∈ . (a) Signal flow structure of 

a ZFCNN with 3×3 neighborhood. (b) System structure of a cell. 

The pathway from U to X symbolizes weighted contribution of the input cells to 
the center cell, i.e., convolution. Contribution from the input synaptic operator 

( )lkjiB ,;, is defined by  
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In the Eq. 1, U, B and X represents input image, the feed forward input cloning mask and 
state of operation respectively. The integrator works as an accumulator which forms the 
entire convolved image accumulating the state operations (shifting of convolution mask 
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B).  Zero feedback signifies zero coupling from output to input stage. In our proposal, the 
size of the mask (B) is flexible. The size would be adjusted from the feedback of the next 
CNN layer which we designate as the higher mid-level where we would design the 
architecture depending on the attention model proposed by Koch and Itti [5], while the 
present section concentrates on designing the CNN equivalent model of the lower mid-
level vision task, which essentially suggests the segregation of the figure of interest from 
the background. It is convenient to decompose the template B as follows. 
 BBB += 0

 (4) 

where, 

 
where n is the size of the mask. In the above representation the mask size is 5×5. So, 
b0,0=4×5-4=16. It is to be noted that, in the design of the mask summation of all the 
elements is essentially zero so that, the operation does not contribute to the natural image 
as noise by modifying the average intensity.  
That is, 

 
∀ ∀

=
i j

jib 0,
 (5) 

also, 
∀ ∀

−=
i j

jibb ,0,0
 (6) 

Here, the bias z is fixed at zero, and the activation function of the CNN ( )•f is a 

signum function. For 0≤ijx , the output 1−=ijy , while for positive ijx , the output 

1=ijy . So the output is essentially a binary image consisting of the figure group and 

the background group respectively. 

3 CNN Based Architecture for Higher Mid-level Vision 

To realize the next level of vision we propose our next layer of CNN module to make 
more meaningful the afore-mentioned grained-block integration of the image. In the 
scale space concept of attention model, proposed by Koch and Itti [5], the input image 
to the central visual pathway passes through three parallel pyramids one each for 
color, intensity and orientation information extraction. In our proposed CNN based 
architecture we have considered fixed intensity, orientation and gray color space.  

3.1 Scale-Space Pyramidal Representation 

In our proposed architecture, we have formed the image pyramids depending upon the 
scale-space theory. In each scale, the images are blurred by different Gaussian masks 
with linearly variedσ . To the next octave of the pyramid, under-sampling and 
blurring is done on each image for all scales. In each scale we have considered 5 
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As recorded by Livingstone and Hubel [8, 9], the blobs detected in the V1 
elongated cells of the primary visual cortex projects to the V2 cells. The CNN mask 
for extrema detection is shown in the Fig. 5, for two states of network klij xx , referred 

as neighboring pixels of the DoG image. 

3.3 Realization of Orientation Column in Visual Cortex by CNN 

The receptive fields of cortical simple cells closest to the ganglion field consist of 
extended narrow central portions flanked by two antagonistic areas. The central area 
is excitatory and the surround is inhibitory (Fig. 6). For optimal activation, it needs a 
bar of light of a certain width, entirely filling the central area of the receptive field of 
a simple cell in the striate cortex (V1), and oriented at a certain angle. This is shown 
in the Fig. 6, where for a deviation from the preferred orientation the response of the 
receptive field deteriorates [8, 9].  

The well-known function of visual cortex namely orientation selectivity [10] can 
be realized by CNN. For instance, we demonstrate how the uncoupled cloning 
template shown below detects bars with a −45o slope. The geometry of the positive 
terms in the B template determines the enhancement of the derivative of the state 
variable and the positive feedback brings the values to black and white.  

 

The CNN here can be modeled as 

 zUBYAxx ijijijij +∗+∗+−=  (7) 

 ( )ijij xfy =  (8) 

Here the mask A is designed taking higher weight in the middle, so that orientation 
assignment is forced to be done around the detected extrema points only. In this way, 
the local image gradients are measured and represented at the selected scale in the 
region around each keypoint. The key-points with magnitudes and orientations are 
shown in Fig. 7 for generated binary image. 

3.4 Feature Descriptor Design for Position and Identity Detection 

The descriptor is formed from a vector containing the values of all the orientation 
histogram entries, corresponding to the lengths of the arrows as shown in the Fig. 9. 
From the computed gradient of each key-point the 4×4 neighborhood, we have 
considered 8 orientation bins. Hence feature descriptor of length 4×4×8=128 is 
formed for each key-point [11, 12]. As seen in Fig. 9, the CNN itself can identify and 
detect the proper position of the figure of interest in presence of scale and affine 
rotation (the book) in terms of matching the descriptors of the points. If the 
accumulated matching score between each pair of feature points is higher than the 
predefined threshold (z=0.5), we declare them a matched pair of points. Thus visual cues 
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with the environment effectively. The ventral pathway, on the other hand, seems to be 
involved in forming conscious representations of the identity of objects.  

The encouraging results in the previous section towards constructing possible feeds 
for the dorsal and ventral pathways in terms of the number of matched pairs now 
motivate us to make provisions for mask size adjustment from the proposed higher 
mid- to lower mid-level vision. We have tested the proposed model of mid-level 
vision on different types of figure-ground segregated images including rigid (Fig. 9) 
and deformable (Fig. 10) objects. We found the proposed CNN system robust to 
unconstrained scale and orientation varied environment.  

 

 

Fig. 10. Number of matched points between the frontal and posed faces with varying mask 

By taking one frontal and the rest pose images of 5 degree left and 10 degree right of 
the same person with size 128×128 (Fig. 10), it is observed that when the mask size 
exactly matches, the recognition score in terms of matched key-points is maximized. It can 
be considered as a preprocessor for processing by dorsal and ventral pathways. Thus the 
varied mask size CNN is named as flexible CNN (F-CNN) and the flexibility is obtained by a 
feedback from our proposed higher mid-level to lower mid-level of visual cortex. 
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On the other hand, the proposed architecture also ensures that even for similar 
mask size, the number of matched pairs between face images of different subjects is 
poor. It ensures reduction of false acceptance and false rejection thus strengthening 
the decision making capabilities of the two parallel visual pathways. The mask size 
can therefore be automatically varied by the feedback driven by the recognition score 
(Yij) with feedback transfer function A, here defined as flexibility parameter, which 
changes the input mask size B of the first layer of the CNN. 

The proposed F-CNN is used for maximizing the accuracy of the two pathways by 
increasing the number of matched points between peer face images (same subject 
with PIE variation) and rejecting wrong pair of face images (different subjects) 
successfully as tabulated in Table 1. Here all the face images are normalized to 
128×128 pixels, so when the flexile mask size of the input layer of the CNN 
converges to the mask size of the peer match of PIE varied face image, then 
maximum number of identical key points are generated indicating enhancement of the 
feed forward paths in the central visual pathway as shown in Fig. 11.  

5 Conclusion 

The proposed CNN based architecture model is inspired from the functionality of 
mid-level vision. Early signatures of patterns can be interpreted by the proposed 
network. The experimental results are quite in agreement with the fact that the middle 
level visual system feeds to the WHERE and WHAT visual pathways significantly. In 
future, the relative size of the pattern of interest present in an image could be taken 
care of by the feedback to make the proposed CNN further flexible. Also, attempts 
may be made to model the depth information so that 3D recognition is made possible 
by the CNN based architecture. The dichotomy between the conscious (WHAT) and 
unconscious (WHERE) modules in visual processing can also be addressed in future 
using the proposed network. 
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Abstract. Due to rapid advances in VLSI design technology during the last 
decade, the complexity and size of circuits have been rapidly increasing, placing a 
demand on industry for faster and more efficient CAD tools. Physical design is a 
process of converting the physical description into geometric description. Physical 
design process is subdivided into four problems: Partitioning, Floor planning, 
Placement and Routing. Placement phase determines the positions of the cells. 
Placement constrains are wire-length, area of the die, power minimization and 
delay. For the area and wire length optimization a modern placer need to handle 
the large–scale design with millions of object. This thesis work aims to develop an 
efficient and low time complexity algorithms for placement. This can be achieved 
by the use of a problem specific genotype encoding, and hybrid, knowledge based 
techniques, which support the algorithm during the creation of the initial 
individuals and the optimization process. In this paper a novel memetic algorithm, 
which is used to solve standard cell placement problem is presented. These 
techniques are applied to the multithread of the VLSI cell placement problem 
where the objectives are to reduce power dissipation and wire length while 
improving performance (delay). 

Keywords: VLSI design, physical design, placement, standard cell, multithread. 

1 Introduction  

In the past thirty years, VLSI-CAD (Computer-Aided Design of Very Large-Scale 
Integrated circuits) has been an enabling force behind the exponential growth of the 
performance and capacity of integrated circuits [6]. The most common way of 
breaking up the layout problem into sub-problems is first to do logic partitioning 
where a large circuit is divided into a collection of smaller modules according to some 
criteria, then to perform component placement, and finally determine the approximate 
course of the wires in a global routing phase after which a detailed-routing phase 
determines the exact course of the wires in the layout area. The main objectives of the 
placement design process are to minimize the total chip area and the total estimated 
wire length for all the nets. Optimization of the chip area usage can fit more 
functionality into a given chip area. Optimization of the total estimated wire length 
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can reduce the capacitive delays associated with longer nets and speed up the 
operation of the chip. Thus, the placement design process has a pronounced affect on 
the final chip performance. Since module placement is an NP-hard problem, 
therefore, it cannot be solved exactly in polynomial time [5, 7]. Trying to get an exact 
solution by evaluating every possible placement to determine the best one would take 
time proportional to the factorial of the number of modules. Consequently, it is 
impossible to use this method for circuits with any reasonable number of modules. To 
search through a large number of candidate placement configurations efficiently, a 
heuristic algorithm must be used [2]. The traditional approach in placement is to 
construct a global placement (initial placement) by using constructive placement 
heuristic algorithms. A detailed placement follows to improve the initial placement. A 
modification is usually accepted if a reduction in cost occurs, otherwise it is rejected.  

Global placement produces a complete placement from a partial or non-existent 
placement. It takes a negligible amount of computation time compared to detailed 
(iterative improvement) placement and provides a good starting point for them [20]. 
Usually, global placement algorithms include random placement, cluster growth, 
partitioning-based placement [9], numerical optimization, and branch and bound 
techniques [18]. Since partitioning-based methods and numerical optimization 
methods do not directly attempt to minimize wire length, the solution obtained by 
these methods is sub-optimal in terms of wire length. Therefore a detailed placement 
algorithm must be performed to improve the solution. There are two classes of 
detailed placement methods: Deterministic and Stochastic heuristics. A deterministic 
heuristic interchanges randomly selected pairs of modules and only accepts the 
interchange if it results in a reduction in cost [10].  

2 Problem Formulation 

A mathematical formulation of an approximation to the standard cell placement 
problem is now presented. Usually, a circuit is represented by a hypergraph G (V, E), 
where the vertex set V = {v1, v2, v3, …,vn} represent the nodes of the hypergraph (set 
of cells to be placed), and E = {e1, e2, e3, …,en} represents the set of edges of the 
Hypergraph (set of nets connecting the cells). The two dimensional placement regions 
are represented as an array of legal placement locations. The Hypergraph is 
transformed into a graph (a Hypergraph with all hyperedge sizes equal to 2) via clique 
model for each net. Each edge ej is an order pair of vertices with a non-negative 
weight Wij assigned to it. The placement task seeks to assign all cells of the circuit to 
legal locations such that cells do not overlap. Each cell i is assigned a location on the 
XY-plane. The cost of an edge connecting two cells i and j, with locations (xi, yj) and 
(xi, yj) is computed as the product of the squared l2 norm of the difference vector (xi - 
xj ) ( yi - yj ) and the weight of the connecting edge wij The total cost, denoted Φ(x,y) 
can then be given as the sum of the cost over all edges; i.e: 

  Φ(x,y) =  ∑  +     (1) 

2.1 Wire Length Estimation  

It is computationally expensive to determine the exact total wire length for all the nets 
at the placement stage and therefore, the total wire length is approximated during 
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placement. To make a good estimate of the wire length, we should consider the way 
in which routing is actually done by routing tools. Almost all automatic routing tools 
use Manhattan geometry; that is, only horizontal and vertical lines are used to connect 
any two points. Further, two layers are used; only horizontal lines are allowed in one 
layer and only vertical lines in the other [20].  

An efficient and commonly used method to estimate the wire length is the semi-
perimeter method [19]. The wire length in this method is approximated by half the 
perimeter of the smallest bounding rectangle enclosing all the pins. For Manhattan 
wiring, this method gives the exact wire length for all two-terminal and three-terminal 
nets, provided that the routing does not overshoot the bounding rectangle. For nets 
with more pins and more zigzag connections, the semi-perimeter wire length will 
generally be less than the actual wire length. Moreover, this method provides the best 
estimate for the most efficient wiring scheme, the Steiner tree. The error will be larger 
for minimal spanning trees and still larger for chain connections. In practical circuits, 
however, two and three terminal nets are most common. Thus, the semi-perimeter 
wire length is considered to be a good estimate [20]. 

2.2 String Encoding 

Genetic algorithms are powerful optimization techniques that have been successful in 
solving many hard combinatorial optimization problems [12]. The power of GA’s 
comes from the fact that the technique is robust, and can deal successfully with a wide  
 

 

 

Fig. 1. String Encoding 
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range of problem areas, including those which are difficult for other methods to solve 
[3]. In this genetic-based placement algorithm, a string is represented by a set of 
alleles (the number alleles equal to the number of cells). Each allele indicates the 
index, the x-coordinates and row number of the cell. Fig.2a illustrates the string 
encoding of the cell placement given in Fig. 2b. 

2.3 Scoring Function 

Each individual is evaluated to determine its fitness through a scoring function. The 
scoring function F is the reciprocal of the total HPWL for all the nets. = ∑                                                      (2) 

Where, HPWL is the sum of the half perimeter of the smallest bounding rectangle for 
each net. HPWLi is the estimate wire length of net i and n is the number of nets. In the 
implementation, cell overlaps are removed and row lengths are adjusted before 
evaluating the chromosome. One reason of doing so is due to the fact that removing 
the overlaps after every generation not only gives the algorithm a more accurate 
picture of the wire length but also gives the algorithm repeated chances to optimize 
the circuit after it has been perturbed by overlap removal [21]. Therefore the row 
length control and overlap penalty are not considered in the scoring function. 

2.4 Initial Population Construction 

For each configuration in the initial population, the x-coordinate and row numbers of 
cells are determined randomly. This kind of constructor can diversify the initial 
solutions but also tend to have a slower rate of convergence. Thus, some placement 
solutions produced by Cluster Seed method are injected into the initial population to 
increase the convergence rate. 

2.5 Crossover and Mutation Operator 

The Traditional crossover operator used in GA may produce infeasible solutions for 
the standard cell placement problem, therefore a crossover operator called Order 
crossover is considered. 

Fig. 2a shows a one-point order crossover operator where each pair of parents 
generates two children with a probability equal to the crossover rate. In this method, a 
single cut point is chosen at random. The crossover operator first copies the array 
segment to the left point from one parent to one offspring. Then it fills the remaining 
part of the offspring by going through the other parent, from the beginning to the end 
and taking those elements that were left out, in order. The two-point order crossover 
operator is similar to one-point order crossover operator, except that it has to choose 
two crossover points randomly. An example of two-point order crossover operator is 
illustrated in Fig. 2b.  
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Fig. 2. One-Point and two-Point Order Crossover 

Following crossover, each offspring is mutated with a probability equal to the 
mutation rate. The mutation operator mutates an individual by interchanging 
randomly selected pair of cells without changing the x-coordinate and row number. 
Replacement follows mutation, where the population for next generation is chosen 
from the combined set of parents and offspring’s. This process is done by replacing 
the two worst individuals in the population with the offspring’s only if the latter are 
better than the worst two individuals. This replacement method is also called “elitism” 
mechanism. One feature of this mechanism is that it ensures the maximum fitness of 
the population can never be reduced from one generation to the next. 

2.6 Hybrid Simulated Annealing (SA) 

In this work we have hybridized the genetic algorithm template with the SA method. 
The SA method is impregnated within GA, between the crossover and mutation 
operations, to improve all the solutions obtained after the crossover operation and 
before subjected to mutation operation. SA is very simple technique for State Space 
Search Problem. It can start from any state. And it is always move to a neighbor with 
the min cost (assume minimization problem). It can stop when all neighbors have a 
higher cost than the current state. 

2.7 Multithreading  

Multithreading (MT) is a technique that allows one program to do multiple tasks 
concurrently. The basic concept of multithreaded programming has existed in 
research and development labs for several decades. The threading models we describe 
are strictly software models that can be implemented on any general-purpose 
hardware. Much research is directed toward creating better hardware that would be 
uniquely suited for threaded programming. The memetic algorithm is modified 
slightly to make it distributed. A number of instances of the genetic algorithm are 
spawned and run independently an in parallel for number generations. After a set 
number of generations the separate instances stop and trade solutions with each other 
to introduce diversity into their populations and keep them from stagnating at local 
minima. They then repeat this process for a set number of epochs, which can be 
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specified on the command line as well. After all epochs the best solution is chosen 
from all the instances of the genetic algorithm. To keep the separate instances from 
reaching the same local minimum only one crossover function is used per instance. 

3 Experimental Results  

In this work the proposed algorithm is coded in C++ to get a nearer to optimal 
solution for the VLSI placement problem and experiments were conducted in an 
Pentium Quad core 2 processor with 2.6 GHz. The outcome of results obtained for 
popular benchmark circuits ISPD02 was compared with that of the standard Genetic 
Algorithm methodology which is also coded in C++ and run on the same machine. 
The following parameters are fixed by conducting trials on various population sizes, 
crossover probabilities, mutation probabilities and the satisfactory convergent speed 
exploring scope of the proposed search techniques. Population size=20, Crossover 
probability (Pc) =0.6, Mutation probability (Pm) =0.01, Number of Threads=4. For all 
the bench mark circuit taken in this work, the proposed algorithm is able to 
outperform the standard Genetic algorithm both in terms of number of iterations 
required to reach a nearer to optimal solution. 

Table 1. Comparison between Fast Place and MTMA 

Circuit Nets Pins HPWL(x10e6) Run Time 

Fast Place 
Capo 

MTMA 
 

Fast Place 
Capo 

MTMA 
 

ibm01 14111 50566 1.86 1.81 3m 59s 2m 50s 
ibm02 19584 81199 4.06 4.00 7m 15s 5m 08s 
ibm03 27401 93573 5.11 5.09 8m 23s 6m 19s 
ibm04 31970 105859 6.39 6.35 10m 46s 8m 35s 
ibm05 28446 126308 10.56 10.54 10m 44s 8m 38s 
ibm06 34826 128182 5.50 5.45 12m 08s 8m 55s 
ibm07 48117 175639 9.63 9.61 18m 32s 12m 15s 
ibm08 50513 204890 10.26 10.15 19m 53s 14m 37s 
ibm09 60902 222088 10.56 10.50 22m 50s 16m 15s 
Ibm10 75196 297567 19.70 19.64 29m 04s 19m 58s 
Ibm11 81454 280786 15.73 15.69 31m 11s 24m 01s 
Ibm12 77240 317760 25.83 25.74 30m 41s 23m 11s 
Ibm13 99666 357075 18.73 18.64 39m 27s 26m 24s 
Ibm14 152772 548616 36.69 36.72 1h 12m 45m 03s 
Ibm15 186608 715823 43.85 43.79 1h 30m 1h 11s 
Ibm16 190048 778823 49.63 49.60 1h 31m 1h 12s 
Ibm17 189581 860036 69.07 69.52 1h 43m 1h 58s 
Ibm18 201920 819697 47.46 47.41 1h 44m 1h 59s 
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4 Conclusion 

In this paper, we have presented multithreaded memetic algorithm for circuit 
placement and the performance was compared with Fast placement. Due to the ability 
of the Simulated Annealing method it finds the minimized wire length in fewer 
generations. We applied these algorithms to ISPD02 benchmark circuits from the 
results shows in Table 1, it is clear that MTMA outperforms than Fast Placement 
method. The experimental results show that multithreading has good accelerated 
performance on larger population sizes. A couple of other important factors can help 
to get the best performance out of our transformation to multithreading such as 
avoiding of excessive memory transfer, inherent parallelism and computation 
dependency. More sophisticated cluster approaches to parallelisation will have to be 
examined in the future. 
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Abstract. This paper presents a bacterial foraging-based optimization (BFBO) 
technique to solve non-convex economic load dispatch (NCELD) problem of 
thermal plants. The presented methodology can take care of economic dispatch 
problems involving constraints such as transmission losses, valve point loading, 
ramp rate limits and prohibited operating zones.  The idea of BFBO is motivated 
by the natural selection which tends to eliminate the animals with poor foraging 
strategies and favour those having successful foraging strategies. The BFBO 
method is tested with two power system cases consisting of 6 and 13 thermal units. 
Comparison with similar approaches including Genetic Algorithm (GA), particle 
swarm optimization (PSO) and other versions of differential evolution (DE) are 
given. The presented method outperforms other state-of-the-art algorithms in 
solving economic load dispatch problems with the valve-point effect. 

Keywords: Bacterial foraging, Economic load dispatch, Non convex cost 
function, valve point effect. 

1 Introduction 

The objective of the economic load problem (ELD) is to schedule the committed 
generating unit outputs so as to meet the required load demand at minimum operating 
cost while satisfying all unit and system equality and inequality constraints [1]. 

In traditional EDPs, the cost function of each generator is approximately 
represented by a simple quadratic function and is solved using mathematical 
programming[2] based on several optimization techniques, such as dynamic 
programming [3], linear programming[4], homogenous linear programming[5], and 
nonlinear programming technique[6], [7]. However, real input–output characteristics 
display higher-order nonlinearities and discontinuities. Power plants usually have 
multiple valves that are used to control the power output of the unit. When steam 
admission valves in thermal units are first opened, a sudden increase in losses is 
observed. This leads to ripples in the cost function, which is known as the valve-point 
loading. The ELD problem with valve-point effects is represented as a non-smooth 
optimization [11]. . 
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The traditional algorithms can solve the ELD problems effectively only if the 
incremental fuel-cost curves of the generating units are monotonically increasing 
piece-wise linear functions. But, a practical ELD must include ramp rate limits, 
prohibited operating zones, valve-point effects and multi-fuel options. The resultant 
ELD is a challenging nonconvex optimization problem, which is hard to solve by the 
traditional methods. Recently, as an alternative to the conventional mathematical 
approaches, modern heuristic optimization techniques such as simulated annealing, 
evolutionary algorithms (EAs) (genetic algorithm, evolutionary programming, and 
evolution strategies) [8], particle swarm optimization, neural networks, and taboo 
search[9]-[12] have been given much attention by many researchers due to their 
ability to find an almost global optimal solution. These methods have drawbacks such 
as premature convergence and after some generations the population diversity would 
be greatly reduced. 

Inspired from the mechanism of the survival of bacteria, e.g., E. coli, an 
optimization algorithm, called Bacterial Foraging Algorithm (BFA) [10], has been 
developed. Chemotaxis, reproduction and dispersion are the three processes with the 
help of which global searching capability of this algorithm has been achieved. These 
properties have helped BFA to be applied successfully in several kinds of power 
system optimization problems especially in solving the NCELD problem. 

This paper considers two types of non-convex ELD problems, namely, ELD with 
prohibited operating zones and ramp rate limits (ELDPOZRR), ELD with valve-point 
loading effects (ELDVPL). The performance of the proposed method in terms of 
solution quality and computational efficiency has been compared with NPSO-LRS, 
CDE-QP and other techniques with non convex cost function. 

2 Problem Formulation 

The objective of the economic dispatch is to minimize the total generation cost of a 
power system over some appropriate period while satisfying various constraints. 

The objective function can be formulated as, 


Ψ∈Ψ∈

++==
i

iiiii
i

iiT PcPbaPFF )(min)(min 2

  

         (1) 

where TF  is the total fuel cost of all generating units, i is the index of dispatchable 

units; Fi(Pi) is the cost function of the unit i, Pi is the power output of the unit i, Ψ is 

the set of all dispatchable units and ia , ib , ic  are the   fuel cost coefficients of the 

unit i.The general PED problem consists in minimizing FT subject to following 
constraints, 

Power Balance Constraint: 


Ψ∈

=−−
i

LDi PPP 0                                                  (2) 

The transmission Loss LP may be expressed using B-coefficients as, 
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where DP  is the total load demand; LP  is  the power losses and ijB  is the power 

loss coefficient. 

Generator Capacity Constraints: 

The power generated by each unit lies within their lower limit min
iP  and upper 

limit max
iP . So that 

maxmin
iii PPP ≤≤                                             (4) 

2.1 ELDVPL 

To consider the valve-point effects in the cost model, the rectified sinusoidal function  
should be incorporated into the quadratic function and the objective function min 

( TF ) is represented by a more complex formula along with (2), (3) and (4) as, 

))(sin()( min2
iiiiiiiiiii PPfecPbPaPF −+++=                         (5) 

where ie  and if  are the fuel cost coefficients of generator i reflecting valve point 

effects. 

2.2 ELDRRPOZ 

The operating range of units is restricted by their ramp rate limits during each 
dispatch period. Consequently the power output of a practical generator cannot be 
varied instantaneously beyond the range along with (2), (3), (4) and (5) as it is shown 
in the following expression: 

As generation increases, iioi URPP ≤−                          (6) 

As generation decreases  iiio DRPP ≤−                     (7) 

and 
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Mathematically, the feasible operating zones of unit can be described as follows: 
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where 
l
jiP,  is the lower bound of the prohibited zone j of unit i, 

u
jiP , is the upper 

bound of the prohibited zone j of unit i, in  be the number of prohibited zones in unit 

i, miniP is the minimum generation limit of unit i and maxiP is the maximum 

generation limit of unit i. 

3 Bacterial Foraging: Review 

BFO method was invented by Kevin M. Passino motivated by the natural selection 
which tends to eliminate the animals with poor foraging strategies and favour those 
having successful foraging strategies. The foraging strategy are given 

3.1 Chemotaxis 

Chemotaxis process is the characteristics of movement of bacteria in search of food 
and consists of two processes namely swimming and tumbling. A bacterium is said to 
be 'swimming' if it moves in a predefined direction, and 'tumbling' if moving in an 

altogether different direction. Suppose ),,( lkjiθ represents i th bacterium at j th 

chemotactic, k th reproductive and l th elimination dispersal step. )(iC is the size of 

the step taken in the random direction specified by the tumble (run length unit). Then 
in computational chemotaxis the movement of the bacterium may be represented by 
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where ∆ indicates a vector in the random direction whose elements lie in [–1, 1]. 

3.2 Swarming 

It is always desired that the bacterium which has searched optimum path of food 
search should try to attract other bacteria so that they reach the desired that the 
bacterium which has searched optimum path of food search should try to attract other 
bacteria so that they reach the desired place more rapidly. Swarming makes the 
bacteria congregate into groups and hence move a concentric pattern of groups with 
high bacterial density. Mathematically, swarming can be represented by 
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where, CCJ  is the penalty added to the original cost function. CCJ  is basically the 

relative distances of each bacterium from the fittest bacterium. S is the number of 
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bacterium, ‘p’ represents number of parameters to be optimized, mθ  is the position of 

the fittest bacterium, attractd , repellanth , attractω  and repellantω  are different 

coefficients. 

3.3 Reproduction 

In reproduction, population members who have had sufficient nutrients will reproduce 
and the least healthy bacteria will die. The healthier half of the population replaces 
with the other half of bacteria which gets eliminated, owing to their poorer foraging 
abilities. This makes the population of bacteria constant in the evolution process. 

3.4 Elimination and Dispersal 

A sudden unforeseen event may drastically alter the evolution and may cause the 
elimination and/or dispersion to a new environment. They have the effect of possibly 
destroying the chemotactic progress, but they also have the effect of assisting in 
chemotaxis, since dispersal may place bacteria near good food sources. Elimination 
and dispersal helps in reducing the behavior of stagnation i.e. being trapped in a 
premature solution point or local optima. 

4 Adaptive Strategy 

A variation to the BFBO is given by employing adaptive strategies to improve the 
performance of the BFBO which controls the exploration of the whole search space 
and the exploitation of the promising areas.  This strategy is used to analyze the run 
length parameter of the BFBO. This improvement is achieved by enabling the 
bacterial foraging algorithm to adjust the run-length unit parameter dynamically 
during algorithm execution in order to balance the exploration/exploitation tradeoff. 
Living in groups allows individuals to allocate foraging effort between two different 
roles, namely, the producer and the scrounger. The “producer” can be used to locate 
food patches independently while the “scrounger” can be used to exploit the food 
discovered by other group members. The bacterial producers explore the search space 
and have the responsibility to find the promising domains and to leave the local 
optima that have been visited while the bacterial scroungers focus on the precision of 
the found solutions. The producer-scrounger foraging is used to dynamically 
determine the chemotactic step sizes for the whole bacterial colony during a run, 
hence dividing the foraging procedure of artificial bacteria colony into multiple 
explore and exploit phases. 

4.1 Pseudocode 

 If (t mod n = 0) then 

  If ( f best < ϵ (t) ) then 
   C (t + 1) = C (t - n) / α 
   є (t + 1)= є (t) / β 
  ELSE 
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   C ( t+1 )=C (t-n); 
   є  (t + 1)=є (t - n); 
  END IF 
 ELSE 
 C (t + 1)=C (t) 
 є  (t + 1)=є (t); 
 END IF 
 
where t is the current generation number, fbest is the best fitness value among all the 
bacteria in the colony, ε(t) is the required precision in the current generation, and n, α, 
and β are user-defined constants. 

5 Simulation Result 

To validate the effectiveness of the proposed method, two test cases such as 6 unit 
and 13 unit systems with non convex cost function are taken. The result obtained from 
proposed method has been compared with CDE-QP [13] for 13 generator system; 
with MPSO and other techniques for 6 generator system. The software has been 
written in MATLAB-R2009a language and executed on a 2.0-GHz Pentium Dual 
personal computer with 1400-MB RAM.  
 
Case Study 1 
A system with six generators with ramp rate limit and prohibited operating zone is 
used here and has a total load of 1263 MW. The input data have been adopted from 
[13]. Results obtained from DE, BFBO, PSO and new coding-based modified PSO 
[12] and other methods have been presented here. Table 2 shows the frequency of 
convergence in 50 trial runs. It is clear from Table 1 shows that the proposed method 
produces a much better solution compared to the MPSO, NPSO-LRS, IDE and other 
methods.  

Table 1. Comparison of cost among different methods for 50 trials (6-unit system) 

Method 
Generation Cost ($/h) 

Maximum cost Minimum cost Average cost 
GA 15,524 15,459 15,469 
PSO 15,492 15,450 15,454 

NPSO – LRS 15,452 15,450 15,450.5 
MPSO 15,447 15,455 15,447 

IDE 15,359 15,351 15,356 
BFBO 15, 352 15,348 15,350 

 

Table 2. Frequency of convergence for 50 trials (6-unit system) 

Methods 
Range of Generation Cost ($/h) 

15000-15350 15350-15400 15400-15500 
BFBO 32 10 8 
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Case Study 2 
This test case is a NSELD of 13 units with valve point loading and has a load demand 
of 1800MW.The input data are given in [13]. The result obtained from presented 
method has been compared with CDE-QP [13] and other methods. Table 4 shows the 
frequency of convergence in 50 trial runs. It is clear from Table 3 and 4 that the 
proposed method produces a much better solution with less computation time 
compared to the ICA-PSO, CDE-QP and other methods.  

Table 3. Comparison of cost among different methods for 50 trials (13-unit system) 

Method 
Generation Cost ($/h) 

Maximum cost Minimum cost Average cost 
PS 18404.04 18048.21 18190.32 

STDE 18128.87 17963.89 18046.38 
MDE 17969.09 17960.39 17967.19 

ICA-PSO 17978.14 17960.37 17967.94 
CDE-QP 17944.81 17938.95 17943.133 

BFBO 17933.61 17918.73 17921.12 
 

Table 4. Frequency of convergence for 50 trials (6-unit system) 

Methods 
Range of Generation Cost ($/h) 

17800-17920 17920-17930 17930-17940 
BFBO 28 12 10 

6 Conclusion 

This paper presents new combined approaches combining to solve the ELD problems 
of electric energy with the valve-point effect. The BFBO algorithm has the ability to 
find the better quality solution and has better convergence characteristics, 
computational efficiency, and robustness. It is clear from the results obtained by 
different trials that the proposed BFBO method has good convergence property and 
can avoid the shortcoming of premature convergence of other optimization techniques 
to obtain better quality solution. Two case studies have been used and the simulation 
results indicate that this optimization method is very accurate and converges very 
rapidly so that it can be used in the practical optimization problems. Due to these 
properties, the BFBO method in the future can be tried for solution of large unit 
systems and dynamic ELD problems in the search of better quality results. 
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Abstract. Environmental Economic Dispatch is carried out in the energy 
control center to find the optimal thermal generation schedule such that power 
balance criterion and unit operating limits are satisfied and the fuel cost as well 
as emission is minimized. Environmental economic dispatch presents a 
complex, dynamic, non-linear and discontinuous optimization problem for the 
power system operator. It is quite well known that gradient based methods 
cannot work for discontinuous or nonconvex functions as these functions are 
not continuously differentiable As a result, evolutionary methods are 
increasingly being proposed. This paper proposes a chaotic micro bacterial 
foraging algorithm (CMBFA) employing a time-varying chemotactic step size 
in micro BFA. The convergence characteristic, speed, and solution quality of 
CMBFA is found to be significantly better than classical BFA for a 3-unit 
system and the standard IEEE 30-bus test system. 

1 Introduction 

Bacterial Foraging Algorithm (BFA), proposed by Passino [1], is a new evolutionary 
optimization algorithm inspired by the social foraging behavior of E. coli bacteria 
found in human intestines. The biology behind the foraging strategy of E. coli is 
imitated and formulated into a powerful optimization algorithm. The bacteria search 
for nutrition with the help of two basic operations i.e. swim and tumble, together 
known as chemotaxis. However, the classical BFA is found to have certain limitations 
like slow convergence and saturation, particularly for large dimension problems. To 
handle these issues many improved versions of the classical BFA have been proposed. 
In reference [2] a micro-bacterial foraging algorithm is presented which evolves with 
a very small population. Ref [3] proposed a hybrid algorithm which combines the 
PSO with BFA to improve the efficiency and accuracy of the classical BFA.  

Environmental economic dispatch (EED) is a highly non linear, discontinuous, non 
differentiable problem where objective function may have multiple local minima. 
Reference [4] summarizes the various algorithms for solving environmental dispatch 
problem. In [5] a method which combines cost and emission objectives into a single 
function using price penalty factor is proposed. The environmental economic dispatch 
problem has been solved using non dominated sorting GA [6], PSO based methods 
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[7] and bacterial foraging algorithm [8]. Most researchers have concentrated only on 
the static environmental economic dispatch problem (SEED) except ref. [6] where 
dynamic EED (DEED) has been implemented. This paper proposes a modified BFA 
by integrating a micro bacterial foraging algorithm [2] with chaotically varying 
chemotactic step size. The idea is to (i) reduce the time of operation by reducing 
bacteria count and (ii) to improve exploration and exploitation by employing a time 
varying step size. The results of the CMBFA are compared with the classical BFA 
and with results from literature, and are found to be superior. 

2 Static/Dynamic Combined Environmental Economic Dispatch 

The objective of static environmental economic dispatch (SEED) problem is to 
determine the generated powers Pi of units for a  load of PD so that the total fuel cost, 

TF  and total emission content ET  ,expressed below are simultaneously minimized.           
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where ii ba ,  and ic  are the fuel-cost coefficients,  iiii ξγβα ,,,  are the pollution 

coefficients and Pi is the output of the ithunit. Emission content of sulfur oxides (SOx) 
and nitrogen oxides (NOX) caused by fossil plants can be represented in ton/h as 
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In combined EED formulation, the two objective problem is converted into a single 
objective problem using the price penalty factor, pf which blends the emission costs 

with the fuel cost and for ith unit it is defined as Fi (P max
i )/ Ei (P )max

i [5]. The pfi  

values are arranged in ascending order; the maximum capacity of each unit, ( )max
iP  

is added one at a time, starting from the smallest pfi unit, until total demand PD is met 
When the above condition is met, the pfi associated with the last unit in the process is 
the price penalty factor pf ($/ton) for the given load PD. Then equation (3) can be 
solved to obtain environmental economic dispatch. 
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Subject to Constraints 

i) Unit operating limits constraint 

 NiPPP iii ,...,2,1maxmin =≤≤  (4) 
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ii) Power balance constraint 
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The transmission losses are expressed as  
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iii) Unit ramp-rate limit constraints 
When the generator ramp rate limits are considered, the operating limits are modified 
as follows: 
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The previous operating point of ith generator is Pi
o and DRi and URi are the down and 

up ramp rate limits respectively.   

iv) Prohibited operating zones 
The cost curves of practical generators are discontinuous as whole of the unit 
operating range is not always available for allocation and can be expressed as follows: 
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Here zi are the number of prohibited zones in ith generator curve, L
ikP  is the lower 

limit and U
ikP 1−  is the upper limit of kth prohibited zone of ith generator.  

2.1 Dynamic Economic Emission Dispatch 

Dynamic economic emission dispatch (DEED) deals with sharing the system load 
including system losses among the available generators in such a way that all equality 
and inequality constraints mentioned above are met and the cost as well as emission 
are minimized for each time interval. 

The combined dynamic economic emission dispatch (DEED) problem is 
formulated for each time interval as defined in eq. (3). 

3 Classical BFA Algorithm 

The bacterial foraging algorithm (BFA) was introduced by Kevin M. Passino [1] 
motivated by the group foraging strategy of a swarm of E. coli bacteria which search 
for nutrients so as to maximize energy obtained per unit time. The process, by which a 
bacterium moves by taking small steps while searching for nutrients, is called 
chemotaxis. The main idea of BFA is imitating chemotactic movement of virtual 
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bacteria in the problem search space. The classical BFA algorithm consists of four 
main steps, wiz. chemotaxis, swarming, reproduction, and elimination and dispersal.  

The movement of the bacterium may be represented as: 

 )()(),,(),,1( jiClkjlkj ii φθθ +=+  where   
)()(
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ii

i
j

T ΔΔ

Δ=φ  (9) 

Where ),,( lkjiθ is the position of the ith bacterium at jth chemotactic  kth 

reproductive, and lth elimination and dispersal step. C(i) is the size of the step taken in 
the random direction of tumble. Here, Δ  indicates a movement in arbitrary direction 
whose elements lie in [-1, 1]. 

3.1 Chaotic Micro Bacterial Foraging Algorithm (CMBFA) 

In micro BFA [2] a 3-bacteria population searches iteratively for large dimension 
complex domain. A chaotically varying chemotactic step size is employed to update 
the position of the bacteria. The best bacterium retains its position. The second best 
bacterium is moved to a position very close to the best one, the least fit bacterium is 
killed and its place is taken by a new bacterium. Reproduction is not carried out as the 
bacteria population is very small.  Elimination dispersion step of original algorithm is 
also retained. The step size C in eq.(9) is changed chaotically making use of one of 
the dynamic systems called the logistic map. 

 )]1(1[)1()( −−×−×= tCtCtC μ                         (10) 

Here, t is the iteration count and µ is a  parameter, 0 ≤  µ ≤ 4 which controls the 
variation of the chaotic sequence. The step size C is iteratively varied. The system at 

(10) displays chaotic behavior when µ=4 and { }0.1,75.0,5.0,25.0,0)0( ∉C . Fig. 1  

 

 
Fig. 1. Step length in CMBFA for  µ =4, C(t=0) =0.64 
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shows the variation of step length for C(0)=0.64. For  C(0) =(0.0, 0.25,0.5,0.75, 1.0) 
there will be no variation in step length with time.. 

4 Results and Discussion 

The performance of CMBFA is compared for  test systems having i) Prohibited 
operating zones(POZ) ii) ramp rate limits (RRL)and iii) transmission losses in 
addition to the iv)generating  capacity constraints and v) power balance equation. The 
optimal solutions are computed for i) Test case I: SED for three thermal generating 
units system [9] with POZ and RRL without losses ii) Test Case II:  Test case I with 
transmission losses iii) Test Case III:  IEEE 30-bus test system for SEED problem [7]. 
iv)Test Case IV:  The DEED for Test Case III for 24-hour load variation. Simulations 
were carried out using MATLAB 7.0.1 on a Pentium IV processor, 2.8 GHz. with 1 
GB RAM. The RRL is assumed as [.08,.11,.15,.18,.15,.18]. 

4.1 Parameter Setup and Effect of Bacteria Population 

For both BFA and CMBFA, the number of chemotactic steps is taken as 50, length of 
swimming loop and elimination dispersal loop are both set at 4 and number of iterations 
are 100. For the Test case I base load was 300 MW. Results for different bacteria counts  
are tabulated in Table 1. The standard deviation (S.D)  improves with bacteria count.  
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Fig. 2. Comparison of convergence characteristics of BFA and CMBFA for test case I 

Table 1. Effect of change in bacteria count on BFA performance: Test Case I (out of ten trials) 

Bacteria count Minimum Cost($/hr) Maximum Cost($/hr) Mean SD 

4 3482.86797 3484.91036 3483.1 0.3666 
6 3482.86749 3482.87451 3482.9 0.0020 
8 3482.86798 3482.88374 3482.9 0.0013 

10 3482.86796 3484.90744 3483.1 0.00046 

12 3482.86760 3482.86970 3482.9 0.00026 
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The CPU time required increases with bacteria count. The convergence behavior of 
BFA and CMBFA is plotted in Fig. 2. The CMBFA converges faster with CPU time 
0.1235s/iteration as compared to BFA with 0.2454s/iteration.  

The performance of CMBFA is compared with GA[9] APSO[10], AIS[11] and 
HBBO[12] in Table 2. The results of CMBFA are superior to others as minimum cost 
at zero constraint violation is achieved. In [10] and [12] the ramp rate limits for unit 
three are violated and in [9] and [11] the constraint violation (shown bold) is high 
which makes the result infeasible. 

Table 2. Comparison of best results for Test Case II  

Output(MW) CMBFA BFA HBBO[12] APSO[10] AIS[11 ] GA[ 9] 
P1   200.4637 205.88944 207.637 200.528 198.7575 194.26 
P2 78.3750   73.06689  87.2833 78.2776 77.99225  50 
P3 34.0000   34.0000   15.0000 33.9918 35.19886 79.62 

Total power 312.8387 312.9563 309.9203 312.7974 311.9486 323.88 
loss 12.8387   12.9572   9.9204 12.8364 11.816 24.011 

∑Pi -PD-PL 0.0 -0.0009  -0.0001 -0.039 0.1326 -0.131 
cost ($/h) 3634.7691 3635.1583 3619.7565 3634.3127 3624.44 3737.20 

4.2 Static/Dynamic Environmental Economic Dispatch (SEED/DEED) 

Table 3 compares BFA and CMBFA for best cost and best emission cases. The results 
of CMBFA are significantly better for both cases. To get the best compromise 
solution, the price penalty factor pf helps in obtaining a solution which gives equal 
weight to minimization of cost as well as emission. In Table 4, for Load 2.4 MW to 
2.8 MW, pf=4470.2746 and for larger values of Load, pf=5928.7134.   

Table 3. Comparison of best cost and emission solutions by BFA and CMBFA for Test Case III 

Variables BEST COST SOLUTION BESTEMISSION SOLUTION 
 BFA CMBFA BFA CMBFA 
P1(per unit) 0.10422553 0.1209 0.40409088 0.3953 
P2 (per unit) 0.28841535 0.2812 0.38769951   0.4304 
P3 (per unit) 0.58869564 0.6050 0.48109197 0.5386 
P4 (per unit) 0.94961114 0.9801 0.46402481 0.4238 
P5 (per unit) 0.54599832 0.5239 0.65923582 0.5584 
P6 (per unit) 0.38274581 0.3473 0.47191157 0.5214 
COST(&/h) 606.34386659 605.9438 637.61844944 641.5610 
EMISSION(ton/h) 0.22571781 0.2484 0.19512784 0.1937 
LOSS(MW/h) 0.02540773  0.0248 0.03407091 0.0339 
∑Pi -PD-PL 0.00028407 -0.0005 -0.00001635 -0.0000 
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Table 4. Best Compromise Solution for DEED using CMBFA for IEEE 30-bus system  

Hour P1 P2 P3 P4 P5 P6 Cost Emission LOSS LOAD 

H1 0.1195 0.5013 0.5483 0.4284 0.3586 0.4682 537.0861 0.2014 0.0242 2.4 
H2 0.2195 0.4582 0.5483 0.4930 0.3586 0.3946 541.6875 0.1993 0.0222 2.45 
H3 0.2195 0.3613 0.3683 0.6284 0.5386 0.4078 543.1863 0.2018 0.0240 2.5 
H4 0.2195 0.3613 0.3683 0.5149 0.5386 0.5946 570.7961 0.1997 0.0273 2.57 
H5 0.1195 0.5013 0.5483 0.5332 0.5386 0.3946 575.0908 0.2014 0.0256 2.61 
H6 0.2195 0.5013 0.3683 0.6284 0.4624 0.5115 586.9743 0.2004 0.0313 2.66 
H7 0.2195 0.5013 0.4559 0.6284 0.5386 0.3946 594.2952 0.1999 0.0283 2.71 
H8 0.2195 0.5013 0.5483 0.6284 0.4953 0.3946 605.0353 0.1997 0.0273 2.76 
H9 0.2165 0.5013 0.5483 0.6284 0.5386 0.3946 613.9105 0.1996 0.0278 2.8 
H10 0.2123 0.4881 0.5052 0.5288 0.5386 0.5920 632.0021 0.1975 0.0311 2.834 
H11 0.2195 0.4000 0.5483 0.6284 0.5386 0.5946 638.2734 0.2000 0.0293 2.9 
H12 0.2195 0.5013 0.5483 0.6284 0.5386 0.5256 646.3690 0.2169 0.0313 2.93 
H13 0.2195 0.5013 0.5483 0.5498 0.5386 0.5946 651.0041 0.1977 0.0321 2.92 
H14 0.2195 0.4706 0.5483 0.4921 0.5386 0.5946 633.4414 0.1974 0.0298 2.834 
H15 0.2195 0.5013 0.4200 0.5950 0.5132 0.5840 622.1056 0.1996 0.0332 2.8 
H16 0.2195 0.5013 0.5279 0.4284 0.5386 0.5946 627.1872 0.1966 0.0303 2.78 
H17 0.2195 0.5013 0.4460 0.6284 0.5386 0.3946 592.1582 0.2003 0.0284 2.7 
H18 0.2195 0.5013 0.5483 0.6284 0.3942 0.3946 583.2600 0.2012 0.0262 2.66 
H19 0.2195 0.3613 0.4250 0.5459 0.5386 0.5452 574.8516 0.2003 0.0257 2.61 
H20 0.2195 0.4623 0.4583 0.4799 0.4499 0.5266 572.2063 0.1984 0.0266 2.57 
H21 0.2195 0.3613 0.5483 0.4284 0.5386 0.4240 553.2874 0.1977 0.0202 2.5 
H22 0.2195 0.3613 0.5271 0.4284 0.5386 0.3946 541.7397 0.1979 0.0196 2.45 
H23 0.2195 0.3993 0.4255 0.4933 0.4307 0.4644 531.6621 0.1984 0.0226 2.41 
H24 0.2195 0.3613 0.3683 0.5697 0.3586 0.4854 512.8081 0.2018 0.0227 2.34 

5 Conclusions 

A chaotic micro BFA (CMBFA) is developed in this paper and its performance is 
compared with the classical BFA for four test cases having complex, discontinuous 
and non-linear objective functions and constraints. The test results clearly show that i) 
the consistency of classical BFA depends on bacteria count. The mean cost and S.D 
improved with bacteria count. ii) The CMBFA is found to be many times faster.iii) 
The CMBFA has got a superior performance as compared to classical BFA. iv) BFA 
and CMBFA both produce feasible solutions with full constraint satisfaction but 
CMBFA produced lower cost, emission and losses as compared to BFA. 
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Abstract. The Artificial Bee Colony or ABC is one of the newest additions to 
the class of Nature Inspired Algorithms (NIA) mimicking the foraging behavior 
of honey bees. In ABC, the food locations represent the potential candidate 
solution. In the present study an attempt is made to generate the population of 
food sources (Colony Size) adaptively with the help of proposed algorithm 
ABC-SAC (artificial bee colony with self-adaptive colony). ABC-SAC is 
further is modified by varying the behavior of bees in search of food and the 
corresponding variants are named as ABC-SAC1 and ABC-SAC2. The 
proposed algorithms are validated on a set of standard benchmark problems 
with varying dimensions taken from literature and the numerical results are 
compared with the basic ABC and one its recent variant gbest ABC, which 
indicate the competence of the proposed algorithms.  

Keywords: Artificial Bee Colony, Self Adaptive, Foraging behaviour, 
Optimization. 

1 Introduction 

Artificial Bee Colony (ABC) optimization algorithm is a population-based swarm 
intelligence algorithm that was originally proposed by Karaboga, Erciyes University 
of Turkey in 2005 [1] [2]. It simulates the foraging behaviour that a swarm of bees 
perform. In this algorithm there are three groups of bees, the employed bees (bees that 
determines the food source (possible solutions) from a prespecified set of food 
sources and share this information (waggle dance) with the other bees in the hive), the 
onlookers bees (gets the information of food sources from the employed bees in the 
hive and select one of the food source to gathers the nectar) and the scout bees 
(responsible for finding new food sources). A brief overview of the algorithm is given 
in section 2. Like other population based search algorithm, ABC starts with a 
population of potential candidate solutions which in case of ABC represent the food 
locations (flower patch etc.). The amount of nectar in the food source represents its 
goodness (fitness value). In the basic ABC, the number of food sources is fixed in the 
beginning of the algorithm. However, practically speaking it is very rare that the 
every patch will contain the same number of flowers. Keeping this in mind, in the 
present study we propose a modified variant of ABC in which the population of food 
sources change adaptively. The corresponding algorithm is named ABC-SAC which 
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is further modified into two variants ABC-SAC1 and ABC-SAC2. In ABC-SAC1, 
elitism is used where the bees are always guided towards the best food source (i.e. the 
one having the best fitness function value). In ABC-SAC2, both local and global 
explorations are kept into account. The remaining of the paper is organized as 
follows; in the next section we give a brief overview of the basic ABC algorithm. In 
section 3, the proposed variants are described. Numerical results are given in section 4 
and finally the paper concludes with section 5. 

2 Artificial Bee Colony Algorithm 

ABC is one of the newest algorithms based on the foraging behavior of insects. It tries 
to model natural behavior of real honey bees in food foraging. Since ABC algorithm is 
simple in concept, easy to implement, and has fewer control parameters, it has been 
widely used in many fields. ABC algorithm has been applied successfully to a large 
number of various optimization problems [3-10]. The colony of artificial bees contains 
three groups of bees: employed bees, onlookers and scouts. A bee waiting on the dance 
area for making a decision to choose a food source is called onlooker and one going to 
the food source visited by it before is named employed bee. The other kind of bee is 
scout bee that carries out random search for discovering new sources. The position of a 
food source represents a possible solution to the optimization problem and the nectar 
amount of a food source corresponds to the quality (fitness) of the associated solution. 
In the algorithm, the first half of the colony consists of employed artificial bees and the 
second half constitutes the onlookers. The number of the employed bees or the onlooker 
bees is equal to the number of solutions in the population. At the first step, the ABC 
generates a randomly distributed initial population of NP solutions (food source 
positions), where NP denotes the size of population. Each solution xi where i =1, 2,..., 
NP is a D-dimensional vector, where D is the number of optimization parameters. After 
initialization, the population of the positions (solutions) is subjected to repeated cycles, 
C =1, 2,..., MCN of the search processes of the employed bees, the onlooker bees and 
scout bees. An employed bee produces a modification on the position (solution) in her 
memory depending on the local information (visual information) and tests the nectar 
amount (fitness value) of the new source (new solution). Provided that the nectar 
amount of the new one is higher than that of the previous one, the bee memorizes the 
new position and forgets the old one. Otherwise she keeps the position of the previous 
one in her memory. After all employed bees complete the search process; they share the 
nectar information of the food sources and their position information with the onlooker 
bees on the dance area. An onlooker bee evaluates the nectar information taken from all 
employed bees and chooses a food source with a probability related to its nectar amount. 
As in the case of the employed bee, she produces a modification on the position in her 
memory and checks the nectar amount of the candidate source. Providing that its nectar 
is higher than that of the previous one, the bee memorizes the new position and forgets 
the old one. An artificial onlooker bee chooses a food source depending on the 
probability value associated with that food source pi, calculated as Eq. (1): 
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where fiti is the fitness value of the solution i which is proportional to the nectar 
amount of the food source in the position i and NP is the number of food sources 
which is equal to the number of employed bees. In order to produce a candidate food 
position from the old one in memory, the ABC uses the following Eq. (2): 

 
)( kjijijijij xxxv −+= φ

 (2) 

where k∈{1, 2, …, NP} and j∈{1, 2, …, D} are randomly chosen indexes. 
Moreover,     k ≠ i. Øij is a random number between [-1, 1]. It controls the production 
of neighbor food sources around xij and represents the comparison of two food 
positions visible to a bee. This can be seen from Eq. (2), as the difference between the 
parameters of the xij and xkj decreases, the perturbation on the position xij decreases, 
too. Thus, as the search approaches to the optimum solution in the search space, the 
step length is adaptively reduced. After each candidate source position is produced 
and evaluated by the artificial bee, its performance is compared with that of its old 
one. If the new food source has equal or better quality than the old source, the old one 
is replaced by the new one. Otherwise, the old one is retained. If a position cannot be 
improved further through a predetermined named “limit”, then that food source is 
assumed to be abandoned. The corresponding employed bee becomes a scout. The 
abandoned position will be replaced with a new food source found by the scout. 
Assume that the abandoned source xi, then the scout discovers a new food source to 
be replaced with xi. This operation can be defined as in Eq. (3): 
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where jxmax  and jxmin  are upper and lower bounds of parameter j, respectively. 

3 Proposed ABC-SAC Algorithms and Its Variant 

In the proposed ABC-SAC algorithm an attempt is to generate adaptive Colony Size. 
First of all we randomly generate some initial population of solutions, which at a later 
stage keep on changing adaptively. The Food Source position (NP) of subsequent 
generations is taken as the average of the population size attribute from all individuals 
in the current population as follows: 

Initialize the population of solutions xi,j,G. Then 
declare p as variable (Initialize p=0) 
 

for (i=0; i<FoodNumber; i++) 
 

int p = p +  Foods[i][D]; 
 

FoodNumber = (int) (p/FoodNumber) + 0.5);  
 

Where FoodNumber is the Colony Size (The number of food 
sources equals the half of the colony size) and Foods 
is the population of food sources. (Check population 
size for even as number of food sources equals the half 
of the colony size) 
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It can be observed from the above code that the population of food source (NP) 
depend on p and may vary in every generation. The only thing to be kept in mind is 
that the population size should be even in number as the number of the employed bees 
or the onlooker bees is equal to the number of solutions in the population. This is a 
profitable situation as it may reduce the number of function evaluations leading to a 
faster convergence. The population generated in each iteration, using the above code, 
is shown in Fig. 1. 

ABC-SAC1: The proposed ABC-SAC is further modified by including in it a concept 
of elitism, due to which the bees are always guided towards the best food source. 
Here, the food source is generated as follows: 

)( ,,1,, jkjrijjbestji xxxv −+= φ
 

where xbest,j indicates the best food location. The remaining notations have the same 
meaning as defined in the previous section. This particular modification will further 
aid in getting a faster convergence. The bees always look for the best solution. 

ABC-SAC2: In the other variant of the proposed ABC-SAC2 algorithm is further 
implemented to improve the exploitation of ABC by using the equation given below: 

)()( ,1,,,,, jrjbestjkjiijjiji xxCxxxv −+−+= φ
 

where C is taken as 1.5 and r1 is rand number between [0,1] . 
This variant is inspired from the Particle Swarm Optimization (PSO) [11] (though 

the equation is not exactly same) which takes care of global as well as local 
exploration so that the domain of the problem is thoroughly is explored. 

 

Fig. 1. Graph showing Colony Size (Population Size) (Dark line shows the adaptive colony) 

4 Parameters Settings and Comparison Criterion 

The ABC has certain control parameters that have to be set by the user. First of all it’s 
the population (number) of food sources (colony size) which is taken as 100 for ABC 
and for ABC-SAC and its variants ABC-SAC1 and ABC-SAC2. The percentage of 
onlooker bees is 50% of the colony, the employed bees are 50% of the colony and the 
number of scout bees is selected as one for ABC. The limit (or generation) is taken 
100. Random numbers are generated using inbuilt function rand() in DEVC++. 
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Besides comparing ABC-SAC and its variants ABC-SAC1 and ABC-SAC2 with 
basic ABC, we have also compared it with a latest variant of ABC called gbest ABC 
[11] in terms of best and mean fitness function values, standard deviation (SD) and 
average number of function evaluations (NFE). It should be noted here that according 
to literature in most of the ABC algorithms the stopping criteria is that of the number 
of cycles (or generations) however, in the present study we have considered NFE as a 
stopping criteria. The tests are repeated for 30 runs and the average number of 
function evaluations (NFE) is recorded. The maximum number of function 
evaluations is set 106. In every case, a run was terminated when an accuracy of 

20
minmax 10|| −<− ff was reached or when the maximum number of function 

evaluation was reached. Values lesser than 10-20 are treated as Zero (0). All 
algorithms are executed on Pentium IV, using DEV C++. 

5 Benchmark Problems, Results and Discussion 

The proposed ABC-SAC and its variants are validated on a set of 5 standard, scalable 
benchmark problems for different dimensions. The test problems are selected from 
[12]. The first four problems (Sphere, Griewank, Rastringin and Ackley) are tested for 
dimensions 30 and 60, while the remaining function (Schaffer) is tested for 
dimensions 2 and 3. The corresponding results are recorded in Tables 1 to 5. From 
these Tables we can see that all the proposed variants performed quite well in terms of 
NFE and fitness value. Among the proposed versions, ABC-SAC1 emerged as a clear 
winner outperforming the other algorithms and the remaining variants significantly. 
The performance curves of selected benchmark problems all the algorithms are  
 

Table 1. Best, mean, standard deviation (std) and number of functions evaluations (NFE) for 
Sphere Function 

 D = 30 

Algorithm Best Mean SD NFE 

ABC 5.26E-16 6.58E-16 1.32E-16 33620 

ABC - SAC 7.62E-18 8.94E-18 6.82E-18 27413 

ABC – SAC1 1.70E-19 2.54E-19 3.25E-18 23191 

ABC - SAC.2 3.30E-18 4.23E-18 1.91E-18 25672 

gBest (C =1.5) 2.04E-16 4.18E-16 7.36E-17 31312 

 D = 60 

Algorithm Best Mean SD NFE 

ABC 2.90E-15 3.12E-15 5.16E-15 45650 

ABC – SAC 4.23E-17 6.72E-17 1.05E-17 42124 

ABC – SAC1 3.44E-18 4.29E-18 1.33E-18 39766 

ABC - SAC.2 2.34E-18 3.57E-18 2.81E-18 41567 

gBest (C =1.5) 1.56E-16 1.43E-15 1.38E-16 43544 
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Table 2. Best, mean, standard deviation (std) and number of functions evaluations (NFE) for 
Griekwank Function 

 D = 30 

Algorithm Best Mean SD NFE 

ABC 3.31E-16 4.82E-16 8.67E-17 47780 

ABC - SAC 3.82E-18 5.07E-18 9.19E-18 40848 

ABC – SAC1 4.83E-19 5.04E-19 8.31E-19 37905 

ABC - SAC.2 5.62E-18 6.40E-18 9.73E-18 40131 

gBest (C =1.5) 1.01E-17 2.96E-17 4.99E-17 42831 

 D = 60 

Algorithm Best Mean SD NFE 

ABC 7.59E-15 9.54E-15 7.15E-16 57975 

ABC - SAC 8.65E-18 9.30E-18 4.80E-18 51695 

ABC – SAC1 7.39E-19 8.40E-19 1.24E-19 43658 

ABC - SAC.2 6.35E-18 9.00E-18 9.62E-18 40252 

gBest (C =1.5) 6.97E-16 7.55E-16 4.13E-16 51947 

Table 3. Best, mean, standard deviation (std) and number of functions evaluations (NFE) for 
Rastringin Function 

 D = 30 

Algorithm Best Mean SD NFE 

ABC 1.38E-13 2.19E-13 1.81E-13 74867 

ABC - SAC 7.98E-15 7.98E-15 1.69E-15 68002 

ABC – SAC1 5.39E-16 6.79E-16 1.40E-17 61040 

ABC - SAC.2 6.68E-15 8.87E-15 9.13E-16 65200 

gBest (C =1.5) 1.08E-14 1.33E-14 2.45E-14 71280 

 D = 60 

Algorithm Best Mean SD NFE 

ABC 2.29E-13 6.31E-13 2.63E-13 99342 

ABC - SAC 1.16E-15 4.20E-15 2.22E-16 73912 

ABC – SAC1 1.56E-16 5.01E-16 2.74E-16 67402 

ABC - SAC.2 6.45E-16 8.43E-16 9.52E-17 71035 

gBest (C =1.5) 1.40E-13 3.52E-13 1.24E-13 81430 

 
 
illustrated in Fig. 2. These figures clearly indicate the faster convergence of ABC-
SAC. The faster convergence of ABC-SAC1 is due to the presence of elitism which 
always guides the bees towards the best food source. This increases the convergence 
rate and results in smaller NFE. 
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Table 4. Best, mean, standard deviation (std) and number of functions evaluations (NFE) for 
Ackley Function 

 D = 30 

Algorithm Best Mean SD NFE 
ABC 1.01E-13 1.11E-13 1.22E-13 97140 
ABC - SAC 1.24E-14 2.01E-14 1.82E-14 83720 
ABC – SAC1 2.61E-15 4.44E-15 3.57E-15 76900 
ABC - SAC.2 9.02E-15 1.88E-14 2.23E-14 86620 
gBest (C =1.5) 2.02E-14 3.22E-14 3.25E-15 91404 

 D = 60 

Algorithm Best Mean SD NFE 
ABC 8.64E-13 9.18E-13 4.36E-13 109090 
ABC - SAC 5.28E-14 7.45E-14 1.94E-14 91834 
ABC – SAC1 8.36E-15 9.39E-15 4.84E-16 83195 
ABC - SAC.2 7.77E-14 9.11E-14 7.64E-14 88039 
gBest (C =1.5) 2.47E-14 1.00E-13 6.09E-15 95301 

Table 5. Best, mean, standard deviation (std) and number of functions evaluations (NFE) for 
Schaffer Function 

 D = 2 

Algorithm Best Mean SD NFE 

ABC 0 0 0 48760 

ABC - SAC 0 0 0 41820 

ABC – SAC1 0 0 0 32992 

ABC - SAC.2 0 0 0 33080 

gBest (C =1.5) 0 0 0 44500 

 D = 3 

Algorithm Best Mean SD NFE 

ABC 2.18E-16 5 .76E-16 1.62E-17 59900 

ABC - SAC 7.78E-18 9.48E-18 6.30E-18 47450 

ABC – SAC1 2.03E-19 7.56E-19 2.39E-19 39530 

ABC - SAC.2 2.03E-06 6.51E-18 2.86E-19 35720 

gBest (C =1.5) 1.01E-19 1.85E-18 1.01E-17 52502 
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Fig. 2. Convergence Graph of (a) Ackley and (b) Sphere function 
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6 Conclusion 

In the proposed study, we presented the concept of adaptive population of food 
sources for an Artificial Bee Colony algorithm. The corresponding algorithm named 
ABC-SAC was further modified by including elitism (ABC-SAC1) and by 
incorporating global-local exploration (ABC-SAC2) in it. It was observed that by self 
adapting the food sources, the performance of the basic ABC can be improved. It was 
also analyzed that this modification can be further improved by considering elitism as 
the proposed ABC-SAC1 showed better results in comparison to other variants. 
However, considering the narrow structure of the test bed we cannot make any 
concrete judgment about the performance the proposed ABC variants but by 
considering the results we may say that the proposed approach looks promising.  
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Abstract. The paper provides a new approach to multi-robot box pushing using 
a proposed Non-dominated Sorting Bee Colony (NSBC) optimization 
algorithm. The proposed scheme determines time-, energy- and friction-optimal 
solution to the box-pushing problem. The performance of the developed NSBC 
algorithm is compared to NSGA-II in connection with the box-pushing problem 
and the experimental results reveal that the NSBC outperforms NSGA-II in all 
the experiments. 

Keywords: multi-robot box pushing, friction compensation, non-dominated 
sorting bee colony optimization. 

1 Introduction 

Optimization problems with multi-objective functions are essential to many 
engineering problems. The box pushing problem, dealt with in this paper, is related to 
the well known “Piano Mover’s Problem”: given an arbitrary rigid polyhedral 
environment, find a continuous collision free path taking the object from a source 
configuration to a desired destination configuration.  

In the work proposed in this paper, two similar robots have to locally plan the 
trajectory of motion of the box in a complex terrain where the robot’s workspace has 
different friction coefficients in different regions. In [2], it has been attempted to 
satisfy multiple objectives concerning minimization of both time and energy required 
in local trajectory planning of the robots by NSGA-II. 

The work proposed in this paper is different in two main aspects. First of all, we 
have additionally considered the frictional forces offered by the contact surface to the 
box and it is also focused that the forces applied by robots must be sufficient to 
counteract to this frictional force. Secondly, the formulation of box- pushing as a 
multi-objective optimization problem, concerning minimization of time and energy 
required and the frictional force overcome by the robots while moving the box has 
been solved by a new algorithm, Non-dominated sorting bee colony optimization 
(NSBC), a sorting algorithm based on ABC, formulated by Karaboga et. al.  
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NSBC seems particularly suitable for this problem because of the following points: 
1) better solution quality 2) not requiring big number of colony size to solve 
optimization problem with high dimensions because of using exploitive process 
efficiently to converge minima and explorative process to provide sufficient diversity 
in the population 3) increased search efficiency as not being sensitive to the search 
ranges. It has also been verified in the paper that NSBC has outperformed NSGA-II in 
trajectory planning of the robots in all the different types of workspace. 

The remaining paper has been organized into sections as follows: In Section-2, a 
formulation of the problem is presented. In Section-3, a pseudo-code for solving the 
optimization problem using NSBC is provided and in Section-4, computer simulation 
for the problem has been laid down for comparison of results using NSBC and 
NSGA-II. 

2 Formulation of the Problem 

Suppose two robots  and  are applying forces perpendicularly at points E( , ) 
and F( , ) on the front edge BC of the box (Fig. 1). Let O ( , ) be the centre of 
gravity of the box . After being rotated by an angle  around the point ( , ) due to 
the forces applied by robots ( ) and ( ) the corresponding new co-ordinates 
of O, E and F become  
 = (1 ) + ( )= (1 ) + ( )   where,   = , , .           (1) 

 
 
 
 

  

Fig. 1. Position of the box before (solid line) 
and after rotation (dashed line)  

Fig. 2. Current (solid line) and next position 
(dashed line) of the box after rotation 

Now, the box is displaced by d unit (Fig.2) due to transportation forces applied by (  ) and (  ). The new position of the centre of the gravity is given as   ′ = + ; ′ = +                                       (2) 

We, now form two objective functions concerning minimization of time and energy 
[2], which have three components each, time and energy required for rotation ( , ), 
for translation of the box to the next position ( , ), and predicted cost required for 
the transportation of the box from the next to the goal position through a distance s 
( , ). The total time required ( ) and total energy consumption ( )are obtained as = + +                                                        (3) 
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= + +                                                          (4) = , = , = √ ;  = , = ( + )  , =          (5) 

where, J=mass moment of inertia, T= Torque, m=mass of the box, kt and are 
constants. 

In order to keep the distance of the nearest obstacle _  in the direction of 
movement as high as possible we introduce one penalty term in .  = + + + / _       with   = 500.                                   (6)    

The third objective function is about minimization of frictional energy consumption 
during translation of the box in the workspace having different frictional coefficients 
in different regions (Fig. 3) and is denoted by,  where  

=   where, =Coulomb force of friction=∑ .             (7) 

where, n = total number of point contacts between the two surfaces in contact which 
is dependent on dimension of the box and  and  represent the frictional 
coefficient of the surface and mass of the box at that point of contact. 
 

 

Fig. 3. Initial(blue) and final(red) position of the
box in workspace with different frictional co-
efficient  

Fig. 4. Forces applied on the box by robots
(Fr1 and Fr2) and contact surface (Fc) 

Considering the constraint that when the robots are rotating and translating the box, 
the combined force of the two robots must be greater than the frictional force offered 
by the surface in contact with the box, which is assumed to be acting on the centre of 
gravity of the box as (Fig. 4), we have the required condition as  +                                                        (8)  

So, with unit displacement of the box equation (9) has been modified to  

=∑ + /( + )                         (9) 

where, = acceleration due to gravity, and  is a constant which is taken as 100.  

and  are determined in a manner so that the terms on the right hand side of (9) 1nd 
(6) should be of same order of magnitude. 
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3 Solving Constraint Optimization Problem Using Non-
dominated Sorting Bee Colony Optimization (NSBC) 

In NSBC algorithm, the colony of artificial bees contains three groups of bees: 

• Onlooker: waiting on a dance area for making decision to choose a food source.  
• Employed: going to the food source visited by it previously. 
• Scout: carrying out random search. 

NSBC generates randomly distributed initial population P (g=0) of Np solutions (food 
source positions) Each solution Xi (i=0, 1, 2,…, Np-1) is a D dimensional vector. An 
employed bee produces a modification on the position (solution) in her memory 
depending on the local information (visual information) as stated by equation (2) and 
tests the nectar amount (fitness value) of the new source (new solution). After 
modification of food sources, all the parent and the child food sources are combined 
to form the merged population Rt i.e. Rt = Pt U Qt, which is of size 2Np. Here, the next 
population of food sources to be used by onlooker bees Pt+1 is constructed by 
choosing the best Np solutions from the merged population Rt. Each solution is 
evaluated by using its rank as a primary criteria and crowding distance as secondary. 
The ranking is done based on the non-domination [2].  An onlooker bee evaluates the 
nectar information from all employed bees and chooses a food source depending on 
the probability value associated with that food source, pi, calculated by the following 
expression:  

pi=domi/Np                                                     (10) 

Where domi is the number of solutions dominated by the solution i. Now,  
onlooker bee produces a modification on the position (solution) in her memory  
and checks the nectar amount of the candidate source (solution). Neighborhood  
food source  in the neighborhood of food source Xi is given as  = ( , , , … , ( ). . ( ), … , ( )).  The value of parameter in 

 solution is computed using the following expression: = + ( ) j∈ 0, 1 , ∈ 0, 1 , , ∈ 1,1   (11)                                

The entire parent and the child food sources after getting modified by onlooker bees 
are combined to form the merged population  i.e. = ∪ , which is of size 
2Np. As in case of employed bees, here also, using the methodology of non-
dominated sorting the non-dominated food sources are found out from merged 
population of size 2Np to form the resulting population of size Np. If a position 
cannot be improved further through a predefined number of cycles called ‘limit’, the 
food source is abandoned and is replaced by the scout randomly. 

 
Pseudo code: 
Input: Initial ( , ) and final CG ( , ) of the box, points of 
application of the two forces on the box by the two robots 
( , ) and ( , ) and a threshold value ∈. 
Output: Forces applied by the two robots to move the box and the 
rotational angle .  
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Begin 
Set: ; ; 
Repeat until | | <∈ //  = ( , ), G = ( , )// 

Call NSBC , , , , , ; , , , , ;Move-to ( , ); 
End. 
Procedure NSBC ( , , , , , ; , , , , ) 
Begin 
Initialize all food sources and place them in ; Set = ; 
Evaluate the fitness ( ) of the population. 
For Iter=1 to Maxiter do 
 For each employed bee do 
  Produce a new solution ′ from equation (11); 
  Calculate its fitness value and add both  and ′ in ; 
 End for; 
 Call NS ( , ); 
 For each onlooker bee do 
  Select the food source  depending on   as in (10); 
  Produce new solution ′  using the same equation (11); 
  Calculate its fitness value and add both  and ′  in ; 
 End for; 
 Call NS ( , );Initialize abandoned food source by scout; 
 Memorize the best solution obtained so far; 
 End for; 
 Update: 
   1. ( , ), ( , ), ( , ) using equation 1; 
   2. + ; +  ;      
   3. + ; +  ;      
   4. + ; +  ;      
 Return. 
Procedure NS ( , ) 
Begin 
Construct non-dominated front sets( , --);Set: =φ ,i=0; 

Repeat until | | + | |  
 

   = ∪ ;i=i+1; 
Sort  in descending order of crowding distance;  

= ∪First ( | |) elements of ; 
End. 

4 Experiment and Computer Simulation 

The experiment was carried out on a simulated environment on Intel Core 2 Duo 
processor architecture with clock speed of 2GHz. The structure of food source in 
NSBC used here is given below.  

 1    1   .  
 

Since all food sources in the Pareto front are equally good, to select the one among 
many possible solutions, we normalize both time, energy and frictional loss for the 
individual food source in the Pareto front. Let f1(i), f2(i) and f3(i) be the measure of 
time, energy and frictional energy loss for the i-th  food source in the Pareto front.  
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( ) = ( )∑ ( ) ; ( ) = ( )∑ ( ) ; ( ) = ( )∑ ( )                      (12) 

The above process is repeated for all food sources in the Pareto front and in each step 
of the movement the following product is taken. = ( ( ) ( ) ( ))                               (13)  

Now, the effective food source having smallest Pi is identified in each step to move 
the box by the robots. The significance of this work is that here we have considered 
frictional loss occurring during the push operation by the robots with non uniform 
distribution of frictional coefficient in the robots work space. In this work, the 
position of the obstacles is made to be user defined. The frictional coefficients can 
also be changed during the course of the program. The trajectory of the box translated 
by robots on a frictionless surface using NSBC is represented in Fig. 5. 
 

  

Fig. 5. Final configuration of the world map 
without friction compensation 

 

Fig. 6. Final configuration of the world map 
with static friction coefficients 

 

Now, we have considered that different regions of the surface have got different 
static friction coefficients. Under such circumstances, the trajectory of the motion the 
box has been depicted in Fig. 6. In Fig. 7 we have shown the trajectory of the box 
when frictional coefficients of different region in the workspace have been changed 
by user during the runtime of the program. All the required information to govern the 
motion of the box at each step is given in following TABLE 1-4. 

 

 

Fig. 7. Final configuration of the world map 
with dynamic friction coefficients 

Fig. 8. Final configuration of the world map
with friction compensation using NSBC
requiring 5 steps 
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Table 1. 

Position of Food Sources 
Steps      . m 

1 0.10 98.59 -0.753 0.10 400.00 2.316 
2 11.93 253.35 0.024 14.76 290.29 0.713 
3 5.55 412.23 -0.00043 0.10 99.53 2.736 

Table 2. 

Position of Centre of Gravity and Point of Rotation 

Steps  
1 274.50 230.60 98.59 30.00 
2 403.78 375.75 253.35 250.42 
3 447.93 425.29 412.22 368.22 

 

Table 3. Table 4. 

Time and Energy required and Frictional Force 
overcome by Robots in each Step 

Steps Time Energy Frictional 
Force 

1 1167.11 57.0077 23.167296 
2 81.488 5721.355 0.699257 
3 576.039 13.373 26.840160 

 

Total Time and Energy required and 
Frictional Force overcome by Robots 

Total Time Total 
Energy 

Total Frictional 
Energy 

1824.646 5791.7372 12141.501 
 

 
In Fig. 8, it has been shown how friction compensation has been achieved by NSBC-

based simulation. Initially the friction coefficient of the workspace is considered to be 
high ( = 40) as shown by yellow. But during the course of the program whenever less 
friction path has been provided ( = 10 in case of green and = 0.6 in case of brown), 
robots always follow the less friction path.  

The relative performance of NSBC- and NSGA-II-based simulation can be studied 
through the observation of the local trajectory planning by the robots and total time and 
energy required as well as total frictional energy overcome by robots to move the box 
from initial position to goal position and also by observing the number of steps required to 
reach their goals with NSBC and NSGA-II based algorithm as shown in following figures. 
NSBC seems to have marginally outperformed NSGA-II considering all the cases. 

 
 

 

Fig. 9. Final configuration of the world map 
using NSBC without friction requiring 3 steps 

Fig. 10. Final configuration of the world map 
using NSBC without friction requiring 5 steps 
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It is apparent from Table V that both energy consumption and frictional loss have 
been reduced by a margin of 26.46%, 60.81%, 79.45% and 0%, 21.28%, 34.68% 
respectively due to NSBC. But time required has been increased by 33.03%, 41.93% 
and 31.94% due to complexity involved in NSBC. 

 

 

Fig. 11. Final configuration of the world map 
using NSBC with static friction requiring 3
steps 

Fig. 12. Final configuration of the world map 
using NSGA-II with static friction requiring 6 
steps 

 

 

Fig. 13. Final configuration of the world map 
using NSBC with dynamic friction requiring 3
steps 

Fig. 14. Final configuration of the world map 
using NSGA-II with static friction requiring 8 
steps 

Table 5. 

 Total Time and Energy required and Frictional Force overcome by Robots 

Case  Total Time Total Energy Total Frictional Energy 
No friction NSBC 248.318189 14617.80759 0 

   NSGA-II 186.668398 19878.11030 0 
Static 

friction 
NSBC 522.226597 7091.913497 11876.664166 

   NSGA-II 367.938531 18094.81926 15086.676629 
Dynamic 
friction 

NSBC 1824.646972 5791.737231 12141.501548 
 NSGA-II 1382.992704 28193.83169 18587.646525 

5 Conclusion 

This paper provides a novel approach to handling box-shifting as a multi-objective 
optimization algorithm, and offers Pareto-optimal solutions in real time by utilizing 
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the power of optimization of the NSBC program. The approach to the problem is 
unique and is different from the classical behavior based and perceptual cues based 
multi-robot box-shifting problems.  
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Abstract. This paper provides an alternative approach to emotion recog-
nition from the outer lip-contour of the subjects. Subjects exhibit their
emotions through their facial expressions, and the lip region is segmented
from their facial images. A lip-contour model has been developed to rep-
resent the boundary of the lip, and the parameters of the model are
adapted using artificial bee colony (ABC) optimization algorithm to
match it with the boundary contour of the lip. An SVM classifier is
then employed to classify the emotion of the subject from the parame-
ter set of the subjects’ lip-contour. The experiment was performed on 50
subjects, and the average case accuracy in emotion classification is found
to be 86%.

Keywords: lip contour, artificial bee colony optimization algorithm,
support vector machine.

1 Introduction

Emotion recognition is currently gaining importance for its increasing scope
of applications in human-computer interactive systems. Several modalities of
emotion recognition, including facial expression, voice, gesture and posture have
been studied in the literature. Among the well-known methods of determining
human emotions, schemes proposed by Ekman and Friesen, Kobayashi and Hara,
Cohen et al. deserve special mention. However, we are afraid that there exists
hardly any significant work [3] on emotion recognition by a single facial feature.
This paper takes a serious attempts to recognize human emotion by considering
the lip-contour of the subject.

In this paper we select a 6-segments lip-contour model, whose individual seg-
ments can be tuned to all typical non-overlapped lip-contours by controlling
model parameters. An Artificial Bee Colony(ABC)optimization algorithm [1]

B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 610–617, 2011.
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is used to match the model lip-contour with the segmented lip boundary of a
subject. Experiments with 50 volunteers reveal that there exists a correlation
between the lip-contour pattern of the individual, and a specific emotion experi-
enced by the subject. This observation motivates us to design a classifier to map
the extracted parameters of the lip-contour model on to the emotional space. We
here, select a Support Vector Machine(SVM) classifier for classifying emotion.

The rest of the paper is divided into 5 sections. Section 2 offers the model-
ing issues of the human lip-contour.We introduce ABC algorithm in section 3.
Methodologies are discussed in section 4. Experiments and results are given in
section 5. The conclusions are listed in section 6.

2 The Proposed Lip-Contour Model

Until this time, there is no universally accepted model of lip-contour. In this
paper, we start with the elementary kiss curve (Fig. 1), and modify it at different
segments, as indicated in Fig. 2 to obtain an ideal model of the curve, capable of
capturing most of the non-overlapped lip-contours in different emotional states.
The basic equation of the kiss curve ( Fig. 1) is given by

y2 = (1 − x2)3,−1 ≤ x ≤ 1. (1)

The curve returns both positive/negative values of y for each value of x. We,
however, use the entire positive half of the curve, and a portion of the negative
half. The remaining negative half is replaced by a parabola for better matching
with lip profiles of the subjects. When the domain −1 ≤ x ≤ +1 is replaced by
[−l, +l] , expression (1) is written as

y =
(

1 −
(x

l

)2
) 3

2

(2)

To determine all except the segment GA in Fig. 2, we scaled the right hand side of
(2) and added one or more extra terms, as needed, and determine the parameters
of the new curve by setting suitable boundary conditions corresponding to the
corner points and axis crossings as listed in Table-1 and Table-2. The resulting
parameters are also given in the tables.

Fig. 1. The standard kiss curve Fig. 2. The proposed model of the lip
outer profile
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Table 1. The Proposed Lip Segments with boundary conditions

Table 2. Parametric Equations for the Proposed Lip Segments

Curve Seg-
ment

Presumed Equation Boundary
Condition

Parameter Obtained by
Setting the boundary ions

AB y = a1

(
1−

(
x
l

)2
) 3

2

+

a2

−l ≤ x ≤ −c

0 ≤ y ≤ h

a1 = h(
1−

(
c
l

)
2
) 3

2

a2 = 0

BC y = a3

(
1−

(
x
l

)2
) 3

2

+

a4x

−c ≤ x ≤ 0
h ≤ y ≤ a

a3 = a

a4 =
a
(
1−

(
c
l

)
2
) 3

2

−h

c

CD y = a5

(
1−

(
x
p

)2
) 3

2

+

a6x

0 ≤ x ≤ b

a ≤ y ≤ x

a5 = a

a6 =
s−a

(
1−

(
b
p

)
2
) 3

2

b

DEF y = a7

(
1−

(
x
p

)2
) 3

2

+

a82

b ≤ x ≤ p

s ≤ y ≤ −v

a7 = s+v(
1−

(
b
p

)
2
)

a7 = 0
a8 = −v

FG y = a9x
2 + a10x+ a11 p ≤ x ≤ 0

−v ≤ y ≤ −n

a9 = n−v
p2

a10 = 0
a11 = −n

GA y = ±
(
1− x2

) 3

2 0 ≤ x ≤ −l

−n ≤ y ≤ 0
y = −n

(
1−

(
x
l

)2
) 3

2
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3 The ABC Algorithm

The artificial bee colony optimization (ABC) technique is a population based
algorithm for numerical function optimization that draws inspiration from the
stochastic behavior of foraging in bees.In ABC trial solution, the population
directly affects the mutation operation since it is based on the difference of two
members of the population. Hence by this method the information of a good
member of the population is distributed among others due to the mutation
operation and greedy selection mechanism employed to obtain a new member
of the population. In the ABC, while the intensification process is controlled by
the stochastic and the greedy selection schemes, the diversification is controlled
by the random selection. In ABC algorithm, the colony of artificial bees contains
three groups of bees:

– A bee waiting on a dance area for making decision to choose a food source
is called an onlooker.

– A bee going to the food source visited by itself previously is named as em-
ployed bee.

– A bee carrying out random search is called a scout.

In ABC algorithm, the position of a food source represents a possible solution of
the optimization problem and the nectar amount of a food source corresponds to
the fitness of the associated solution. The number of employed bees and onlooker
bees is equal to the number of solutions in the population. The ABC algorithm
consists of following steps:

1. Generate randomly distributed initial population P (g=0) of Np food sources
where, each food source is of dimension D.

2. FOR each i-th employed bee do Generate neighborhood food source

X
/
i = (xi0, xi1, xi2, ..., xi(j−1), x

/
ij , xi(j+1), ..., xi(D−1)) (3)

with
x

/
ij = xij + u(xkj − xij) (4)

where, u is a random variable in [-1,1] and k ∈ (0, Np − 1), k �= i
and j ∈ (0, D − 1)
IF fit(X/

i ) > fit(Xi) THEN Xi = X
/
i

END FOR.
3. FOR each onlooker bee do Select food source Xi depending on probability

pi = fit(Xi)/
Np−1∑
j=0

fit(Xj) (5)

Generate X
/
i as in equation (3) and (4).

IF fit(X/
i ) > fit(Xi) THEN Xi = X

/
i

END FOR.
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4. If any food source is abandoned by employed bees, re-initialize the food
source by scout bee.
Repeat steps (1), (2), (3) and (4) until required condition is reached.

4 Methodology

4.1 Segmentation of the Lip-Contour

Several algorithms for the lip segmentation are available in the literature [2],
[3]. In this paper, we, however, employ fuzzy k-means clustering algorithm to
segment the lip region from the rest of the facial expression. In order to segment
the lip region, we first localize the mouth region as shown in Fig. 3.a. Then a
conversion from r-g-b to l-a-b color space is undertaken. The k-means clustering
algorithm is applied next on this image to get three clusters. The three clusters
are: skin, lip and teeth regions. The cluster with the highest intensity variance
in l-a-b color space is declared as the lip region. Thus we select the lip cluster
(Fig. 3.b) to determine the lip-contour.

Fig. 3. The segmented mouth region obtained by FCM algorithm

4.2 Parameter Extraction of a Given Lip-Contour Using Artificial
Bee Colony Optimization Algorithm

Artificial Bee Colony optimization(ABC) algorithm proposed by Karaboga and
Basturk [1] offers promising solution to a global optimization problem. In this
paper, we employ artificial bee colony as the optimization algorithm to determine
the lip parameters of a given subject carrying a definite emotion.Given a finite set
of selected points on the lip boundary of a segmented mouth region, and a model
lip curve, we need to match the response of the model curve with the selected
data points by varying the parameters of the model curve. The set of parameters
for which the best matching takes place between the model generated data points
and the selected lip boundary points are the results of a system identification
procedure adopted here.

Let, y = f(x) be the model curve. Then for all (x, y) lying on the curve, we
obtain G(x, y) = 1, and for all points y �= f(x), G(x, y) = 0. Let, L(x, y) = 1
for all valid data points on the outer boundary of a segmented lip. We use a
performance evaluation metric J, where

J =
∑
∀x

∑
∀y,y=f(x)

|G(x, y) − L(x, y)| (6)



Emotion Recognition from the Lip-Contour of a Subject 615

In ABC algorithm, we used J as the fitness functions, where we wanted to min-
imize J for all valid (x, y) on the lip boundary. The ABC considers 9-parameter
food sources, finds out the neighborhood food source by mutation operation, and
selects the best of the searched food source and the original food source to deter-
mine the parameter vector in the next iteration. This is done in parallel for NP
number of parameter vectors, where NP is the population size. The algorithm
is terminated when the error limit, defined by the difference of J’s between the
best of the previous and the current iteration is below a prescribed threshold.
The best fit parameter vector is the parameter set of the best model lip-contour
matched with a given lip boundary data points.

4.3 Emotion Classification from Measured Parameters of the
Lip-Contour Model

It is noted from a large number of lip-contour instances that there exist at least
two parameters of the lip model clearly distinctive of individual emotions. So,
any typical machine learning/statistical classifier can be employed to classify the
different emotional status from the parameter of lip-contour. In this paper, we
use Linear Support Vector Machine (SVM) [2] classifier for emotion classification
from the lip data.

In our basic scheme, we employed five SVM networks, one each for joy, anger,
sadness, fear and relaxation. The ith SVM network is trained with all of the
training instances of the ith class with positive levels, and all other training
instances with negative levels. The decision logic box driven by the five SVM
networks ultimately recognizes the emotion corresponding to the supplied feature
vector X.

The decision logic works in the following manner. If only one input of the
decision logic is +1, it infers the corresponding class number at the output. For,
example, if the SVM-disgust only generates a +1, the output of the decision
logic will be the class number for the emotion class: disgust.

When more than one input of the decision logic is +1, the decision is taken in
two steps. First, we count the number of positive instances falling in the small
neighborhood of the given pattern for each emotion class with its corresponding
SVM-output +1. Next, the emotion class with the highest count is declared as
the winner. The decision logic thus takes decision based on the principle of “ma-
jority voting”, which is realized here by the count of positive instances in the
neighborhood of the given test pattern. The “neighborhood” here is defined as a
9-dimensional sphere function around a given test pattern, considering it as the
center of the sphere. The radius of the sphere is determined from the measure-
ments of standard deviation in the individual features. The largest among the
standard deviations for all the features is considered as the radius of the “neigh-
borhood” in the data points, representing positive instances in a given emotion
class. The radius of different emotion classes here thus is different. This, how-
ever, makes sense as the data density (per unit volume in 9-dimensional hyper
space) for different emotion classes is non-uniform.
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5 Experiments and Results

The experiment has two phases. In the first phase, we determine weight vectors of
5 SVM classifiers, each one for one emotion class, including anger, disgust, fear,
happiness and sadness. We had 50 subjects, and for each subject we obtained 10
facial expressions for 10 different instances of each emotion. Thus for 5 emotions,
we had 50 facial expressions for individual subjects. Three out of 10 instances
of emotional expression are given in Table 3 for a subject.

Now, for each facial expression given in Table 3, we segmented the mouth
region by Fuzzy k-means clustering algorithm, and determined the optimal lip-
parameters: b, c, l, p, v, n, a, h and s by adapting the model lip-contour with

Table 3. Facial Expression for Subject 1 for Different Emotions

Emotion

Instances Anger Disgust Fear Happiness Sadness

1.

2.

3.

Table 4. Lip Parameters for Subject 1 for Different Emotions

Emotion Instanceb c l p v n a h s

HAPPY 1 55 63 226 228 55 194 25 14 0
2 46 80 221 249 36 241 44 52 44
3 45 69 221 228 49 156 49 54 49

SAD 1 39 38 170 149 38 64 64 81 75
2 37 45 171 152 38 45 45 66 53
3 38 40 164 159 17 67 67 79 74

FEAR 1 48 49 148 142 18 116 46 60 52
2 45 54 151 167 26 141 38 61 54
3 44 47 143 151 29 126 36 54 44

DISGUST 1 41 40 190 168 26 96 10 24 19
2 35 36 187 159 22 92 12 27 23
3 39 48 176 165 30 98 12 29 18

ANGER 1 36 48 147 143 33 133 31 49 40
2 32 48 161 168 25 134 26 45 35
3 33 39 140 144 25 127 42 53 49
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the outer boundary of individual segmented lips to have an optimal matching
between the two. This matching was performed by ABC algorithm. Table 4
shows the result of lip-parameters obtained from Table 3. The weight vectors
for the SVM classifiers for individual emotion of a subject are then identified.
This is done by first preparing a table with 10 positive and 40 negative instances
for each emotion classes of a subject. The weight vector for the given SVM-
classifier for the emotion class is determined in a manner, so that all the positive
and negative instances are separated with a margin of 2

‖W‖ . This is done for all
individual subjects separately.

The second phase of the experiment starts with an unknown facial expression
of a known subject. We first obtain mouth region from the image by Fuzzy
K-means clustering, and determine lip-parameter by ABC using the model-lip.
Now, we feed the lip-parameters to all the 5 SVM classifiers for the person
concerned. The output of one or more SVM-classifiers may be +1. The decision
logic then determines the emotion class of the unknown pattern.

6 Conclusion

The chapter proposed a new approach to emotion classification from the lip-
contour of the subjects experiencing a specific emotion. Experiments with large
number of subjects confirm that the proposed model can capture most of the
experimental lip-contour for a specific emotive experience of the subject. The
ABC algorithm used here is very fast and robust and thus can easily deter-
mine the parameters of the lip-contour. The SVM classifier, which is already an
established tool for pattern classification with high accuracy has been utilized
here for classifying lip parameters onto emotions. Experiments here too confirm
that the percentage accuracy in classification of emotion on an average is 86%
as obtained from the data set of 50 Indian subjects each having ten frames per
emotion.

References

1. Karaboga, D., Basturk Akay, B.: Artificial Bee Colony Algorithm on Training Arti-
ficial Neural Networks. In: IEEE 15th Signal Processing and Communications Ap-
plications, pp. 1–4 (June 2007)

2. Konar, A., Chakraborty, A.: Emotional Intelligence: A Cybernetic Approach.
Springer, Heidelberg (2009)

3. Bouvier, C., Coulon, P.-Y., Maldague, X.: Unsupervised Lips Segmentation Based
on ROI Optimisation and Parametric Model. U.Stendhal 46 av. F. Viallet, France
and LVSN, University Laval, Canada in IEEE (2007)



B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 618–625, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Software Coverage : A Testing Approach through Ant 
Colony Optimization 

Bhuvnesh Sharma, Isha Girdhar, Monika Taneja, Pooja Basia, Sangeetha Vadla,  
and Praveen Ranjan Srivastava 

Birla Institute of Technology and Science, Pilani Campus, India 
{bhuvnesh.bits,ishagirdhar,monicks1,pooja.basia,san3003.v, 

praveenrsrivastava}@gmail.com 

Abstract. Software Testing is one of the most important parts of the software 
development lifecycle. Testing effectiveness can be achieved by the State 
Transition Testing (STT) and path testing which is commonly used for carrying 
out functional and structural testing of software systems. The tester is required 
to test all possible transitions and paths in the system under built.   Aim of the 
current paper is to present an algorithm for generation of test sequences for state 
transitions of the system as well as path generation for CFG of the software 
code using the basic property and behavior of the ants. This novel approach 
tries to find out all the effective (or can say optimal) paths and test sequences by 
applying ant colony optimization (ACO) principle using some set of rules. This 
algorithm tries to give maximum software coverage with minimal redundancy. 

Keywords: Software Testing, Ant Colony Optimization (ACO), Genetic 
Algorithm (GA), State Transition Testing (STT), Test Data, Test Sequence, 
Control Flow Graph (CFG). 

1 Introduction 

Software Engineering [1] is an engineering discipline which focuses on developing 
high-quality software systems which are cost effective. It is a profession where in 
designing, implementation, and modifications of software are involved. Software 
Development Life Cycle [1] is a process of developing a system which involves 
different steps like investigation, analysis, design, implementation and maintenance. 
Through software testing an organization can gain consumers’ confidence towards  
the system [1]. Software testing is a labour intensive and very expensive task. It 
accounts almost 50 % of software development life cycle [2] [3]. Many testing tools 
and methodologies have been emerging in the field of software testing. Code 
coverage analysis is one such methodology, which helps in discovering the 
instructions in a software program that have been executed during a test run and helps 
in discovering how the testing can be further improved to cover more number of 
instructions during testing of a software program [2].  

This paper proposes an algorithm with tool, named ESCov (Efficient Software 
COVerage), which uses an ACO technique [4] to generate the optimal paths, to ensure 
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maximum coverage of structural as well as behavioral testing with minimal 
redundancy. The work is divided into two phases. In the first phase, maximum code 
coverage will be achieved via functional testing. For this optimized test sequences are 
generated by applying the ESCov, on the directed tree graph generated from the state 
chart diagram of the system.  After that for the obtained test sequences test data is 
generated manually while in the second phase, the same ESCov is applied on the CFG 
of the software code under test. Finally, test data is applied on the generated test 
sequences obtained in the second phase to validate the maximum coverage. 

2 Background Work 

Software testing is done with many approaches such as Particle Swarm Optimization, 
Genetic Algorithm, and Ant Colony Optimization etc. in which ACO is one of the 
effective approaches. A hybrid approach using ACO and a markov software usage 
model [5] can produce some better results for deriving a set of independent test paths 
for a software system. McMinn [6] discussed application of ACO for finding 
sequences of transitional statements in generating test data under evolutionary testing. 
Another approach for state based testing using an ACO is represented [7] in which 
only states are considered and not complete transitions. Many AI based techniques 
like Neural Networks, the black-box data processing structure is very complex and it 
provides a slow convergence speed [8]. Although the search in genetic algorithms is 
not exhaustive, the algorithm fails to find a global optimum of the fitness if get stuck 
in local extreme [9].  

Ant colony optimization is inspired by foraging behaviors of ant colonies, and 
target discrete optimization problem [4]. Real ants coordinate with each other by 
dropping and sensing a chemical level known as pheromone on the paths. Selection of 
path by ants depends on stochastic or probability theory. The main idea is the self 
organizing principle, which allows the highly coordinated behavior of real ants can be 
applied with the artificial agents, which collaborate to solve the complex 
computational problems. In the next section this paper proposed solution regarding 
total software coverage. 

3 Proposed Algorithm 

Purpose of the proposed Algorithm is providing the optimal path coverage for state 
transition diagram as well as CFG of the software under test. Selection of path 
depends upon the probability of the path. Ant will choose the path where the 
probability value is high. The probability value of path depends upon: probability 
value calculated by ant at each node for which it has pheromone value (τij), which 
helps other ants to make decision in the future, and heuristic information (ηij) of the 
path, which indicates the visibility of a path for an ant at the current vertex. In some 
cases if there are equal probabilities the ant will select any feasible path randomly. 
The architecture of the proposal is depicted in Figure 1. 
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Fig. 1. Architecture of ESCov 

In ESCov ant will calculate the probability based on the pheromone value and  
heuristic value. After the selection of a particular path ant  update the pheromone 
level as well as heuristic value. Pheromone level is increased according to last 
pheromone level but heuristic value is decreased according to the last heuristic value. 

An ant p at a vertex ‘i’ and another vertex ‘j’ which is directly connected to “i”, it 
means there is a path between the vertices ‘i’ and ‘j’ i.e. (ij). The use of variables 
and sets used in the ESCov is given below:  

 
1. Edge set: E = {(a, b), ()…} represents the set of all the edge(s) present in the 
graph. 

2. Vertex set: V = {a, b…} represents the set of all the nodes present in the graph. 

3. Track set: T = {{a, b…}, {a, c…}…} represents the set of traversed path(s) in the 
graph. 

4. Pheromone value: τ = τij (p) represents the pheromone level on the edge (i, j) from 
current vertex ‘i’ to next vertex ‘j’ for ant ‘p’. The pheromone level is updated after 
the particular edge traversed. This pheromone helps other ants to make decision in 
future.  

5. Heuristic value: η =   ηij (p)   indicates the desirability of a path for an ant at 
current vertex ‘i’ to vertex ‘j’ for ant ‘p’.  

6. Probability: Selection of path depends on probabilistic value of path because it is 
inspired by the ant behavior. Probability value of the path depends upon pheromone 
value τij (p) and heuristic information ηij (p) of path for ant p. There are α, β two more 
parameter which used to calculate the probability of a path.  These parameters α and β 
control the desirability versus visibility. α and β are associated with pheromone and 
heuristic value of the paths respectively. In the ESCov, values taken for α and β is 1. 

An algorithm is proposed for generating optimal paths for state transition diagram 
and CFG as well. 
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Algorithm for ant p 

Step 1: Initialize all parameter     
1.1 Set heuristic Value (η): for every edge 
initialize heuristic value η =1. 
1.2 Set pheromone level (τ): for every edge 
initialize pheromone value τ =1.  
1.3 α=1, β= 1 
Step 2: Run the algorithm 

2.1 WHILE indegree of end node(s) is not 

empty DO

2.2 Set current = start node 

2.3 LOOP 

 Evaluation at vertex i 

2.3.1 Update the Track Set–  

Push the current vertex i into the track set T 

2.3.2 At the ith node Get next nodes 

(check if there is a ‘self loop’) 

2.3.3 IF (there is a ‘self loop’) THEN 

2.3.3.1 Select that edge regardless of the 

probability 

2.3.3.2 Move to the selected node. 

2.3.3.3 Enter it in track set T. 

2.3.3.4 Delete the edge from E. 

(check if an edge is there to ‘End node’.) 

2.3.4 ELSE IF (there is a direct edge to ‘end 

node’) THEN 

2.3.4.1 Select that edge regardless of the 

probability 

2.3.4.2 Select the node  

2.3.4.3 Enter it in track set T 

2.3.4.4 IF outdegree > 1 AND  

     (no of end nodes) >1 THEN 

 Delete the edge from E 

2.3.4.5 ELSE IF indegree > 1 THEN 

 Delete the incoming edge from E 

2.3.4.6 ELSE IF indegree = 1 AND  

            outdegree = 1 THEN 

 Delete the incoming and outgoing edges 

from E 

2.3.4.7 END IF  

 BREAK (LOOP) 

2.3.5 ELSE 

2.3.5.1 Calculate the probability of all 

possible edges 
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2.3.5.2 Select the edge with max probability. 

2.3.5.3 Select the node. 

2.3.5.4 Update pheromone level and 

desirability factor of edge i,j as 

New τij = 2 * curr pheromone level of that 

edge 

New ηij = curr heuristic value of that edge / 4

2.3.5.5 SET current = selected node 

2.4 IF end node is not reached continue 

LOOP at Step 2.3 

2.5 End While  

4 Demonstration of Proposed Algorithm 

The example work is divided into two phases: The basis of software requirement 
model, a state transition model constructed for a system, the algorithm is applied on 
directed graph under state transition diagram of the system in first phase and in 
second phase a CFG of the program code should be considered as input. In both the 
cases, an ant  start from start node which would be specified by the user and it can 
generate a sequence of test cases. Test sequence depends upon the feasibility of path 
from the current vertex to other vertices and accordingly decision for further 
proceeding, and in the end, it give the optimal test sequences for the module under 
test. Here optimal means maximum coverage with minimal redundancy.   
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For the program taken under test, the state transition diagram and corressponding 
directed graph are given as below(for example)  in Figure 2 and 3 respectively. 

 

 

Fig. 2. The state transition diagram               Fig. 3. The directed graph for the STD 

The ESCov is applied on given diagram and the test sequences obtained alongwith 
the values calculated at each  node by the ants is given in tables (for respective ants). 

At node 0 (starting node) there is only one outgoing edge to node 1. Ant move to 
the next node since there is no need of selection. At node 1 there are three outgoing 
edges (1, 1) self loop, (1, 2) and (1, 3). The ant calculates the probability value using 
the probability formula for each edge. All edges have same probability vaue of 0.33. 
So ant select any edge randomly say it chooses (1,1), update the pheromone level and 
heuristic value and move to the node 1. Now edge (1, 1) be blocked according to the 
algorithm. Now at node 1 ant is left with only two options (1, 2) and (1,3). Since 2 is 
the end node and the algorithm makes the ant to move to the end node if it is directly 
connected to the current node, ant chooses (1, 2). Since the end node is encountered, 
the first ant stops, and the path can be calculated by traversing the edges and nodes 
covered by the ant. 

Ant 1  take the path mentioned in the table from the start node to the end node. 

 
Similarly, the second ant  generate a path from the starting node to the end node 

mentioned in the table 
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Test sequences generated by the two ants for the state transition diagram of the 
program under test are: 

Path 1: 0112 & Path 2: 0131345 

Here the ants have generated two test 
sequences and covered all nodes as well as edges 
so the coverage is 100%. 

Now the algorithm be applied to the CFG of 
the code and optimal paths would be generated. 
For the code under test (for example), the CFG is 
given in Figure 4. The path sequences obtained by 
applying the ESCov on the CFG are given in the 
tables given for individual ants. 

The optimal paths generated by ESCov are 

Path1:01234 
Path2:01111213 
Path 3:0123563567810 
Path4:01111214 
Path5: 0123563567910 

 
Illustration of path table for Ant 3 is shown in tabular representation as below  (for example): 

 

Fig. 4. CFG for source code 
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Here the ants have generated five paths and covered all nodes as well as edges so the 
coverage is 100% with minimal redundancy since no path is repeated. 

5 Analysis 

The main proposed advantage of the algorithm is the maximum coverage with 
minimal repetition. It is tried to be achieved by avoiding self loops to be executed 
repeatedly reducing the redundancy. The time complexity in best case is O (n*log n), 
but the same in average or worst case is O (n2). There is a constraint in the ESCov in 
case of functional testing; it only captures single transition in between two states. If 
there are more than one transition in between two states, then only one is considered 
and rest are left untraversed. 

6 Experimentation, Results and Discussion 

The ESCov, to prove its essence, is compared with predefined tools (say Q) for 
functional coverage [11] and for structural coverage (PPTACO) [10].  

Functional 
This paper used a class management system state machine diagram [11] as case study 
on which it gave 4 possible paths for transitions given in table as reported in [11]. The 
ESCov is then applied on the state chart diagram of the same case study which now 
produces 3 independent paths covering all the states and hence gives total coverage. 
Therefore, it shows the ESCov provides minimal number of repetitions producing 
maximum coverage. 

Structural 
The PPTACO tool along with path generation also calculates strength [10] for prioritizing 
the paths to be covered. But as shown the path generation algorithm using ACO has 
repetition in it but ESCov provides the same coverage with minimum repetition.  

 

The above graph shows the difference that the number of iterations increases if 
there is more scope of coverage. Every iteration gives a different path in the ESCov 
minimizing the redundancy.  
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7 Conclusion 

This paper proposes a model and tool named ‘ESCov’ for test sequence generation for 
state based testing and optimal path generation for structural testing using ant colony 
optimization. The result that is produced by applying proposed method is very 
encouraging.  To model the system state chart diagram and CFG are taken and the 
algorithm is applied over them. After successful execution of algorithm, it shows path 
sequence, which gives maximum coverage and minimum redundancy. This algorithm 
may be very useful and helpful for the testers in the software industry. A number of 
extensions and applications of this model may be possible by using the different meta-
heuristic techniques. 
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Abstract. The short term load forecasting (STLF) is required for the generation 
scheduling and the economic load dispatch at any time. The short term load 
forecast calculates the power requirement pattern for the forecasting day using 
known, similar previous weather conditions. This paper describes a new approach 
for the calculation of the short term load forecast that uses fuzzy inference system 
which is further optimized using an Ant Colony Optimization (ACO) algorithm. It 
takes into account the load of the previous day, maximum temperature, average 
humidity and also the day type for the calculation of the load values for the next 
day. The Euclidean norm considering the weather variables and type of the day 
with weights is used to get the similar days. The effectiveness of the proposed 
approach is demonstrated on a typical load and weather data. 

1 Introduction 

Forecasting is the establishment of the future expectations by analysis of the past data, 
or formations of the opinions; it helps in planning and operation of the system. One of 
the major roles of the forecasting is in the better utilization of resources and the 
estimation of the benefits out of it. In general, forecasting methods may be broadly 
classified as (i) quantitative and (ii) qualitative. The quantitative techniques include 
simple regression, multiple regression, time trends, moving averages etc [1]. The 
qualitative methods include Delphi method, Nominal group technique, Jury of 
executive opinion, scenario projection etc.  

The rapid growth of demand for energy in the last few decades and the depletion of 
the fossil fuel resources have given an impetus to the development of optimal energy 
planning in the power system utilization. In particular, the short term load forecasting 
(STLF) has gained importance and has put up greater research challenges due to the 
recent trend of the deregulation of the electricity industry. In case of the real time 
dispatch operation, any forecasting error causes more electricity purchasing cost or 
breaking penalty cost to keep up the electricity supply and the consumption balance. 
Several methods for the short term load forecasting are applied like the time series, 
regression analysis, exponential smoothing etc [2]. 

The load of the power systems is dependent on the weather conditions and the 
social conditions. The weather conditions include temperature, humidity, chill factor 
and wind speed etc., whereas the social conditions include, e.g., the holiday, working 
hours, demographic changes and changes in the living standards. Heinemann et al. [3] 
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have shown that the ratio of the summer to winter system peak load increased from 
90% in the year 1953 to 111% in the year 1964. The daily peak load can be mainly 
divided into two types of load that are basic load and the weather sensitive load [4]. 
The system load has been responsive to changes in the weather conditions; hence the 
system operators must be prepared for summer afternoons having the sudden large 
increase in the demands. A large percentage of summer weather sensitive loads 
depend on the relative degree of comfort or discomfort of the human beings. The 
treatment of winter daily system peak loads would be very similar in details [5]. To 
make such forecasts, it is necessary to examine the history of each component to 
establish the trends.  

The above factors complicate the load forecasting. We observe that, in the 
literature, multiple linear regression analysis based on the value of the previous load 
has traditionally been used for load forecasting. Recently, methods based on artificial 
intelligence, e.g., artificial neural networks, fuzzy logic, have also been discussed in 
the literature [6], [7], [8], [9], [10]. The artificial neural network does to produce 
promising result for STLF as it fails to respond properly with respect to rapid 
fluctuations in the data. Though there are many weather variables which affect the 
load, the major deciding variables are the temperature and the humidity [11]. In this 
paper, the proposed model takes into account the past month’s temperature and 
humidity, load of the previous hour, temperature of the present hour, temperature of 
the previous hour, average humidity of the present as well as the previous hour and 
the similar day types. 

This paper is organized as follows. Section 2 includes the data analysis part. The 
proposed forecasting method is presented in Section 3. Section 4 presents simulation 
results and is followed by the conclusion in Section 5. 

2 Variables Affecting the Load Pattern 

The analysis is carried out on data containing hourly values of the load, and average 
temperature and average humidity during that hour. A relationship between the load 
and the weather variables is presented here. 

2.1 Variation of Load with Temperature 

One of the most important weather variables that influence the load is temperature. A 
scatter plot of the given load and the hourly temperature values is presented in Fig. 1. It 
shows a positive correlation between the load and the temperature, i.e., demand of load 
increases as the temperature increases. 

2.2 Variation of Load with Humidity 

Humidity is another important weather variable which affects the load. Fig. 2 
represents a scatter plot of the average load and the average humidity. Here too, it is 
observed that the correlation between the load and the humidity is positive, i.e., the 
demand of load increases as the humidity increases. 
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Fig. 1. Plot between average load Vs average temperature 

 

 

Fig. 2. Plot between the average load Vs average humidity 

2.3 Relation between the Present and the Previous Hour Load 

The present hour load is dependent on the previous hour load as well as the load of the 
same hour of the previous day. Hence, in multiple linear regression models the effect of 
the previous hour load has also been considered. It is assumed that there is no significant 
change in the seasonal weather in one day and also not significant change in temperature 
or humidity in one hour. Accordingly, the pattern of load consumption will also be 
similar to the previous load consumptions.  Fig. 3 represents variation of the load 
consumption with the hours. It shows a cyclic behavior of the load consumption pattern; 
load consumption in weekdays is different from that of the weekend. 
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Fig. 3. The load consumption pattern Vs the hours 

3 Short Term Load Forecasting Using Fuzzy Inference 
Followed by Ant Colony Optimization 

3.1 Similar Day Selection 

To calculate the similarity between the forecast day and the searched previous days, 
the Euclidean norm with the weight factors is used. The value of the Euclidean norm is 
inversely proportional to the similarity, i.e., lesser is the value of the Euclidean norm 
more similar is that particular day to the forecast day. The Euclidean norm uses the 
maximum temperature, average humidity and the day type, each of which is associated 
with the weights. It gives a better method of the selection of the similar days as it 
contains the temperature, the humidity and also the day type. The weight factors 
associated with the temperature, humidity and the day type are calculated based on the 
historic data by using regression analysis on it. The expression for the Euclidean norm 
is given by: 

EN = (w1 * (ΔT) 2 + w2 * (ΔH) 2 + w3 * (ΔD) 2)0.5  (1) 

 ΔTmax = Tmax - Tmax
p    (2) 

 ΔHavg = Havg – Havg
p    (3) 

 ΔD = D - DP     (4) 

Here, Tmax and Havg are maximum temperature and average humidity respectively for 
the forecast day, Tmax

p 
 and Havg

p are maximum temperature and average humidity of 
the searched previous days. The weight factors w1, w2 and w3 are evaluated using the 
regression analysis on the historical data. The weights are used in the formula of the 
Euclidean norm for the scaling purpose. 
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3.2 Fuzzy Inference System 

The Euclidean norm alone should not be used for the forecasting process as it can have 
large value of mean absolute percentage error. Assuming the same trends of the 
relationship between the forecast day and the previous similar days as that of the 
current day forecast and its similar days, the similar days can be evaluated by using the 
previous forecast day and its previous similar days. 

The fuzzy inference system is used to evaluate the similarity between the previous 
forecast day and the previous similar days which results in the correction factors. The 
correction factors are used to correct the similar days of the forecast day to obtain the 
value of the load forecast. To evaluate the degree of the similarity, 3 fuzzy input 
variables are taken namely: 

EL
k = LP – Lps

k      (5) 

 ET
k = Tp – Tps

k      (6) 

 EH
k = Hp – Hps

k      (7) 

Here, Lp and Lps are the average load of the previous forecast and the previous kth 

similar day respectively. Similarly, Tp, Tps, Hp, and Hps are the corresponding 
variables for the temperature and humidity respectively. EL, ET and EH take the fuzzy 
set values low, medium and high. 

The fuzzy rules for the fuzzy inference system are based on the generalized 
knowledge of the effect of each of the variable on the load. If the membership of EL is 
µEL that of ET is µET and EH is µEH then the firing strength µ can be calculated using 
the min operator. 

µ = min (µEL

i

, µET

i

, µEH

i)     (8) 

The crisp value of the correction factors are then obtained by the centroid 
defuzzyfication scheme 

Wk = ∑ αi µi
k / ∑ µi

k    (9) 

Wk is the correction factor for the load curve on the kth similar day to shape the forecast 
day and the forecast curve for the next day is given by 

L (t) = 1/N [∑ (1 + Wk) * Ls

k (t)]   (10) 

Here, N is the number of the similar days taken and ‘t’ is hourly time from 1 to 24. 
The forecast results deviation from the actual values are represented in the form of 

Mean absolute percentage error (MAPE) [5], [6]. It is defined as follows: 

MAPE = (1/N) * (∑ ( |PA - PF| / PA ))  *100   (11) 

Here, PA and PF are the actual and the forecast values of the load, and N is the number 
of hours of the day i.e. N = 1, 2, 3… 24. 

3.3 Ant Colony Optimization 

Ant colony optimization (ACO) is a paradigm for designing meta heuristic algorithms 
for combinatorial optimization problems. The main underlying idea, loosely inspired 
by the behavior of the real ants is that of a parallel search over several constructive 
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computational threads based on local problem data and on a dynamic memory structure 
containing information on the quality of the previously obtained result. 

A combinatorial optimization problem is a problem defined over a set C = c1, c2, 
…, cn of the basic components. A subset S of the component represent the solution of 
the problem. F Subset of 2c is a subset of feasible solutions, thus a solution S is 
feasible if and only if S belongs to F. A cost function Z is defined over the solution 
domain Z : 2c -> R, the objective being to find a minimum cost feasible solution S* 
i.e. to find S* : S* belongs to F and Z(S*) <= Z(S) for all S belongs To F. 

A set of computational concurrent and asynchronous agents (a colony of ants) 
moves through the states of the problem corresponding to partial solutions of the 
problem to solve. They move by applying a stochastic local decision policy based on 
2 parameters called as Trails and Attractiveness. By moving each ant incrementally 
constructs a solution to the problem. The ant is a simple computational agent, which 
iteratively constructs a solution for the instance to solve. Partial problems solutions 
are seen as states. Each ant moves (performs a step) from state ι to another one φ; 
corresponding to a more complete partial solution. At each step σ, each ant k 
computes a set of Ak

σ(ι) of feasible expansions to its current state and moves to one of 
these in probability [12]. 

For the ant k, the probability pιφ
k of moving from state ι to state φ depends on the 

combination of 
1) Attractiveness (nιφ ) 
2) Trail Level (τιφ) 

= ∑( )        if  (ιψ)  tabu               0                               otherwise             (12) 

The move probability distribution is defined by pιφ
k to be equal to zero for all moves 

which are infeasible for ant’s k. The actual formula for the probability is given as 
below tabuk is the tabu list of ant k. α and β are the impact of trail and the impact of 
attractiveness respectively. 

After each iteration ‘t’ of the algorithm when all ants have completed the solution 
trails are updated by means of the formula:  

τιφ (τ) = ρτιφ (τ - 1) + Δτιφ.    (13) 

ρ is the evaporation coefficient and Δτιφ is the sum of contribution of all the ants. The 
value of the evaporation coefficient lies between 0 and 1 both included and it’s a user 
defined coefficient. 

The quality of the solution of the ant k would be the length Lk of the tour found by 
the ant and formula is given by  

   τij(t) = ρτij(t-1) + Δτij     (14) 

and  

Δτij = ∑ Δτijk    (k = 1..m)     (15) 
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Here, m is the number of the ants and Δτij is the amount of trail laid on the edge (i, j) 
by ant k. We are using this algorithm to optimize the input parameters of the fuzzy 
system i.e. (a1 to a6). 

3.4 Evaluation of the Algorithm 

1. {Initialization} Initialize τιφ and nιφ, for all ιφ. 
2. {construction} For each ant k (currently in state ι) 

do repeat: choose in probability the state to move 
into append the chosen move to the kth ants set tabuk 
until ant k has completed its solution. 

3. {Trail update} for each ant move (ιφ) do compute Δτιφ 
update the trail matrix. 

4. {Terminating condition} If not (end test) go to step 2. 

4 Simulation Results 

We use a real data set of load and weather variables collected over a fairly large 
period; to be precise it is a seven months data. The fuzzy inference system has been 
simulated using the fuzzy logic toolbox available in MATLAB and ant colony 
optimization algorithm has been implemented using programming in the MATLAB. 
The values of the parameters of the ant colony optimizations are α = 0.32, β = 0.59, ρ 
= 0.13, k = 100. 

Previous 30 days have been considered for selection of the 5 similar days (i.e., N = 
5) for the forecasting. The fig. 4, fig. 5 and fig. 6 describe the membership functions 
for the load, temperature and the humidity respectively. For the short term load 
forecasting, temperature and humidity values for the day for which we want to 
forecast the load, are available to power engineers/load forecaster through weather 
forecasting data which comes through atmospheric models for weather forecasting. 
Therefore, the present work uses the forecasted values of temperature and humidity, 
procured from atmospheric forecasting model, for the day for which load is being 
forecasted. These variables belong to a three valued fuzzy set, namely Low (L), 
Medium (M) and High (H), as shown in figs. 4–6. 

 

Fig. 4. Input membership for the load 
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Fig. 5. Input membership for the temperature 

 

Fig. 6. Input membership for the humidity 

Input parameters values to the fuzzy inference system, shown in figs. 4 – 6, are 
given in table 1 before and after the ant colony optimization. 

Table 1. Input membership parameters before and after Ant Colony Optimization 

 (a1, a2) (a3, a4) (a5, a6) 

Before optimization (-1200, 1200) (-10, 10) (-10, 10) 

After Ant colony Optimization (-15933, 16592) (-43.92, 45.35) (-14.54, 31.29) 

 
Correction factors (Wk) are calculated for the fuzzy inference system using the 

fuzzy input parameters both before optimization and after optimization using ant 
colony optimization technique and these are further used for calculating the forecasted 
load. Then the MAPE are calculated for both cases, which are given in table 2. 
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Table 2. MAPE before and after Ant Colony Optimization 

 
 
 
 
 
 
 
 
 
 
 

The forecasted load curves for four typical days of a week, the 24th  July, 25th July, 
26th July and 27th July, are given in figs. 7-10. 

 

 

Fig. 7. The hourly Load forecast for 24th July 

 

 

Fig. 8. The hourly Load forecast for 25th July 

Days of 
forecast 

MAPE before Ant colony 
optimization 

MAPE after Ant colony 
optimization 

24th July 1.48 % 0.96 % 

25th July 1.76 % 1.38 % 

26th July 2.55 % 2.07 % 

27th July 2.02 % 1.12 % 
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Fig. 9. The hourly Load forecast for 26th July 

 

 

Fig. 10. The hourly Load forecast for 27th July 

5 Conclusions  

A short term load forecasting methodology using the fuzzy inference system followed 
by ant colony optimization is proposed in this paper which not only takes into account 
the value of the present temperature and humidity but also the values of the previous 
hour temperature and the humidity including the day type. A Euclidean norm with the 
weight factors is used to evaluate the degree of the similarity with that of the forecast 
day where previous 30 days are used. In the proposed method a fuzzy inference 
system is initially prepared and then that fuzzy inference system is optimized using 
ant colony optimization algorithm which further improves the results. 

The results for the four representative days in the month of July are presented. The 
results obtained from the simulation gives good short term load forecasting data and 
they are within the range of 2.1 % MAPE.  Moreover, this method can yield more 
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accurate results if the historical data set is large including the previous year’s data 
such that the better seasonal trend can also be accounted for. 

In summary, we have proposed a methodology for short term load forecasting with 
fuzzy adaptive inference and the similarity along with ant colony optimization which 
uses temperature as well as humidity as the weather variables and which also provides 
the way to include more weather variables and other types of the optimization for the 
further research in the short term load forecasting process. 
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Abstract. The article presents a new approach to the evaluation process 
associated with the modification of the ant-based clustering algorithm. The main 
aim of this study is to determine the degree of impact of the proposed changes on 
the results of the implemented clustering algorithm, whose task is not only to 
obtain the lowest intra-group variance, but also to self-determine the amount of 
target classes. These modifications concern both a different way of choosing the 
radius of perception considering the neighborhood of objects in a search decision 
space, as well as a use of a completely different metric than the Euclidean one for 
calculating the dissimilarity of objects based on the components including the 
normalized angular correlation of objects under consideration. 

Keywords: ATTA, metaheuristics strategy, heuristic decision-making system, 
clustering data, data mining, unsupervised clustering. 

1 Introduction 

At time when a scientific and technological revolution has led to a breakthrough in 
the development of tools for transferring and presenting data, information and 
mechanisms of its exploration have become the primary objective of the research to 
develop not only new but also the continuous improvement of existing ways of 
exploratory data analysis. In this process, we can distinguish elements such as 
assessment of the possibility of grouping, clustering and validation of the obtained 
clusters. The first of these elements is to verify whether there are already some 
defined classes of objects in the set of data processed in the same space of possible 
observations. Only then we should apply the algorithm of grouping data by which we 
obtain the division of the set of objects such that the intergroup variance is as large as 
possible, while the intra-group variance is as small as possible. In this way, we aim to 
obtain the best coefficient of homogeneity of clusters created. This coefficient will be 
subject to the final stage of assessment validation. 

The following algorithms are the most commonly used in data clustering: the EM 
algorithm, ISODATA, k-means, MVC and CLUSTER/2. However, these algorithms 
are characterized by a large number of parameters, among which there is the key 
parameter that defines the number of groups of objects that should be obtained at the 
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end of the running process. The study [1] has shown, that in many cases, clusters 
existing in the world describe the normal distribution. The random variables are 
associated with the density function (1): 
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for Σ - the covariance matrix, μ - the center of a cluster, D – a number of dimensions 
of examples x. A number of classes in the available space is variable, especially for 
analysis in real time, when we talk about the process of continuous updating of data. 
Therefore, this situation eliminates the possibility of using well-known and elaborated 
methods of mathematical statistics. In view of this fact, the development of intelligent 
methods based on non-deterministic approaches is increasingly popular. An 
interesting solution in this area is the implementation of mechanisms belonging to the 
swarm intelligence, among which particularly promising results are obtained using 
ant-based algorithms [2,3,4,5,6]. The algorithm used here is based on a strategy of 
imitating the behavior of ants using a toroidal grid. The available set of data objects 
placed on the grid is subjected to cluster. These objects are arranged in such a way 
that elements belonging to the same class are in their immediate vicinity in the two-
dimensional space, whereas differing from each other in the present array of features 
are apart. Conception defined in this way caused the creation of such algorithms as 
Saca, ATTA, AntClass, ACLUSTER or the de Castro algorithm [6,7,8,9,10,14]. 
These algorithms vary in the function of determining the probability of raising and 
dropping objects (as well as the local density function f(x) on which they are 
dependent). They also vary in a strategy of the movement of agents and in the radius 
of agent perception, which directly affects the size of the neighborhood functions, 
essential for the calculation of probabilities. Another difference in approaches is 
implemented heterogeneity or homogeneity of the agents (ants), which affect the 
strategy associated with setting the algorithm parameters based on the memory of 
individuals in the population about the quality of their results received so far. 
Empirical studies conducted by the authors of publications as well as other 
researchers [7,11,12,13,14,15,16] have shown that, regardless of the structuring of 
data objects, the best results can be obtained by the Handl and Knowles [6] ATTA 
algorithm. It is a clustering algorithm based on the improved Deneubourg model [17], 
where the probability of raising an object met by an ant is equal to: 
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where kp is the threshold parameter, while f represents the ratio of the number of 
objects encountered by the agent on his way and the maximum number of objects that 
can be found in an established neighborhood. The probability of dropping the element 
transported by an ant is described by the following formula: 
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for kd meaning also the threshold. This idea, in case of the probability of both raising 
and dropping the object, has been subordinated in the ATTA algorithm to the local 
density function f(xi), which can be written as:  
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eliminate the possibility of dropping the object in the vicinity of δ elements 
significantly different from it. The value of increasing the probability of raising an 
object is described here by the equation: 
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and the probability of dropping an object is described as: 
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This approach ensures that the operations of raising and dropping objects under 
consideration are deterministic, for a very little value of the density function in the 
first case and a very high value in the second case. It is connected with the process 
accelerating the formation of clusters, but only in areas which consist of a large 
number of objects with similar attribute vectors. Moreover, in the algorithm, the 
process of clustering has been further accelerated by the introduction of memory for 
each ant enabling it to store information about previously performed actions, i.e., 
about the modification of positions of objects being transported earlier. 

2 The Approach 

Despite many significant advantages such as no need to pre-determine the number of 
clusters, the algorithm described here has also several disadvantages. The main one is 
a lack of stability of the obtained solutions. This is reflected, especially when we 
examine the data space with a small cardinality. Moreover, in case of a large number 
of collections, but with their low frequencies, the use of this algorithm leads to a 
number of resulting groups smaller than the real one. Can we fix this? The suggestion 



640 A. Lewicki, K. Pancerz, and R. Tadeusiewicz 

to solve this problem, which was proposed by the authors of the publication and 
preceded by empirical studies, involves modifying the linear dependence of the 
correlation of the main parameters of the algorithm, which are: a function of 
dissimilarity of compared objects and the α parameter indirectly associated with it, 
and the ratio of the tested neighborhood. A correlation value of the parameters for m 
elements of the considered data set can be defined as: 
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which leads to the simplified form: 
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where         are appropriate average values defined as: 
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In the ant-based clustering algorithm proposed previously by the authors, a similarity 
measure of feature vectors of compared objects takes into account the Euclidean 
metric. Meanwhile, the disadvantage of this approach is not only omitting vector 
components with very small dimensions, but also a very large computational time. 
Therefore, considering the components represented by the feature vectors of the 
analyzed elements, there can be applied here the previously unexplored approach 
based on metrics associated with the Jacquard coefficient, where the similarity of 
objects oi and oj is represented by the corresponding vectors of features. 
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where xik and xjk represent the k-th feature of the vectors of objects oi and oj, 
respectively. In view of the fact that, in the modified algorithm, the degree of 
dissimilarity of objects is taken into account, the formula must be converted to the 
form: 
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Another proposed change concerns the factor that defines the size of the tested 
neighborhood of the available solutions. Observation made previously, demonstrated 
the fact that, with increasing radius of ant perception, the number of objects, for 
which the value of the dissimilarity function is calculated (11), also increases. 
Therefore, this factor may be designated as d2 *δ2 for d which is the quotient of the 
smallest and the largest distance to the initialization size of the neighborhood. The 
formula defining the density function has the form: 
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The introduced modification should decrease the importance of the distance between 
the considered objects with increasing the radius of perception and, dependent on it, 
the size of the area of studied solutions. 

Evaluation tests of the proposed solution were carried out on three data sets 
(labeled with S1, S2 and S3). They contained 900, 400 and 90 objects, respectively, 
characterizing feature vectors which are attributes representing economic data on 
financial markets shared by WBK. Optimal values of the main parameters of the 
algorithm determined by manual tuning on the sample data model are presented in 
Table 1. 

Table 1. The adopted values of the initialization parameters of the implemented algorithm 

Parameters Value 
Number of ants 200 
Memory size 30 

Step size 100 
α 0.73 
δ 2 

 

In order to evaluate the results, the authors of the article compared the proposed 
method with the original ATTA algorithm and the reference k-means algorithm. The 
quality of the process of aggregation was measured using parameters such as the 
Dunn index, rand and F-measure. 

3 Results 

The results of the assessment of the proposed algorithm, the ATTA algorithm and the 
k-means algorithm made with the usage of three indexes for examined data sets are 
presented in Table 2. 

The results show clearly that the algorithm works well for smaller data sets, while for 
high-cardinality data the choice of k-means algorithm would be a qualitatively better 
approach. Nevertheless, the evaluation process demonstrated an advantage of the 
proposed modifications over the standard ATTA algorithm for each of the three test sets. 
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Table 2. Evaluation of the quality of the proposed algorithm compared to the ATTA algorithm 
and the k-means algorithm 

Data set Index 
ATTA 

algorithm 
K-means 
algorithm 

The proposed 
algorithm 

S1 Dunn index 1.031 1.211 1.116 
S1 Rand 0.563 0.578 0.576 
S1 F-measure 0.676 0.705 0.706 
S2 Dunn index 0.752 0.983 0.708 
S2 Rand 0.504 0.560 0.522 
S2 F-measure 0.473 0.678 0.574 
S3 Dunn index 1.227 0.770 1.391 
S3 Rand 0.886 0.875 0.889 
S3 F-measure 0.764 0.747 0.774 

 
In order to determine the impact of the target strategy and the approach based on 

the standard ant-based clustering algorithm to the linear dependency of parameters of 
the algorithm, there were also made calculations of the value of the correlation 
coefficient formula described previously (7). These results are presented in Table 3. 

Table 3. The impact of the proposed solution to the linear correlation of the main parameters of 
the algorithm 

Algorithm Data set The correlation coefficient 
ATTA S1 0.632280 
ATTA S2 0.415771 
ATTA S3 0.486394 
The proposed algorithm S1 0.132473 
The proposed algorithm S2 0.106767 
The proposed algorithm S3 0.124522 

 
An analysis of the results listed in Table 3 shows that the proposed approach 

resulted also in a significant reduction of the coefficient of linear correlation between 
the parameters of the algorithm, which, for the standard ATTA algorithm, had a 
noticeable impact because the value (which is up to 1.0) oscillated here within 0.41 to 
0.63. 

4 Conclusions 

Modifications of the algorithm proposed by the authors, inspired by the behavior of 
ants, whose main advantage is the return of satisfactory results, despite the lack of 
information about the number of resulting classes, show that a solution based on the 
metric with the Jacquard factor and modification of a decisive factor for the vicinity 
of the tested space have influence on reducing the linear dependence of the main 
parameters of the algorithm. For the studied data sets, a solution found by the 
algorithm was also burdened with an error smaller than for the original algorithm and 



 The Use of Strategies of Normalized Correlation  643 

the k-means algorithm. Although experiments have shown that the k-means algorithm 
achieved significantly better results than the accepted method of solving a defined 
problem, it should be noted that, in case of a non-deterministic algorithm, we cannot 
talk about the knowledge of the available data structures, while its advantages can 
include independence from the dimensionality of data. 

Therefore, in the next step in the near future, research should attempt to determine 
the quality of the proposed solutions for incomplete data sets and data sets containing 
clusters of an irregular shape. For this type of data, there can be proved that, in fact, 
the division into the appropriate clusters is not strongly dependent on the modified 
parameters of the algorithm, and a very important role may be played by a selection 
of fine-tuning strategies for the α coefficient. It seems to be probable that the case, 
when features describing the objects being compared are characterized by a different 
factor of importance, may be problematic. Therefore, further experiments should 
include the use of a metric taking into account the importance of a given attribute of 
the object under consideration, with the possibility of using measures of similarity for 
the features of various types. 
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Abstract. This paper focuses on clustering of time series discrete data.
In time series data, each instance represents a different time step and
the attributes give values associated with that time. In the presented
approach, we consider discrete data, i.e., the set of values appearing in a
time series is finite. For ant-based clustering, we use the algorithm based
on the versions proposed by J. Deneubourg, E. Lumer and B. Faieta.
As a similarity measure, the so-called consistency measure defined in
terms of multistage decision transition systems is proposed. A decision
on raising or dropping a given episode by the ant is made on the basis
of a degree of consistency of that episode with the knowledge extracted
from the neighboring episodes.

Keywords: ant based clustering, consistency measure, episodes, rough
sets, time series.

1 Introduction

In data mining, we encounter a diversity of methods supporting data analysis
which can be generally classified into two groups, called supervised and unsuper-
vised learning, respectively (cf. [2]). One of unsupervised approaches investigated
by us is clustering of data. In the paper, we consider the ant-based clustering
algorithm based mainly on versions proposed by Deneubourg [4], Lumer and
Faieta [9]. The ant-based clustering algorithm discovers automatically clusters
in numerical data without prior knowledge of possible number of clusters. It is a
very important feature in the preliminary step of data analysis. Clustering algo-
rithms examine data to find groups (clusters) of items (objects, cases) which are
similar to each other and dissimilar to the items belonging to other groups. The
concept of dissimilarity or dual similarity is the essential component of any form
of clustering that helps us to navigate through the data space and form clusters.
We try to incorporate into the ant-based clustering algorithm a consistency mea-
sure defined for temporal data (see [12], [13]). This consistency measure plays a
role of a similarity measure.

The consistency factor is defined in terms of multistage decision transition
systems (MDTSs) proposed in [12] to describe transitions among states observed
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in the given systems. If we are interested in sequences of changes of states, then
we may represent such changes by means of polyadic transition relations over the
sets of states. A given MDTS represents such a relation. Each object in MDTS is
referred to as an episode. We can extend a given MDTS by adding new episodes
to it. Next, we can answer an important question: ”what is a consistency factor
of a new episode added to MDTS with the knowledge included in MDTS?”. A
proper algorithm enabling us to answer this question is shown in Section 3.

We consider time series discrete data as the data to be clustered. In time
series data, each instance represents a different time step and the attributes give
values associated with that time. In the presented approach, we consider discrete
data, i.e., the set of values appearing in a time series is finite. It follows from
the approach to calculating the consistency measure. We assume that multistage
decision transition systems include only discrete values of attributes. In case of
continuous values, there is a need to define another relation between episodes.

In the literature, there have been proposed various algorithms combining clus-
tering with fuzzy or rough set theory (cf. [3], [10], [11]). Our method differs from
those proposed in the literature as we use a different way to compute a similarity
measure (in our approach, it is based on the knowledge expressed by the rules
determining transitions between states in time series data).

2 Basic Notions

A concept of an information system is one of the basic concepts of rough set
theory. Information systems are used to represent some knowledge of elements
of a universe of discourse. An information system is a pair S = (U, A), where
U is a set of objects, A is a set of attributes, i.e., a : U → Va for a ∈ A, where
Va is called a value set of a. A decision system is a pair S = (U, A), where
A = C ∪ D, C ∩ D = ∅, and C is a set of condition attributes, D is a set of
decision attributes. Any information (decision) system can be represented as a
data table whose columns are labeled with attributes, rows are labeled with
objects, and entries of the table are attribute values.

Let S = (U, A) be an information system. Each subset B ⊆ A of attributes de-
termines an equivalence relation on U , called an indiscernibility relation Ind(B),
defined as Ind(B) = {(u, v) ∈ U × U : ∀

a∈B
a(u) = a(v)}. The equivalence class

containing u ∈ U is denoted by [u]B.
Let X ⊆ U and B ⊆ A. The B-lower approximation BX of X and the B-

upper approximation BX of X are defined as BX = {u ∈ U : [u]B ⊆ X} and
BX = {u ∈ U : [u]B ∩ X �= ∅}, respectively.

A temporal information system is a kind of an information system S = (U, A),
with a set U of objects ordered in time, i.e., U = {ut : t = 1, 2, . . . , n}, where
ut is the object observed in time t. By a time window on S of the length λ
in a point τ we understand an information system S′ = (U ′, A′), where U ′ =
{uτ , uτ+1, . . . , uτ+λ−1}, 1 ≤ τ , τ + λ − 1 ≤ n, and A′ is a set of all attributes
from A defined on the domain restricted to U ′. The length λ of S′ is defined
as λ = card(U ′). In the sequel, the set A′ of all attributes in any time window
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S′ = (U ′, A′) on S = (U, A) will be marked, for simplicity, with the same letter
A like in S.

3 Consistency Measure

A dynamic information system proposed by Z. Suraj in [15] includes information
about transitions between states observed in a given system. It means that the
dynamics is expressed by a transition relation defined in a dynamic information
system and the term of a dynamic information system should be understood in
this sense. Here, we give some crucial notions concerning dynamic information
systems.

A multistage transition system is a pair MTS = (U, T ), where U is a nonempty
set of states and T ⊆ Uk is a polyadic transition relation, where k > 2. A
multistage dynamic information system is a tuple MDIS = (U, A, T ), where
S = (U, A) is an information system called the underlying system of MDIS
and MTS = (U, T ) is a multistage transition system. The underlying system
includes states observed in a given system whereas a transition system describes
transitions between these states.

Let S = (U, {a}) be a temporal information system representing a time series,
where U = {ut : t = 1, 2, . . . , n}. On the basis of S, we can define a multistage
transition system MTS, and next, a multistage dynamic information system
MDIS. S is an underlying system for MDIS. For each τ = 1 . . . n − λ + 1, we
create a time window S′ = (U ′, {a}), where U ′ = {uτ , uτ+1, . . . , uτ+λ−1}. We ob-
tain n−λ+1 time windows of the length λ. All sequences (uτ , uτ+1, . . . , uτ+λ−1)
of objects define a polyadic transition relation T ⊆ Uλ.

Each element of a multistage transition relation T in a multistage dynamic
information system MDIS = (U, A, T ) is a sequence of states (from the set U),
which can be referred to as an episode. The episode is, in fact, a fragment of a
time series. This fragment has a fixed length.

Let MDIS = (U, A, T ) be a multistage dynamic information system, where
T ⊆ Uk. Each element (u1, u2, . . . , uk) ∈ T , where u1, u2, . . . , uk ∈ U , is called
an episode in MDIS.

We can use a suitable data table to represent a multistage transition system.
Such a table will represent the so-called multistage decision transition system.
Let MTS = (U, T ) be a multistage transition system. A multistage decision
transition system is a pair MDTS = (UT , A1∪A2∪ . . .∪Ak), where each t ∈ UT

corresponds exactly to one element of the polyadic transition relation T whereas
attributes from the set Ai determine values from the i-th domain of T , where
i = 1, 2, . . . , k. If we consider a time series described by one attribute, then
each episode t ∈ UT in MDTS = (UT , A1 ∪ A2 ∪ . . . ∪ Ak), where A1 = {a1},
A2 = {a2}, ..., Ak = {ak}, can be presented as a vector

〈
a1(t), a2(t), . . . , ak(t)

〉
.

For a given multistage decision transition system, we can consider its ele-
mentary decision transition subsystems defined as follows. An elementary deci-
sion transition subsystem of a multistage decision transition system MDTS =
(UT , A1∪A2∪ . . .∪Ak) is a decision transition system DTS(i, i+1) = (UT , Ai∪
Ai+1), where: i ∈ {1, ..., k − 1}.
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Now, we recall some important notions concerning extensions of multistage
decision transition systems given in [12].

Any nontrivial extension of a given multistage decision transition system
MDTS = (UT , A1 ∪ A2 ∪ . . . ∪ Ak) includes new episodes such that for each
episode t∗ we have a(t∗) ∈ Va for each a ∈ (A1 ∪ A2 ∪ . . . ∪ Ak).

Let DTS(i, i + 1) = (UT , Ai ∪ Ai+1) be the elementary decision transition
subsystem. For each attribute a ∈ Ai and the new episode t∗, we can transform
DTS(i, i+1) into the system with irrelevant values of attributes. If a(t∗) �= a(t),
where t ∈ UT , then we replace a(t) by the value * (denoting an irrelevant
value). This means that we create a new system for which appropriate sets
of attribute values are extended by the value *. The transformed system can
be treated as an incomplete system. Therefore, instead of an indiscernibility
relation and equivalence classes, we use a characteristic relation and charac-
teristic sets (cf. [6]). For the transformed elementary decision transition sub-
system DTS(i, i + 1) = (UT , Ai ∪ Ai+1), we define a characteristic relation
R(Ai). R(Ai) is a binary relation on UT defined as R(Ai) = {(t, v) ∈ U2

T :
[∃a∈Aia(t) �= ∗] ∧ [∀a∈Ai(a(t) = ∗ ∨ a(t) = a(v))]}.

For each t ∈ UT , a characteristic set KAi(t) has the form KAi(t) = {v ∈
UT : (t, v) ∈ R(Ai)}. For any X ⊆ UT , the Ai-lower approximation of X is
determined as AiX = {t ∈ UT : KAi(t) �= ∅ ∧ KAi(t) ⊆ X}.

Let DTS(i, i + 1) = (UT , Ai ∪ Ai+1) be an elementary decision transition
subsystem, a ∈ Ai+1, and va ∈ Va. By Xva

a we denote the subset of UT such
that Xva

a = {t ∈ UT : a(t) = va}.
For each episode t∗ from the extension MDTS, we define a consistency

factor of t∗ (see [12], [13]). For a given multistage decision transition system
MDTS = (UT , A1∪A2∪. . .∪Ak) we create a family DTS of elementary decision
transition subsystems, i.e., DTS = {DTS(i, i+ 1) = (UT , Ai ∪Ai+1)}i=1,...,k−1.
Next, the consistency factor ξDTS(i,i+1)(t∗) of the episode t∗ with the knowledge
included in DTS(i, i+1) is computed for each subsystem DTS(i, i+1) from the
family DTS. Finally, the consistency factor ξMDTS(t∗) of the episode t∗ with
the knowledge included in MDTS is calculated as:

ξMDTS(t∗) =
k−1

O
i=1

ξDTS(i,i+1)(t∗),

where O denotes an aggregation operator. The consistency factor ξDTS(i,i+1)(t∗)
of the episode t∗ with the knowledge included in DTS(i, i + 1) is calculated as:

ξDTS(i,i+1)(t∗) = 1 − card(ŨT )
card(UT )

,

where:
ŨT =

⋃
a∈Ai+1

⋃
va∈Va

{AiXva
a : AiXva

a �= ∅ ∧ a(t∗) �= va}.

A consistency factor may be calculated using Algorithm 1. In this algorithm, we
assume an arithmetic average as an aggregation operator.
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Algorithm 1. Algorithm for computing a consistency factor of an episode
belonging to the extension of a given multistage decision transition system

Input : A multistage decision transition system
MDTS = (UT , A1 ∪ A2 ∪ . . . ∪ Ak), an episode t∗ from any extension
of MDTS.

Output: A consistency factor ξMDTS(t∗) of the episode t∗ with the knowledge
included in MDTS.

s ←− 0;
for each elementary decision transition subsystem
DTS(i, i + 1) = (UT , Ai ∪ Ai+1) of MDTS do

Compute ξDTS(i,i+1)(t
∗) using Algorithm 3 (treat DTS(i, i + 1) as a

decision system and t∗ as an object added to the decision system);
s ←− s + ξDTS(i,i+1)(t

∗);
end
ξMDTS(t∗) ←− s

k−1

Algorithm 2. Algorithm for computing a consistency factor of an object
belonging to the extension of a decision system

Input : A decision system S = (U, A ∪ D), a new object u∗ added to S.
Output: A consistency factor ξS(u∗) of the object u∗ with the knowledge

included in S.
Ũ ←− ∅;
for each d ∈ D do

Create a copy S′ = (U, A ∪ D) of S;
for each u ∈ U in S′ do

for each a ∈ A in S′ do
if a(u) �= a(u∗) then

a(u) ←− ∗;
end

end

end
Remove each object u ∈ U in S′ such that ∀

a∈A
a(u) = ∗;

for each vd ∈ Vd do
Xvd

d ←− {u ∈ U : d(u) = vd};
if CXvd

d �= ∅ then
if d(u∗) �= vd then

Ũ ←− Ũ ∪ CXvd
d ;

end

end

end

end

ξS(u∗) ←− 1 − card(Ũ)
card(U)

;
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Algorithm 3. Algorithm for Ant Based Clustering
for each episode t ∈ UT do

Place t randomly on a grid G;
end
for each ant aj ∈ Ants do

Place aj randomly on a grid place occupied by one of episodes from UT ;
end
for k ← 1 to nit do

for each ant aj ∈ Ants do
if aj is unladen then

if place of aj is occupied by dropped episode t then
Draw a random real number r ∈ [0, 1];
if r ≤ ppick(t) then

set t as picked;
set aj as carrying the episode;

end

else
move aj randomly to another place occupied by one of episodes
from UT ;

end

else
Draw a random real number r ∈ [0, 1];
if r ≤ pdrop(t) then

move t randomly to a new place on a grid;
set t as dropped;
set aj as unladen;

end

end

end

end

4 Ant Based Clustering

The ant based clustering algorithm used in our experiment is mainly based on
the versions proposed by Deneubourg [4], Lumer and Faieta [9]. There has been
introduced a number of slight modifications that adjust the algorithm to the
considered problem. For more details, the reader is referred to papers devoted to
different studies on features and modifications of Lumer and Faieta’s algorithm
for data clustering (for example, see [1], [5], [7], [8]). Here, we present only
the most significant information. Algorithm 3 may be used to cluster episodes
appearing in a given time series. Let MDTS = (UT , A1 ∪ A2 ∪ . . . ∪ Ak) be
a multistage decision transition system representing episodes in a time series.
UT is a set of episodes being clustered (the size of UT is n), nit is a number
of iterations performed for the clustering process, Ants is a set of ants used in
the clustering process, ppick(t) and pdrop(t) are probabilities for the picking and
dropping operations made for a given episode t, respectively (see Formulas 1
and 2).
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For picking and dropping decisions the following threshold formulas are used

ppick(t) =

{
1−floc(t)
1+floc(t) if floc(t) < 0.95
0.95 otherwise

(1)

and
pdrop(t) = f4

loc(t) (2)

respectively, where floc is a neighborhood function. floc(t) = ξMDTS∗(t), where
MDTS∗ includes only those episodes from MDTS which are placed in a local
neighborhood of t. This local neighborhood is built from the cells on a grid
surrounding locally the cell occupied by the episode t.

5 Experiments

Basic experiments validating the proposed approach were carried out on ar-
tificial data. We have clustered different time series (episodes) of three shapes:
sinusoidal, cosinusoidal and exponential. Time series have been transformed into
the so-called delta representation, i.e., attribute values have been replaced with
differences between current values and values of previous instances. After trans-
formation, each time series was a sequence consisting of three values: -1 (de-
noting decreasing), 0 (denoting a lack of change), 1 (denoting increasing). In
this case, we have obtained multistage decision transition systems with discrete
values. Episodes have been clustered on two-dimensional grid of size 50. An ex-
emplary result of clustering is shown in Figure 1. Crosses correspond to sinusoidal
episodes, diamonds correspond to exponential episodes, and circles correspond
to cosinusoidal episodes.

Fig. 1. An exemplary result of clustering
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6 Conclusions

In the paper, we have examined a problem of clustering time series discrete data
using the ant based approach. As a similarity measure, a consistency measure,
defined in terms of multistage decision transition systems, has been used. In the
future, we will apply the proposed approach to real-life data. Moreover, it seems
to be necessary to tune a consistency measure to the considered problem.
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N N519 654540 from the National Science Centre in Poland.
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Abstract. A higher level of coverage is required for many sensitive
applications. Though initial work on target coverage problems in wire-
less sensor networks used binary sensing model, a more realistic sensing
model, the probabilistic sensing model has been used later. This work
considers probabilistic k-coverage; where the required level of coverage
has to be satisfied with k sensors and each target should also be mon-
itored with a specific probability. We compute the optimal deployment
location of sensor nodes, such that the probabilistic coverage as well as
the k-coverage requirement is satisfied with the required sensing range
being optimal. Preliminary results of using artificial bee colony algo-
rithm to solve deployment problem for probabilistic target k-coverage is
reported in this paper.

Keywords: Sensor Deployment, Probabilistic Coverage, Target Cover-
age, ABC Algorithm, k-coverage.

1 Introduction

Development of an energy-efficient wireless sensor network introduces many chal-
lenges. Coverage problem is one such issue. The widely addressed coverage prob-
lems are area coverage and target coverage. Area coverage concerns with how
well a region is monitored and target coverage deals with how well point ob-
jects(targets) in the region are monitored. Since sensor nodes are battery pow-
ered, energy should be properly used to extend the network lifetime.

Deployment of sensor nodes can be either random or deterministic. For a
random deployment, sensor nodes can be scheduled in such a way that all nodes
need not be active at the same time for coverage requirement to be satisfied. If
the nodes can be deterministically deployed and if the targets are fairly large
in number compared to the given number of sensor nodes, energy usage can be
restricted by limiting the sensing range requirement.
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Although work has been done in area coverage and target coverage problems,
the results have been reported either for a binary detection model or for a prob-
abilistic sensing model. In this paper, we address probabilistic target k-coverage
for deterministic deployment of sensor nodes. The target is either monitored with
full confidence or not monitored in a binary sensing model. With probabilistic
model, the probability that the sensor detects a target depends on the relative
position of the target within the sensors’ sensing range.

Probabilistic coverage applies with some kinds of sensors e.g. acoustic, seismic
etc., where the signal strength decays with distance from the source, and not
with sensors that only measure local point values e.g. temperature, humidity,
light etc.[1]. It can be used for applications which require a certain degree of
confidence.

In probabilistic k-coverage, given a region with n sensor nodes and m targets,
each target needs to be monitored by at least k sensors, where 1 ≤ k ≤ n, as
well as monitored with a required probability p for the network to function. We
use Artificial Bee Colony algorithm [2][3][4] to compute the optimal deployment
locations so that the sensing range requirement is at minimum, satisfying k-
coverage and probabilistic coverage.

The rest of the paper is organized as follows: Section 2 presents an overview
of related work. In Section 3, the problem is defined. We present the proposed
method in Section 4. The proposed method is evaluated by simulations in Section
5. Section 6 concludes the paper.

2 Related Work

Ahmed et al. [1] propose a probabilistic coverage algorithm to evaluate area
coverage in a randomly deployed wireless sensor network. The coverage issues
in wireless sensor networks are investigated based on probabilistic coverage and
propose a distributed Probabilistic Coverage Algorithm (PCA) to evaluate the
degree of confidence in detection probability provided by a randomly deployed
sensor network. Zou et al. [5] address the problem of selecting a subset of nodes
that are active for both sensing and communication. The active node selection
procedure is aimed at providing the highest possible coverage of the sensor field,
i.e., the surveillance area. It also assures network connectivity for routing and
information dissemination.

Carter et al. [6] address area coverage problem for probabilistic deployment
of sensor nodes. The problem is formulated as an optimization problem with the
objective to minimize cost while covering all points above a given probability
of detection coverage threshold. A probabilistic coverage matrix is defined to
decouple the coverage determination method from the model. A GA (Genetic
Algorithm) approach is presented to solve the optimization problem. Hefeeda et
al. [7] propose and evaluate a fully distributed, probabilistic coverage protocol.
Experimental study shows that the protocol activates less sensors than the others
while maintaining the same level of coverage.

Udgata et al. [8] use artificial bee colony algorithm to solve sensor deploy-
ment problem in irregular terrain. This addresses area coverage problem where
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the area under consideration is an irregular terrain. Mini et al. [9] solve sensor
deployment problem for simple coverage problem in 3-D terrain using artificial
bee colony algorithm where the optimal deployment position such that the re-
quired sensing range is minimum for each target to be monitored by at least one
sensor node, is computed. Mini et al. [10] use artificial bee colony algorithm to
solve sensor deployment problem for simple,k and Q-coverage problems in 3-D
terrain. For simple, k and Q-coverage, the optimal deployment position where
the required sensing range is minimum is identified. [8][9][10] focus on solving
deployment problem in wireless sensor network using binary sensing model. Un-
like all the above works, in this paper, we address sensor deployment problem
for probabilistic k-coverage.

3 Problem Definition

Let S = {S1, S2, . . . , Sn} be the set of sensor nodes and T = {T1, T2, . . . , Tm}
be the set of targets in a given region. A sensor node located at (x1, y1, z1) can
cover a target at (x2, y2, z2) if the euclidean distance between the sensor node
and the target is less than or equal to the sensing range r.√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 ≤ r (1)

3.1 Binary Sensing Model

A binary sensing model is given by,

Mij =

{
1 if dij ≤ r,

0 otherwise
(2)

where i = 1, 2, . . . , m and j = 1, 2, . . . , n. dij corresponds to the euclidean dis-
tance between Ti and Sj

3.2 Probabilistic Coverage

As in [5], we use the following exponential function to represent the confidence
level in the received sensing signal:

Mij =

{
e−αdij if dij ≤ r,

0 otherwise
(3)

where 0 ≤ α ≤ 1 is a parameter representing the physical characteristics of the
sensing unit and environment.

The coverage of a target Ti which is monitored by multiple sensor nodes Si is
given by,

Mi(Si) = 1 −
∏

Sj∈Si

(1 − Mij) (4)
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3.3 k-Coverage

Given a set of targets T = {T1, T2, . . . , Tm} located in a region and a set of
sensor nodes S = {S1, S2, . . . , Sn}, each target in T should be monitored by at
least k number of sensor nodes, 1 ≤ k ≤ n.

3.4 Mean of Location Points

The mean value of the location points (xq , yq, zq) for q = 1, 2, · · ·N , is represented
by (a1, a2, a3), where

a1 =
∑

N
q=1(xq)
N

(5)

a2 =
∑

N
q=1(yq)
N

(6)

a3 =
∑

N
q=1(zq)
N

(7)

3.5 Sensor Deployment to Achieve Probabilistic Target k-Coverage

Given a set of m targets T = {T1, T2, . . . , Tm} located in u × v × w region and
n sensor nodes S = {S1, S2, . . . , Sn}, place the nodes such that each target is
monitored by at least k-sensor nodes and with a total probability p and sensing
range is minimum. The objective is to cover each target with at least k sensor
nodes and probability p and to minimize the function

F = ∀j((max(distance(Sj , Hg)))) (8)

where H is the set of all targets monitored by Sj , j = 1, 2, . . . , n , g = 1, 2, . . . , h,
where h is the total number of targets Sj monitors.

4 Proposed Method

Let the solution population be B. The region is assumed to have only stationary
targets. Each solution Be = {(x1, y1, z1), (x2, y2, z2), . . . , (xn, yn, zn)} where e =
1, 2, . . . , nb , nb the total number of bees and n the total number of nodes to be
deployed, corresponds to a bee. The initial solution is generated in such a way
that all the targets can be probabilistically covered, and no sensor node is left
idle without contributing to probabilistic k-coverage. The sensor nodes which
can make each target Ti meet the required probability is then identified. Let
this subset be Ri. If Ri satisfies k-coverage requirement of Ti, Ti is assigned to
each sensor node in Ri. If it does not satisfy k-coverage, then identify nearest
nodes which do not belong to Ri that can make Ti k-covered, along with Ri. Ti

is assigned to these new sensor nodes in addition to Ri. Each sensor node is then
moved to the center of all the targets which are assigned to it. This move is not
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Algorithm 1. Proposed Scheme
1: Initialize the solution population B
2: Evaluate fitness
3: Produce new solutions based on probabilistic coverage and k-coverage
4: Choose the fittest bee
5: cycle = 1
6: repeat
7: Search for new solutions in the neighborhood
8: if new solution better than old solution then
9: Memorize new solution and discard old solution

10: end if
11: Replace the discarded solution with a new randomly generated solution
12: Memorize the best solution
13: cycle = cycle + 1
14: until cycle = maximumcycles

allowed if some target will not be probabilistically covered due to this shift of
location.

The Euclidean distance between each target and the sensor location to which
it is associated is used as the fitness function to evaluate the solutions. Each
sensor node is associated to a cluster, where a cluster corresponds to the set of
targets monitored by the sensor node. Let Dj = (Dj1, Dj2, Dj3) be the initial
position of jth cluster. F (Dj) refers to the nectar amount at food source located
at Dj . After watching the waggle dance of employed bees, an onlooker goes to
the region of Dj with probability Pj defined as,

Pj =
F (Dj)∑n
l=1 F (Dl)

(9)

where n is the total number of food sources. The onlooker finds a neighborhood
food source in the vicinity of Dj by using,

Dj(t + 1) = Dj(t) + δji × v (10)

where δji is the neighborhood patch size for ith dimension of jth food source, v
is random uniform variate ∈ [-1, 1] and calculates the fitness value. It should be
noted that the solutions are not allowed to move beyond the edge of the region.
The new solutions are also evaluated by the fitness function. If any new solution
is better than the existing one, choose that solution and discard the old one.
Scout bees search for a random feasible solution. The solution with the least
sensing range is finally chosen as the best solution. Algorithm 1. explains the
proposed scheme.

5 Results and Discussion

Initially, we consider a 10× 10× 10 grid for experiments. The number of targets
is 10 and the number of sensor nodes is 5. The number of bees is taken as 10,
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Table 1. Sensing Range for Probabilistic Coverage

Sensing Range

α Probability Best Mean Standard Deviation
0.6 2.0616 2.0616 0

0.05 0.7 2.0616 2.0616 0
0.8 2.0616 2.0616 0
0.9 2.0616 2.0616 0
0.6 2.0616 2.0616 0

0.1 0.7 2.0616 2.0616 0
0.8 2.0616 2.0616 0
0.9 3.8748 3.9071 0.0465
0.6 2.0616 2.0616 0

0.15 0.7 2.0616 2.0616 0
0.8 3.8586 4.0558 0.3406

0.2 0.6 2.0616 2.0616 0
0.7 3.5618 3.6170 0.0927

number of cycles is 500, limit for neighborhood search is 20 and the number of
runs is 3. MATLAB 2007a is used for implementation.

5.1 Probabilistic Coverage

Initially, we compute the sensing range required for probabilistic coverage with-
out considering k. The required probability for coverage is varied from to 0.6 to
0.9. α is varied from 0.05 to 0.2. Table 1. shows the sensing range requirement
for probabilistic coverage. When α = 0.05, the required sensing range does not
change for any of the required probability. But when α increases to 0.1, the
sensing range required increases for a detection probability of 0.9. Similarly, a
variation in sensing range is observed at 0.8 for α = 0.15 and at 0.7 for α = 0.2.
This implies that for higher α, the sensing range requirement varies at a smaller
detection probability.

5.2 Probabilistic k-Coverage

To observe the difference in sensing range required for probabilistic k-coverage,
k takes values 2 and 3. The required probability for coverage is varied from 0.6
to 0.9 and α is varied from 0.05 to 0.2.

Table 2. shows the sensing range requirement for probabilistic k-coverage.
For a constant detection probability, the sensing range requirement may or may
not increase with k. This is because for some cases, more than k sensor nodes
may have to monitor a target for satisfying probabilistic coverage. Due to the
same reason, there are instances where probabilistic coverage and probabilistic k-
coverage requires the same sensing range. For example, α = 0.05 and probability
= 0.6 for probabilistic coverage requires sensing range of 2.0616 units, and α =
0.05, probability = 0.6, k = 1 for probabilistic k-coverage requires the same
sensing range. But in this case, when k = 2, the sensing range required increases.

We also consider a 100×100×20 grid for experimentation. Three instances of
100 targets being monitored by 10 sensor nodes are considered. k is varied from
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Table 2. Sensing Range for Probabilistic Target k-Coverage

Sensing Range

α Probability k Best Mean Standard Deviation
0.6 2 3.9249 3.9844 0.0531

3 6.1847 6.2085 0.0315
0.7 2 3.7814 3.9384 0.1550

3 6.1974 6.2051 0.0089
0.05 0.8 2 3.9514 3.9802 0.0251

3 6.1901 6.2034 0.0142
0.9 2 3.8407 3.9497 0.1330

3 6.1847 6.2054 0.0187
0.6 2 3.9175 3.9870 0.1050

3 6.1847 6.2235 0.0366
0.7 2 3.9098 3.9505 0.0423

3 6.2043 6.2235 0.0262
0.1 0.8 2 3.9105 3.9433 0.0289

3 6.1870 6.2013 0.0125
0.9 2 3.9206 4.2680 0.3030

3 6.1968 6.2175 0.0319
0.6 2 3.9538 3.9658 0.0107

3 6.1847 6.2187 0.0296
0.15 0.7 2 3.9236 3.9490 0.0304

3 6.1847 6.2129 0.0289
0.8 2 3.9286 4.0131 0.0757

3 6.2005 6.2144 0.0128
0.6 2 3.9319 3.9531 0.0198

3 6.1851 6.1876 0.0042
0.2 0.7 2 3.9119 3.9789 0.0749

3 6.1847 6.1963 0.0113

Table 3. Experimental Results

Sensing Range

k Instance Best Mean Standard Deviation
1 19.2000 19.3030 0.2485

1 2 19.2428 19.3317 0.1487
3 18.6335 19.0473 0.3584
1 28.3267 28.5713 0.2630

2 2 29.5044 29.7045 0.3058
3 28.3521 28.5780 0.1957
1 41.8409 42.5757 0.6741

3 2 43.9295 44.0164 0.1469
3 43.7273 44.0340 0.5125
1 49.8290 49.8973 0.0611

4 2 50.3353 50.5659 0.2514
3 50.7494 51.2090 0.7510
1 51.6985 52.2129 0.4852

5 2 52.192 52.498 0.3183
3 54.0340 54.4637 0.5567

1 to 5. The required probability is set to 0.8 and α is assumed to be 0.01. Table
3. shows the sensing range requirement for this set-up. There is no significant
variation in standard deviation even with an increase in k. This shows that the
method is a reliable one even for higher k.
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6 Conclusion and Future Work

This paper explores the use of both probabilistic coverage and probabilistic k-
coverage models for target coverage problem and proposes a method to compute
the optimal deployment locations so that the sensing range requirement is min-
imum. ABC algorithm has been used to solve both probabilistic coverage and
probabilistic k-coverage. The variation in sensing range is studied for a range
of detection probabilites (p), coverage requirement (k) and physical medium
characteristics (α). ABC algorithm proves to be reliable in getting the optimal
deployment locations. The standard deviation of obtained sensing range among
various runs does not change significantly for a larger region or for higher values
of k. In future, we plan to extend this work for probabilistic Q-coverage.
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Abstract. Ant colony optimization (ACO) is a metaheuristic inspired by the 
foraging behavior of biological ants that was successfully applied for solving 
computationally hard problems. The fundamental idea that drives the ACO is 
the usage of pheromone trails for accumulating experience about the problem 
that is been solved. The best performing ACO algorithms typically use one, in 
some sense “the best”, solution to reinforce trail components. Two main trail 
reinforcement strategies are used in ACO algorithms: iteration best and global 
best strategy. This paper extends the reinforcement strategies by using the 
information from an arbitrary number of previous iterations of the algorithm. 
The influence of proposed strategies on algorithmic behavior is analyzed on 
different classes of optimization problems. The conducted experiments showed 
that using the proposed strategies can improve the algorithm’s performance. To 
compare the strategies we use the Mann–Whitney and Kruskal – Wallis 
statistical tests. 

Keywords: reinforcement strategy, pheromone trail, MAX-MIN ant system, 
Ant colony optimization, Swarm intelligence, combinatorial optimization, 
parameter settings. 

1 Introduction 

Ant colony optimization (ACO) [1], [2] is a class of algorithms inspired by a foraging 
behavior of biological ants. The colony of ants searches a surrounding area for food 
sources. The ants that found a food leave a pheromone trail on its way back. This 
way, the ants communicate indirectly with the rest of the colony by modifying a 
surrounding environment. The other ants then follow the pheromone trails to a food 
source, and leave its own trails on the way back to the colony. The shorter paths are 
reinforced more often, and this attracts more ants, causing an autocatalytic effect. 
After some time, the most of ants use the shortest path. The pheromone trails laid on 
the longer paths eventually evaporates. 

The ACO algorithms use artificial ants to construct solutions using solution 
components. The solution components are linked with artificial pheromone trails that 
affect the solution construction process. The trails encompass the collective 
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knowledge, based on the experience of the colony about the problem. At the end of 
iteration the components that constitute good solutions are reinforced.  

The ACO metaheuristic is successfully applied on a variety of hard computational 
problems. The first ant based algorithm, the Ant system (AS) [3], uses all solutions 
constructed in the previous iteration to reinforce the trails, but the trails associated 
with better solutions are reinforced more than lower quality solutions. After the AS, a 
number of ACO algorithms with improved performance on different combinatorial 
problems were published, and the most of them use only one solution, in some sense 
the best one, for trails reinforcement. The Ant colony system (ACS) [4] uses 
relatively greedy strategy and reinforces the trails of the global best solution (also 
known as best-so-far), i.e. the best solution that was constructed from the beginning 
of the algorithm. One of the most successful and popular [5] ACO algorithm, MAX-
MIN ant system (MMAS) [6] usually uses the best solution constructed in the current 
iteration, but for bigger problems it is recommended to use the global best strategy. 
Considering that standard strategies are diametrically opposite, in this paper we 
propose new strategies that allow a finer control between explorativity of the iteration 
best and greediness of the global best strategy. The proposed strategies are not 
concerned with the pheromone values to be added on the trails and are also applicable 
when the amount of additional pheromone changes as the algorithm progresses [7]. 

This paper is organized as following. Section 2 briefly explains the ACO 
algorithm. In the section 3, the new strategies for selecting a solution for trails 
reinforcement procedure are introduced and compared. The section 4 briefly presents 
optimization problems used in the experimental evaluations of the new strategies and 
explains conditions under which the experiments were conducted. The section 5 
presents and analyzes the results of the experimental researches, and section 6 gives 
final conclusions. 

2 Ant Colony Optimization and MAX-MIN Ant System 

Ant colony optimization can be described with the preudocode written in the table 1. 
In the Initialize() procedure the MMAS sets all trails to a maximum value and 
also the parameters of the algorithm are set. After that, the algorithm runs iteratively 
until satisfactory good solution is found or predefined time or number of iterations 
elapses. Solutions are constructed in the ConstructSolutions() procedure by 
adding solution components in the list of components until entire solution is 
constructed. The probability of selecting i-th component c(i) from the set of 
components Li is given for MMAS by expression (1). Parameters α and β balance 
between pheromone trail τc(i)  and heuristic value ηc(i). Update procedure includes 
trails evaporation using (2) for all trails, and trails reinforcement (3) for components 
included in the iteration best or global best solution. In the MMAS trails are 
maintained within a minimum and a maximum limits. The parameter ρ is a trail 
evaporation rate, and the f(Sbest) gives a goodness of the solution used in the trails 
reinforcement procedure. 
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Table 1. The ACO algorithm and the formulas used in the MMAS 

The ACO preudocode Formulas used in the MMAS 
 
Initialize() 
DO until stop conditions are met
ConstructSolutions() 
UpdateTrails() 

NEXT ITERATION. 
 

( ) = ( )· ( )∑ ·L                  (1) 

( ) = (1 ) · ( )            (2) 

( ) = ( ) + ( )          (3) 

3 Extended Reinforcement Strategies 

The first extended strategy, the κ-best strategy, is defined for any natural number κ. 
The best solution constructed in the previous κ iterations is used for reinforcement of 
the trails. Formally, the κ-best solution for iteration i can be defined (for minimization 
problems) with expression (4). = min0 min ,  .       (4) 

Before the algorithm reaches the iteration κ, the best solution of all constructed 
solutions is used for the reinforcement. For implementation of this strategy it is 
necessary to save up to κ solutions from the previous iterations. In the every iteration, 
it is necessary to save one new solution, and to delete the oldest saved solution. 
Therefore, it is convenient to use queue – like structure, which also allows reading all 
solution in the structure, when searching for the best solution. 

The second strategy, the κ-best strategy, is a kind of approximation of the κ-best 
strategy that uses solutions from at most κ previous iterations. Initially, the best 
solution from the first iteration is set as a κ-max-best solution. In an every following 
iteration, the iteration best solution is saved as the κ-max-best solution if it is better 
than the previously saved one or if the κ-max-best solution has not been updated for 
previous κ iterations. The method of selecting a κ-max-best solution is described with 
the preudocode: 
 
counter = counter + 1 

IF ib “is better than” kappaMaxBest OR counter >= kappa DO 
 counter = 0 

 kappaMaxBest = ib 
END IF 
 

Initially, the counter variable is set to 0 and the best solution constructed in the 
first iteration is saved in the kappaMaxBest variable. The iteration best solution is 
saved in the ib variable.  

A time complexity for the κ-best strategy is O(κ), since it is necessary to search the 
list of up to κ elements, and κ-max-best strategy has O(1) complexity. It can be shown 
that κ-best and κ-max-best strategies are generalization of standard strategies. For κ-best 
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strategy, if the κ is equal or greater than the maximum iteration (MAXITER), then the 
solutions from all iterations are considered when searching for the best one, which is 
equivalent to the global best strategy. Also, for the κ-max-best strategy counter 
cannot exceed the MAXITER, so only a global best solution can be stored in the 
kappaMaxBest variable, if kappa>=MAXITER. Also, at the beginning of the 
algorithm, when kappa<= current iteration, all κ-best and κ-max-best exhibit an 
equivalent behavior to the gb strategy. The table 2 summarizes general equivalences 
between different strategies. 

Table 2. The special cases equivalences between strategies 

Standard strategy κ-best strategy κ-max-best strategy 
iteration best 1-best 1-max-best 
global best ∞-best ∞-max-best 

4 Experimental Settings 

The experimental evaluations of proposed strategies were conducted on Quadratic 
Assignment Problem (QAP), Travelling Salesman Problem (TSP) and Asymmetric 
Travelling Salesman Problem (ATSP), all well known NP-hard optimization 
problems that arise in many practical applications.  The TSP has a set of cities (nodes) 
and all distances (edges) between cities are known. The problem is to find a closed 
tour with a minimum total distance. If the edges have directions the problem is called 
asymmetrical, otherwise the problem is called symmetrical. Is general TSP term 
should include asymmetrical and symmetrical variants, but more often TSP denotes 
symmetrical variant. For QAP there is a set of facilities and an equally sized set of 
locations with defined flow weights between the facilities and distances between the 
locations. The problem is to allocate the facilities to the locations in a way that the 
sum of products of flow weights and distances are minimized. In this paper all ATSP 
and TSP problems used in the empirical studies are from the TSPLIB library, publicly 
accessible at http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/ and VLSI Data 
Set accessible at http://www.tsp.gatech.edu/vlsi/. 

All used QAP problems are from the QAPLIB library publicly accessible at 
http://www.seas.upenn.edu/qaplib/. 

The experiments were conducted on 18 ATSP, 19 TSP and 55 QAP problems. For 
every problem instance, 16 different reinforcement strategies were tested, and the 
experiment was repeated 100 times. Algorithm was executed with parameters: ρ=1, 
ρ=0.02, and number of ants was set equal to a problem size. The parameter β was set 
to 4 for TSPs and ATSPs, and for QAPs it was set to 0. For ATSP and TSP problems 
with size less than 100, the algorithm was allowed to perform the maximal 1000 
iterations. For greater sized problems and all QAP problems, 10000 iterations were 
allowed. The experiments were performed in parallel on different processors inside 
Beowulf type cluster. 
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more considerably. Greedier strategies typically find good solutions faster than less 
greedy strategies. For problems that are relatively easy for MMAS algorithm, greedier 
strategies often find an optimal solution relatively fast and less greedy strategies catch 
with them later. In that case, greedier strategies are the optimal choice regardless of 
the iteration. For harder problems, more often less greedy strategies outrun the 
greedier strategies after some number of iterations, so the choice of the optimal 
strategy depends on the number of iterations. 

For rd400 problem (Fig. 1a), the gb strategy gives the best results for roughly 150-
350 iterations and then it is outrun with 128-best strategy that gives the best solutions 
from 350-10000 iterations. For ftv170 (Fig. 1b) at first, gb and 128-best give the best 
results, but at the end, the best results are achieved by ib, 2-best, 4-best and 2-max-
best strategies, while the most greedy strategies achieves the worst results. The gb 
strategy greatly outstands as the best strategy for tai100b (Fig 1c) at the beginning of 
the algorithm. This is typical for QAP problems and much more noticeable than with 
TSPs and ATSPs, possibly because the MMAS does not use the heuristic values for 
QAPs. After about 2500 iterations 128-best strategy outrun the gb strategy and stay 
the best one until the end of 100000 iterations. At the end, 4-best strategy comes close 
to 128-best as the second best strategy.  

In the case when the difference between strategies is the most noticeable, the 
bigger κ parameter means more successful κ-best strategy: The same applies for the κ-
max-best strategy. For lower κ values, the performance of κ-best and κ-max-best 
strategies is similar, but for bigger κ, i.e. 64 and 128, the κ-best is noticeably better 
than the κ-max-best.  

As an exception from other tested problems, for lipa40b (Fig 1d) the MMAS 
algorithm shows rather unexpected behavior. At first, the gb and 128-best achieves 
the best solutions, but after about 300 iterations the gb strategy stagnates and 128-best 
keeps finding better solutions relatively fast. After while, ib strategy starts finding 
better solutions relatively fast, and at the end, the both 128-best and ib strategies have 
median solutions equal to the optimal one, while the other strategies achieve 
considerably poorer solutions. 

To compare κ-best and κ-max-best strategies for all tested problems at ones, we 
divided values of the achieved solutions with the values of the best known solutions 
for particular problems and run Mann–Whitney U test. The test was run for κ-best and 
κ-max-best pairs after 300, 1000, 3000 and 10000 iterations (for TSP and ATSP only 
for 300 and 1000 iterations, since for problems with size up to 100 maximum number 
of iteration was limited to 1000). For QAP problems, the Mann–Whitney test 
confirmed with very high significance (p<0.000001) that 128-best have a better 
performance than the 128-max-best strategy. Also, it was confirmed with the high 
significance (p<0.01) that 64-best is a better than 64-max-best. For other κ values, the 
test could not confirm that κ-best and κ-max-best exhibit the significant difference in 
the performance (p>0.5 and is often rather close to 1). The test confirmed with the 
high significance (p<0.01) that the κ-best is better than the κ-max-best for the ATSP 
for all κ values (except 1 and ∞), and for the TSP for κ values greater than 8. 

To compare the performance of different strategies we use Kruskal-Wallis H test. 
The strategies with highest rank score are presented with scatterplots on Fig. 2.  
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for smaller problems and 10000 for bigger problems. This is motivated by the fact 
that for smaller problems the algorithm coverage faster. For the QAP problems, the 
size of the problem seems less related to problem’s hardness and a speed of 
convergence, so for all problems iteration1 and iteration2 are set to 1000 and 10000 
iterations, respectfully. The results clearly show that in many cases the extended 
strategies are better than the standard strategies. For smaller sized problems, 128-best 
and gb strategies often give the best results. For bigger problems it seems that 128-
best and gb give the best results at the beginning, but if algorithm is allowed to run for 
a longer time, strategies with lower κ outperform the greedier strategies. The middle 
value κ gives moderate results regardless of the iteration, but are also rarely the worst 
strategies. 

6 Conclusion 

The proposed new strategies provide a fine control of the greediness through the κ 
parameter. The paper analyzes an influence of the strategies on the algorithmic 
behavior. The statistical tests conducted on experimental data confirmed with a high 
significance that the performance of the ACO algorithm can be enhanced by proposed 
strategies. For bigger κ values the κ-best strategy has a better performance than the κ-
max-best strategy, but for lower κ values the difference in not significant. 
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Abstract. Artificial Bee Colony (ABC) algorithm is one of the most recent 
swarm intelligent foraging based algorithms for real parameter optimization 
over continuous spaces. It has shown great consistency in outperforming 
different types of evolutionary approaches when tested over various instances, 
from traditional benchmark functions to real-world practical problems. This 
paper describes the design of Fractional-Order Proportional-Integral-
Derivative (FOPI) controllers, using a variant of ABC, known as C-ABC 
(Cauchy Mutated Artificial Bee Colony Algorithm). FOPID controllers’ 
parameters are composed of the proportionality constant, integral constant, 
derivative constant, derivative order and integral order, and its design is more 
complex than that of conventional integer-order proportional-integral-derivative 
(PID) controller. In this approach controller synthesis is based on user 
specifications like peak overshoot and rise time; which are used to develop a 
single objective optimization problem. Simulation results for some real world 
practical instances and, comparison of the same for C-ABC and few established 
optimization techniques (Basic ABC, Particle Swarm Optimization (PSO) and 
Genetic Algorithm (GA)) have been demonstrated to show the superiority of the 
proposed design technique. 

Keywords: Artificial Bee colony Algorithm, Fractional-order PID controller, 
Cauchy Mutations, Particle Swarm Optimization, Genetic Algorithm. 

1 Introduction 

Dynamic systems based on fractional order calculus [1,2] have been a subject of 
extensive research in recent years [3,4], since the proposition of concept of the 
fractional-order controllers and then demonstration of their effectiveness in actuating 
desired fractional order system responses by Podlubny in 1999 [5].  A few recent 
works in this direction as well as schemes for digital and hardware realizations of 
such systems can be figured in Chen et al [6, 7], and Nakgawa and Sorimachi [8]. 
Petras [9] came up with a method based on the pole distribution of the characteristic 
equation in the complex plane. The fractional controller can also be synthesized  
by cascading a proper fractional unit to an integer-order controller (Chengbin and 
Hori, [10]).  
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Proportional-integral-derivative (PID) controllers have been used for several 
decades in industries for process control applications. The reason for their wide 
popularity lies in the simplicity of design and good performance including low 
percentage overshoot and small settling time for slow process plants [11]. In 
fractional-order proportional-integral derivative (FOPID) controller, I and D 
operations are usually of fractional order; therefore, besides setting the proportional, 
derivative and integral constants KP, Kd ,KI ,we have two more parameters: the order 
of fractional integration µ  and that of fractional derivative λ. Determining an optimal 
set of values for KP , Kd , KI ,µ  and λ to meet the user specification for a given process 
plant calls for real parameter optimization in five-dimensional hyperspace.  

Artificial Bee Colony (ABC) algorithm is one of the most recent, swarm 
intelligence based algorithms which simulates the foraging behavior of honey bee 
colonies, for solving dynamic numerical optimization problems. ABC was suggested 
by Karaboga and Basturk for function optimization in 2005 [12]. In this paper we 
propose a modified ABC algorithm in which the trapped bees near local attractor 
basin are forced to some nearby area, to locate other food sources (potential solutions) 
by applying a small perturbation. This perturbation is applied using Cauchy 
distribution and hence forth this modification is expected to help ABC bees in 
escaping the local attractor and also in improving the convergence rate. We termed 
this variant as C-ABC (ABC with Cauchy Mutation) 

The optimization-based design process has been tested for actuating the response 
of four process plants which are of integer order. The performance of the C-ABC 
based PIλDµ controller has been compared with other fractional-order controllers 
designed with that of ABC, PSO and GA [13, 14]. This comparison delineates the 
superiority of the proposed method in terms of quality of final solution, convergence 
speed and robustness.  

2 Fractional Order Systems 

Fractional Calculus (FC) is the branch of mathematics having 300 years of history and 
which is gained the practical importance in recent years. FC is a generalization of 
ordinary differential calculus which considers the possibility of taking real number 
power of differential and integration operator. Generalized form of differ-integrator 
may be given as 
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Where q represents the real order of the differintegral, t is the parameter for which the 
differintegral is taken and a is the lower limit, in general considered to be 0 in almost 
all cases. Amongst all the definitions put forward for diiferintegral, Caputo’s [15] 
definition for fractional derivative of order λ with respect to variable t is found to be 
most suitable in applications of fractional order controller design. The definition is as 
follows as  
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where )(ZΓ  is Euler’s gamma function. For 0<γ , the formula for fractional 

integral of order γ−  is given as 
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Using Caputo’s definition a fractional-order system may be defined by the following 
n-terms inhomogeneous fractional differential equation (FDE) 
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Frequency domain transfer function of the system may be obtained through Laplace 
Transform of fractional derivatives as 
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3 Artificial Bee Colony Algorithm 

Artificial bee colony algorithm classifies the foraging artificial bees into three groups; 
the employed bees, the onlooker bees and the scouts. A bee that is currently searching 
for food or exploiting a food source is called an employed bee and a bee waiting in the 
hive for making decision to choose a food source is called an onlooker. For every food 
source, there is only one employed bee and employed bee of abandoned food source 
becomes scout.  

The algorithm starts by initializing all employed bees with randomly generated 
food sources (solutions). For each iteration, employed bee finds a food source in the 
neighborhood of its current food source and evaluates its nectar amount i.e., (fitness). 

In general the position of thi food source is represented as ),...,,( 21 iDiii xxxX = . 

After the information is shared by the employed bees, onlooker bees go to the region 

of food source at iX  based on the probability ip  defined as 
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where FS is total number of food sources. Fitness value ifit  is calculated by using 

following equation. 
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Here )( iXf is the objective function considered. The onlooker finds its food source 

in the region of iX by using following equation. 
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).(* kjijijnew xxrxx −+=                      (8) 

If the obtained new fitness value is better than the fitness value achieved so far, than 
the bee moves to this new food source leaving this old one otherwise it retains its old 
food source. When all employed bees have completed this process, the information is 
shared with onlookers. Each of the onlookers selects food source according to 
probability given above. By this scheme good sources are well accommodated with 
onlookers. Each bee will search for a better food source for a certain number of cycles 
(limit), and if the fitness value doesn’t improve then that particular bee becomes scout 
bee. The food source is initialized to that scout bee randomly. 

4 Modified Artificial Bee Colony Algorithm 

The focus of this paper is to introduce a mechanism which will not only keep a track of 
the progress of bees but will also help the individuals in escaping the local attractor 
basin by allowing them to scatter to a new region. In order to keep a record of the 
success of bees, in the present study, we introduce a concept of bee-scanner. The work 
of this scanner is to identify the bees which are unable to locate potential food sources 
for successive generations/iterations. If there is no improvement in fitness, then 
bee_scanner is increased by unity in each generation/iteration. This process is repeated 
until we achieve user-defined value of highest scan (HS). Once HS is attained, it 
indicates that the position of the bees should be changed. To do this Cauchy 
movements are applied [16] for which the probability density function (PDF) is given 
by the following equation: 
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where 0x is the location parameter, specifying the location of the peak of the 

distribution, and γ is the scale parameter which specifies the half-width at half-

maximum. For large values of γ we get a fat tail curve, whereas for smaller values of

γ , the shape of the curve changes towards a sharper peak. In this study we have taken 

γ as 0.1, which will produce a very sharp peak, resulting in a small area around the 

search space which will help the employed bee and onlooker bees in exploiting the 
region near the available food sources.  

A new food source },...,,{ 21 iDiii xxxX =  by C-ABC is generated as 
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Where ( )0,γC  stands for random number generated by Cauchy probability 

distribution with scale parameter γ  and centered at origin. After generation of new 

food source, optimization process, similar to that of basic ABC is used. This 
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modification allows the algorithm to maintain a better balance between the exploration 
and exploitation factors. 

5 Design of Fractional PIλDµ Controller Using C-ABC 

A PID controller is a generic control feedback. In this process proportional control, 
integral control and, derivative control trio are used together to minimize the error 
obtained between a measured process variable and a set value. Transfer function of an 
integer-order PID control may be given as 

sK
s

K
KG d

I
Pc ++=                     (11) 

However, incorporating fractional orders for integral and derivative control increases 
the controllability of the system and thus transfer function for fractional-order PID 
controller may be defined as  

μλ sKsKKG dIPc ++= −
      (12) 

Here the parameters are KP, KI, Kd, µ  and λ. The design approach carried out in this 
work is based on root locus method (dominant poles method) of PID controllers. Let 
the closed-loop transfer function be 
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where the transfer function of the process to be controlled is Gp(s) and a that of the 
controller is Gc(s)=U(s)/E(s) and G(s)=Gc(s)Gp(s). We assume unity feedback gain, 
i.e., H(s) = 1. From Eq. (13) the characteristic equation of the closed-loop system is  

0)()(1 =+ sGsG cP        (14) 

Dominant poles of the system are the roots of this equation, and hence from (12) we 
can say that  

0)(])()([1 =+−+−++−++ − jyxGjyxKjyxKK pdIp
μλ           (13) 

If I be the imaginary part and R be the real part of the expression (14) and, ψ the 

phase angle = tan-1(I/R), the fitness function is defined as  
222

),,,,( ψμλ ++= RIKKKJ dIP       (14) 

Our aim is to find out an optimal solution set (KP, KI, Kd ,µ , λ) for which J = 0. To find 
the appropriate set of parameters that leads to optimal value of J, a five dimensional 
search space is selected for C-ABC; the dimensions being (KP, KI, Kd,µ , λ) and in case 
of C-ABC for the given five dimension the ith food source is represented as it may be 
represented as  
 



  Fractional-Order PIλDµ Controller Design 675 

],,,,[ μλdIpi KKKX =       (15) 

Practical considerations of PID controller require that the parameter set adheres to the 
following constraints 

10001 ≤≤ PK  

1,0 ≤≤ μλ         (16) 

500  1 ≤≤ dI KK  

6 Experimental Results and Validation 

The proposed method has been tested on four specific instances of controller design 
for real life analog plant, which are summarized in Table 1.For fractional-order 
differentiator sr is discretized using Tustin-based Continuous Fraction Expression 
(CFE) which may be given as  
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Where, T is the sampling period and, value of the expression for different degrees 
(i.e., different values of p and q). In this paper we had considered sampling period to 
be T=0.01 sec and also we had made an approximation to be order as p=q=5. 

Table 1. Description of problem instances considered 

Problem 
No. 

Process plant transfer function Gp(s) User Specifications 
Maximum 

Overshoot (%) 
Rise Time 

(sec) 
I 

2))(( kRLsbJs

k

+++
 

J=0.01, b=0.1, k=0.01, R=1, L=0.5 

5 0.5 

II 

)50(

400
2 ss +

 
10 0.1 

III 

)2.4014(

1553
2 ++ ss

 
10 0.1 

IV 

)10012(

500250
23 sss

s

++
+

 
15 0.1 
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Table 2. Designed Controller Plants Using C-ABC 

 
Process plant transfer function 

Gp(s) 
Controller transfer function Gc(s) 

2))(( kRLsbJs

k

+++
 

J=0.01, b=0.1, k=0.01, R=1, L=0.5 

 
4032.09077.0 8526.19979.9 ss ++ −  

)50(

400
2 ss +

 
 

5103.01415.0 7370.03917.11273.5 ss ++ −  

)2.4014(

1553
2 ++ ss

 
 

8217.06862.0 9740.08612.00465.4 ss ++ −  

)10012(

500250
23 sss

s

++
+

 
3399.05733.0 9169.04920.19991.2 ss ++ −  

 

Table 3. Summary of the performance of closed-loop system under different PID controllers 
against the unit step 

 
Plant Different Controllers Used Unit Step Response Fitness Value 

Max 
Overshoot  

(%) 

Rise 
Time 
(sec) 

Steady  
State error 

 

 
I 

FOPID controller using C-ABC 1.9824 0.8532 0.4312 0.005247 
FOPID controller using PSO 3.91 0.822 1.9 0.0001 

FOPID controller using GA 6.31 0.695 2.1 0.0287 

 
II 

FOPID controller using C-ABC 3.6244 0.0283 3.346e-06 2.47186e-05 

FOPID controller using PSO 3.109 0.89 1.92 0.0001 

FOPID controller using GA 5.07 0.564 2.2 0.0312 

 
III 

FOPID controller using C-ABC 0.5584 0.0597 0.004445 0.001049 

FOPID controller using PSO 4.17 0.48 1.45 0.0001 

FOPID controller using GA 5.94 0.36 1.9 0.0480 

 
IV 

FOPID controller using C-ABC 0.212 0.0291 8.211e-05 0.007807 

FOPID controller using PSO 3.67 0.45 1.56 2.880545 

FOPID controller using GA 4.95 0.39 1.89 0.0145 
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Fig. 1. Unit Step response of closed loop systems for the test problems II III IV 

7 Conclusion 

In the present study a new variant of ABC algorithm is proposed for designing fractional 
order PID controllers. The Superiority of proposed algorithm is demonstrated by 
comparing it with other state of art optimization techniques like PSO and GA over 
performance indices like peak overshoot, settling time etc., Our future research will focus 
on applying ABC (and also its variants) in designing the fractional order plants.  
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Abstract. This paper introduces the Harmony Search (HS) algorithm to solve 
the distribution network minimum loss reconfiguration problem. The HS is an 
emerging music-based meta-heuristic optimization algorithm. It is a population-
based approach which mimics musicians’ behaviors such as random play, 
memory-based play, and pitch-adjusted play when they perform improvisation. 
The HS algorithm is simple in concept, less in parameters, and easy in  
implementation. The optimization problem is formulated taking into account 
the operational constraints of the distribution systems. Results of numerical 
tests carried out on a 69-bus system from literature are presented to show the ef-
fectiveness of the proposed approach. 

1 Introduction 

Electric utilities are constantly looking for new technologies that enhance power  
delivery performance. One of several important issues is the control of power loss. 
Network reconfiguration is thought to be an effective method that can make use of 
existing equipment to reduce distribution feeder losses and improve system security. 
The reconfiguration of distribution feeders is the process of changing the system to-
pology by opening and closing of switches. Two types of switches are used in primary 
distribution systems. There are normally closed switches “sectionalizing switches” 
and normally opened switches “tie switches”. In 1975, the network reconfiguration 
for loss reduction concept was first introduced by “A. Merlin and H.Back” [1] by 
applying the branch and bound heuristic technique. Later several reconfiguration 
techniques have been proposed which can be grouped into 3 main categories:  those 
based mathematical optimization techniques, those based upon purely heuristics and 
finally, techniques based on Artificial Intelligence and modern heuristics such as: 
Genetic Algorithms [2], particle swarm optimization [3], Simulated Annealing [4, 5], 
Tabu Search [6], etc. A survey of the early state of art is provided in [7]. In this paper, 
a recently developed musicians` behavior-inspired evolutionary algorithm, Harmony 
Search (HS), is adopted.  It is inspired by the observation that the aim of music is to 
search for a perfect state of harmony which is analogous to find the optimality in an 
optimization process [8, 9]. This paper is organized as follows; Section (2) explains 
the distribution system minimum loss reconfiguration problem, its objective function 
and constraints; Section (3) illustrates the main steps of the HS algorithm, its  
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operators and parameters and how it is formulated to solve the network reconfigura-
tion problem for loss reduction; Section (4) shows the numerical results of applying 
the HS algorithm to two test systems from literature. Finally, the conclusion is given 
in Section (5). 

2 Formulation of the Network Reconfiguration Problem  
for Loss Reduction 

The reconfiguration problem can be formulated as follows:  

  2

1i

||   Min i

N

i IRf
R


=

=  (1) 

Subject to the following constraints: 

• The voltage magnitude 

  bNV ViV   i  ;   |  | maxmin ∈∀≤≤  (2) 

• The current limit of branches 

 Rj NIIi   j  ;   | | max ∈∀≤  (3) 

• Radial Topology 

where f is the fitness function to be minimized corresponds to the total power loss in 
the system, Ri is the resistance of the branch i and Ii  is the magnitude of the current 
flowing through the branch i , Vi is the voltage on bus i ,Vmin and Vmax are minimum 
and maximum bus voltage limits respectively, Ij and Ijmax are current magnitude and 
maximum current limit of branch i respectively and Nb and NR are the total number of 
buses and branches in the system respectively. The objective Function is calculated 
starting from the solution of the power flow equations that can be solved using the 
Forward/Backward Sweep method [10]. This method has excellent convergence cha-
racteristics and is very robust and proved to be efficient for solving radial distribution 
networks. 

3 Harmony Search Algorithm 

The HS algorithm is a new meta-heuristic population search algorithm proposed by 
Geem et al. [11, 12]. HSA was derived from the natural phenomena of musicians’ 
behavior when they (population members) collectively play their musical instruments 
(decision variables) to come up with a pleasing harmony (global optimal solution). 
This state is determined by an aesthetic standard (fitness function). When a  
musician is improvising, he has three possible choices; playing any famous tune ex-
actly from his memory (Memory Consideration); playing something similar to the 



  Reconfiguration of Distribution Systems for Loss Reduction 681 

aforementioned tune (pitch adjustment); composing new or random notes from the 
pitch range (Random Selection). The main steps of HS are as follows: 

• Step (1): Initialize the problem, algorithm parameters and harmony memory 

The optimization problem is specified as follows: 

 Nxf ,....,3,2,1i ,X    x tosubjected ),( Minimize ii =∈  (4) 

where f(x) is an objective function, x is the set of each decision variable xi , N is the 
number of decision variables, Xi  is the set of the possible range of values for each 
decision variable. The HS algorithm parameters are also specified in this step. These 
are the harmony memory size (HMS); Harmony Memory Considering rate (HMCR); 
Pitch Adjusting Rate (PAR) and the maximum number of improvisations (NI). The 
harmony memory (HM) is a memory location where all the solution vectors (sets of 
decision variables) are stored. Here, HMCR and PAR are parameters that are used to 
improve the solution vector, which are defined in Step 2. The initial HM consists of a 
certain number of randomly generated solutions for the optimization problem under 
consideration without violating the constraints. For a problem of N variables, a HM 
with the size of HMS can be represented as follows: 
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where (x1
i, x2

i… xN
i) represents a candidate solution for the optimization problem and 

f1 is the value of the fitness function corresponding to the first solution vector. For the 
network reconfiguration problem, the solution vector is represented by the set of tie 
switches in the radial configuration of the network [13]. The configuration of the 69-
bus system which is shown in fig. (2) can be represented as in (6). 

 ]1570716259[=ionConfigurat  (6) 

where 59 is the tie switch from loop 1, 62 is the tie switch from loop 2, etc. The HM 
is sorted in ascending order with respect to the fitness function such that configuration 
with the least power loss (best configuration) is at the top and the one with the highest 
power loss (worst configuration) is at the bottom.   

• Step (2): Improvise a new harmony 

A new harmony vector (x1
’, x2

’… xN
’) is generated based on three main rules: (1) 

memory consideration (2) pitch adjustment and (3) random selection. Generating a 
new harmony is called ‘improvisation’. Each component of the solution is chosen 
either from the harmony memory or by randomness depending on the value of the 
HMCR, which varies between 0 and 1, and defined as the rate of choosing one value 
from the historical values stored in the HM, while (1-HMCR) is the rate of randomly 
selecting one value from the possible range of values as follows: 
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where rand ( ) is a uniformly distributed random number between 0 and 1and Xi is the 
set of the possible range of values for each decision variable. Every variable xi

’ ob-
tained by the memory consideration is examined to determine whether it should be 
pitch-adjusted. This operation uses the PAR parameter, which is the rate of pitch ad-
justment and the value (1-PAR) is the rate of doing nothing as follows: 
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(8) 

where BW is an arbitrary distance bandwidth for the continuous design variable and 
rand ( ) is uniform distribution between -1 and 1. If the problem is discrete in nature 
as the network reconfiguration problem, BW is taken as 1. 

• Step (3): Update Harmony memory 

If the new harmony vector (x1
’, x2

’, …, xN
’) is better than the worst harmony in the 

HM, judged in terms of the objective function value (yields to a better fitness than 
that of the worst member in the HM), the new harmony is included in the HM and the 
existing worst harmony is excluded from the HM. The HM is rearranged in ascending 
order according to the fitness function. Otherwise, the new harmony is discarded. 

• Step (4): Check stopping criteria 

If the stopping criterion (maximum number of improvisations) is satisfied, computa-
tion is terminated and finally the best one among the solution vectors stored in the 
HM is selected, which is the optimum solution of the problem. Otherwise, Steps 3 and 
4 are repeated. 

4 Worked Examples 

A 69-bus system from literature is reconfigured using the HS algorithm and the results 
are compared with previously applied algorithms. The solution algorithm was imple-
mented using MATLAB V7. The system is a 12.66 KV radial distribution system with 
one supply point, 69 buses, 7 laterals and 5 tie switches. The system data are given in 
[4]. The total substation loads of the base configuration which is shown in Fig. (1) are 
1107.9 KW and 897.9 KVAR. The system was reconfigured with normal, heavy and 
light loading conditions. In the normal loading condition, the system`s real and reactive 
load demands of each node are used without any change. For the heavy and light  
loading conditions,  the system`s real and reactive load demands of each node are  
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multiplied by a constant equal to 1.2 and 0.5 respectively to construct heavy and light 
load system patterns. The HS parameters used for the three loading cases are NI=200, 
HMS=10, HMCR=0.8, PAR=0.2. Tables (1), (2) and (3) show the initial configuration 
data of the system and results obtained by reconfiguration using the proposed HS algo-
rithm and other algorithms from literature for the three loading patterns. The initial 
power loss was 20.8 KW, 30.358 KW and 5.0927 KW respectively. Reconfiguration of 
the system using the proposed algorithm resulted in the same configuration for the three 
cases [10-70, 12-20, 13-14, 47-48, 50-51] which is shown in Fig. (2) with a 54.6 %, 
55.01 % and 54.38 % reduction in losses respectively. 

 

Fig. 1. Initial configuration of the 69-bus system. Tie switches and sectionalizing switches are 
represented by dotted and solid lines respectively. 

 

Fig. 2. Final configuration of the 69-bus system 
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Fig. 3. Voltage profile of the 69-Bus system before and after reconfiguration (normal load) 

Table 1. Reconfiguration results of the 69-bus system (normal load) 

Reconfiguration 
Losses 
(KW) 

Tie Switches 

Initial configuration 20.8 [10-70, 12-20, 14-90, 38-48, 26-54] 

Final configuration using HS 

Best 
9.42 
Worst 
9.9 
Average
9.44 

[10-70, 12-20, 13-14, 47-48, 50-51] 

 Final configuration using SA [4] 9.42 [10-70, 12-20, 13-14, 45-46, 50-51] 

Final configuration using MPS[3], 
SA [5] and MTS[6] 

9.42 [10-70, 12-20, 13-14, 44-45, 50-51] 

 

.  

Fig. 4. Voltage profile of the 69-Bus system before and after reconfiguration (heavy load) 

The optimum solution was reached after 170, 171 and 184 iterations respectively. 
The final HM of HMS=10 in case of normal load is given in (9). As shown, each row 
in the HM represents a radial configuration with the corresponding power losses  
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Table 2. Reconfiguration results of the 69-bus system (heavy load) 

Reconfiguration 
Losses 
(KW) 

Tie Switches 

Initial configuration 30.358 [10-70, 12-20, 14-90, 38-48, 26-54] 

Final configuration using HS 

Best 
13.65 
Worst 
14.655 
Average
13.67 
 

[10-70, 12-20, 13-14, 47-48, 50-51] 

Final configuration using SA [5] 13.65 [10-70, 12-20, 13-14, 44-45, 50-51] 

Final configuration using SA [4] 13.65 [10-70, 12-20, 13-14, 45-46, 50-51] 

Final configuration using MTS[6] 13.65 [10-70, 12-20, 13-14, 47-48, 50-51] 

 
where the first row of the final harmony memory represents the optimum solution 
with the least power losses. 

Fig. (3), (4) and (5) show the improvement of the voltage profile of the test system 
after reconfiguration in all loading conditions. Values of the lowest bus voltage 
(LBV) in pu before and after reconfiguration are listed in Table (4). The lowest bus 
voltage (LBV) was improved by 1.05%, 1.21%, and 0.484% for the normal, heavy 
and light loading respectively.  

To verify the performance of the proposed HS algorithm, the system in the three 
loading cases was repeatedly solved for 50 runs. The best and the worst values among 
the best solutions as well as the average value of these 50 runs are also listed in the 
table corresponding to each loading condition. For the purpose of comparison, it is 
observed that, for the three loading patterns, the HS algorithm provides the same final 
power losses of that obtained by Simulated Annealing (SA), Tabu Search (TS) and 
Particle Swarm (PS) which indicates the effectiveness of the proposed algorithm. 
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Table 3. Reconfiguration results of 69-bus system (light load) 

Reconfiguration 
Losses 
(KW) 

Tie Switches 

Initial Configuration 5.0927 [10-70, 12-20, 14-90, 38-48, 26-54] 

Final Configuration using HS 

Best 
2.32 
Worst 
2.4918 
Average
2.3424 
 

[10-70, 12-20, 13-14, 47-48, 50-51] 

 Final configuration using MTS[6] 
and SA [5] 

2.32 [10-70, 12-20, 13-14, 44-45, 50-51] 

Final configuration using SA [4] 2.32 [10-70, 12-20, 13-14, 45-46, 50-51] 

Table 4. Values of LBV of initial and final configurations for the 3 loading conditions 

 Normal load Heavy load Light load 
LBV of initial configuration 0.972 0.9669 0.9865 
LBV of optimum configuration 0.9824 0.9788 0.9913 

 

 

Fig. 5. Voltage profile of the 69-Bus system before and after reconfiguration (light load) 

5 Conclusion 

In this paper, a HS algorithm is proposed and successfully applied to solve the distri-
bution network reconfiguration problem for loss reduction. The HS algorithm is a 
random search music-based technique. It does not require neither any initial value 
setting for the variables nor any prior domain knowledge such as gradient information 
of the objective function. It can consider discontinuous functions as well as conti-
nuous functions and can handle both discrete  and continuous variables. HS is free 
from divergence and can escape local optima. The validity and effectiveness of the 
HS algorithm was demonstrated by applying it to a 69-bus system. The computational 
results obtained from solving the test system are investigated and compared to other 
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previously applied algorithms available in literature. It is observed that, by nature, the 
harmony search incorporates the structure of existing heuristic methods. It is a popu-
lation based approach similar to Ant Colony Optimization (ACO), it preserves the 
history of past vectors (harmony memory) similar to Tabu Search (TS), and is able to 
vary the adaptation rate (harmony memory considering rate) from the beginning to the 
end of computation resembling Simulated Annealing (SA), and manages several vec-
tors simultaneously in a manner similar to Genetic Algorithm (GA). All these features 
make the HS algorithm more flexible than other heuristics. 
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Abstract. The aim of this paper is to find a deployed sensor node arrangement 
to maximize the area of coverage, minimize the net energy consumption, max-
imize the network lifetime, and minimize the number of deployed sensor nodes 
maintaining connectivity between each sensor node and the sink node for prop-
er data transmission. We have also assumed tree structure of communication 
between the deployed nodes and the sink node for data transmission. We have 
modeled the sensor node deployment problem as a multi-objective constrained 
problem maintaining all the above requirements. We have proposed a new 
fuzzy dominance based decomposition technique called MOEA/DFD and have 
compared its performance on other contemporary state-of-arts in multi-
objective optimization field like MOEA/D and NSGAII. The algorithm intro-
duces a fuzzy Pareto dominance concept to compare two solutions and uses the 
scalar decomposition method only when one of the solutions fails to dominate 
the other in terms of a fuzzy dominance level. MOEA/DFD performs better 
than all other algorithms.  

Keywords: Multi-objective optimization, Fuzzy logic, Sensor network,  
Deployment. 

1 Introduction 

In this paper we have considered the deployment of sensor nodes[1,2] in a given area 
taking into account all the above mentioned objectives i.e. i) minimizing the number of 
sensor nodes to reduce cost and payload of deployment. ii) Minimizing the net energy 
consumed by all the nodes. iii) Maximizing the area covered by the nodes so that any 
event occurring in the region of interest is easily detected and the data can be sent to the 
sink node. iv) Maximizing the lifetime of the network. All the nodes deployed have 
certain limited initial energy. At each time cycle as the nodes transmit the received data 
to the sink node a certain amount of energy is consumed and the energy remaining in 
the sensor nodes decreases until it breaks down. Network lifetime can be thought of as 
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the time in which just one node breaks down or all the nodes fail thus hampering the 
whole network setup. v) Maintain connectivity in the deployed node configuration so 
every node can communicate with the sink node. The communication in the network is 
often structured as a tree graph, in which there is only a single path between each sensor 
node and the sink node. Maximizing coverage means the nodes must be placed far apart 
from the sink node, which is considered at the centre of the area concerned. Again mi-
nimizing energy consumption or maximizing network lifetime demands sensor nodes to 
be placed near the sink node. Thus it is evident that both the objectives are conflicting in 
nature and thus multi-objective technique is the best way to deal with those problems [3, 
4, and 5]. Connectivity problem is modeled as a constraint problem using tree structure 
of communication. In this work, we have used a fuzzy dominance concept to synthesis a 
new algorithm based on the decomposition strategy of MOEA/D called MOEA/DFD 
(Decomposition with Fuzzy Dominance). Net energy consumed by the sensor nodes and 
the non-coverage of the demand points are modeled as the two objectives with connec-
tivity as the constraint. Our goal is to minimize both the objectives to study the variation 
of lifetime and energy. From the obtained Pareto front we employ a decision making 
technique to select a particular node configuration with minimum energy above a de-
fined non-coverage level. We have compared the result of our algorithm with that of 
MOEA/D and NSGAII. We have seen that MOEA/DFD surpasses NSGAII[6] and 
MOEA/D[7] in almost all the cases. 

The rest of the paper is organized in the following way. In section 2, we model the 
sensor node deployment problem in a given area and formulate the necessary objec-
tive functions and constraints. In section 3, we discuss about the basics of the multi-
objective problems (MOPs) and present the algorithm MOEA/DFD. In section 4, we 
describe the experimental set-up and parameters and present our results and figures 
with explanation. In section 5, we finally conclude the paper and unfold a few impor-
tant future research issues. 

2 Problem Definition 

Let us consider a set of demand points. Each node have a definite radius of sensing, 
R_sense and any demand points within that circle of radius R_sense is said to be cov-
ered by that sensor node. The coverage problem in WSN requires that each demand 
point must be covered by at least one sensor node. On the other hand connectivity 
means at least one path must be there between each sensor node and the sink node. 
Two sensor nodes are said to be connected if the distance between them are less than 
R_comm (radius or range of communication the sensor nodes). The energy consumed 
in the sensor node can be primarily composed into three parts:        i) maintenance 
energy ii) reception energy iii) transmission energy. Each node has a specific initial 
energy. Energy consumed by each node gives the measure of the working time of the 
node and thus the network lifetime. Here the decision variable is an array containing 
positions of the nodes in the plane. 

The energy consumed by each node ie can now be formulated as: 

                    i i i im i ie ME TE P RE α= + × + × ,                                          (1) 
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where, ME = node maintenance energy; TE = node transmission energy; RE = node 

reception energy; imP  means the cost of the minimum path from a sensor node i to the 

sink node m ; iα  refers to the number of sensor nodes from which the node i  rece-

ives data and transfer it to the sink node in multi-hop communication. 

Thus the net energy consumed and the objective function 1f is defined as: 

1 i
i S

f e
∈

= .                                                           (2) 

Similarly the two life-time 1T  and 2T for the WSN breakdown are defined as : 

1 min{ }iT t=     and     2 max{ }iT t=         i S∀ ∈ .                       (3) 

The second objective is to maximize the area of coverage. But since we need to mi-
nimize energy, coverage must also be modeled as a minimization problem as: 

                2

( )j
j D

j

h

f
h

∈=


,                                                       (4) 

Where jh = variable to indicate if demand point j  is not covered, assumes 1 when 

point j  is not covered. 

Thus the net multi-objective approach can be summed up as: 

                  ( ) 1 2min ( , )Y F x f f= =


                                  (5) 

                                                 0iNCP =                                                                                                                    

NCP is defined as a Non-Connectivity Penalty parameter.  
We use of graph theory is to satisfy or fulfill three objectives:        

i) Ensure connectivity in the WSN by assuming tree structure to check whether the 
sensor nodes are connected to the sink or not. ii) To find a minimum path for 
transmission of data from the sink node i to the sink node iii) To find the number 

of nodes iα from which the node i receives data while considering the minimum 

path for each node as established before. 

So Dijkstra’s shortest path algorithm[8] is applied from each of the sensor node to the 
sink node.  
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3 Multi-Objective Optimization, MOEA/DFD – Brief 
Background 

A multi-objective optimization problem (MOP) can be formally stated as follows: 

                        Minimize                                                                                      (6)                               
                            subject to        x ∈Ω

, 

where Ω is the decision space, F : Ω → mR consists of  m real-valued objective func-

tions and mR  is called the objective space. If x
 ∈ nR , all the objectives are conti-

nuous and Ω is described by },...,1,0)(|{ kjxhRx j
n =≤∈=Ω 

, where  jh  are 

continuous functions, we call (6) a continuous MOP. 
The basic definition of dominance and Pareto optimality [9] played very important 

roles in the development of effective MOEAs. However, they do not provide a com-
plete framework for easily implementing new methods. The reason is two-fold: 
Firstly, the basic definition of dominance does not make a difference between two 
solutions when neither is dominating, and secondly, it measures the extent by which 
one solution dominates the other. In order to circumnavigate these problems, some 
numerical measures for dominance have been proposed recently. In this article we 
shall use the concept of fuzzy dominance with respect to fuzzy-i-dominance by a 
solution and fuzzy dominance by a solution [10]. 

3.1 MOEA/DFD: A Brief Discussion  

MOEA/DFD explicitly decomposes the MOP (6) into N scalar optimization subprob-
lems during non domination with fuzzy dominance, where N is the population size of 
the algorithm. It solves these subproblems simultaneously by evolving a population of 
solutions. It is well-known that a Pareto optimal solution to a MOP could be an op-
timal solution of a scalar optimization problem in which the objective is an aggrega-

tion of all the if ’s, where if ’s denote the ith objective function value, with variable 

uniformly spread weight vectors. There are several approaches for converting the 
problem of approximation of the Pareto Front into a number of scalar optimization 
problems. In this paper, we use the Tchebycheff approach method [2]. 

• A population of  N points x
 1, x

 2,…, x
 N ∈Ω, where x

 i is the current solution to 
the i-th subproblem; 

• FV1,…,FVN, where FVi is the F-value of x
 i, i.e. FVi = F( x

 i) for each 

{1,..., }i N= ; 

• 1( ,..., )T
mz z z= , where zi is the best(lowest) value found so far for objective if ; 

• gen: the current generation number; max_gen = maximum number of generation. 
• A = fuzzy function decay constant; τ = domination threshold 

• j
iμ = fuzzy i-dominance level; jμ̂ = fuzzy dominance level 

1( ) ( ( ),..., ( ))mF x f x f x=  



692 S. Sengupta et al. 

The algorithm works as follows: 

Input : i) MOP(1) ii) a stopping criteria iii) N the number of the subproblems 
considered in MOEA/DFD iv) a uniform spread of N weight vectors: λ1,…, λN v) T : 
the number of the weight vectors in the neighborhood of each weight vector; 

Output : { x
 1,…, x

 N} and { F( x
 1),…, F( x

 N)  }  

Step 1      Initialization 

Step 1.1: Compute the Euclidean distances between any two weight vectors and then 
find the T closest weight vectors to each weight vector to find B(i) 

Step 1.2: Generate an initial population x
 1,…, x

 N in the search space. 

Step 1.3: Initialize z


 by setting z


=min { if  ( x
 1), if  ( x

 2),…, if  ( x
 N)}. 

Step 1.4:  Set gen=0 for all {1,..., }i N= . 

Step 2     For each {1,..., }i N=  do: 

Step 2.1: Selection of mating/update range based on ∂ . 

Step 2.2: Reproduction: Set r1=i and randomly select one indexes r2 from P, and 

then generate a solution y


 from 1rx and 2rx by DE/rand/1/bin. 

Step 2.3: Repair: If an element of y


 is out of the boundary reset its value. 

Step 2.4: Update of z: For each j=1,…,m, if jz > jf  ( y


), then set jz = jf  ( y


). 

Step 2.5:   Calculation of fuzzy dominance level:  

For each j∈P, 

 For each i∈{1,…,m} 

                     if )()( j
ii xfyf ≤

, 1=j
iμ  ; 

                    else 
))()(( j

ii xfyfAj
i e

 −−=μ ; end. 

             ∏
=

=∩=
m

i

j
i

j
i

j

1

ˆ μμμ ;end. 

0 .1 * / (m ax_ )gen genτ =  ;end. 

Step 2.6: Update of solutions:  For each j∈P ; If τμ >jˆ , then x j = y, FV j = F( y


) 

else, if *)z , | y(g jte jλ ≤ *)z , | x(g jte jλ
 , then jx

  =  y


, FV j = F( y


); 

Step 4 If the stopping criteria is satisfied then stop and output. 

Step 5     gen=gen+1.            Go to Step 2. 

Though decomposition is a very effective process for maintaining convergence and 
diversity at the same time for a multiobjective optimization problem, still there are 
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few drawbacks in this method which are mainly reflected in the convergence towards 
the Pareto front. Each of the weight vectors associated with an individual in the popu-
lation tries to select a new offspring whose position in the objective function hyper 
space is farther away from the parent individual and hence in this process diversity is 
maintained. But in course of this process, the weight vector having affinity towards 
the offspring at a further position in the function space with respect to the parent indi-
vidual, will neglect those offspring which may be potentially better but lying closer in 
comparison to that parent individual. Constraint handling technique for the above 
algorithm is that used by Deb et.al. [9]. 

4 Experimental Results 

4.1 Experimental Setup 

We consider a square area of 60m length in each side where the sensors are to be 
deployed for monitoring purpose. We haven consider 12 12× =144 demand points in 
the whole area. We consider a setup of 10 nodes to be deployed in the area. Other 
parameters of the sensor networks are described below: 

• R_sense = 15m; R_comm= 15m; 

• ME = 13mA; TE = 20mA; RE = 2mA; Initial energy=1Ah 

• NCP = 1 for each node being not connected with the sink node. 

The sink node is placed at the middle of the area to be monitored. 

Algorithm parameters: T=0.1N; ∂ =0.9; A= 50; τ is varied from1 to 0.9 with 

increase in F.Es. Maximum function evaluation is 1, 00,000 with population of 500. 
Other parameters are kept as recommended. 

4.2 Results 

MOEA/D, NSGAII and MOEA/DFD are simulated on the above described test bed 
and the Pareto front diagram is shown in Figure 1. To justify the performance of the 
multi-objective algorithms we use two performance indicator namely coverage metric 
[6] and spacing metric to judge the performance both in terms of convergence and 
diversity. Table 2. and Table 3. present the coverage metric and spacing metric results 
for the above mentioned algorithms on 10 node setup.  

Table 1. Energy Consumptions and Lifetimes for 95% coverage 

      Spacing 
Node setup 

 MOEA/DFD MOEA/D NSGAII 

Energy Consump-
tion (in mA) 

3.7655 3.8787 3.8354 

Minimum Lifetime  
(in hour) 

1.6500 1.6252 1.5880 

Maximum Lifetime 
(in hour) 

19.6134 7.6760 6.2664 
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Table 2. Coverage metric measure for MOEA/DFD (A), MOEA/D (B) and NSGAII(C) 

        C-metric 
Node setup 

C(A,B) C(B,A) C(A,C) C(C,A) 

Node=10 0.5631 0.3167 0.8256 0.1372 

Table 3. Spacing metric for MOEA/DFD, MOEA/D and NSGAII 

      Spacing 
Node setup 

MOEA/DFD MOEA/D NSGAII 

Node=10 0.0032 0.0089 0.0333 
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Fig. 3. Sample node architecture for 10 node setup 

From the results presented we see that MOEA/DFD performs best in both cases 
and also Pareto front representation validates it. The main motivation for the design-
ing of the deployment problem is the minimization of the energy consumption and 
maximization of the lifetime of the network presented in Table 3. The decision maker 
is employed to select the best compromise solution with minimum energy having 
95% coverage from the Pareto front. Figure 2. presents the percentage of active nodes 
with time and Figure 3. represents a sample node architecture as obtained. 
MOEA/DFD is also best in all these instances. 

5 Conclusion  

This paper proposes a new fuzzy dominance concept which falls under a category of 
newly defined relaxation dominance concept. MOEA/DFD happens to tackle the 
multi-objective sensor node deployment problem better than other contemporary 
state-of-art. The deployment problem of sensor nodes can be modified and applied in 
areas where probabilistic event detection is necessary rather than distributed event 
detection. In recent times density control of a largely deployed sensor node through 
sleep scheduling is an important area of research. The multi-objective approach can 
also be extended to those areas for better flexibility and higher accuracy. So there are 
lots of opportunities in all those areas where evolutionary computation as an efficient 
optimizer had rarely been used. 
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Abstract. In this paper, a multiobjective teaching-learning-based optimization 
algorithm with non-domination based sorting is applied to solve the environ-
mental/economic dispatch (EED) problem containing the incommensurable ob-
jectives of best economic dispatch and least emission dispatch. The address of 
the environmental concerns that arise in the present day due to the operation of 
fossil fuel fired electric generators and global warming requires the transforma-
tion of the classical single objective economic load dispatch problem into mul-
tiobjective environmental/economic dispatch problem. In the work presented a 
test system of forty units is taken with fuel cost and emission as two conflicting 
objectives to be optimized simultaneously. The mathematical model used con-
siders practical upper and lower bounds applicable to the generators. The valve 
point loading of the generator is mimicked in the modeling to accommodate a 
more realistic system. The simulation result reveals that the proposed approach 
is a competitive one to the current existing methods for finding the best optimal 
pareto front of two conflicting objectives and has the better robustness. 

Keywords: Environmental/Economic dispatch, Multi objective, Pareto optimal 
front, Non-dominated sorting, Teaching-learning-based optimization. 

1 Introduction 

The electrical power systems are expected to meet the continuous variation of power 
demand that happens over time. Essentially, to ensure economic operation of the 
power system, the scheduling of power generation is performed based on two signifi-
cant tasks, unit commitment and economic dispatch, of which, later is the topic of 
research in this paper. The intent of the traditional economic dispatch is to allocate 
generation levels to various generators in the system so that the load demand is met in 
the most economic way. However, the optimum economic schedule obtained may not 
be suitable to follow, in case the environmental criteria are also considered. The utili-
ties in the present scenario are expected to reduce their SO2 and NOX emissions [1]. 
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Therefore, apart from the objective of cost, lesser emission objective must also be 
taken into account. 

Environmental/Economic dispatch (EED) is a multiobjective problem having con-
flicting objectives, since the minimization of cost tends to maximize the pollution in 
general. This leads to the requirement of trade-off analysis so as to define suitable 
dispatch policies for various levels of the demand [2]. There has been much research 
done regarding the EED problem. The influence of power pools on power dispatch 
with environmental consideration have been studied by taking emissions as the con-
straints of the model and power is dispatched by minimizing cost as single objective 
[3]. The multi-objective problem considering cost, emission and line over load index 
as objectives is solved using ε-constrained method in [4]. Over the past decade, the 
simultaneous handling of many objectives has received much interest due to the de-
velopment of a number of multiobjective evolutionary search strategies [5]. The novel 
Non-dominated Sorting Genetic Algorithm (NSGA) [6], Niched Pareto Genetic Algo-
rithm (NPGA) [7] and Strength Pareto Evolutionary Algorithm (SPEA) [8] was suc-
cessfully applied to EED problem. An elitist multi-objective evolutionary algorithm 
called NSGA-II was developed in [9], [10] and applied to EED problem. In this paper 
a new multiobjective algorithm with an effective strategy is used to obtain the pareto 
curve of optimal solutions for a 40 units system given in [11].  

Teaching-learning-based optimization (TLBO) is a very new algorithm introduced 
in [12]. This single objective algorithm is based on the effect of influence of a teacher 
on the output of the learners in the class. The teacher is considered as a highly learned 
person who does knowledge sharing with the learners in the class. The quality of the 
teachers exhibits its impact on the outcome of the learners, which is seen from their 
results or grades. In this work the main objective is to modify the TLBO algorithm to 
find pareto optimal solutions in a multiobjective problem domain. In this paper a 
multiobjective teaching-learning-based optimization (MOTLBO) algorithm using non 
dominated sorting procedure is developed, which is then applied to EED problem of 
40 units system. The test system has the effect of valve point loading in its fuel cost 
characteristics [11].  

The following part of the paper is organized as follows. In section 2 the objective is 
outlined along with the formulations followed in the system modeling. Section 3 de-
scribes the formulation of non-dominated sorting based MOTLBO algorithm. Section 
4 describes the simulation strategy for implementing the solution to EED problem and 
the experimental results obtained. Section 5 is the conclusion. 

2 EED Problem Formulation 

The environmental economic dispatch being multi-objective has more than one objec-
tive against the optimization of each other. In this work, two objectives are consi-
dered. Both equality and inequality constraints are imposed while optimizing the two 
objectives of fuel cost and emission simultaneously.  

 ( ) ( )[ ]GG PEPFMinimize ,  (1) 
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2.1 Fuel Cost Objective 

The primary objective of the conventional economic dispatch is the minimization of 
total generation cost while satisfying several constraints. Mathematically expressed as 

 
=

=
GN

i
GiiG PFPFMinimize

1

)()(  (2) 

where Fi(PGi) is the ith generator cost function and is approximated as a quadratic 
function of the power output from the generating units, i.e. 

 G
2 N..., 1,2,3,i )( =++= GiiGiiiGii PcPbaPF  (3) 

where ai, bi, ci are the cost coefficients, NG represents the number of generating units 
in the system and PGi is the power output of the ith generator. The generator cost func-
tion with non-smooth cost characteristics due to the valve point effect is given by  

 ( )( ) G
min2 N..., 1,2,3,i      ,sin)( =−+++= GiGiiiGiiGiiiGii PPfePcPbaPF  (4) 

where ei, fi are the cost coefficients related to the valve-point loading and they contri-
bute to the non-smoothness of the cost curve. 

2.2 Emission Objective 

The minimum emission dispatch is the simultaneous minimization of classical eco-
nomic dispatch including emission objective which is modeled as: 

 ( ) ( ) ( )( )
=

+++=
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1

2 exp λζγβα  (5) 

Here, iiiii λandζ,γ,β,α  are the emission coefficients of the ith generator. 

2.3 Power Balance Constraint  

The total power generated must cover total demand PD and total transmission losses 
PLOSS. Therefore, 
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=−−
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i
LossDGi PPP

1

0  (6) 

Transmission losses are considered to be negligible in this system and no loss coeffi-
cients are given in [11]. 
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2.4 Generation Capacity Constraints 

The real output power of each generator is constrained by lower and upper limits. 

 min max
Gi Gi GiP P P≤ ≤  (7) 

where, min
GiP  and max

GiP  are the minimum and maximum operating outputs of unit i 

respectively. 

3 Multiobjective Teaching-Learning-Based Optimization 
(MOTLBO) Algorithm 

The TLBO algorithm is a very new algorithm recently introduced in [12]. This opti-
mization technique performs based on the dependency of the learners in a class on the 
quality of teacher in the class. The teacher raises the average performance of the class 
and shares the knowledge with the rest of the class. The individuals are free to per-
form on their own and excel after the knowledge is shared. The whole procedure of 
TLBO is divided in to two phases, the Teacher phase and the Learner phase.  

Initialization 

Initially, a matrix of N rows and D columns is initialized with randomly generated val-
ues within the search space. The value N represents the population size of the “class 
size” in this case. The value D represents the number of “subjects or courses offered”, 
which is same as the dimensionality of the problem taken. The procedure being iterative 
is set to run for G number of generations. The jth parameter of the ith vector (learner) in 
the initial generation is assigned values randomly using the equation  
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),( jjjijji xxrandxx −×+=
 (8) 

Where rand(i,j) represents a uniformly distributed random variable within the range 
(0,1). The parameters of the ith vector (or learner) for the generation g are given by 
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The objective values at a given generation form a column vector. In a dual objective 
scenario, such as this one, two objective values are present for the same row vector. 
Two objectives (a and b) can be evaluated as 
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For all the equations used in the algorithm, i=1,2,…,N, j=1,2,…,D and g=1,2,…,G. 
The random distribution followed by all the rand values is the uniform distribution. 

Teacher Phase 

The mean vector containing the mean of the learners in the class for each subject is 
computed. The mean vector M is given as 
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which effectively gives us 

 [ ]g
D

g
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The best vector with the minimum objective function value is taken as the teacher 

( g
TeacherX ) for that iteration. The algorithm proceeds by shifting the mean of the 

learners towards its teacher. A randomly weighted differential vector is formed from 
the current mean and the desired mean vectors and added to the existing population of 
learners to get a new set of improved learners. 

 ( )g
F

g
Teacher

gg
i

g
i MTXrandXXnew −×+= )()(  (13) 

where TF is a teaching factor which is randomly taken at each iteration to be either 1 
or 2. The superior learners in the matrix Xnew replace the inferior learners in the ma-
trix X using the non-dominated sorting algorithm [10]. 

Learner Phase 

This phase consists of the interaction of learners with one another. The process of 
mutual interaction tends to increase the knowledge of the learner. Each learner inte-
racts randomly with other learners and hence facilitates knowledge sharing. For a 

given learner, g
iX )(  another learner g

rX )(  is randomly selected (i≠r). The ith vector of 

the matrix Xnew in the learner phase is given as 
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The MOTLBO algorithm, due to the multiobjective requirements, adapts to the scena-
rio by having multiple Xnew matrices in the learner phase, one for each objective.  
So, the learner phase operations for a dual objective problem are as shown in  
equations below. 

 
( ) ( )
( ) 











−×+

<−×+
=

otherwiseXXrandX

YaYaifXXrandX
Xnew

g
i

g
r

g
i

g
i

g
r

g
i

g
r

g
i

g
i

g
i

a

g
i

)()()()(

)()()()(
)(  (15) 

 
( ) ( )
( ) 











−×+

<−×+
=

otherwiseXXrandX

YbYbifXXrandX
Xnew

g
i

g
r

g
i

g
i

g
r

g
i

g
r

g
i

g
i

g
i

b

g
i

)()()()(

)()()()(
)(   (16) 

The X matrix and the Xnew matrices are passed together to the non-dominated sorting 
algorithm and only N best learners are selected for the next iteration.  

Algorithm Termination 

The algorithm is terminated after G iterations are completed. The final set of learners 
represents the pareto curve through their objective values. 

4 Simulation Results  

The simulations have been done using MATLAB software package on a Core2 Duo 
Intel processor with 3 GHz clock speed and supported by 3 GB of random access 
volatile memory. The proposed procedure was executed a few times out of which the 
best solution set is presented here. As an advantage, this algorithm has no parameters 
to be tuned and hence exhibits homogeneous behavior in all cases, without any re-
quirement of parametric study of the algorithm. 

The simulation strategy constitutes of estimating the solutions contributing to the 
extreme points in the expected pareto curve and then performing the multiobjective 
evaluations with those solutions points as the initial search points in the MOTLBO 
algorithm. The optimization capability of the algorithm makes the estimated pareto 
move nearer to the desired pareto as the iteration progresses. In this current study, 
only two points, one from each extreme of the pareto curve, are estimated by the 
TLBO algorithm and used as the initial seeds for the MOTLBO algorithm. The rest of 
the learners are initialized randomly. 
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Table 1. Generation (MW), cost (×105 $) and emission (×105 ton) of 40 units system for a 
power demand of 10,500 MW 

Unit 
TLBO DE [11] 

Economic 
Dispatch 

Emission 
Dispatch 

Economic 
Dispatch 

Emission 
Dispatch 

1 112.2660 114.0000 110.9515 114.0000 
2 114.0000 114.0000 113.2997 114.0000 
3 120.0000 120.0000 98.6155 120.0000 
4 179.7330 169.3680 184.1487 169.2933 
5 90.4253 97.0000 86.4013 97.0000 
6 140.0000 124.2574 140.0000 124.2828 
7 300.0000 299.7114 300.0000 299.4564 
8 284.6000 297.9149 285.4556 297.8554 
9 284.6000 297.2601 297.5110 297.1332 

10 130.0000 130.0000 130.0000 130.0000 
11 94.0000 298.4101 168.7482 298.5980 
12 168.8000 298.0260 95.6950 297.7226 
13 125.0000 433.5576 125.0000 433.7471 
14 394.2790 421.7284 394.3545 421.9529 
15 394.2790 422.7797 305.5234 422.6280 
16 394.2790 422.7797 394.7147 422.9508 
17 489.2790 439.4129 489.7972 439.2581 
18 489.2790 439.4029 489.3620 439.4411 
19 511.2790 439.4129 520.9024 439.4908 
20 511.2790 439.4129 510.6407 439.6189 
21 523.2790 439.4464 524.5336 439.2250 
22 523.2790 439.4464 526.6981 439.6821 
23 523.2790 439.7721 530.7467 439.8757 
24 523.2790 439.7721 526.3270 439.8937 
25 523.2790 440.1118 525.6537 440.4401 
26 523.2790 440.1118 522.9497 439.8408 
27 10.0000 28.9937 10.0000 28.7758 
28 10.0000 28.9937 11.5522 29.0747 
29 10.0000 28.9937 10.0000 28.9047 
30 97.0000 97.0000 89.9076 97.0000 
31 190.0000 172.3319 190.0000 172.4036 
32 190.0000 172.3319 190.0000 172.3956 
33 190.0000 172.3319 190.0000 172.3144 
34 164.8010 200.0000 198.8403 200.0000 
35 164.8000 200.0000 174.1783 200.0000 
36 165.0640 200.0000 197.1598 200.0000 
37 110.0000 100.8384 110.0000 100.8765 
38 110.0000 100.8384 109.3565 100.9000 
39 110.0000 100.8384 110.0000 100.7784 
40 511.2837 439.4125 510.9751 439.1895 

Fuel Cost 121,468.47 129,954.64 121,836.98 129,956.10 
Emission 364,048.19 176,682.27 374,790.57 176,683.27 
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Table 2. Cost (×10 $) and emission (×10 ton) comparison of different methods 

Method Fuel Cost  Emission  
SPEA 2 [11] 125,807.69 211,097.77 

NSGA-II [11] 125,825.20 210,949.08 
PDE [11] 125,730.95 211,765.46 

MODE [11] 125,792.20 211,190.23 
MOTLBO (proposed) 125,507.37 211,644.62 

 

2 2.5 3 3.5

x 10
5

1.22

1.24

1.26

1.28

1.3
x 10

5

Emission (in ton)

F
ue

l C
os

t 
(in

 $
)

 

Fig. 1. Pareto-optimal curve for the last generation of MOTLBO 

The results given in Table 1 shows that the MOTLBO algorithm with the strategy 
mentioned performs far better than the algorithms reported in recent literature [11]. 
The Fig 1 shows the capability of the proposed algorithm in achieving the pareto 
curve. Table 2 shows the best compromised solutions of different algorithms. The 
results indicate that MOTLBO algorithm can be used as a suitable technique for EED 
class of problems. 

5 Conclusion 

The EED problem consisting of 40 thermal generating units has been taken and mod-
eled as per the literature available. TLBO algorithm has been adapted to solve mul-
tiobjective problems. The MOTLBO algorithm has been successfully applied to the 
test system considered. The procedure followed has resulted in superior results as 
compared to recent research literature. The feasibility and the suitability of the pro-
posed algorithm have been verified. The procedure discussed is easily extensible to 
similar problems without any requirement of tuning of parameters.  
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Abstract. The Incorporation of deregulation and increase in renewable  
sources of generation has shifted the nature of existing power systems to a more 
geographically distributed system. This had led to significant challenges towards 
on-line monitoring and control. Contingency set identification is an essential step 
in monitoring the power system security level. Multiple contingency analysis 
forms the basis of security issues, particularly of large, interconnected power 
systems. The difficulty of multiple contingency selections for on-line security 
analysis lies in its inherent combinatorial nature. In this paper, an approach for 
identification of power system vulnerability to avoid catastrophic failures is put 
forward, as a multi objective optimization problem that partitions its topology 
graph, accounts for maximizing the imbalance between generation and load in 
each island and at the same time minimizes the number of lines cut to realize the 
partitions. The Nondominated Sorted Genetic Algorithm, version II (NSGA II) 
has been applied to obtain the optimal solutions and the methodology involved 
has been applied to an IEEE 30 bus test system and results are presented. 

1 Introduction 

With the increased dependence of electric power in all aspects of modern society, power 
system reliability has become an area of prime importance. Electric power system is 
prone to much vulnerability, some of which are frequently encountered, whereas others 
are relatively erratic. Identifying small groups of lines, whose removal would lead to 
cascading failures, even a severe blackout, is critical for the secure operation of the 
electric power grid. The causes of cascading events in power systems are various [1]. 
One major contribution to cascading is high order initiating contingencies—removal of 
several power system components in a very short time, typically within seconds. Con-
tingency set identification is an essential step in monitoring the power system security 
level [1]. Most literature [2] on contingency selection emphasizes screening methods to 
select contingencies from a presumed N−1 contingency set plus a limited number of 
high order contingencies, ranking them using an appropriate severity index. 

There are a few related literatures that deal with systematic analysis of higher or-
der, multiple contingencies, like [3], [4].  Additionally, such analysis requires huge 
amount of computations that make them ineffective for online deployment purposes.  
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Such non-ordered contingencies may lead to catastrophes and control actions must 
be taken to avoid such failure [5]. One approach to deal with this situation is to divide 
the electric power network into smaller sub-networks, called islands. The basis for 
forming the islands is to minimize the imbalance between generation and load in each 
island [4], [6]. 

Available literature on systematic selection of high order contingencies, called N−k 
contingencies (where k ≥ 2) is limited. [5] and [6] proposed the on-line detection of 
hidden failure in protection device to prevent cascading failure. The proposed method 
needs exhaustive information on the logic of protection device installed in power 
system, which make it very difficult to be implemented. One might argue that most of 
these contingencies are so low in probability that they do not warrant attention. How-
ever, N−k contingencies do occur, and when they do, effects can be very severe, and 
these very pragmatic facts motivate the research in the field to identify high risk N-k 
contingencies for on-line security analysis [1].  

This paper deals with the vulnerability assessment of the electric power grid. It 
formulates the identification of a small group of lines (multiple contingency), as a 
multi objective optimization problem taking into account the power imbalance among 
the different islands formed as well as the number if lines to be cut, such that when 
removed, they lead to a catastrophe. A multi objective optimization method, elitist 
Nondominated Sorting Genetic Algorithm, version II (NSGA II) has been employed 
to the vulnerability analysis. The methodology has been applied to the test case of an 
IEEE 30 bus test system and results are presented.  

The remainder of this paper is organized as follows: Section II gives a brief review 
of power system vulnerability analysis using graph theoretic approach. Formulation of 
power grid vulnerability analysis as a multi objective optimization function has been 
presented in Section III along with its NSGA II implementation. Section IV provides 
the detailed methodology with its application to the IEEE 30 bus test system. Section 
VI concludes the paper. 

2 Power System Vulnerability Analysis: A Graph Theoritic 
Approach  

Islanding refers to the condition of a distributed generation continuing to power loca-
tion even though power from the electric utility is no longer present [4]. In this paper 
islanding refers to one or several distributed power system units forming an island. 
Load can consist of either an industrial plant or consumer facilities in a distribution 
grid. Several approaches can be used to separate the whole network into small sys-
tems. Classical powers systems usually consist of buses and transmission lines which 
connect each other. The power flows in transmission lines have different values and 
directions. Therefore, power system networks can be considered as a directed graph 
with different weights at vertices [6]. 

To delve into the graph theoretic approach, a small four node, five branch reference 
graph paraphrased from [6] has been taken as shown in figure 1. 
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Node 1

b4

b5

b3

b2

Node 3

Node 4

Node 2

b1

 

Fig. 1. A 4 reference graph with nodes and 5 branches 

The four nodes and five branches are represented by circles and arrows respectively. 
Considering the direction of arrows a branch/node incidence matrix ‘A’ has been 
formed. So by using information A is given by 

 
  1 -1 0 0      
  1  0 -1 0 
A =  0 -1  1 0       (1)   

  0 -1  1 0 
  0  0 -1 1 
 

where the rows represent the branches and the columns represent the nodes. Matrix 
entry Amn is equal to1 if branch m originates at node n, and it is equal to -1 if the 
branch terminates to node n. The entry is equal to zero if the branch is not incident or 
connected to n. So from this point of view, two groups of values have been taken 
which is called indicator vector (X) to specify the partition. 

X = [-1 -1 1 1 ]T               (2)    

Multiplying the incidence matrix by the indicator vector yields a vector(Y) that identi-
fies the branches that separate the two groups:    

 Y = AX = [0 -2 2 2 0]T  (3) 

The value of an entry in vector y is 0 if the branch is internal to a group and is ±2 if 
the branch connects the two groups. The sign depends on the direction of the arrow. 
From (3) it is obvious that 

YT Y = XT(AT A) X = 4C      (4) 

Where, C= number of separating branches. Here AT A is called Laplacian matrix as-
sociated with the graph. It is denoted by L. From that Laplacian matrix, eigen value 
can be generated. The smallest positive eigen value of the Laplacian matrix and  
corresponding eigenvector are often referred to as Fiedler eigen value and Fiedler 
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eigenvector [6], which plays a vital role in partitioning graphs by spectral approach 
[6]. From that reference graph, Laplacian matrix cab be derived.  Now, power system 
will lead to an extreme event when some specific line outages lead to severe imbal-
ance in the system. The focus of this paper is to identify a small number of lines that 
if removed will partition the system and will cause a severe power imbalance. These 
are two possibly competing objectives:  Minimize cuts; and Maximize directed power 
flow across the cut set. 

To proceed, first of all a description of these objectives is needed in terms of an in-
dicator vector that will describe the partitions. The cut size cost is expressed by (4). 
Let the vector p denote the bus power injections and let x be an indicator vector with 
entries equal to ±1. Then, assuming a lossless network leads to: 

 p Tx = 2 (power flow between groups)    (6) 

The simplest, and arguably the most direct, mathematical representation for the objec-
tives stated above is given by the following minimization problem: 

{ 1,1}
x *  arg  Minimize       T T

x

X L X c p X
∈ −

= −
                     

(7)
 

where the first term is equal to 4 times the number of cuts, the second term is propor-
tional to the power flow disrupted by such cuts, and the positive scalar c explicitly 
represents the trade-off between these objectives. A small value for c favors minimiz-
ing cuts, while a large value of c favors maximizing power imbalance. 

Let p = [2 -2 1 -1]T                  (8) 

The n – 1 = 3 candidate indicator vectors are intuitively: 

X1 = [1  1  1  -1]T ; X2 = [1  -1  1 -1]T ; X3 = [1  -1  -1  -1]T          (9) 

For values of c less than 2, the minimum objective is obtained with x3. For values of c 
greater than 2, the minimum objective is obtained with x2. These are clearly the cor-
rect solutions of (7) for this example. For the small c case, more emphasis is placed 
on small cuts. The x3 solution contains the fewest cuts possible, 2, and has a greater 
power imbalance than x1, which also has 2 cuts. For large c, the power imbalance is 
more emphasized, and the indicator vector given by x2 maximizes this quantity in this 
example [6]. 

3 Multi Objective Formulation of Power System Risk Analysis: 
NSGA II Implementation 

To make a power system N - k secure means that no combination of k facility outages 
will cause a wide spread blackout. The brute force method to test k components in-
volves choosing all combinations of k outages and testing whether a blackout might 
occur .This is computationally impractical. The computation grows combinatorial as 
the size of the system increases .This is also one of the NP-Complete problems. 
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Multi-objective formulations are realistic models for many complex engineering 
optimization problems. The solution of such problems are not unique, but a set of 
equally efficient ,non-inferior  or non dominated  solutions known as Pareto- optimal 
set [8]. Evolutionary algorithms are popular approaches to solving multiobjective 
optimization. Currently most evolutionary optimizers apply Pareto-based ranking 
schemes [8]. Genetic algorithms such as the Non-dominated Sorting Genetic Algo-
rithm-II (NSGA-II) have become standard approaches. The main advantage of evolu-
tionary algorithms, when applied to solve multi-objective optimization problems, is 
the fact that they typically optimize sets of solutions, allowing computation of an 
approximation of the entire Pareto front in a single algorithm run. 

Non-dominated sorted genetic algorithm, version II (NSGA II) has been particular-
ly popular among its counterparts [8], [9].  

This multiple contingency problem has been framed as multi-objective optimiza-
tion problem and NSGA II has been employed for finding out the optimal solution. 
There are the two objective functions for this problem as shown in (11). One for mi-
nimizing the cut set and another for maximizing the power imbalance between the 
two groups. The first term of (11), namely (0.5 *  XTL X) denotes the number of lines 
cut; whereas the last term signifies the power imbalance between the two groups as 
has been mentioned in (7). It formally looks like this : 

                          Minimize  0.5 * XT L X – c * 0.25*  PT X    (11)  

and are constrained by two constraints namely0.5 * XT L X  ≤ C; and 0.25* PT X  ≥ P;  
where C is the cut set count and P is the power imbalance between the two groups 

and X is a vector consisting of either -1 and/or +1 and of size equal to the number of 
nodes in the graph. The NSGA II algorithm used is as follows: 

Step1:  Initialize parent population of size N individuals 
Step 2: Evaluate objectives and constraints for all individuals in parent population, 

rank the population and compute crowding distance.  
Step 3: Use non-domination criterion based selection operator to identify high  

fitness individuals. 
Step 4: Apply crossover and mutation operators to create child population. 
Step 5: Evaluate all individuals in child population. 
Step 6: Combine parent and child populations ,rank the combined population and 

compute the crowding  distance. 
Step 7:  Select the best individuals to fill the new parent population of size N. 
Step 8: Repeat steps 3 to 7 till the convergence or maximum number of  

generations. 

Computational complexity for finding the no domination criteria is O(MN2) ,where M 
is the number of objective  functions and N is the population size [9]. The following 
section uses this problem formulation and applies it to a standard power system test 
case, namely the IEEE 30 bus test system [10] and presents the results. 
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4 Case Study and Results 

This section presents the detailed methodology involved to identify power system 
vulnerability taking the topology graph of power system. To find an optimal combina-
tion of power imbalance and line cuts, which are two contending features, NSGA II 
has been applied. The efficacy of the optimization employed has been demonstrated 
by means of a case study that considers the IEEE 30 bus test case, a system widely 
studied in literature. The IEEE 30 Bus Test Case [10] represents a portion of the 
American Electric Power System. The data has been entered in IEEE Common Data 
Format since 1993. In this system 5 generators are there. This paper islands the same 
using graph theory approach considering the power injections at different buses. Cor-
responding graph of IEEE 30 bus system graph has been shown in figure 2. The bus 
power injection values are also taken from the original IEEE 30 bus system data [10].   

  

Fig. 2. System Graph of IEEE 30 bus System 

For the 30 bus system, the A vector in (1) will have 30 X 41 entries, which could not 
be shown due to space limitations. Thereafter it has been partitioned into two islands 
from which appropriate indicator vector has to be supplied. It has to be noted that the 
indicator vector for 30 bus system the same structure as (2), with a total of 30 entries. 
For two islands, it will have two distinct entries respectively, i.e., -1 and 1 as per (2). 

The NSGA II algorithm has been run on a desktop computer having the following 
details: Processor- Intel (R) Core(TM) 2 Duo CPU E7400@2.80GHz, 2048MB main 
memory, CPU Core Count- 2, Memory Bus Speed- 800MHz, Hard Drive- 320GB, D-
Link Wireless GDWA- 510 Desktop Adapters having Ubuntu Linux 10.0 as host 
operating system. 

Power and bus injection table has been taken from [6]. According to the data of 
that table, the p vector can be formed, that has 30 entries. While applying NSGA II, a 
case is presented considering different boundary conditions as follows: 

0.5* 11

0.25* 1150

T

T

X L X

P X

≤

≥  
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where X is a vector of -1 and/or +1, of size 30. After solving it using NSGA-II, the 
results obtained has been tabulated in Table 1. The line cuts dissects the system graph 
into two disjoint partitions as is shown in figure 3. 

Table 1. The two Optimal partitions obtained with Maximum Link cuts limited to 11 and 
minimum power imbalance chosen as 1150 

Island 1 Island 2 Cutset Power 
Imbalance 

{1,13,22
,23,25,27,2

9,30} 

{2,3,4,5,6,7,8,9,10,
11,12,13,14,15,16,17,1
8,19,20,21,24,26,28} 

{(27,28),(23,15),(13,12),(22,
10),(21,22),(24,25),(24,23),(22,2

4),(26,25),(1,2),(1,3)} 

1276.2 
unit 

 
A note on the Pareto optimal front of the problem formulation using the proposed 

NSGA II scheme is provided as follows: The complete order over individuals is found 
out [11],[12]. Front 1: The individuals which are not dominated by any one of the 
individual in both the objective functions. Front 2 : The individuals which are not 
dominated by any one of the individual in only one objective function. Front 3:  The 
individuals which are dominated by Front1. Front 4: The individuals which are domi-
nated by Front2. Front 5: Rest of the individuals which are not coming under front 1, 
Front2, Front3 and Front4.  
 

 

Fig. 3. Optimal partitions obtained of the graph of fig. 2 with Maximum Link cuts limited to 11 
and minimum power imbalance chosen as 1150 

5 Conclusion 

This paper presents an approach for identification of power system vulnerability to 
avoid catastrophic failures by means of identifying some specific outages that might 
possibly lead to catastrophe out of combinatorially large number of possibilities. It 
presents the formulation of the same as a multi objective optimization problem that 
partitions its topology graph, accounts for maximizing the imbalance between genera-
tion and load in each island and at the same time minimizes the number of lines cut to 
realize the partitions and employs NSGA II. Experiments were conducted on an IEEE 
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30 bus test system and the results have been presented. In future, the authors plan to 
incorporate the same as a separate grid service in their ongoing Grid computing based 
power system monitoring and control scheme for on line identification of risks in 
power system. 
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Abstract. Genetic Programming (GP) is increasingly used as an alternative for 
Artificial Neural Networks (ANN) in many applications viz. forecasting,  
classification etc. However, GP models are limited in scope as their application 
is restricted to stationary systems. This study proposes use of Multi Resolution 
Genetic Programming (MRGP) based approach as an alternative modelling 
strategy to treat non-stationaries. The proposed approach is a synthesis of 
Wavelets based Multi-Resolution Decomposition and Genetic Programming. 
Wavelet transform is used to decompose the time series at different scales of 
resolution so that the underlying temporal structures of the original time series 
become more tractable. Further, Genetic Programming is then applied to cap-
ture the underlying process through evolutionary algorithms. In the case study 
investigated, the MRGP is applied for forecasting one month ahead stream flow 
in Fraser River, Canada, and its performance compared with the conventional, 
but scale insensitive, GP model. The results show the MRGP as a promising 
approach for flow forecasting.   

Keywords: Wavelet Analysis, Genetic Programming, Multiscale Forecasting, 
Stream flow. 

1 Introduction 

Genetic Programming (GP), as a soft computing technique, has seen successful appli-
cation in a diverse set of research studies in the recent past ([1], [2], [3]). In the broad 
area of Civil Engineering, the GP techniques have been applied successfully to devel-
op a rainfall runoff modelling framework by [4], for runoff forecasting by [5], and for 
optimal structural design by [6]. Further, [7] have used GP to derive a unit hydro-
graph for an urban basin.  GP has also been applied for predicting coastal blooms [8], 
for detection of incidents on highways [9], for modelling the dynamics of evapo-
transpiration process [10], and for modelling suspended sediment transport [11].  
Other notable GP based modelling studies include flood routing study by [12], daily 
reference ET estimation by [13], modelling trap efficiency of reservoirs by [14] and 
forecasting sea level rise by [15]. A consensus view that emerged from these studies 
was that, overall, GP based models performed better at these tasks in comparison to 
Artificial Neural Networks (ANN) based models.  
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Traditional GP based models, however, present a serious difficulty as these latter 
models are incapable of accommodating time invariance or non-stationarity. In the 
real-world context, systems are seldom stationary and application of these techniques 
to problems involving some degree of non-stationary behaviour in the underlying 
systems require that the GP based model be updated regularly with newer, or current, 
information by using recursive techniques like Kalman Filter. The present study 
adopts an alternative mechanism to handle a non-stationary time series by seeking to 
couple Genetic Programming with wavelet transforms. 

Wavelet transforms is a powerful mathematical technique and has been extensively 
applied for multi resolution analysis based modelling of numerous types of time series 
including those that are commonly encountered in the realm of hydrology. Past research 
has established that the latter, wavelets based, approach has the intrinsic capability to 
discriminate between various components, time varying or otherwise, of a typical time 
series and in the process is able to sift out useful information on underlying trends, peri-
odicities and other behavioural attributes that constitutes the given time series. In the 
recent past, wavelets have been successfully combined with the different soft computing 
techniques in various modelling and forecasting studies. For example, a conjunctive 
wavelet and ANN model was developed for drought forecasting [16]. Wavelet networks 
were proposed for prediction of short and long term hydrological time series [17]. Simi-
larly, [18] proposed a wavelets based Multiscale ARMAX model for time series model-
ling while a coupled wavelets-ANN model was used to develop a 1 day ahead and 1 
month ahead runoff forecasting framework by [19] and [20] respectively. Additionally, 
[21] and [22] have seen application of these combination approaches for monthly and 
daily flow forecasting in semi arid watershed.  

In some recent studies (see, for example, [12], [14] ),  GP based models have been 
shown to outperformed  ANN models and this has resulted in a heightened interest in 
the former approach. Historically too, ANN based models have often been criticized on 
aspects such as issues of over training, requirement of heuristics in finding the suitable 
network parameters, and on account of it being a complete black box model. In compar-
ison, on the other hand, GP based approach is gradually emerging as a method of choice 
as it offers advantages of being an evolutionary algorithm and is able to produce a func-
tional form. Additionally, and importantly, this approach does not require any kind of a 
priori assumption on model structure to be used for system identification. The purpose 
of this paper is to investigate the performance of Wavelet based Multi Resolution Ge-
netic Programming (MRGP) model for monthly stream flow forecasting and compare it 
with the performance of single scale GP and ANN model.  

2 Genetic Programming 

GP is similar to Genetic Algorithm (GA) but utilizes a “parse tree” structure in its 
search for solutions, whereas the conventional GA employs bit strips. The technique 
is a “bottom up” process as it does not require any a priori  assumption regarding the 
structure of the relationship between the independent and dependent variables. The 
method, on the other hand, identifies an appropriate relationship and may be in the 
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form of logical statements, or a mathematical expression in some familiar mathemati-
cal format, or it may even be in the form of an assembly of mathematical functions in 
a completely unfamiliar format. The GP implementation of relationships has two 
components: (i) a parse tree, which is a functional set of basic mathematical operators 
(such as +, -, *, ^, /, sqrt, log, sin, cos), emulating the role of RNA and (ii) the actual 
components of the functions and their parameters (referred to as the terminal set), 
which emulate the role of proteins or chromosomes in biological systems. These two 
components work simultaneously to mimic the dynamics of evolutionary processes. A 
detailed discussion on theoretical development of the framework for GP based ap-
proach is beyond the scope of this paper and is extensively discussed in literature (see, 
for example, reference cited at [1] for a detailed discussion). 

3 Maximal Overlap Discrete Wavelet Transform (MODWT) 
and Multi Resolution Analysis 

The MODWT is a mathematical tool that projects a time series onto a collection of 
non-orthogonal basis functions (wavelets) to produce a set of wavelet coefficients 
[23]. These coefficients capture information from the time series at different frequen-
cies and at distinct instants. For a redundant transform like the MODWT, an n sam-
ples input time series will have n samples resolution scale for each resolution level. 
Therefore, the features of wavelet coefficients in a Multi Resolution Analysis (MRA) 
will be lined up with the original time series in a meaningful way.  

For a time series X with n samples, the MODWT yields an additive decomposition 
or MRA given by, 

1

N

j N
j

X D S
=

= +
                                           

(1)

 

According to Equation (1), a set of coefficients {Dj}, corresponding to respective 
scale j, can be obtained with the same number of samples (n) as in the original signal 
(X). These are called wavelet “details” and they capture local fluctuations over the 
whole period of a time series at that particular scale. The set of values SN provide a 
“smooth” or overall “trend” of the original signal. Adding Dj to SN, for j = 1, 2… N, 
(where N is the number of decomposition level) gives an increasingly more accurate 
approximation of the original signal.   

4 Model Development 

MRGP model is obtained by combining the two methods, GP and Wavelet  
Transform. As a first step, scale specific decompositions of the given time series are 
derived using wavelet transform and is followed with the development of a scale  
specific GP model for its respective scale specific decomposition level. The individu-
al contributions obtained thus for each scale are then combined linearly to obtain 
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forecast of the modelled state variable at next time horizon. From equation (1), any 
discrete time series X = (Xk)k=1,2,…n can be written in the following form  = , + ∑ ,                        = 1,2, … .                        (2) 

To compute the value of , the one step ahead forecast value of Xk+1, and made at 
time step k, it is sufficient to calculate  

 and  ,  = 1,2, … . .  
Using the GP evolved functions we can estimate  and ,  using the model 

having a general form,    

, = , , , , … . , ,                                      (3) 

, = . , . , … … . . , , = 1,2, … …                            (4) 

The functional forms of fo and fj are obtained by minimizing the sum of squared errors 
and q is order (or memory) of the model at each scale. Finally, the integration of scale 
wise forecasts at each level is linearly combined to yield the forecast of the model 
state variable   using the expression: 

= , + ,                                                        (5) 

The entire model scheme is shown in Figure 1.  

 

Fig. 1. MRGP MODEL for stream flow forecasting 

The performance of the proposed approach is compared with the single scale  
traditional GP, ANN and ARIMA models in terms of the residual error analysis and 
other performance indices such as Root Mean Square Error (RMSE), Coefficient of 
determination (R2), and Mean Absolute Error (MAE). The RMSE, R2 and MAE are 
defined as: 
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= ∑ ( )                                             (6) 

= 1 ∑ ( )∑ ( )                                               (7) 

= 1                                              (8) 

In the equations given above, M is the number of data sets or observations available 
for use, Qi  is the observed value and is the model predicted value.  

5 Model Application 

In order to investigate the efficiency of the proposed method, the MRGP was applied 
to develop 1-month ahead monthly flow forecasts for Fraser River in Canada. In the 
study reported by [24], this time series was investigated and the authors indicated 
presence of non-stationarity in terms of multi-scale hidden dynamics. Figure 2 
presents a plot of these mean monthly flows from January, 1913 to December, 1990. 
For objectivity, models were designed based on the split sample test approach in 
which data for the first 50-years were used for calibration, the next 20-year reserved 
for testing and the remaining 10 years of flow data was used for validating the model. 
As a first step, the ‘db2’ wavelets transform approach was used to obtain 5 level de-
compositions of the given stream flow time series. Independent GP models, such as 
the one given as equation 13, were designed for each scale and following a compara-
tive evaluation, the best one was adopted as the model of choice for further analysis. 
As a next step, the model outputs were then combined to forecast 1- month ahead 
stream flow. Table 1 shows the general GP parameters used in this study. Different 
input combinations were tested for selecting the best ANN and GP models. Table 2 
shows the models’ performance statistics (R2, RMSE and MAE) for the best GP and 
MRGP model, ANN and the ARIMA model. The analyses of the results clearly show 
the improved performance of the MRGP model when compared with the single scale 
GP model.  
 

 

Fig. 2. Average Monthly Streamflow of Fraser River 
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Table 1. GP Parameters  

S.No Parameter Fraser river 
1 Population Size 300 
2 Mutation Frequency (%) 95 
3 Crossover Frequency (%) 50 
4 Program Size 

Intial 80 
Maximum 512 

5 Total Runs 15 
6 Cost Function MSE 
7 Set Functions ' +,-,x,/,sqrt(),sin()' 
8 Inputs to GP Model Xt-1,Xt-2,Xt-3, Xt-11Xt-12 

Table 2. Model Performance for the Fraser river series – One month ahead prediction 

  Testing Validation 

S.no Model Type RMSE(m3/s) R2 MAE(m3/s) RMSE(m3/s) R2 MAE(m3/s) 

(i) GP 761.23 0.86 525.27 799.55 0.825 554.97 

(ii) MRGP 
683.32 0.92 480.23 640.23 0.89 494.73 

(iii) ARIMA 804.3 0.76 570.32 845.32 0.72 600.35 

(iv) ANN 780.25 0.83 540.45 820.47 0.78 577.95 

 
From Table 2 and Figures 3 and 4, it can be seen that the MRGP model outper-

forms all the other competing models for the desired 1-month ahead forecasts. It is 
seen that the MRGP model has a validation period R2 and RMSE values equal to 0.89 
and 640.23m3/s respectively. In comparison, the best GP and ANN models had a vali-
dation period R2 of 0.825 and 0.78 respectively while the reported RMSE values were 
equal to 799.5 m3/s and 820.47m3/s respectively for these models. The evolved, final, 
functional form for the GP model was accordingly obtained as:  

2 2
11 12 12 11 12

1 1 12 22
9 9

22.12( )
0.159 0.46 0.69 0.159 (9)t t t t t

t t t t
t t

Q Q Q Q Q
Q Q Q Q

Q Q
− − − − −

+ − − −
− −

 − −= + + + − 
   

Equation (13) is the simplified form of the best model evolved by the GP. The equa-
tion presents a complex and nonlinear model for one month ahead forecast.  

Figures 3 and 4 shows the comparison of performances of the GP and MRGP de-
rived estimates respectively with the corresponding observations of the modelled flow 
state variable.  These figures clearly establish the superior performance of the wave-
lets based approach as can be seen in terms of an improved description of peak flow 
rates as well as their time of occurrence.   
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Fig. 3. Model Performance for the Single Resolution GP for Fraser River (Validation Results) 

 

Fig. 4. Model Performance for the MRGP for Fraser River (Validation Results) 

6 Conclusions 

The potential of Multi Resolution Genetic Programming (MRGP) model for stream-
flow forecasting was investigated in this study for a non-stationary time series. The 
MRGP models were developed by combining two methods, namely the Wavelet 
Transform and Genetic Programming.  For the investigated case study of monthly 
stream flows, the proposed methodology has significantly improved the forecast accu-
racy, as indicated by the associated values of RMSE, by as much as 20% and 22% 
respectively when compared with the single resolution GP and ANN models. Similar-
ly, the improved MRGP based model performance is also indicated by the higher 
values obtained for the performance indicator R2. Clearly, MRGP models are more 
accurate since wavelet transforms provide a better discrimination of non-stationarities 
that are present at various scales in the given time series and, additionally, provides 
their corresponding stationary decompositions. This improves the ability of the 
coupled GP based forecasting model by capturing useful information on various reso-
lution levels. Further, the functional form provided by the MRGP is quite simple and, 
at the same time, a versatile model and can be directly used for future predictions 
without involving excessive computation.  
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Abstract. Several metrics and indicators have been suggested in the
past to evaluate multi-objective evolutionary and non-evolutionary algo-
rithms. However, these metrics are known to have many problems that
make their application sometimes unsound, and sometimes infeasible.
This paper proposes a new approach, in which metrics are parameter-
ized with respect to a reference set, on which depend the properties of
any metric.
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1 Introduction

Evaluating and comparing single-objective evolutionary algorithms is a relatively
straightforward task: evaluate whether or not a particular solution quality was
achieved, how often (over various trials) such quality was achieved, and how
much computational effort was required. By contrast, the evaluation of multi-
objective evolutionary and non-evolutionary algorithms, collectively abbreviated
as MOAs in this paper, is rendered difficult by the lack of simple and satisfac-
tory performance metrics1. The main reason is that the output of a MOA run
is a collection of vectors forming a non-dominated set. Comparative results are
generally shown in graphical form indicating which algorithm performs better
[7,8]. Some oft-used metrics are discussed in [6,10]; a comprehensive list of met-
rics is available in Table 1 on page 41 of a recent survey article by Zhou et. al
[9]. For example, several of the classical metrics are defined with respect to the
Pareto set consisting of all non-dominated solutions to the problem. Unfortu-
nately, the Pareto set is unknown or impossible to enumerate in many practical
problems. Other metrics rely on computing the hyper-volume dominated by so-
lutions produced by an algorithm; an algorithm that dominates greater volume
is considered to be better than another that dominates less volume.

The unsoundness or unsatisfactoriness of several oft-used metrics has been dis-
cussed by Knowles and Corne [6]. Some difficulties are: potential non-transitivity2,
1 The word “indicator” better describes these, but MOA literature appears to prefer

the slightly inaccurate usage –“metric”; used in this paper as well.
2 It is possible that algorithm A is considered better than algorithm B, and B better

than C, as well as C better than A are fundamental to any 3-party election.

B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 723–730, 2011.
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consequences of Arrows theorem [1], and Condorcets voting paradox [12], resolu-
tions to which have been discussed by researchers in Economics and Game Theory.

In this paper we propose that all comparative evaluations of MOAs should be
with respect to a Reference Set (RefSet). Inferences and conclusions based on
such evaluations cease to be valid when the context of the RefSet is removed,
yet in some instances, this is the only possible approach. Various metrics can
be proposed, similar to those existing in the literature, but parameterized by a
specific RefSet. The properties satisfied by a metric would then depend on the
choice of the RefSet. Valid statistical arguments can be constructed to evaluate
algorithms in case one algorithm is shown to be better than other with many
unbiased choices of RefSets. Depending on the choice of RefSets, it may be
possible to combine the results with appropriate weights to obtain an overall
performance measure.

Section 2 presents the main idea of this paper, discussing why and how RefSets
may be constructed to facilitate algorithm comparison. Sections 3-5 focus on
RefSet-based metrics related to solution set cardinality, domination area, and
solution set diversity. Predictably, the last section presents concluding remarks.

2 Reference Sets

A Reference Set (RefSet) is a collection of candidate solutions with respect to
which we can compare two algorithms. We may distinguish between RefSets
that:

• Focus exclusively on non-domination, abbreviated NRefSets;
• Focus exclusively on diversity, abbreviated DRefSets; and
• Consider both non-domination and diversity, abbreviated DNRefSets.

For example, a possible NRefSet that can be used by the metric is the Pareto
set consisting of all non-dominated solutions to the problem. Unfortunately,
as mentioned earlier, the Pareto set is unknown or impossible to enumerate in
many practical problems. Such metrics can instead be replaced by others that are
parameterized with an appropriately chosen RefSet. The following are examples
of RefSets that can be used to compare algorithms with respect to a specific
problem instance:

• U : the union of all solutions to the problem instance obtained by all means
known to humanity for some benchmark problems, the Pareto set may be
available for use as U .

• NU : the subset of U consisting only of mutually non-dominating solutions,
i.e., obtained by deleting all elements of U that are dominated by other
elements in U .

• UD : a subset of U obtained by deleting elements of U that are near others
according to a minimal distance threshold condition D specified to hold
between any two elements in the set. The threshold conditions may be
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• In data space,
• In objective function space.

The latter is desirable from the perspective of sampling different parts of
the Pareto surface, whereas the former is of interest in applications such as
routing where robustness is to be achieved by finding multiple substantially
distinct solutions. The distance threshold condition D may be parameter-
ized based on the threshold value used to evaluate proximity. Also, different
choices of UD can be obtained for the same Uand the same condition D,
since the choice of the elements being deleted may be arbitrary.

• NUD : obtained by applying the distance threshold restriction D to NU .
• Uk, NUk, UkD, NUkD, : similar to above; consisting of the union of solutions

to the problem instance obtained by k algorithms being compared, where
k ≥ 2.

• U−, NU−, U−D, NU−D : similar to above, beginning with the union of so-
lutions to the problem instance obtained by a collection of algorithms ex-
cluding the one being evaluated.

The choice of the reference set depends on the properties considered to be
of importance for a specific algorithm comparison. Reference sets formulated
without utilizing the solutions obtained using a specific algorithm are ideal,
providing objective criteria that do not depend on the vagaries of the algo-
rithms being evaluated; all the sets listed above satisfy this condition, except
Uk, NUk, UkD, NUkD, As a reasonable and sound experimental methodology,
for instance, when two specific algorithms are being evaluated against each other,
all other available algorithms may be used to generate the reference set.

Example: When

(a) the requirements of considering both non-domination and solution set diver-
sity hold,

(b) only two algorithms are being compared,
(c) the Pareto set is unknown, and
(d) no other algorithms have so far been applied to that problem instance,

the right choice of the reference metric is expected to be NU2D, where D elimi-
nates some candidate solutions whose distance to others in the set (in objective
space) is less than a prespecified problem-specific threshold. For instance, for
the automobile buyer’s decision-making problem with twin objectives of cost
and comfort, this approach may delete one of two elements whose cost differs by
less than $200 and estimated comfort level differs by less than 0.1. Alternatively,
D may be specified in data space instead of objective space, e.g., NU2D may
be prohibited from containing two cars made by the same manufacturer. Note,
as in these examples, that the distance-related criterion D need not depend on
Euclidean distance in multi-dimensional space. Also, the choice of D does not
uniquely determine NU2D, in general.

The high-level approach we propose introduces the RefSet parameter into ex-
isting metrics. The next three sections explore the approach, developing RefSet-
based metrics that are similar to several kinds of existing metrics.



726 C.K. Mohan and K.G. Mehrotra

3 Solution Set Cardinality

Counting the number of non-dominated solutions produced by an algorithm is
a procedure that has come under some criticism, e.g., [6]. An algorithm could
be rated highly because it produces a large number of candidate solutions, even
when compared to another algorithm that produces a single Pareto-optimal so-
lution that dominates all the others.

However, set cardinality can make more sense with respect to a RefSet, ob-
taining ordinal or comparative measures such as the following:

• An algorithm can be evaluated using the fraction of elements in the RefSet
that are contributed by another algorithm; an algorithm can be considered
to be better than another, with respect to the RefSet, if it contributes more
elements to the RefSet.

• A milder, more practical criterion is to count the fraction of elements in the
RefSet that are very near (according to some reasonable distance threshold
in the objective space) to candidate solutions produced by an algorithm.

These measures do not directly rely on the cardinality of the solution set pro-
duced by the algorithms, but instead depend on the relationship between the
RefSet and the solutions produced by the algorithms. The following properties
hold for the above criteria:

• Algorithms are not rewarded for producing multiple near-identical candidate
solutions.

• Algorithms are not directly penalized for producing only a small number of
very good solutions.

Example: A RefSet consisting of NU2, augmented by problem-specific knowl-
edge, contains three solutions from algorithm A, two solutions from algorithm
B, and two others that are almost identical in objective function values to other
solutions from B. Then, the first comparative measure argues that A is better
than B since 3 ≥ 2, whereas the second measure supports the opposite conclu-
sion, since B has generated solutions that are very near to four solutions in the
RefSet.

Properties: We consider here some of the properties satisfied by a specific
RefSet-based metric, suggesting the usefulness of this methodology. Let the or-
dinal metric F (X ; R) be defined as the fraction of solutions in RefSet R obtained
using algorithm X , and the associated comparison metric BF (X, Y ; R) accord-
ing to which algorithm X is better than algorithm Y if F (X ; R) ≥ F (Y ; R).
This metric satisfies the following properties, in some cases only for appropriate
choices of R:

• Transitivity: (BF (X, Y ; R) and BF (Y, Z; R)) implies BF (X, Z; R).
• Antisymmetry: BF (X, Y ; R). implies ¬BF (Y, X ; R).
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• Compatibility with outperformance relations3,4: Let all points in B be equal
to or dominated by points in A, and let A contain at least one point that
is not in B. Then BF (A, B; NU2), but not necessarily BF (A, B; NU) nor
BF (A, B; NU−) since none of the solutions in NU (or NU−) may come
from A. In other words, an algorithm may produce solutions that dominate
the solutions of another algorithm. But it is possible that both algorithms
are equally bad as far as the RefSet is concerned, especially when the RefSet
is constructed independently of the algorithms being compared.

Such analysis can be carried out for various metrics, identifying RefSets for which
various properties such as [weak] compatibility with weak/strong/complete out-
performance hold.

4 Domination Volume

Problems with the metric that uses domination volume involve the choice of the
reference point (the origin in the graph if all objectives are to be maximized),
as well as the incommensurability of different objective function dimensions5.
Changing the units of measure from feet to meters or pounds to kilograms can
result in substantially different results with respect to volume-comparison mea-
sures. The first decision, concerning the choice of the origin or reference point,
involves asking the following question: which parts of the objective function
space are truly of interest to the practitioner? For example, the automobile
purchase decision-maker may rule out all vehicles costing more than $60,000,
as well as those that do not meet minimal comfort standards. The second ob-
stacle to volume-comparison measures, viz., non-commensurability of objective
function dimensions, can be addressed to some extent by using a non-uniform
problem-dependent scaling of the axes (objective functions) prior to the volume
computation.

For instance, the decision-maker can be queried to determine the interval of
values between which he/she is relatively indifferent, at various possible values
for each objective function.

Example: An automobile purchaser may consider that a difference of $500 is
significant when the purchase price is about $10,000, but not significant when the
purchase price is about $60,000. Using this strategy, the two-dimensional objec-
tive function space could be divided into a collection of rectangular cells using
non-uniformly spaced grid lines, and the volume comparison metric is trans-
formed into one of comparing which cells are dominated by solutions generated
by one algorithms but not the other. This approach provides a coarse measure

3 Knowles and Corne [6] define the concepts of ‘outperformance’ and ‘compatibility’.
4 For ease of reading, we abuse notation, identifying algorithms with the nondominated

solution sets they produce; Greek letters can be invoked if needed.
5 Apples and oranges can be multiplied, but products of differences in the numbers of

apples and oranges cannot be compared!
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for algorithm comparison that is more robust than the volume comparison met-
ric, although it remains subject to the criticism that a cell in one part of the
objective function space cannot be considered equivalent in size or importance
to a cell in a completely different part of the space.

For example, twenty cells are dominated by one algorithm but not by the
other, whereas forty cells are dominated by the second algorithm but not the
first. Superficially, the second algorithm is better using the cell-counting met-
ric, but the justifiability of this comparison depends on the appropriateness of
the problem-specific choice of the grid lines (or planes or hyperplanes) used to
separate the objective function space into cells.

By moving from objective function dimension-based volume measures to more
abstract cell-counting measures, the above discussion provides a guideline for the
choice of volume-like RefSet-based metrics. These metrics are constructed using
elements in the RefSet to determine cells, using an approach such as Voronoi
tessellation in which each element of the RefSet corresponds to one cell or region
in objective function space.

The applicability of this approach relies to some extent on the degree to which
elements of the RefSet satisfactorily describe the Pareto set. When the true
Pareto set is unavailable, of course, such reasoning is based on the assumption
that the RefSet is the best available approximation to the Pareto set. Further,
there is an implicit assumption that two cells are roughly equivalent in impor-
tance, suggesting that the RefSet should be modified or thinned out (e.g., NUD

defined in Section 2) to eliminate elements that are near-identical in objective
function space.

5 Diversity

Classic Pareto set coverage and related metrics address how well the solutions
generated by an algorithm encompass the Pareto-optimal solutions appropriate
to the problem instance being considered. Where the Pareto set is known or
easily determinable, this is exactly as the special case where the RefSet is the
same as the Pareto set.

In practical situations, we would instead have to use the RefSets described in
Section 2, instead of the true Pareto set. The coverage issue is partly addressed by
the metrics mentioned in Section 3 and 4, but the general question still remains:
how do we evaluate an algorithm that generates some solutions that belong to
the RefSet, and others that are near but are not identical to other solutions in
the RefSet?

One aspect of this problem involves checking whether the solutions obtained
by an algorithm are spread out widely in the objective function space, with re-
spect to elements in the RefSet. If two algorithms generate equal numbers of
elements in the RefSet, but one generates elements that are clustered together
in objective function whereas the other does not, we may argue that the second
is better than the first. One metric, to which this discussion leads, involves com-
puting the average distance from each RefSet element to the nearest candidate
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solution generated by an algorithm, averaging over all RefSet elements but not
averaging over all the solutions produced by the algorithm.

A related but different issue is the internal diversity of the solution set ob-
tained by an algorithm (without reference to a RefSet). How widely spaced apart
are elements of a solution set? However, spacing measures that focus exclusively
on this issue are not very desirable; in particular, an algorithm that generates
a vast number of well-spaced candidate solutions is not necessarily a good one,
since many of these solutions may be of relatively poor quality with respect
to the domination criterion, e.g., they may all be dominated by a single solu-
tion generated by a different algorithm. Such diversity metrics make sense only
when considered along with a specific RefSet, as in the metric mentioned in the
preceding paragraph.

6 Discussion

This paper has proposed that multi-objective optimization algorithms be evalu-
ated using metrics that depend on Reference Sets. The goals of the comparison
and problem details would be relevant in choosing the appropriate reference set.
Some reasonable choices of reference sets were listed in Section 2. We have also
discussed how we may adapt the metrics previously proposed in the literature to
evaluate the number, diversity, and coverage properties of algorithms. However,
we have only provided a framework for the formulation of such metrics in this
paper. A careful study of the properties of a specific metric, in the lines of the
evaluative study of [6], is needed before applying it to evaluate a specific algo-
rithm. The last paragraph at the end of Section 3 shows that the properties of
the metric depend significantly on the choice of the RefSet.

Acknowledgments. The authors thank Ramesh Rajagopalan and Pramod
Varshney for prior discussions that helped formulate the ideas in this paper.
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Abstract. Forecasting the groundwater levels in a water basin plays a signifi-
cant role in the the management of groundwater resources. In this study, Support
Vector Machines (SVM) is used to construct a ground water level forecasting sys-
tem. Further Quantum behaved Particle Swarm Optimization function is adapted
in this study to determine the SVM parameters. Later, the proposed SVM-QPSO
model is employed in estimating the groundwater level of Rentachintala region
of Andhra Pradesh in India. The performance of the SVM-QPSO model is then
compared with the ANN (Artificial Neural Networks). The results indicate that
SVM-QPSO is a far better technique for predicting groundwater levels as it pro-
vides a high degree of accuracy and reliability.

1 Introduction

The main aim of this study is to tune parameters of SVM using PSO to enhance the
performance of the SVM models, which have gained immense growing popularity of
late [1,2,3,4,5,6,7,8,9,10]. SVM application studies are performed by ’expert’ users and
Since the quality of SVM models depend on a proper setting of SVM hyper-parameters,
the main concern for researchers is to set these parameter values (to ensure good gener-
alization performance) for a given data set in SVM regression. While the existing study
on SVM regression [10,11,12] provide some recommendations for appropriate setting
of SVM parameters, there is hardly general consensus and many contradictory opin-
ions regarding these settings. Hence, re-sampling seems to be the possible method of
choice for many applications. Unfortunately, using re-sampling for tuning several SVM
parameters is very expensive in terms of computational costs and data requirements.
So the basic objective of this study thus is to determine ways and means for obtaining
the optimal parameter values of SVM. In this study Qunatum behaved Particle swarm
optimization (PSO) technique is employed to find out SVM parameters.

PSO was introduced by Eberhart and Kennedy [13], inspired by the social behavior
of animals such as bird flocking, fish schooling, and the swarm theory. Compared with
GA and other similar evolutionary techniques, PSO has some attractive characteristics
and in many a cases proved to be more effective [14]. Both GA and PSO have been
used extensively for a variety of optimization problems and in most of these cases PSO
has proven to have superior computational efficiency [14]. Since 1995, many attempts
have been made to improve the performance of the PSO [15,16]. Sun and Xu [17]
introduced quantum theory into PSO and propose a Quantum-behaved PSO (QPSO)

B.K. Panigrahi et al. (Eds.): SEMCCO 2011, Part I, LNCS 7076, pp. 731–741, 2011.
c© Springer-Verlag Berlin Heidelberg 2011



732 Ch. Sudheer et al.

algorithm, which is guaranteed theoretically to find good optimal solutions in search
space. The experiment results on some widely used benchmark functions show that the
QPSO works better than standard PSO [17] and is a promising algorithm. In this study
Quantum-behaved Particle swarm optimization (QPSO) technique is employed to find
out SVM parameters. This paper is organized as follows. Section 2 gives a brief intro-
duction to SVM algorithm. Section 3 describes the adaptation of QPSO algorithm in
estimating the optimal SVM parameters. Section 4 gives the brief description about the
study area, the available data and the model construction. In Section 5 the performance
of SVM-PSO model is compared with ANN (Artificial Neural Networks). Finally, the
conclusions are presented in Section 6.

2 Support Vector Machines

In this section, the theory behind SVM equations is given, based on Vapnik’s formu-
lation [18]. Assume {(x1,y1), ....,(x
,y
)} be the given training data sets, where each
xi ⊂ Rn shows the input space of the sample and has a corresponding target value yi ⊂ R
for i = 1, . . . , l Where l represents the size of the training data . The basic principle of
regression problem is to find a function which has at most ε deviation from the actually
obtained targets yi for all the training data, and at the same time is as flat as possible.
In other words, errors are tolerable as long as they are less than ε , but any further de-
viations greater than ε are not desirable. The equation 1 is estimated in SVM for linear
regression.

minimize
1
2
‖w‖2 +C




∑
i=0

(ξ + ξ ∗) (1)

subjected to

⎧⎨⎩
yi −〈w,xi〉−b ≤ εi + ξ
〈w,xi〉+ b− yi≤ εi + ξ ∗

ξi,ξ ∗
i ≥ 0 i = 1, . . . , l

TheC > 0 is a regularization constant which determines the trade off between the flatness
of f and the tolerated deviations greater than the ε from the loss function. This is achieved
by dealing with a so called ε-insensitive loss function as described in equation 2

|ξ |ε =
{

0 if |ξ | ≤ ε
|ξ |− ε otherwise

(2)

This defines an ε tube so that if the predicted value is within the tube the loss is zero,
while if the predicted point is outside the tube, the loss is the magnitude of the dif-
ference between the predicted value and the radius ε of the tube. The slack variables,
ξ ,ξ ∗ correspond to the size of this excess deviation for upper and lower deviations,
respectively.

To solve equation 1, some Lagrangian multipliers (αi,α∗
i ,η ,η∗) are introduced in

order to eliminate some of the primal variables. Hence, the Lagrangian of Equation 1 is
given as:
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Lp = C



∑
i=1

(ξi +ξ ∗
i )+

1
2
‖w‖2 −

l

∑
i
(ηiξi +η∗

i ξ ∗
i )−

l

∑
i=1

αi(−yi + 〈w,xi〉+b+ ε +ξi)

−
l

∑
i=1

α∗
i (+yi −〈w,xi〉−b+ ε +ξ ∗

i ) (3)

subjected to αi,α∗
i ,η ,η∗ ≥ 0 i = 1, . . . , l

Here L is the lagrangian function and αi,α∗
i ,η ,η∗ are Lagarange mutipliers. The Equa-

tion 3 is an primal equation it is converted in to dual. As the dual equation ensures a
unique global optimum and are easy to solve. Further by some mathematical manipula-
tions with lagarange multipliers the Equation 3 is reduced to equation 4.

w =
l

∑
i=1

(αi −α∗
i )xi (4)

By substituting equation 4 into equation 1, the generic equation can be rewritten as:

f (x) =
l

∑
i=1

(αi −α∗
i )〈xi,x〉+ b (5)

The above mentioned approach discussed the mechanism of linear regression. However,
nonlinear regression can be performed by replacing xi with a mapping into the feature
space φ(i) which linearizes the relationship between xi and yi.In the feature space, the
original approach can be adopted in finding the regression solution. When using a map-
ping function, the solution of equation 5 becomes:

f (x) =
l

∑
i=1

(αi −α∗
i )K(xi,x)+ b (6)

where K(xi,x) = 〈φ(xi),φ(x)〉

The function k(xi,x j) is known as the kernel function. Kernel functions enable dot prod-
uct to be performed in high dimensional feature space using low dimensional space data
input. The Kernel functions makes it possible to construct linear decision surfaces in the
feature space instead of constructing non-linear decision surfaces in the input space. All
kernel functions must satisfy Mercer’s condition that corresponds to the inner product
of some feature space. The type of SVM constructed is a function of the selected kernel
function and affects the computation time of implementing the SVM.

Many works in forecasting have demonstrated the favorable performance of the ra-
dial basis function [1,19,20]as Kernel function for SVM. Therefore, the Radial Basis

Function (RBF),exp
{
−γ |x− xi|2

}
is adopted in this work. The selection of the three

parameters γ , ε and C of SVM model influence the accuracy of forecasting. However
there is no standard method of selection of these parameters. Therefore Particle Swarm
Optimization technique is used in the proposed model to optimize parameter selection.
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3 Quantum Behaved Particle Swarm Optimization Technique in
Selecting the Parameters of SVM

PSO has been a popular method for the problem of global optimization of functions
in continuous space primarily because of its simple implementation and less compu-
tational demands. However, its convergence to the global optimum is not guaranteed.
Therefore a large number of improvements upon the original PSO have been proposed
since its development. A Quantum-behaved Particle Swarm Optimization (QPSO), in-
spired from quantum mechanics and based on delta-potential-well model, was proposed
by Sun, Xu and Feng [17]. The salient features of QPSO, compared to PSO, include a
reduction in the number of parameters and superior performance on a variety of func-
tions in multi-dimensional continuous space.

QPSO was inspired by analysis of the convergence of the traditional PSO and quan-
tum system. In the quantum physics, the state of a particle with momentum and energy
can be depicted by its wave function ψ(x, t) . According to QPSO theory each particle
is in a quantum state and is formulated by its wave function ψ(x, t) instead of the posi-
tion and velocity which are in PSO. According to the statistical significance of the wave
function, the probability of a particle’s appearing in a certain position can be obtained
from the probability density function | ψ(x, t) |2 . And then the probability distribu-
tion function of the particle’s position can be calculated through the probability density
function . By employing the Monte Carlo method, the particle’s position is updated
according to the following equation:

Xt+1
i j = pt

i j ±0.5 ·Lt
i j · ln(1/ut

i j) (7)

where ut
i j is a random number uniformly distributed in (0, 1); pt

i j is the local attractor
and defined as

pt
i j = ϕt

i j ·Pt
i j +(1−ϕt

i j) ·Pt
g j (8)

where ϕt
i j is a random number uniformly distributed in (0, 1). In parameter Lt

i j is eval-
uated by

Lt
i j = 2 ·β · | pt

i j −Xt
i j | (9)

where parameter β is called the contraction-expansion (CE) coefficient, which can be
tuned to control the convergence speed of the algorithms. Then we get the position
update equation as

Xt+1
i j = pt

i j ±β · | pt
i j −Xt

i j | · ln(1/ut
i j) (10)

The PSO algorithm with position update equation 10 is called as quantum delta-
potential-well-based PSO (QDPSO) algorithm. Keeping in view the vital position of
L for convergence rate and performance of the algorithm an improvement was pro-
posed to evaluate parameter L. As per this algorithm the mean best position (mbest) is
defined as the center of pbest positions of the swarm. That is

mbestt = (mbestt
1,mbestt

2, . . . ,mbestt
D) (11)

=

(
1
M

M

∑
i=1

Pt
i1,

1
M

M

∑
i=1

Pt
i2,

1
M

M

∑
i=1

Pt
i3, . . . ,

1
M

M

∑
i=1

Pt
i j, . . . ,

1
M

M

∑
i=1

Pt
iD

)
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where M is the population size and Pi is the personal best position of particle i. Further
Parameter L is given by

Lt
i j = 2 ·β · | mbestt

j −Xt
i j | (12)

Hence, the particle’s position is updated according to the following equation:

Xt+1
i j = pt

i j ±β · | mbestt
j −Xt

i j | · ln(1/ut
i j) (13)

The PSO algorithm with equation 13 is called as quantum-behaved particle swarm op-
timization (QPSO). Pseudo code for implementing the QPSO is given below:

Initialize the population size, the positions, and the dimensions of the particles
for t = 1 → Maximum Iteration T do

Compute the mean best position mbest
β = (1.0−0.5) . . .(T − t)/T + 0.5
for i = 1 →population size M do

if f (xi) < f (pi) then
Pi = Xi

end if
Pg = min(pPi)
for j = 1 → dimension D do

ϕ = rand(0,1);u = rand(0,1);
pi j = ϕ ·Pi j +(1−ϕ) ·Pg j

if rand(0,1) > 0.5 then
Xi j = pi j + β

else
Xi j = pi j −β · (mbest −Xi j) · log(1/u)

end if
end for

end for
end for

The objective of QPSO is to identify optimal values of (C, ε , γ) so that the error
between the predicted and target values is minimized. Thus the objective function be-
comes;

minimize N =
i=k

∑
i=1

1
k
(RMSEi) (14)

subject to

⎧⎪⎪⎪⎨⎪⎪⎪⎩
RMSE =

√
1
n ∑n

i=1[(hm)i − (hs)i]2

Cmin ≤C ≤Cmax

εmin ≤ ε ≤ εmax

γmin ≤ γ ≤ γmax

where hs is the simulated groundwater level value obtained from the SVM model. Thus
hs depends upon the appropriate selection of the SVM parameters. In this equation, the
constraints denote search ranges for the parameters C, ε and γ .
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4 Applications and Discussions

4.1 Description of the Study Area

The study region chosen is Rentachintala, a mandal or tehsil situated in Guntur dis-
trict. The monthly average rainfall and groundwater level data of the study region is
available from 1985 to 2004. The groundwater level data was obtained from the Central
Groundwater Board where as the average rainfall data is available from Indian Meteo-
rological Department, Pune. The average annual normal rainfall in this region is around
681 m and the major contribution of rainfall is from the south west monsoon during the
months of July-October. About 59 % of the annual precipitation falls during the south
west monsoon and 26 % during the north east monsoon.

Since 2001, there has been a failure of rainfall over successive years which has re-
sulted into a decrease in the normal rainfall by 14 %. Thus, because of lack of surface
water, the demand for groundwater has increased substantially, which has had a very
serious impact in the depletion of the groundwater resources. Figure 1 depicts the vari-
ation of average groundwater table in the study area for the period 1985-2004. The data
from November 1984 to December 2001 forms training and validation data as shown
in figure 1 and the remaining data forms the testing data. It can be seen from the fig-
ure 1 that the groundwater table has decreased gradually due to an increasing demand
of groundwater coupled with a decreasing trend in rainfall. Also, in the Rentachintala
region there is an availability of 77 ha.m of water in the non command areas whereas
the demand for ground water utilization is about 100 ha.m, hence the groundwater re-
sources is overly exploited in the non command areas of Rentachintala Mandal.
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Fig. 1. Observed groundwater levels for the study period November 1984-October 2004
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4.2 Performance Measures

Traditionally, the forecast performance is evaluated using the root mean square error
(RMSE), Nash-Sutcliffe efficiency coefficient (EFF) and correlation coefficient (CORR).
The evaluation criteria is determined by using the equation (Jain and Srinivasulu 2004):

RMSE =

√
1
n

n

∑
i=1

[(hm)i − (hs)i]2 (15)

EFF = 1− ∑n
i=1[(hm)i − (hs)i]2

∑n
i=1[(hm)i − (h̄m)]2

(16)

CORR =
n

∑
i=1

[(hm)i − (h̄m)][(hs)i − (h̄s)]√
∑n

i=1[(hm)i − (h̄m)]2
√

∑n
i=1[(hs)i − (h̄s)]2

(17)

Where h is the groundwater level and the subscripts ′m′ and ′s′ represent the measured
and simulated values respectively. The average value of associated variable is repre-
sented with a ’bar’ above it and n depicts the total number of training records.

4.3 Model Development

In this study, an appropriate input data set is identified by carefully analyzing the vari-
ous combinations of the groundwater levels h at various time lags. The input vector is
modified each time by successively adding an groundwater level at one more time lag
leading to the development of a new SVM model.

As per the Central Ground Water Board (CGWB) reports the Groundwater in the re-
gion of Rentachintala is under confined conditions. The groundwater formations in this
region lack primary porosity. However, it has developed secondary porosity through de-
velopment of fractures and subsequent weathering over ages and has thus become water
bearing. There is a possibility chance of rainwater percolating through these fractures
and reaching the aquifer. This has been experimented in this study by including rainfall
data (R(t))to investigate the influence of Precipitation on groundwater in this region.
Further the appropriate input vector is identified by comparing the coefficient of corre-
lation, efficiency and root mean square error obtained by performing the 5 fold cross
validation test for all the models given below. Five SVM models were developed with
different set of inputs variables as follows .

Model 1 h(t) = f [h(t −1)]
Model 2 h(t) = f [h(t −1), h(t −2)]
Model 3 h(t) = f [h(t −1), h(t −2), h(t −3)]
Model 4 h(t) = f [h(t −1), h(t −2), h(t −3),R(t −1)]
Model 5 h(t) = f [h(t −1), h(t −2), h(t −3),R(t −1), R(t −2)]

Table 1 depicts the SVM parameters for the different models using Particle Swarm
optimization technique (PSO) as mentioned in section 3 . Due to lack of any priori
knowledge on the bounds of SVM parameters, a two-step PSO search algorithm [21]
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is recommended. In the first step, a coarse range search is made to achieve the best
region of the three-dimensional grids. Since doing a complete grid-search may still be
time-consuming, a coarse grid search is recommended first. After identifying a better
region on the grid, a finer grid search on that region can be conducted. In the present
study, the coarse range partitions for C are taken as [10−5 , 105]. Similarly, the coarse
range partitions for ε are taken to be [0, 101] and the coarse range partitions for γ are
[0 , 101]. Once the better region of grid is determined then a search is conducted in the
finer range. Thus in the second stage search the parameter C ranges between [10−1 ,
101] , ε is taken to be [10−7, 10−1] and γ is taken to [0 , 1]. The program terminates
when the rmse values of the SVM model is less than 10−2 or it terminates after 1000
iterations. For real field cases it is difficult to obtained such low RMSE values so in
general program terminates after 1000 iterations.

Table 1. Optimal SVM parameters obtained from PSO for different models

Model C ε γ

Model 1 1.78 0.101 0.975
Model 2 1.056 0.017 0.6
Model 3 2.117 0.076 0.471
Model 4 1.692 0.111 0.935
Model 5 1.735 0.027 0.821

As seen from the table 2, the SVM models are evaluated based on their performance
in the training and testing sets.The maximum coefficient of determination (r2) obtained
was 0.87 (in model 2) and the lowest r2 term was 0.29 (model 4). In addition to this,
model 2 exhibits the maximum value of efficiency (0.85) and minimum RMSE value
(0.42). Model 2 which consists of two lags of groundwater level shows the highest
efficiency, correlation and minimum RMSE. As a result, model 2 has been selected as
the best-fit model to estimate the groundwater level in the Rentachintala region of the
Guntur District.

Table 2. Optimal SVM parameters obtained from PSO for different models

Model r2 RMSE Efficiency

Model 1 0.84 0.72 0.70
Model 2 0.87 0.42 0.85
Model 3 0.65 1.28 -0.32
Model 4 0.29 5.9 1.5789
Model 5 0.45 8.98 - 10.98
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5 Comparison with Other Forecasting Models

The forecasting accuracy of the proposed SVM-QPSO model is compared with Neural
networks. To set a direct comparison, the ANN model is trained using the same training
data set (h(t) = f [h(t − 1), h(t − 2)]) as used for the SVM-QPSO. ANN model devel-
oped in this study has architecture of 2-13-1. The architecture of ANN is obtained by
a trail and error procedure. Table 3 is showing the performance of comparison of SVM
model with ANN. For the testing data, SVM-QPSO model has RMSE of 0.43 whereas
it is 0.782 for ANFIS, 0.64 for ANN, and 1.936 for ARMA process. Thus SVM-PSO
shows an improved performance compared to other models. Similarly the correlation
coefficient also improves when one moves from ARMA, ANN, ANFIS to SVM-PSO.
As SVM-PSO predicts the groundwater level values with a R value of 0.946 while AN-
FIS model exhibits R value of 0.793, ANN has R value of 0.85 and for ARMA model
it is 0.769.

Table 3. Comparison of SVM-PSO performance with the other forecasting models for testing
data set.

Performance measures SVM-
QPSO

ANN

RMSE 0.43 0.64
r2 0.94 0.85
Effciency 0.84 0.81

The accuracy of the lowest water level prediction in a one month time is computed
as the percentage Error of the deepest water level fluctuation in the validation period
(%EDLF) and is given by the equation

%EDLF =
[

ho −hc

ho

]
×100 (18)

Where ho is the observed deepest water level in the data set and hc is the calculated
water level corresponding to the observed deepest water level. Although all the mod-
els underestimate the lower groundwater levels, the SVM underestimate it by 7.5 %
whereas 15 % by ANN. Observed deepest groundwater level is 9.0055 m and SVM
predicts it as 9.0 m. Where as ANN predicts as 8.28 m. This shows that SVM-PSO
model is able to predict the deepest groundwater level with more accuracy compared to
ANN.

6 Summary and Conclusions

The accurate prediction of groundwater levels is extremely helpful of planning and
management of water resources. Therefore, in this study an attempt is made to develop
an efficient forecasting model for predicting groundwater levels in the Rentachintala
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region of Andhrapradesh, India. The accuracy of SVM-QPSO model has been inves-
tigated in the present study. The SVM-QPSO model is obtained by combining two
methods QPSO and SVM. SVM conducts structural minimization rather than the min-
imization of the errors. Further QPSO selects the optimal SVM parameters to improve
the forecasting accuracy. So this unique combination of SVM and QPSO has made the
proposed SVM-QPSO model to performs better compared to the other models. Also a
number of performance measures like coefficient of correlation, root mean square error
(RMSE) and Nash sutcliffe efficiency were considered for comparing the performance
of SVM-PSO with the other forecasting techniques. In all the cases the results indi-
cate that SVM-QPSO model forecasts are more accurate in predicting the groundwater
levels. Thus SVM-QPSO model can be better alternative for forecasting groundwater
level at a particular region. Further, for future work the information like use of wa-
ter for agricultural and other purposes can be collected and can obtain the reasons for
dips in groundwater levels at certain period of years and those can form as good input
parameters.
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Abstract. Hydraulic structures such as weirs or barrages are integral parts of 
diversion head works in the alluvial plains of India. However, there is no fixed 
procedure to design the basic barrage parameters. The depth of sheet piles, the 
length and thickness of floor may be treated as basic barrage parameters.  
Present work discusses the procedure of optimal design using Genetic algorithm 
(GA). An optimization based methodology is presented to obtain the optimum 
structural dimensions that minimize the total cost as well as satisfy the exit gra-
dient criteria. Nonlinear optimization formulation (NLOF) with subsurface flow 
embedded as constraint in the optimization formulation is solved by GA.  The 
results obtained in this study shows that considerable cost savings can be 
achieved when the proposed NLOF is solved using GA. Further, uncertainty in 
design, and hence cost from uncertain hydrogeologic parameter, seepage head, 
is investigated using fuzzy numbers. 

Keywords: nonlinear optimization formulation, genetic algorithm, hydraulic 
structures, barrage design, fuzzy  numbers, uncertainty characterization.  

1 Introduction 

A safe and optimal design of hydraulic structures is always being a challenge to water 
resource researchers.  The seepage head causing the seepage vary with variation in 
flows. Design of hydraulic structures should also insure safety against seepage in-
duced failure of the hydraulic structures. The variation in seepage head affects the 
downstream sheet pile depth, overall length of impervious floor, and thickness of 
impervious floor. The exit gradient, which is considered the most appropriate criterion 
to ensure safety against seepage induced piping [1, 2, 3, 4] on permeable foundations, 
exhibits non linear variation in floor length with variation in depth of down stream 
sheet pile. These facts complicate the problem and increase the non linearity of the 
problem. However, an optimization problem may be formulated to obtain the  
optimum structural dimensions that minimize the cost as well as satisfy the safe exit 
gradient criteria.   

The optimization problem for determining an optimal section for the weirs or bar-
rages consists of minimizing the construction cost, earth work, cost of sheet piling, 
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and length of impervious floor [5, 6]. Earlier work [5] discussed the optimal design of 
barrage profile for single deterministic value of seepage head. This study first solve 
the of nonlinear optimization formulation problem (NLOP) using genetic algorithm 
(GA) which gives optimal dimensions of the barrage profile that minimizes unit cost 
of concrete work, and earthwork and searches the barrage dimension satisfying the 
exit gradient criteria. The work is then extended to characterize uncertainty in design 
due to uncertainty in measured value of exit gradient, an important hydrogeologic 
parameter. Uncertainty in design, and hence cost from uncertain safe exit gradient 
value are quantified using fuzzy numbers.  

2 Subsurface Flow  

The general seepage equation under a barrage profile may be written as: 
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This is well known Laplace equation for seepage of water through porous media. This 
equation implicitly assumes that (i) the soil is homogeneous and isotropic; (ii) the 
voids are completely filled with water; (iii) no consolidation or expansion of soil takes 
place;and (iv) flow is steady and obeys Darcy’s law.  

For 2-dimensional flow, the seepage equation (1) may be written as: 
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The need to provide adequate resistance to seepage flow represented by equation (1) 
both under and around a hydraulic structure may be an important determinant of its 
geometry [7]. The boundary between hydraulic structural surface and foundation soil 
represents a potential plane of failure.  

Stability under a given hydraulic head could in theory be achieved by an almost 
limitless combination of vertical and horizontal contact surfaces below the structure 
provided that the total length of the resultant seepage path were adequately long for 
that head [7, 8]. Present work utilized Khosla's Method of independent variables [4] to 
simulate the subsurface behavior in the optimization formulation. 

Method of independent variables is based on Schwarz-Christoffel transformation to 
solve the Laplace equation (1) which represents seepage through the subsurface media 
under a hydraulic structure. A composite structure is split up into a number of simple 
standard forms each of which has a known solution. The uplift pressures at key points 
corresponding to each elementary form are calculated on the assumption that each 
form exists independently. Finally, corrections are to be applied for thickness of floor, 
and interference effects of piles on each others.  
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An explicit check is for the stability of the hydraulic structure for soil at the exit is 
devised by Khosla [4]. The exit gradient for the simple profile as in Fig. 1 is given by 
as follows: 

λπ
1

d
E d

H
G =

                                                       
(3) 

where 
dd

L=++= ααλ ];11[
2

1 2 ; L is total length of the floor; and H is the see-

page head. 

 

Fig. 1. Schematic of parameters used in exit gradient 

 
Equation (3) gives GE equal to infinity for no sheet pile at the downstream side of 

the floor. Therefore, it is necessary that a vertical cutoff (sheet pile) be provided at the 
downstream end of the floor. To prevent piping, the exit gradient is kept well below 
the critical values which depend upon the type of soil. The present work uses GA 
based optimization formulation incorporating uplift pressure and exit gradient in the 
optimization model to fix depth of sheet piles and length and thickness of floor.  The 
optimization solution thus ensures safe structure with economy. 

3 Optimal Design Formulation 

3.1 Optimization Model 

Minimize  C (L, d1, dd) = c1(f1) + c2(f2) + c3(f3) + c4(f4) + c5(f5)          (4) 

Subject to 
λπdd

H
SEG ≥                                                  (5) 

L l ≤ L ≤L u                                                 (6) 

d1 
l ≤ d1 ≤d1 

u                                            (7) 

dd 
l ≤ dd ≤dd 

u                                           (8) 

L, d1, dd ≥ 0                                            (9) 

where C (L, d1, dd)  is objective function represents total cost of barrage per unit width 
(S/m), S is symbol for currency of INR (Indian National Rupee).  The representation 
C is function of floor length (L), upstream sheet pile depth (d1) and downstream sheet 
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pile depth (dd); f1 is total volume of concrete in the floor per unit width for a given 
barrage profile and c1 is cost of concrete floor (S/m3); f2 is the depth of upstream sheet 
pile below the concrete floor and c2 is the cost of upstream sheet pile including driv-
ing (S/m2); f3 is the depth of downstream sheet pile below the concrete floor and c3 is 
the cost of downstream sheet pile including driving (S /m2); f4 is the volume of soil 
excavated per unit width for laying concrete floor and c4 is cost of excavation includ-
ing dewatering (S /m3); f5 is the volume of soil required in filling per unit width and c5 
is cost of earth filling (S /m3); SEG is safe exit gradient for a given soil formation on 
which the hydraulic structure is constructed and is function of downstream depth and 

the length of the floor; 
dd

L=++= ααλ ];11[
2

1 2 ; L is total length of the floor; H is 

the seepage head ; d1 is the upstream sheet pile depth; d2 is downstream sheet pile 
depth; Ll, d1

l, and dd
l is lower bound on L, d1 and dd respectively;  Lu, d1 

u, dd 
u  are 

upper bound on L, d1 and dd respectively. The constraint equation (5) may be written 
as follows after substituting the value of λ : 

01}1)
)(

(2{
2/1

22 ≥







−−−

SGEd

H
dL

d
d π

          (10) 

In the optimization formulation, for a give barrage profile and seepage head H, f1 is 
computed by estimating thickness at different key locations of the floor using Khos-
la’s method of independent variables and hence nonlinear function of length of floor 
(L), upstream sheet pile depth (d1) and downstream sheet pile depth (d2). Similarly f4, 
and f5 is nonlinear. The constraint represented by equation (10) is also nonlinear func-
tion of length of the floor and downstream sheet pile depth (d2). Thus both objective 
function and constraint are nonlinear; make the problem in the category of nonlinear 
optimization program (NLOP) formulation, which are inherently complex.  

3.2 Characterizing Model Functional Parameters  

For a given geometry of a barrage and seepage head H, the optimization model func-
tional parameters f1, f2, f3, f4 and f5 are characterized for the barrage profile shown in 
Fig. 2. Intermediate sheet-piles are not effective in reducing the uplift pressures and 
only add to the cost of in reducing the uplift pressures and only add to the cost of the 
barrage [5]. In present work, no intermediate sheet piles are considered.  

 

Fig. 2. Schematic of barrage parameters utilized in performance evaluation 
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The optimization model represented by equations (4)-(9) and the functional pa-
rameters embedded in the optimization model are solved using Genetic Algorithm on 
MATLAB platform. The basic steps employed in solution are available in Singh [6]. 
Table 1 shows physical parameters obtained by conventional methods for Fig. 2. 

Table 1. Barrage profile parameters 

Physical  
parameters 

Values 
(meters) 

*L  
H 
*d1 
*dd 

105.37 
7.12 
5.45 
5.9 

* Decision variables to be optimized 

3.3 Optimization Procedure Using Genetic Algorithm 

GA was originally proposed by Holland [9] and further developed by Goldberg [10]. 
It is based on the principles of genetics and natural selection. GA’s are applicable to a 
variety of optimization problems that are not well suited for standard optimization 
algorithms, including problems in which the objective function is discontinuous, non-
differentiable, stochastic, or highly nonlinear [11]. The GA search starts from a popu-
lation of many points, rather than starting from just one point. This parallelism means 
that the search will not become trapped on local optima [12].  

The optimization model represented by equations (4)-(10) and the functional para-
meters embedded in the optimization model are solved using Genetic Algorithm on 
MATLAB platform. The basic steps employed in solution procedure may be pre-
sented as follows: 

(i) Specification of parameters (decision variables) and hydrogeologic pa-
rameters (seepage head, and exit gradient) of problem domain in optimi-
zation formulation. 

(ii) Randomly generate initial population of potential values of parameters 
in forms of strings.  

(iii) Simulate seepage flow with decoded parameters to characterize f1, f2, f3, 
f4, and f5 to evaluate objective function satisfying constraints. 

(iv) Assign fitness value of each individual of population using objective 
function information. 

(v) Stop if termination criteria satisfied, otherwise select and met the indi-
vidual with high fitness value. More fit individual end up with more 
copies of themselves. 

(vi) Perform cross-over operation on the selected  parent population. 
(vii) Perform mutation operation as in cross over operation with low  

probability. 
(viii) Obtain new population after cross-over and mutation. 
(ix) Go to step (iv). 
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In crossover, the offspring or children from the parents in the mating pool is deter-
mined. Mutation is performed with very low probability equal or close to the inverse 
of population size [13]. Such a low probability is helpful in keeping diversity in the 
population, and prevents the convergence of GA to local minima. The present work 
employed genetic algorithm code [14], and implemented it on MATLAB platform. 
The termination criteria is assumed to be satisfied when the population converges i.e. 
the average fitness of the population matches with the best fitness of the population 
and/or there is a little improvement in fitness with increase in number of generations.  

4 Uncertainty Characterization in the Optimization Model 

In the presence of limited, inaccurate or imprecise information, simulation with fuzzy 
numbers represents an alternative to statistical  tool to handle parametric uncertainty. 
Fuzzy sets offer an alternate and simple way to address uncertainties even for limited 
exploration data sets. In the present work, the optimal design is first obtained assum-
ing a deterministic value of hydrogelogic parameter, seepage head, in optimization 
model. Uncertainty in seepage head is then characterized using fuzzy numbers. The 
fuzzified NLOF is then solved using GA. 

4.1 Uncertainty in Hydrogeologic Parameters  

Uncertainty characterization of hydrogeologic parameters such as exit gradient and 
seepage head is based on Zadeh’s extension principle [15]. In this study only seepage 
head is considered to be imprecise. Input exit gradient, as imprecise parameter, is 
represented by fuzzy numbers. The resulting output i.e. minimum cost obtained by the 
optimization model is also fuzzy numbers characterized by their membership func-
tions. The reduced TM [16] is used in the present study. The measure of uncertainty 
used is the ratio of the 0.1-level support to the value of which the membership func-
tion is equal to 1 [17].   

5 Results and Discussions 

A typical barrage profile, a spillway portion of a barrage, is chosen for illustrating the 
proposed approach as shown in Fig. 2. The barrage profile shown in Fig. 2 and pa-
rameters values given in Table 1 is solved employing the methodology presented in 
this work. During the process of optimization, the process of going into new genera-
tion continues until the fitness of the population converged i.e. average fitness of 
population almost matches with the best fitness. The population converged at cros-
sover rate of 0.5, mutation rate of 0.05, the population size is 40 and the number of 
generations is 100. 

In the optimization approach the depth of sheet-piles determined from scour con-
siderations is taken as a lower bound (3.0 m), and the upper bound is set from practic-
al considerations and limited to 12.0 m. In present work, for performance evaluations, 
value of cost of concreting, c1, is taken as S 986.0/m3; cost of sheet-piling including 
driving, c1, is taken as S 1510.0/m2; cost of excavation and dewatering, c3, is taken as 
S 35.60/m3; cost of earth filling, c4, ia taken as S 11.0/m3. The optimized values of 
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parameters for a deterministic seepage head value of 7.12m and safe exit gradient 
equal to 1/8 are shown in Table 2. It also resulted in a smaller floor length and overall 
lower cost. It has shown a savings in the barrage cost ranging from 16.73 percent. The 
GA based approach is also compared with classical optimization approach using non-
linear constrained optimization function ‘FMINCON’ from MATLAB [18].  It can be 
seen from Table 3 that the reduction in cost is found to be more than six percent.    

Table 2. Optimized parameters for safe exit gradient equal to 1/8 

Method 
 

Physical parameters 
Values 

Cost ,S /m 

 
Conventional 

L d1 dd  
133605.00 105.37 5.45 5.9 

GA 61.00 3.1 9.2 111250.00 

Table 3. Optimized parameters for safe exit gradient equal to 1/7 

Optimization 
Method 

 

Physical 
parameters 

Cost, S /m 

Classical 
optimization 

L d1 dd  
111418.00 51.61 5.45   10.42 

GA 40.36 9.16 9.81 104340.00 

Earlier work discussed uncertainty characterization for fixed single range of value 
of uncertainty in seepage head.  Earlier work [19] discussed uncertainty characteriza-
tion for 15 percent uncertain seepage head. This work discusses three ranges of seep-
age head variations as 10 percent, 15 percent and 20 percent uncertainty in seepage 
head with central value of 7.12m.  Each uncertain seepage head is represented in in-
tervals by triangular fuzzy numbers. Safe exit gradient for this work is assumed to be 
deterministic with a fixed value of 0.175. The measure of uncertainty is estimated 
employing methods discussed in methodology section. The measure of uncertainty for 
three different uncertain seepage head scenario is found to be 16 percent, 22 percent 
and 31 percent respectively.  

6 Conclusions 

The present work also demonstrates the fuzzy based framework for uncertainty char-
acterization in optimal cost for imprecise hydrologic parameter such as seepage head 
represented as interval fuzzy numbers. Left and right spread from central value of 
seepage head of 7.12 m is 10 percent, 15 percent and 20 percent and corresponding 
uncertainty in cost and hence design is 16 percent, 22 percent and 31 percent respec-
tively. It may be concluded that uncertainty in seepage head reflects uncertain design 
with approximately 1.5 times more than the uncertainty in seepage head.  The GA 
based optimization approach is equally valid for optimal design of other major hy-
draulic structures.  
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