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Preface

This book contains a selection of the revised contributions that were initially
submitted to the International Workshop on Adaptive Multimedia Retrieval
(AMR 2010). The workshop was organized by the Johannes Kepler University
in Linz, Austria, during August 17–18, 2010.

Since its foundation, the main goals of the AMR workshop series have been
to provide fresh perspectives on current research activities and to intensify the
exchange of ideas between the diverse scientific communities involved in adaptive
multimedia retrieval, such as multimedia research, human-computer interaction,
user modeling, personalization, and machine learning and artificial intelligence.

In this spirit, the first three events were co-located with artificial intelligence-
related conferences: in 2003 as a workshop of the German Conference on Artificial
Intelligence (KI), in the following year as part of the European Conference on
Artificial Intelligence (ECAI 2004) and in 2005 co-located to the International
Joint Conference on Artificial Intelligence (IJCAI). Because of its success, in 2006
the University of Geneva, Switzerland, organized the workshop for the first time
as a stand-alone event; and since then it has been so: AMR 2007 was organized
by the Laboratoire d’Informatique de Paris VI (LIP6) in France and AMR 2008
by the Fraunhofer Institute for Telecommunications, Heinrich Hertz Institute
(HHI) in Berlin. Its 2009 edition was hosted by the Universidad Nacional de
Educación a Distancia (UNED), Madrid, Spain.

In the revised contributions of the 2010 workshop contained in this edition,
the authors present a multitude of novel ideas around three main topics: con-
text, exploration, and fusion. These trends can be observed to play an important
role for various types of media, as diverse as text, images, music, and videos.
In the contributions utilizing contextual information, this kind of information
is predominantly used for improving personalization of search. More precisely,
semantic ontologies and cross-digital library retrieval represent two upcoming
topics covered. Exploration and discovery of various types of multimedia con-
tent is tackled by numerous contributions in manifold manners. They include
innovative approaches to video retrieval, music research and retrieval, adaptive
similarity measurement, finding, exploring, and structuring multimedia content.
Therefore, the employed techniques span a wide field from semantic indexing,
to content-based description, to novel ideas in query formulation. Last but not
least, media fusion appears to be another emergent research trend, as witnessed
by several contributions. Taking into account the user’s manifold and context-
dependent information needs, integration of different sources and/or results are
promising strategies to alleviate limitations of unimodal approaches.

Not least due to the research focus of the organizing institution, research on
adaptive music retrieval played a major role in AMR 2010. This is also reflected
by an invited contribution referring to one of the workshop’s keynote speeches.
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Important challenges addressed by the respective contributions include elabo-
rating serendipitous music artist recommenders as well as comprehensive inves-
tigations of the potential of similarity measures to model musical similarity as
perceived by humans.

We believe that the above trends are representative and thus this book pro-
vides a good and conclusive overview of the current research in the area of adap-
tive multimedia retrieval. We would like to thank all members of the Program
Committee for supporting us in the reviewing process, the workshop participants
for their willingness to revise and extend their papers for this book, the sponsors
for their financial help, and Alfred Hofmann from Springer for his support in the
publishing process.

March 2011 Marcin Detyniecki
Peter Knees

Andreas Nürnberger
Markus Schedl

Sebastian Stober
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Thomas Bärecke Université Pierre et Marie Curie, Paris, France
Jenny Benois-Pineau University of Bordeaux, LABRI, France
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José Maŕıa Mart́ınez Sánchez Universidad Autónoma de Madrid, Spain
Bernard Merialdo Institut Eurécom, Sophia Antipolis, France
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Towards a Storytelling Approach for Novel

Artist Recommendations

Stephan Baumann, Rafael Schirru, and Bernhard Streit

German Research Center for Artificial Intelligence,
Alt-Moabit 91c,

10559 Berlin, Germany
{baumann,schirru}@dfki.de, info@bstreit.de

Abstract. The Semantic Web offers huge amounts of structured and
linked data about various different kinds of resources. We propose to
use this data for music recommender systems following a storytelling
approach. Beyond similarity of audio content and user preference profiles,
recommender systems based on Semantic Web data offer opportunities
to detect similarities between artists based on their biographies, musical
activities, etc. In this paper we present an approach determining similar
artists based on freely available metadata from the Semantic Web. An
evaluation experiment has shown that our approach leads to more high
quality novel artist recommendations than well-known systems such as
Last.fm and Echo Nest. However the overall recommendation accuracy
leaves room for further improvement.

Keywords: Music Recommender Systems, Artist Similarities, Semantic
Web, Linked Data, Storytelling Approach.

1 Introduction

With the advent of the Semantic Web large amounts of structured and inter-
connected data about various different kinds of resources have become freely
available. Our vision is to exploit this data for music recommender systems that
tell a story about a recommended song.

Let’s start with an illustrating example: The meanwhile popular bands Air
and Phoenix started their international careers by focusing on their French roots.
They grew up in Versailles and Paris and established several relations to be-
friended artists and band members of, e. g., ORANGE and Cassius in the early
nineties. Etienne de Crécy was the tour manager of ORANGE and worked later
on together with Philippe Zdar of Cassius. After being highly influential for the
creation of the so-called French house music genre in the mid-nineties Cassius
even cooperated at the later stage of their career with Pharell Williams who is
an American recording artist and producer of pop, hip hop, and R+B music. He
performed as a guest for their song Eye Water in 2007.

The musical facts behind these small stories are already freely accessible and
represented in standard Semantic Web formats. Our core idea is to compute

M. Detyniecki et al. (Eds.): AMR 2010, LNCS 6817, pp. 1–15, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 S. Baumann, R. Schirru, and B. Streit

recommendations which are based on such data from the Semantic Web to go
beyond the comparison of audio signals or user preference profiles as it is done
in traditional content-based or collaborative filtering systems. At the writing of
this paper we can already state that the richness and topicality of this data
is very promising to elaborate fine-grained relationships. They can include an
artist’s biography or her musical activities comprising the place where the artist
was born, the record label she works for, musical cooperations, and so on.

In the paper we propose a first approach towards this vision. We collected
structured data about the genres artists are associated with as well as the re-
lease years of their records. We aggregate this data thus obtaining descriptions
that can be used to determine similarities between artists. A twofold evalua-
tion study has been conducted. In the first step we checked how close the artist
similarities determined by our approach are to those provided by Last.fm.1 Af-
terwards, in the second step we evaluated the novelty and perceived quality of
our recommendations in a user study. The evaluation showed that despite the
overall recommendation quality cannot keep up with popular systems such as
Last.fm and Echo Nest,2 our approach leads to more high quality novel artist
recommendations than those systems.

The remainder of this paper is structured as follows: In Section 2 we present
related work in the field of (music) recommender systems based on Semantic
Web data and report on our previous work. Section 3 presents the state of the
art in music recommender systems and points out current issues. Next in Section
4 we give a short introduction to the nature of the Semantic Web and present
data sources that can be used to obtain metadata about artists. Section 5 depicts
the details of our proposed approach. In Section 6 we present the results of our
evaluation experiments. We conclude the paper in Section 7 by summarizing our
findings and presenting ideas for future work.

2 Related Work

In [10] Passant introduces an approach exploiting linked data3 to generate re-
source recommendations. The method calculates the semantic distance between
resources by analyzing their link structure. It takes direct and indirect links
into account. The algorithm is among others applied in the domain of music.
Here the author uses the DBpedia4 data set to generate the recommendations.
The algorithm takes a seed URI as input and computes the distance between
this URI and all other resources from the data set. To provide relevant recom-
mendations the result is limited to instances of dbpedia-owl:MusicArtist and
dbpedia-owl:Band. An evaluation is planned based on user feedback about the
recommended artists and bands.

1 http://www.last.fm/
2 http://the.echonest.com/
3 http://linkeddata.org/
4 http://dbpedia.org/

dbpedia-owl:MusicArtist
dbpedia-owl:Band
http://www.last.fm/
http://the.echonest.com/
http://linkeddata.org/
http://dbpedia.org/
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Ziegler ([15]) proposes an approach for recommendations in decentralized sys-
tems based on Semantic Web data. His method requires a taxonomy from the
domain in which recommendations have to be provided (e. g., a domain taxon-
omy for books). User profiles are generated based on this taxonomy. Whenever a
user expresses a preference for an item, the associated categories in the taxonomy
receives a positive rating score in the user’s profile. The preference expression can
also be inherited to super concepts in the taxonomy. That way taxonomy-based
user profiles evolve that should be used in combination with trust networks (di-
rect and indirect trust relationships between users) to determine a user’s nearest
neighbors. According to Ziegler, this approach is less vulnerable to manipula-
tion compared to pure rating based nearest neighbors detection. Also it does
not require that users rate exactly the same items to become nearest neighbors.
Rating items from similar categories is already sufficient.

In [2] we presented an approach extracting cultural metadata about artists
from websites thus enabling artist recommendations. Per artist 50 websites con-
taining reviews of their musical work were crawled and the meaningful parts
of these sites were extracted. By making use of part-of-speech tagging we ex-
tracted features characterizing the artists such as single occurrences of nouns or
adjectives. In the next step these features were weighted by applying the TF-
IDF measure. The weighted features were then mapped to a vector space. Artist
similarities were determined by computing their cosine similarity. The evalua-
tion experiments showed that recommendations based on cultural metadata were
able to predict expert as well as end-user perception of similarity.

3 Music Recommender Systems

In the recommender systems literature there are three predominant approaches
to generate recommendations ([1]):

Content-based (CB) methods estimate the utility of an item according to its
similarity to items for which the user has expressed a preference in the past. To
capture the content of a song one widely adapted approach is to divide the song
into frames for which a spectral representation is obtained. The mel-frequency
cepstral coefficients (MFCCs) are often used for that purpose. That way an audio
item can be represented, e. g., as a Gaussian Mixture Model (GMM) ([8]) or as a
set of clusters of its associated frames ([9]). To determine the similarity between
audio items that are represented that way Liu and Huang propose a parametric
distance metric for the GMMs and Logan and Salmon propose to use the earth
mover’s distance metric ([12]) for the cluster representation respectively. CB
recommender systems suffer the problem of overspecialization, i. e., songs that
are potentially relevant for a user are not recommended in case that they are
not similar to the user’s previously preferred songs. Also CB methods cannot
take the quality of the recommended items into account.

Collaborative Filtering (CF) approaches recommend items that users with
similar tastes as the active user have liked in the past (e. g., [11,13]). They
capture item preferences either explicitly by requiring the users to rate items
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or implicitly by observing the users’ browsing behavior. That way a matrix
of user ratings for items is obtained on which the pairwise similarity between
users can be calculated. Popular similarity measures for CF algorithms are the
Pearson correlation coefficient as well as cosine similarity. A major drawback
of CF systems is the so called new item problem, i. e., items which are new in
a system cannot be recommended unless they obtained a minimum amount of
ratings by users. Further CF systems tend to recommend popular items only
that way making access to the long-tail of rarely rated items difficult. For users
with unusual tastes it is often hard to find peers in the system thus leading to
poor quality recommendations.

To overcome the drawbacks of each individual approach and to combine their
assets hybrid systems are often build. In [3] Burke describes methods to combine
different recommendation approaches.

4 Semantic Web Data Sources

Our approach relies on data from the Semantic Web to represent music artists
or bands as well as the connections between them. In [7] Berners-Lee et al.
describe the Semantic Web as a new form of Web content that is meaningful to
computers. It is characterized by five points:

Expressing meaning: The Semantic Web aims to bring a meaningful structure
to the content of Web pages, that way creating an environment in which software
agents that roam from page to page can carry out sophisticated tasks for users.
It is an extension of the current Web, giving well-defined meaning to information
in order to improve the cooperation between people and computers.

Knowledge Representation: To make the Semantic Web function, it is neces-
sary that computers have access to structured collections of information as well
as sets of inference rules that can be exploited for automated reasoning. A funda-
mental technology for developing the Semantic Web is the Resource Description
Framework (RDF).5 RDF encodes meaning in sets of triples (like subject, verb,
and object) that can be written using XML tags. Using RDF, a document asserts
that certain things, such as people, Web pages, etc., have properties (e. g., “is a
sister of”) with specific values (e. g., another person).

Ontologies: In Artificial Intelligence and Web research the term ontology refers
to a document that defines the relations among terms. Typically it consists of
a taxonomy and a set of inference rules. E. g., an address may be modeled as a
type of location, city codes may be modeled to apply only to locations, etc.

Agents: The power of the Semantic Web will be realized when programs are
implemented that collect Web content from different sources, process the in-
formation and exchange it with other programs. Example applications comprise
e. g., Proofs (verification that a person is the one you were looking for) or Digital
signatures (automatic verification that some information has been provided by
a specific trusted source).

5 http://www.w3.org/RDF/

http://www.w3.org/RDF/


Towards a Storytelling Approach for Novel Artist Recommendations 5

Evolution of Knowledge: The Semantic Web enables everybody to express
new concepts by just naming them with a URI. These concepts can then be
progressively linked into a universal Web that way opening up the knowledge of
humans for meaningful analysis by software agents.

Subsequently we will describe two Semantic Web data sources that contain
structured metadata about artists.

4.1 Freebase

Freebase6 is an online collection of structured data that has been harvested from
many different sources. It also includes direct wiki-like contributions provided
by the community of users that way forming a large collaborative knowledge
base. The aim of Freebase is the creation of a global resource allowing people
and machines to access common information in a convenient way. The Freebase
data is available under the Creative Commons Attribution 2.5 Generic license.7

It can be accessed via a dedicated API, an RDF endpoint, as well as database
dumps. Freebase is developed by the American software company Metaweb and
is publicly available since March 2007.

We currently extract the following metadata from Freebase:

– origin: The place (city or country) where an artist or group started their
career.

– instrument : The instrument(s) an artist plays.
– genre: The musical genre of the artist or group.
– artist collaboration: Artist collaborations that appear in Freebase. The col-

laboration is given a name consisting of all artists or groups that participate
(e. g. “2pac/and notorious b.i.g/trapp”), and all appearing artists or groups
are linked to this name.

– record release year : We extract all years in which an artist or group has
released a record.

4.2 DBpedia

The DBpedia8 project is a community effort that aims at extracting structured
information from Wikipedia and making the information available on the Web.
That way it covers many domains, represents community agreement, and it
automatically evolves as Wikipedia changes. Access to the DBpedia data set is
granted online via a SPARQL query endpoint and as Linked Data. Further the
data can be downloaded as text files either in N-Triples or in N-Quads format.
DBpedia is licensed under the Creative Commons Attribution-Share Alike 3.09

license and the GNU Free Documentation License.10

6 http://www.freebase.com/
7 http://creativecommons.org/licenses/by/2.5/
8 http://dbpedia.org/
9 http://creativecommons.org/licenses/by-sa/3.0/

10 http://en.wikipedia.org/wiki/Wikipedia:Text of the GNU

Free Documentation License/

http://www.freebase.com/
http://creativecommons.org/licenses/by/2.5/
http://dbpedia.org/
http://creativecommons.org/licenses/by-sa/3.0/
http://en.wikipedia.org/wiki/Wikipedia:Text_of_the_GNU_Free_Documentation_License/
http://en.wikipedia.org/wiki/Wikipedia:Text_of_the_GNU_Free_Documentation_License/
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Currently we only extract the category labels from DBpedia. These are the
labels that are shown on the bottom of most of the Wikipedia pages. For example,
for Madonna we have categories “1958 births”, “1980s singers”, “1990s singers”,
“American female singers”, etc.

5 Our Approach

To determine similar artists we first select a set of properties (features) of which
we think that they best characterize the artists and map them to a vector space.
We discard those features that are not discriminative and apply feature weighting
on the remaining ones. The pairwise similarity between artists is than calculated
by determining their cosine similarity. Figure 1 presents an overview of our
proposed approach and the current section will present the single steps in greater
detail.

Fig. 1. Process steps to determine artist similarities

5.1 Artist Properties

The Semantic Web data sources provide a variety of features that can be used
to describe how artists are related. In the current version of our system we use
artist metadata from Freebase. We combine the genres that are annotated for
the artists together with their record release years as follows:

1. Get all genres for an artist, e. g, “pop music” and “dance music”.
2. Get all record release years for the artist, e. g., “1973” and “1980”.
3. Convert the record release years into a set of classes that cover the years by

overlapping decades, e. g., “1965-1975” and “1970-1980”. We use the short
notation “1965s” and “1970s” respectively.

4. Now we merge the properties by forming the product of all property sets.
I. e., we multiply the genres “pop music” and “dance music” by the record
release decades “1965s” and “1970s” for the artist and obtain the four merged
properties “pop music, 1965s”, “pop music, 1970s”, “dance music, 1965s” and
“dance music, 1970s”.
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We will refer to our approach using merged genres and record release years as
MergedGenres subsequently.

5.2 Vector Space Mapping

In our data base we have 11,276 artists and 5,020 properties. We map the artist
representations to a vector space. Every property in the set of all artist properties
constitutes one dimension in the vector space. The feature values are either set
to one if the property applies for the artist or to zero otherwise. An examplary
extract of a simple artist-property matrix with artists and their associated genres
is depicted in Figure 2.

Fig. 2. Exemplary extract of an artist-property matrix for artists and their associated
genres

5.3 Feature Selection

Very rare and very frequent features are not likely to discriminate artists appro-
priately. For that purpose we remove dimensions representing properties that are
annotated less than two times for all artists. When examining the data set in
greater detail, we found that there are no features that appear overly often (e. g.,
with more than 50% of all artists). Therefore it was not necessary to implement
an upper bound for the appearance of properties. After the feature selection step
the vector space matrix is reduced to 3,560 dimensions.

5.4 Feature Weighting

Artist properties that appear rather rarely are more discriminative than such
properties that appear very often. For that reason such features should obtain
a higher weight. In information retrieval the term frequency/inverse document
frequency (TF-IDF) measure is widely used to achieve this goal ([6]).
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Let N be the number of all artists in the data set and ki a property that is
annotated for ni of them. Further fi,j is the number of times ki is annotated for
ij.11 The term frequency is computed as follows:

TFi,j =
fi,j

maxz fz,j
(1)

with the maximum computed over the frequencies fz,j of all properties which
are annotated for item ij . Properties that are annotated for many artists are not
discriminative. The measure of the inverse document frequency

IDFi = log
N

ni
(2)

is used to cope with this problem. The combined TF-IDF weight for a property
is determined by multiplying its term frequency (TF) with its inverse document
frequency (IDF):

wi,k = TFi,j × IDFi (3)

5.5 Similarities Calculation

We calculate the pairwise cosine similarity between all artists. Let
ItemProfile (i1) = (w11, w12, ..., w1n) be the vector of properties of item i1
and ItemProfile (i2) = (w21, w22, ..., w2n) the vector of properties of item i2
respectively. Then their cosine similarity is determined as follows:

sim (i1, i2) =
−→
i1 · −→i2

‖−→i1‖2 × ‖−→i2‖2

=

∑n
j=1 w1j · w2j√∑n

j=1 w2
1j ·

√∑n
j=1 w2

2j

(4)

6 Evaluation

The evaluation of our approach is split in two parts: First, we evaluated how
close the artist similarities determined by our approach are to those provided by
Last.fm. Second, we performed a user experiment with students and employees of
the University of Popular Music and Music Business12 in Mannheim, Germany.
The students judged the perceived quality and novelty of artist recommendations
provided by our approach.

A combination of objective and subjective evaluation methods for music rec-
ommender systems has previously been proposed by Celma and Herrera. In [4]
they describe an item-centric evaluation method trying to detect whether the
typology of the item-based recommendation network has an intrinsic pathology
that inhibits novel recommendations. Further, they measure in a user-centric
evaluation the perceived quality of the recommendations.
11 Please note that in our case fi,j ∈ {0, 1} as a property is either set for an artist or

not.
12 http://www.popakademie.de/

http://www.popakademie.de/
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6.1 Comparison to Last.fm

In the first step of our evaluation experiment we compare the artist similarities
provided by Last.fm to those generated by our approach. Last.fm is a service
that enables the discovery of music based on the music a user has heard before.
Similar artists in Last.fm are calculated on the basis of the listening habits of
the users. If many users listen to artist X and also to artists Y and Z then these
artists are marked as similar. We consider these artist similarities as a sound
ground truth data set as the services claims to harness collective intelligence
from more than 40 million active users in more than 200 countries ([14]).

Out of 11,276 artists in our data base our approach was able to determine
similar artists for 5,119 of them. For 5,048 of these artists also similar artists from
Last.fm were available. The similarity values of both approaches were normalized
to be in the range between 0 and 1. To measure how close our artist similarities
are to those of the Last.fm reference data set, we use predictive accuracy metrics
(e. g., [5], pp. 20-21). In particular the measures mean absolute error (MAE) and
root mean squared error (RMSE) are used. MAE determines the average absolute
deviation between the predicted similarity values and the similarity values in the
ground truth data set. Let A be a set of N artist pairs (A = {a1, a2, ..., aN}), let
pi be the predicted similarity value for artist pair i and let ri be the similarity
value for the artist pair in the ground truth data set respectively. MAE (EMAE)
is then calculated as follows:

EMAE =
∑N

i=1 | pi − ri |
N

(5)

RMSE (ERMSE) puts more emphasis on large errors and is determined as fol-
lows:

ERMSE =

√∑N
i=1 (pi − ri)

2

N
(6)

Our approach was able to determine similarities for 26,168,328 pairs of artists.
2,095,469 of them have a similarity value bigger than 0.1. These are considered
subsequently. For 370,370 of these pairs we could obtain similarity values from
Last.fm so these pairs are used for the evaluation. Our MergedGenres approach
reaches a MAE of 0.17 and a RMSE of 0.23 respectively. Table 6.1 presents
a detailed overview of the errors in tenth part intervals. With these numbers
we were pretty confident that our system could generate reasonable artist rec-
ommendations so that we performed a subjective evaluation study in the next
step.

6.2 User Experiment

We performed an evaluation experiment with eight students and two employees
of the University of Popular Music and Music Business in Mannheim, Germany
(N = 10). For three of their five most favorite artists we presented them artist
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Table 1. Overview of errors of our MergedGenres approach in tenth part intervals

Interval #Occurrences Percentage

e < 0.1 143,576 39%
0.1 ≤ e < 0.2 105,979 29%
0.2 ≤ e < 0.3 59,145 16%
0.3 ≤ e < 0.4 30,465 8%
0.4 ≤ e < 0.5 15,301 4%
0.5 ≤ e < 0.6 7,887 2%
0.6 ≤ e < 0.7 4,142 1%
0.7 ≤ e < 0.8 2,237 1%
0.8 ≤ e < 0.9 1,003 0%

0.9 ≤ e 635 0%

recommendations from Last.fm, our MergedGenres approach, and Echo Nest.
Echo Nest is a music application platform that can be used to add intelligence
to music related applications. The Echo Nest system is powered by the first
machine learning platform for music and is based on 12 years of research and
development at MIT, Columbia and Berkeley. It performs three kinds of analyzes:

1. It analyzes the content of music according to features such as key, tempo,
rhythm, and timbre.

2. Echo Nest analyzes what is written on the web about artists, albums, and
songs.

3. It identifies trends by analyzing social networks, p2p systems, blogs, online
forums, playlists, etc.

The process of the user experiment was as follows: First the participants were
asked to tell us their five favorite musical artists. For every participant we chose
three of their favorite artists for which our algorithm was able to determine sim-
ilar artists. Then we composed a list of 15 recommendations for each favorite
artist with five similar artists from each approach. For three participants of our
test group, only for two of their five favorite artists MergedGenre recommenda-
tions could be provided. In this case the MergedGenre recommendations were
left out and the Last.fm and Echo Nest recommendations were evaluated never-
theless. The participants were not told which recommendation was generated by
which system. Then the participants had to judge (1) whether a recommended
artist was known to them and (2) how they perceived the quality of the recom-
mendation on a five point rating scale (very good, good, neutral, bad, or very
bad).

Figure 3 shows how the participants of the evaluation experiment rated the
quality of the recommendations from the three systems. Last.fm and Echo Nest
clearly provided more very good and good artist recommendations than our
approach. In Figure 4 we aggregated very good and good ratings as positive rat-
ings and neutral, poor, and very poor ratings as negative ratings. 75.33% of the
Last.fm recommendations were rated as positive, 51.49% of our MergedGenres
approach, and 69.59% of the Echo Nest recommendations were rated as positive
respectively.
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Fig. 3. Assessment of the recommendation quality. The participants of the evaluation
study rated the quality of the artist recommendations for three of their five favorite
artists.

Fig. 4. Aggregated recommendation quality. Very good and good ratings have been
aggregated and are juxtaposed to the aggregated neutral, poor, and very poor ratings.
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Fig. 5. Evaluation of the recommendation novelty. For every recommended artist the
participants of the evaluation experiment said whether they already knew the artist or
not.

Fig. 6. Evaluation of the quality of novel recommendations. The figure shows the qual-
ity ratings for the recommended unknown artists.
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However the goal of our approach was to provide recommendations with a high
degree of novelty. Figure 5 shows how many unknown artists were recommended
by each system. Here our MergedGenres approach clearly generates the most
novel recommendations. This leads us to further investigate how many of the
unknown artists were perceived as good recommendations by the participants of
the evaluation experiment.

In Figure 6 we depict the perceived quality of the unknown artists recommen-
dations. If we again aggregate very good, and good ratings as positive ratings and
neutral, poor, and very poor ratings as negative ratings (Figure 7) we find that
our approach provides the most positive novel artist recommendations. However
quality remains an issue for MergedGenres as it also generates the most nega-
tive novel artist recommendations. The ratios of positive novel recommendations
to novel recommendations are 60% for Last.fm, 40.58% for MergedGenres, and
51,22% for Echo Nest respectively.

6.3 Discussion

The evaluation experiment has shown that music recommendations based on
metadata from the Semantic Web can lead to more high quality novel artist rec-
ommendations than widely used systems such as Last.fm and Echo Nest. Yet,
the MergedGenres approach suffers an issue that is typical for pure content-
based recommender systems, namely it is not capable of taking the quality of
recommended artists into account. Thus it cannot keep up with the overall rec-
ommendation quality of Last.fm and Echo Nest. Collaborative filtering systems

Fig. 7. Aggregated view of the ratings for the novel artists recommendations. Very
good and good ratings have been aggregated and are juxtaposed to the aggregated
neutral, poor, and very poor ratings.
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generally do not suffer from the problem of recommending many poor quality
artists as the recommendation algorithm is directly based on the users’ quality
assessments for artists. However collaborative information filters tend to rec-
ommend popular items predominantly (see also [4]) thus making access to the
long-tail of less popular artists difficult.

Whether novelty is a desired feature depends to a large amount on the ap-
plication domain and user preferences. E. g., for personalized radio stations it
might be enough to play songs a user likes independent of their novelty. Plat-
forms that sell music on the other hand might profit from recommending novel
artists matching the users’ personal preferences.

7 Conclusion and Future Work

In this paper we presented an approach for artist recommendations based on
structured metadata from the Semantic Web. Our superior goal is to follow a
storytelling approach that goes beyond the pure comparison of sonic features
and user preference profiles by taking the artists’ biographies, musical activities,
etc. into account. In the first version of our system we combine the genres and
record release years from the Freebase data set as descriptive features for artists.
An evaluation experiment has shown that this rather simple approach leads to
more high quality novel artist recommendations than popular systems such as
Last.fm and Echo Nest.

In our future work we aim at improving the coverage of our approach. With
MergedGenres we were only able to provide artist recommendations for 32 of 50
named favorite artists. Further the overall recommendation quality of our system
needs to be improved. For that purpose the giant graph of linked data should
be further exploited to find new and interesting connections between artists.

Acknowledgments. This research has been financed by the IBB Berlin in
the project “Social Media Miner”, and co-financed by the EFRE fonds of the
European Union.
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Abstract. The constant interaction of users with different Digital Li-
braries (DLs) and the subsequent scattering of user information across
them raise the need not only for Digital Library interoperability but also
for cross-Digital Library personalization. The latter calls for sharing and
combining of user-information across different DL systems so that a DL
system may take advantage of data from others. To achieve this goal,
DL systems should be able to maintain compliant and interoperable user
models and profiles that enable propagation and reconciliation of user
information across different DLs. In this paper, we motivate the need for
cross-Digital Library personalization, we define and examine user model,
profile, and context interoperability, and we survey and discuss existing
user model interoperability approaches.

Keywords: cross-Digital Library personalization, user model interop-
erability, user profile, user context, interoperability approaches.

1 Introduction

Whether digitized or born digital, the information found in Digital Libraries
(DLs) is growing at an unprecedented rate making it difficult for individuals to
identify relevant items in a reasonable amount of time. Furthermore, the new
generation of DLs is more heterogeneous than before regarding content diversity
and user-community variety. Hence, DLs increasingly need to be more effective
at providing information that is tailored to a person’s preferences, interests,
knowledge, skills, etc. For such personalization to be successful and result in
different system behaviors to different users, a DL system needs to provide ad-
equate representation of a user, conforming to a proper user model supported
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by the system. Each individual instantiation of the user model is called a user
profile. It is apparent that the profile of a user is also influenced by the user
context, which is all information that characterizes the environment of a user,
resulting in differences in preferences and actions during different interactions of
the same user with a DL. Hence, context models are necessary as well.

Nowadays, users interact with different DL systems on a regular basis and
update their profiles stored at these systems. These distributed and heteroge-
neous profiles constitute a valuable source of information for DL systems to
“understand”their users better and improve their personalization and adapta-
tion services. This user information, however, is not easily transferable from one
system to another. To achieve cross-Digital Library personalization, DL systems
should go well beyond the traditional techniques for their interoperability (or any
other Information System, for that matter), which is usually confined to sharing
and mapping of primary content and metadata; they should take into account
the precise nature of user profiles and proceed with a new theory for handling
“user interoperability”. In addition, they should prevent users from entering the
same information into every system, but reuse each other’s profiles freely.

The goal of achieving cross-Digital Library personalization in a collaborative
and interoperable setting raises several issues related to different user models
that DLs may use, different user profile characteristics captured in different
DLs, or even different aspects of the user context. The following example helps
to illustrate the above. Consider two different DLs that aim to interoperate. DL
A is a historical DL that typically contains multimedia documents illustrating
the history of European countries. Each multimedia document is composed of a
text describing the history of a country, a video showing important monuments,
and several audio files with each country’s traditional music. DL B is a research
DL, owned by a research institution, and stores advanced research results. Each
DL has its own set of users (user profiles), which may nevertheless, overlap
with the other set. The two DLs should communicate in such a way that their
users can access them as if they were a single DL. To achieve this goal, the
systems’ user models should be interoperable, which is a major challenge: DL A
uses a simplified user model, capturing basic characteristics of a user, without
providing significant personalization capabilities; on the contrary, DL B supports
an enriched user model, records several user preferences, and offers advanced
personalization techniques. How can a user of one DL be transferred to the
other? Is there a natural mapping between the two different user models? Is it
possible for user characteristics captured in both DLs to be consolidated so that
a user can have a personalized usage experience in both systems? Are there any
privacy issues?

This survey paper describes relevant state-of-the-art approaches that attempt
to address these questions. Approaches for user model, profile, and context in-
teroperability have been developed in recent years for general adaptive web-
based systems such as recommender and educational systems. Nevertheless, no
much effort has been devoted to the creation of relevant solutions for DLs. As
cross-Digital Library personalization evolves in a matter of major importance



18 A. Nika et al.

for future interoperable DLs, it influences its underlying requirements such as
user model, profile, and context interoperability to gain the relevant attention.
For this reason, the six approaches that will be described in following sections,
which were not explicitly developed for DL systems, may have the dynamics to
be regarded as suitable for resolving DL-related user interoperability issues. The
remainder of this paper is structured in the following way. Section 2 defines user
modeling, user profiling, and user context as well as the concept of interoperabil-
ity for each one, at both the semantic and syntactic levels and, finally, introduces
some privacy concerns. Section 3 presents the state-of-the-art approaches related
to user model interoperability and then elaborates further on those that are ap-
plicable to user profile and user context interoperability. Section 4 discusses the
advantages and disadvantages of the approaches identified. Finally, Section 5
concludes the paper and introduces some directions for future research.

2 User Interoperability

As it was mentioned in the previous section, adequate user modeling is impor-
tant for personalization. Respectively, appropriate user model interoperability is
essential for cross-Digital Library personalization.

We can define user modeling as the process of capturing all the fundamental
information about DL users in order for the system to be able to provide per-
sonalized information to different users. We can distinguish user modeling from
user profiling by defining user profiling as the process of collecting information
about a user in order to generate the user’s profile, depending on the current user
model. In general, a user model should be rich enough to allow different access
to the content and the functionalities provided by the system, to maintain the
explicit or implicit preferences affecting the results of the user operations, and to
differentiate based on the context of the user. Attributes of the user that may be
reflected in a DL are user credentials, demographics, access rights, preferences,
interests, background, level of maturity and expertise, etc. Up to now, however,
there is no generally accepted user model that may be used in every Digital Li-
brary application and ensure that a profile created within a certain DL may be
moved effortlessly to another. Thus, interoperability in terms of user modeling
refers to the ability of DL systems to support compliant and interoperable user
models that enable the propagation of user information across different DLs.

Having a common model or a way to move a user profile from one DL to
another is not enough. On one hand, there is the issue of user rights and how
they are propagated from one DL to the other. On the other, there is the issue of
reconciliation of different and, in some cases, even conflicting preferences or user
profile characteristics. It becomes apparent, that another type of interoperability
is also needed. Thus, interoperability in terms of user profiling refers to the
ability of DL systems to support mechanisms of reconciliation of user profile
characteristics.

Moreover, there are “external”factors to the user model related to the context
of a user that may affect the profile and result in differences in preferences
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and actions when a user interacts with a DL. The issue of user context is an
issue that has not been fully explored and defined but is very much related to
interoperability and user modeling. Context may include the user “situation”,
position, time, role, company of other users, etc. Thus, identifying the relation
between user model and user context, as well as revealing where the user model
ends and the context begins form important issues for further investigation.
Interoperability in terms of user context refers to the ability of DL systems
to support compliant context descriptions and interpret user information in a
concrete way given the same context.

The interoperability of user models, profiles, and context should be achieved
in the syntactic and semantic level. Syntactic interoperability refers to the ca-
pability of different DL systems to interpret the syntax of the delivered user
model/profile/context in the same way. Semantic interoperability is concerned
with ensuring that the precise meaning of exchanged user model/profile/context
characteristics is understandable by any other system.

Finally, privacy issues are very critical for cross-DL personalization [38]. In
the context of cross-DL personalization, that requires user models to be shared
across systems, privacy is not only related to acquisition of permission from users
to collect and use their data, but it is also related to obtainment of users’ explicit
consent before transferring user information to other systems. Privacy concerns
associated with the latter include a) the systems that can access user data, b)
the part of the user profile that can be made available to other systems, c) the
time period the user data are retained, etc.

In the following section, a number of approaches that resolve the identified
interoperability issues are described unveiling also the realization of syntactic
and semantic interoperability.

3 User Model Interoperability Approaches

General User Modeling Systems (GUMS) proposed by Kass and Finnin [19] of-
fer various user modeling services. However, they have seen limited use [20].
Apart from these user modeling approaches, there are also some standardization
efforts of user model relevant aspects. The IEEE Public and Private Informa-
tion (PAPI) specification [10] was created to represent student records. The
IMS Learner Information Package (LIP) specification [11] provides a model that
represents user attributes required for recording and handling learning history,
goals, and achievements. IMS and PAPI are generic and well known standards,
but suffer from some disadvantages. They are not conceptually extensible and
do not represent dynamic user attributes, like preferences and interests. The
work of Orwant called “Doppelgänger”[30] focused mainly on the collection and
distribution of user information and the use of several learning methods. In this
approach, the basic problem of sharing user data had already been identified.

Recent advances in user model interoperability reveal three basic approaches
that focus on achieving syntactic and semantic interoperability of user models: a
shared-format approach, a conversion approach, and an intermediate approach.
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The shared-format approach enforces the use of a shared syntax and semantics
to represent user models. On the other hand, the conversion approach, as does
not use a shared representation for user models, employs appropriate methods
to transform the syntax and semantics of the user model used in one system
into those of another system. Finally, an intermediate approach integrates the
advantages of both approaches to enable adaptability in describing user models
and to offer a mapping of user information from one system to another [7].

3.1 Shared-Format Approach

The use of a shared-format for the representation of user models has an obvious
advantage. This is the acquisition by a DL system of user attributes discovered
by other DL systems. In this way, the DL system may use the existing data for
personalization without the user being obliged to input them again.

In the field of music information retrieval, Chai and Vercoe [9] proposed the
representation of user models in a standardized format. Their User Model for
Information Retrieval Language (UMIRL) uses the XML syntax in order to rep-
resent different user models that can be shared across systems. Another example
from this field is the MPEG-21 standard [27] that defines an open framework for
multimedia applications. Users are identified by their relationship to other users
and every user may have specific rights and duties depending on his interaction
with other users.

The user modeling community focuses on ontology-based approaches as the
basis for the shared-format approach in order to achieve user model interoper-
ability. Ontology-based approaches have several advantages that originate from
the principles of this formalism. The ontological representation of user attributes
allows the deduction of additional user attributes based on ontology relations,
conditions, and restrictions. The use of an ontology-based user model increases
the potential for user attributes to be shared among DL systems. Approaches
that belong to this category and will be described in detail include the General
User Model Ontology, the Unified User Context Model, and the Ontology based
User Model.

Fig. 1. Shared-Format Approach
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General User Model Ontology. Heckmann et al. [13], [14], [17] proposed
the General User Model Ontology (GUMO) in order to manage the syntac-
tic and semantic variations between user modeling systems. The General User
Model Ontology is based on OWL and is used for modeling user attributes and
their interrelationships. The authors selected the user’s attributes that are mod-
eled in user-adaptive systems as well as user’s interests and preferences. The
construction of the user model ontology GUMO was based on the thought to
divide the description of user model attributes into three elements: auxiliary -
predicate - range. This description is called a situational statement. For exam-
ple, the interests of a user in music could be described in the following way:
auxiliary=hasInterest, predicate=music, and range=low-medium-high. The sit-
uational statement apart from the main information contains also contextual
information and privacy preferences [12]. The privacy attributes (key, owner,
access, purpose, retention) enable controlled propagation of sensitive informa-
tion. Owner’s intended privacy settings accompany the statement itself when
it is exchanged among systems. User profile interoperability issues are han-
dled by applying conflict resolution strategies among situational statements [14].
The authors also introduced the u2m.org user model service that is an
application-independent server for maintaining and retrieving user profiles and
for exchanging these profiles between different applications. A key advantage is
that interoperability between distributed user-adaptive and context-aware sys-
tems is achieved because the semantics for all user model and context attributes
are mapped to the general user model ontology GUMO [16].

The characteristics and attributes of GUMO are applied in the user model
exchange language called User Modeling Markup Language, UserML [15], which
promotes the exchange of user models across systems. The GUMO approach
has been used for the representation of museum visitor’s models in the Mobile
Museums Guide [21] and it has been tested in a Positioning Service [5] and an
Alarm Manager application [4].

The Unified User Context Model. Niederee et al. [25], [28] introduced a
Unified User Context Model (UUCM) that can be used for modeling attributes
of the user and his environment, i.e., the user context. Their proposal identifies
two levels for the unified user context model, the abstract and the concrete level.
The abstract level specifies the principal components of the UUCM that are: user
context, user model attributes, main characteristics for attributes representation,
and user model dimensions. For the cross-system personalization, this level spec-
ifies a shared ontology and all systems depend on this model. The concrete level
defines a group of UUCM dimensions and attributes that include not only users’
interests, but also tasks and relations to other entities and relevant user commu-
nities. Different attributes are modeled with the use of name/value pair. In this
way, each attribute of the user context model is captured and new attributes can
be easily added. Each UUCM attribute is represented by the following features:
attribute name, attribute qualifier, attribute value, value qualifier, value proba-
bility, and attribute dimension. Moreover, the four UUCM dimensions selected
for the context model are the Cognitive Pattern, the Task, the Relationship, and
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the Environment. Finally, relevant subsets of the user context model are defined
that are called user’s working contexts and are used to distinguish the different
roles that the user can play.

The UUCM defines the structure of the user context profile that can be used
not only to express a user in a system but also as an intermediate type for the
exchange of user profiles between different systems.

In the Niederee et al. approach for cross-system personalization, a context
passport based on the UUCM is used to accompany the user when moves from a
system to another. The context passport is a concise encapsulation of the user’s
current context profile and also includes the activities chosen by the user to be
executed in order to complete the allocated tasks. When the user performs an
activity, the respective part of the context passport is selected and used in order
to better support the requirements of the user.

Ontology Based User Model. Razmerita et al. [31] proposed the Ontology
based User Model (OntobUM) that is a generic ontology-based user modeling
architecture developed for a Knowledge Management System (KMS). OntobUM
was created within the Ontologging project [29] that aimed to implement the
next generation of KMSs based on three technologies: ontologies, software agents,
and user modeling.

OntobUM combines three different ontologies: the user ontology that expresses
the users, the domain ontology that specifies the relationships between the
different applications, and the log ontology that determines the semantics of
user-application interaction. Semantic Web technologies were employed for the
implementation of the user ontology, and the structure of this ontology was based
on extended IMS LIP specifications.

The complete user model for a user is composed of an explicit part specified by
the user via the user profile editor and by an implicit part retained by services.
The explicit part of the user model encompasses attributes such as identity,
email, address, abilities, cognitive style, and preferences. The implicit part is
connected to experiences related to the use of the system. For this reason, the
authors have enhanced the IMS LIP groupings by introducing the Behavior
notion. The Behavior notion describes attributes of users interacting with a KMS
such as level of activity, type of activity, and level of knowledge sharing. Based on
users’ activity in the system, OntobUM categorizes the users into three classes:
readers, writers, or lurkers. These classes are properties of the type of activity
attribute. The level of activity includes four characteristics that can be related to
the user: very active, active, passive, or inactive. The level of knowledge sharing
captures the level of acceptance of knowledge sharing methods. Based on the
above attributes, the system is able to provide feedback and virtual rewards.

3.2 Conversion Approach

It is apparent that by adopting a shared format approach by DL systems, there
are no syntactic or semantic heterogeneity issues to be solved. All the systems use
the shared unified model that is easily exchangeable and interpretable. Neverthe-
less, the DL systems that exist nowadays are very heterogeneous and dynamic.
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This makes it impractical, and in some cases even impossible, to use a shared
user model and to enforce DL systems to adhere to a shared vocabulary. There
is another approach, the conversion approach that does not compel DLs to use
a unified model but defines appropriate mechanisms in order to transform the
syntax and semantics of the user model attributes in one system into those used
in another system.

An example of this approach is given in Stewart et al. [33], where the interop-
erability of user models between two different Adaptive Educational Hypermedia
systems, MOT and WHURLE, is done via a one-to-one conversion. Firstly, the
identification of a set of common attributes between the user models of the
two systems is performed and then the conversion is completed through a peer-
to-peer interaction. A more general approach is the Mediation of User Models
approach proposed by Berkovsky et al. [3] that will be analyzed in the following
section.

Fig. 2. Conversion Approach

Mediation of User Models. Berkovsky et al. [3] introduced in their work
a generic framework for user model mediation. Mediation of user models is a
process of transferring and incorporating the user model information collected
by other systems for the goal of a particular recommendation proposition. This
work also focuses on resolving the heterogeneity of the available user model
information, as pays particular attention on the resolution of inconsistencies
and conflicts among the information obtained from various systems.

A user model is represented in a three-dimensional space. The two general-
ized dimensions of this representation are users and items. These dimensions are
called generalized because they may be described by sets of specific attributes.
In order to facilitate provision of context-aware recommendation, the above two
dimensions are extended by a third general dimension, indicating various con-
textual conditions and attributes that may be considered by the recommender
system.

The mediation process includes a target recommender system that is the sys-
tem requested to provide personalized recommendations to the user and one or
more remote recommender systems that may provide pertinent user model data
(past experiences) to the target recommender system.
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The authors have defined four major types of mediation. The first type is
called cross-representation mediation and is performed between experiences hav-
ing the required values of all three attributes (user, item, context). The other
three mediation types are mentioned as cross-dimension mediations. They are
performed over the experiences having the required values of two attributes and
a different value of one attribute. This means that the values of two out of three
attributes are fixed and the mediation is conducted across the third attribute.
Three types of cross-dimension mediations are distinguished: (a) cross-user me-
diation, where the values of item and context attributes are fixed and the user
in the experiences is allowed to be revised; (b) cross-item mediation, where the
values of user and context attributes are fixed and the item in the experiences is
allowed to be revised; and (c) cross-context mediation, where the values of user
and item attributes are fixed and the context in the experiences is allowed to be
revised.

The authors resulted in the conclusion that mediation techniques may enhance
the quality of the personalized recommendations and the performance of systems
only in particular conditions. These conditions include the type of mediated data,
the availability of user modeling information in the source and target systems,
and many other factors. Therefore, the decision regarding applying the mediation
should be taken only after a comprehensive analysis of these aspects.

The issue of user model mediation was studied within the SharedLife project
[37] and the Passepartout project [1]. Furthermore, Berkovsky et al. [2] imple-
mented user model mediation between a trip-planning system [32] and a person-
alized museum visitor’s guide [23].

3.3 Intermediate Approach

The intermediate approach combines the benefits of the shared-format approach
and the conversion approach. Specifically, the systems may use their own user
models but they should provide a sharable part of their models in order to be
exchanged with other systems. Then, a mediation method can be applied in order
to provide a mapping of user information from one system to another. Concrete
approaches that fall in this category are the Generic User model Component and
the Framework for User Model Interoperability that will be presented in detail
in the following sections.

Generic User Model Component. Van der Sluijs et al. [35], [36] introduced
the Generic User model Component (GUC) that applies Semantic Web tech-
nologies to retain user models and to share user profiles between applications.
Applications have the ability to store their user models in the GUC’s application
schema repository and to use GUC in order to upload user profiles that are valid
only in a certain context. If the user uses the application in another context,
another profile is stored. GUC employs the Shared User Model (S-UM), which
includes the most used attributes within the domain, as a mean of user model
exchange between various applications. S-UM can be used as a mediator for the
exchange of user data between applications by creating a mapping to and from
every application and S-UM.
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Fig. 3. Intermediate Approach

A schema mapping from a user model X to a user model Y includes a spec-
ification of how all attributes in user model X are mapped to corresponding
attributes in Y. Schema mappings are produced by the GUC mapping compo-
nent that needs the source and the target user model, say X and Y respectively.
The mappings are created based on the similarities between two input user mod-
els and are expressed in the language SWRL. The mapping between user model
X and user model Y has to be constructed only once and, therefore, can be cre-
ated by a human designer. Irrespectively of the algorithm used for the schema
mapping, the result must be examined and possibly be edited by hand before it
can be used, because semantic structures may not be interchangeable on instance
level.

The Generic User model Component deals also with the issue of data rec-
onciliation when it is used for exchanging user data between applications. An
application can ask for a specific user profile that is called a User Application
View (UAV). A UAV of an application’s user model can be translated into a
(partial) UAV of another application’s user model. Data reconciliation is sup-
ported by applying the OWL and SWRL techniques. For each application, rules
should be defined to indicate how to reconcile data in the case of a conflict. Data
reconciliation rules help to specify what to do if a value in the converted UAV
already exists in the UAV that it should be incorporated. Possible approaches
include the concatenation of the value with the current one, or the replacement
of the current value, or the use of a given formula in order for a decision to be
taken. Finally, GUC is able to apply privacy policies by allowing each user to
have access to all data stored about him and control which applications may get
access to which data.

Related research on Generic User model Component was conducted within
the Alter-Ego project [34] and the IST MobiLife project [26].

A Framework for User Model Interoperability. According to Carmag-
nola’s approach [7] systems do not require sharing a user model, but each system
may use the user model that wish. Nevertheless, her approach uses RDF in or-
der to assure the syntactic interoperability of the exchanged semantic-enriched
user data. In her framework, the interoperability procedure takes place when an
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application, called receiver Rc, may want to obtain data about a user from other
systems, called providers Pr’s. In order for a provider system to participate in
the interoperability procedure, it should preserve a shareable user model that
includes those parts of the user model that can be shared with other systems as
RDF statements. Every statement represents the user model information that
can be shared with other systems. A statement can be broken into four parts: a
subject, a property, an object, and a value.

When a receiver system Rc needs to collect user model data from other sys-
tems, it begins the interoperability procedure first by retrieving the shareable
user models of provider systems Pr’s the user interacts with and then by search-
ing for the particular user model data into those user models. Subsequently,
receiver Rc obtains from a specific provider Pr the entire group of the state-
ments that belong to user’s shareable model. In order to measure the semantic
similarity among the statements, each statement is divided into Object and
Property. Then, the Object Similarity Algorithm is used to determine the sim-
ilarity between the objects and the Property Similarity Algorithm is used to
calculate the similarity between the properties. To compare the semantics of
the objects in provider’s and receiver’s statements the author employs the Word
Sense Disambiguation Theory which assumes that two terms are semantically in-
terchangeable if their micro-contexts are interchangeable [18]. The micro-context
of a term can be defined by dependence on two main sources of information: a)
the information incorporated in the text or discourse in which the term appears,
b) external knowledge sources, including lexical, encyclopaedic, etc.

Assuming the user is the same among two statements belonging to provider Pr
and receiver Rc and the Osm Algorithm results that the objects in the specific
statements are similar, it has also to be examined if the properties in those
statements are similar. The Psm algorithm determines the similarity among the
properties using the Levenshtein distance [24] that allocates a unit cost to all
edit operations needed to transform one string into another.

Finally, the similarity measure between provider’s Pr and receiver’s Rc state-
ments is obtained as the average of Osm and Psm results. The highest similarity
measure between a provider’s statement and the receiver’s statement gives the
highest relevance for the receiver Rc.

Carmagnola’s research on user model interoperability was part of her doctoral
thesis [6] that also contained a mechanism for the identification of the user whose
information is shared across systems [8].

4 Discussion of Approaches

The approaches described in the previous section have been proposed as general
user model interoperability solutions. They have not been specifically tailored
to achieve user model interoperability in Digital Libraries. The six approaches
presented in this work have the dynamics to be used for user interoperability in
DLs; however they may have several weaknesses as they do not take into account
the special needs and characteristics of the DL community.
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Table 1. Comparison of Interoperability Approaches

User Model User Profile User Context Privacy
Interop. Interop. Interop. Concerns

GUMO + + + +
UUCM + - + -
OntobUM + - - -
Mediation of User Models + + + -
GUC + + + +
Framework for UM Interop. + - - +

The above comparative table summarizes the six approaches, described in
previous sections, in terms of user model, profile, and context interoperability
and privacy concerns. The sign (+) indicates that the approach covers the specific
requirement whereas the sign (-) indicates that the requirement is not captured.
The General User Model Ontology (GUMO), the Unified User Context Model
(UUCM), and the Ontology based User Model (OntobUM) that belong to the
shared-format approach are suitable for systems that may easily agree to share
a common user model format. In the case of several DLs interoperating, there
may be special circumstances that do not allow a common model to be generally
put into practice. Moreover, the GUMO approach pays attention to privacy by
defining privacy attributes, whereas UUCM and OntobUM do not deal with this
issue.

The approach that would probably be better suited for interoperable DLs
should contain a form of conversion of one user model to another. An important
approach is the Mediation of User Models. This approach, however, does not take
into account the variety of user attributes the systems have collected about the
user [22]. Also, this approach does not handle privacy issues. Another promising
solutions is the first intermediate approach, GUC, because not only it provides
a schema mapping among different user models, but also, focuses on instance
mapping among different user characteristics captured in different systems. The
problem is that the mapping requires additional human effort and may not
always be feasible.

The last approach that is presented in this work performs similarity checking
among the various user model statements in order to overcome the semantic
heterogeneity of different user models. Its weakness is that it does not provide a
solution for the examination of the differences of the actual values captured in
different systems.

5 Conclusion

In this paper we introduced the need for cross-Digital Library personalization by
defining and analyzing user model, profile, and context interoperability. Then,
we described six important user model interoperability approaches. Relevant
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description was provided for those approaches that focus also on user profile and
context interoperability as well as on privacy issues.

The conclusion that can be drawn from our investigation is that little work
has been done on achieving user model interoperability across different systems.
Moreover, there is a need for additional research on this issue in the Digital
Library community in order to achieve cross-Digital Library personalization.
New research directions are emerging that need not only to focus on user model
interoperability, but also on reconciliation or consolidation of different user at-
tributes as well as on propagation of access rights across different DL systems.
Finally, more intensive efforts are needed to cope with the challenging issue of
user context and its correlations with the user profile.

Acknowledgments. This work has been partially supported by the European
Commission under FP7 Contract #231551 “DL.org: Digital Library Interoper-
ability, Best Practices, and Modelling Foundations”.
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Abstract. This paper discusses and provides a solution for the problem
of adopting ontologies in order to model the users and the multimedia
documents and to develop personalized search functionalities. First, the
existing approaches that enable ontology-based semantic description of
multimedia content are discussed. Then, current ontology-based solu-
tions for personalized search functionalities inside adaptive hypermedia
systems are presented. Our solution is exposed further, including the
multimedia document model, the user profile development and the al-
gorithmic solution that enables to provide personalized results to a user
query.

Keywords: multimedia management, semantic annotations, ontologies,
information indexing, personalized search.

1 Introduction

In the context of the multimedia information systems with an increasing number
of available resources, the searching activity should be tailored to each user needs
and interests. In order to be effective, the results provided to a user query should
be provided according to the current user profile, which could include his/her
preferences, tastes, backgrounds, knowledge or interests. In order to develop
such personalized search facility, a matching between user queries, user profile
and document representations should be accomplished.

This paper discusses and provides a solution for the problem of adopting
ontologies in order to model the users and the multimedia documents and to de-
velop personalized search functionalities. The main idea is to analyze the user
queries according the ontology concepts and to execute them against the ontology-
based documents metadata. In the beginning, the paper discusses the existing ap-
proaches that enable ontology-based semantic description of multimedia content
are. Then, current ontology-based solutions for personalized search functionali-
ties inside adaptive hypermedia systems are presented. Our solution is exposed
further, including the multimedia document model, the user profile development
and the algorithmic solution that enables to provide personalized results to a
user query.
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2 Ontology-Based Multimedia Content Description
Approaches

In order to describe administrative, technical or physical features of the multime-
dia content, a lot of XML-based vocabularies were developed and standardized
for different content types:

– Images : Exchangeable Image File Format (Exif)1, IPTC Photo Metadata2,
VRA Core3, NISO Z39.874, DIG 355, PhotoRDF6.

– Audio-visual content : MPEG-7 (Multimedia Content Description Interface)7,
MXF (Material Exchange Format)8, AAF (Advanced Authoring Format)9,
ID310, MusicBrainz11, MusicXML12, EBU P/Meta, MPEG 21;

– Text : TEI (Text Encoding Initiative)13.

The problem of semantically describing the content itself through a metadata-
based layer of meaning such as to make the multimedia content semantics trans-
parent to computer applications [1] could not be solved exclusively with the
support of these vocabularies. Ontologies constitute the main instrument for
developing such transparent semantic annotations of the multimedia content.

Ontologies are used mainly for two purposes with respect to the multimedia
content:

– to provide semantic expression for the multimedia structural metadata ex-
pressed in XML vocabularies. As an integrant framework, the ontology pro-
vides in this case as well support for the interoperability issues between these
vocabularies.

– to provide a semantic description of the multimedia content independently
from the XML-based specialized vocabularies, e.g. based on domain ontolo-
gies.

While our solution is developed from the second purpose perspective, we present
further some existing approaches following the both purposes: the domain
ontology-based semantic descriptions have to be added up to the multimedia
structural semantic metadata.
1 Exif Version 2.2, Japan Electronics and Information Technology Industries Associa-

tion: http://www.digicamsoft.com/exif22/exif22/html/exif22_1.htm
2 http://www.iptc.org/IPTC4XMP/
3 http://www.vraweb.org/projects/vracore4/
4 http://www.niso.org/
5 http://xml.coverpages.org/FU-Berlin-DIG35-v10-Sept00.pdf
6 http://www.w3.org/TR/2002/NOTE-photo-rdf-20020419
7 http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm
8 http://www.smpte-mxf.org/
9 http://www.aafassociation.org/html/techinfo/

10 http://www.id3.org/Developer_Information
11 http://musicbrainz.org/MM/
12 http://www.recordare.com/xml.html
13 http://www.tei-c.org/
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2.1 Ontologies That Integrate XML-Based Vocabularies

Some ontologies were developed that aim to provide integrative sup-
port for describing all the multimedia features no matter of their
initially XML-based expression. Such solutions include COMM ontol-
ogy (http://comm.semanticweb.org/), ABC [2] or aceMedia ontology
(http://www.acemedia.org/), all of them being developed on the top of
MPEG7 vocabulary. The differences between them concern the coverage of the
entire MPEG7 specification, as well as the maintenance of the initial MPEG7
structure.

The aceMedia Ontology Framework [3] define an integrated multimedia anno-
tation framework based on a core ontology (DOLCE), two multimedia MPEG-7
based ontologies (VDO - Visual Descriptor Ontology - and MSO - Multimedia
Structure Ontology), as well as domain ontologies such as PCS (Personal Con-
tent Management) and CCM (Commercial Content Management) Ontologies.

DELOS II Network of Excellence [4] defined an MPEG-7 upper ontol-
ogy, which was extended with Semantic User Preference Description ontology
and harmonized with MPEG 21 DIA Ontology, as well as with SUMO and
DOLCE core ontologies in order to acquire an integrated annotation framework.
GraphOnto was adopted as visual ontology-based annotation tool for multimedia
content.

The goal of COMM (Common Ontology for Multimedia) ontology is to de-
scribe the semantics of multimedia content in terms of current semantic Web
languages [5]. The COMM ontology exploits and extends the structure of the
MPEG-7 specifications in order to provide support for organizing the multi-
media metadata; COMM ontology provides also support for expressing all the
multimedia features covered by the MPEG-7 specification, which forms a really
huge set. The advantage of its formal semantics consists in enabling these fea-
tures’ expression, independently of the XML-based vocabulary through which
the features were initially expressed. In other words, COMM provides support to
express all the XML-based multimedia metadata having synonyms in MPEG-7
specification.

2.2 Ontology-Based Multimedia Content Semantic Description
Approaches

Some specialized multimedia ontologies were also developed in order to cap-
ture and express the high-level semantics for multimedia objects: aceMedia Vi-
sual Descriptor Ontology, mindswap Image Region Ontology, MSO - Multimedia
Structure Ontology, VDO - Visual Descriptor Ontology, AIM@SHAPE ontology
for representing, modeling and processing knowledge which derives from digital
shapes, Music Information ontology, Semantic User Preference Ontology devel-
oped to be used in conjunction the MPEG-7 MDS Ontology and with domain
ontologies, in order to interoperate with MPEG-7 and allow domain knowledge
utilization, CIDOC CRM core ontology for all multimedia objects, especially
concerning cultural heritage items and events.

http://comm.semanticweb.org/
http://www.acemedia.org/
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As could be noticed, there is a lot of support for expressing and organizing the
multimedia semantic metadata, but not a generally accepted integrated frame-
work. In order to manually develop such semantic metadata, different frameworks
and tools were developed. Because of the high cost involved by this operation,
multiple approaches to automatically obtain such semantic metadata were also
developed, mainly around some concrete multimedia systems. We present be-
low some representative approaches, where obtaining semantic metadata consti-
tute an important step in integrating multimedia content in various personal-
ized or customized functionalities. We present further some important existing
examples.

In [1], a video content annotation architecture built on PhotoStuff image
annotation tool14 is used to link MPEG-7 visual descriptors (obtained through
automatic multimedia processing) to high-level, domain-specific concepts. The
manually obtained multimedia semantic metadata is further used in order to
improve the browsing and searching capabilities.

In [6] is presented a system were the multimedia content is annotated through
three ontologies: the developed otology on the top of MPEG-7, and two domain-
specific ontologies. In order to enable the semantic interoperability, the three
ontologies are merged with the support of ABC top-level ontology [2] . Along-
side with the manual annotation, domain-specific inferencing rules are defined
by domain-experts through an intuitive user-friendly interface in order to auto-
matically produce supplementary semantic metadata.

In METIS project [7], the multimedia content is organized into a database,
characterized by customizable media types, metadata attributes, and associa-
tions, which constitutes a highly expressive and flexible model for media de-
scription and classification. The multimedia ontology-based annotations could
be also defined, due to the developed plug-in for the open-source Protégé ontol-
ogy editor. The authors provide as case study the implementation of an archive
system for research papers and talks in the Computer Science domain, clas-
sified according the ACM classification system. The semantic annotations are
developed by the users, via a Web annotation interface. Scientific resources are
thus available for browsing, classification, and annotation through the standard
METIS Web administration interface.

The project aceMedia adopts manual ontology-based multimedia annotations,
with the support of M-OntoMat-Annotizer. As well, the project developed a
multimedia analysis system for automatically annotate the multimedia content
based on the developed aceMedia Visual Descriptor Ontology. The system in-
cludes methods that automatically segment images, video sequences and key
frames into a set of atom-regions while visual descriptors and spatial relations
are extracted for each region [3]. A distance measure between these descrip-
tors and the ones of the prototype instances included in the domain ontology
is estimated using a neural network approach for distance weighting. Finally,
a genetic algorithm decides the labeling of the atom regions with a set of hy-
potheses, where each hypothesis represents a concept from the above mentioned

14 http://www.mindswap.org/2003/PhotoStuff/

http://www.mindswap.org/2003/PhotoStuff/
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domain ontology. This approach is generic and applicable to any domain as long
as specific domain ontologies are designed and made available.

As could be noticed, there are multiple ontology-based modeling solutions that
enable to adopt an ontology-based description of the multimedia content. Mainly,
some of them enable to express the common multimedia document features,
such those mentioned in Section 2.1. In addition, some more detailed semantic
descriptions of the multimedia content, expressed through domain ontology, are
obtained manually or into a semi-automatic manner that exploits some inference
rules or classification algorithms.

We will present further some representative approaches where the multime-
dia semantic annotations are considered for multimedia retrieval functionalities.
Moreover, some approaches are outlined that consider user characteristics when
responding to his queries.

3 Using Ontologies for Developing Multimedia Retrieval
and Personalized Search Functionalities

3.1 Ontology-Based Multimedia Retrieval

The existing retrieval mechanisms implement an efficient ranking algorithm ap-
plied to the results provided for a certain query. Many ranking methods were
introduced, based on clever term-based scoring, link analysis, evaluation of user
traces etc. [8].

In [9] the MPEG-7 OWL ontology15 is used as upper-level multimedia ontol-
ogy where three different music ontologies have been linked in order to annotate
the multimedia content. System architecture is proposed that facilitates multi-
media metadata integration and retrieval.

In SAFIRE project [10] MPEG-7 structure is used as basis for organizing mul-
timedia features. Alongside with automatically extracted features, the semantic
annotations are accomplished manually, using WordNet ontology in order to ac-
quire disambiguate annotations. These annotations are exploited together with
their synonyms for increasing the efficiency of the further query process.

In [11], ontology is used in order to define the video database model. Such
ontology must be previously developed for a certain modeled domain, containing
definitions of objects, events and concepts in terms of attributes and components.
The system applies in a first phase a set of automatic multimedia processing
techniques in order to segment the video into regions, and to extract features for
each region (color, shape, color distribution etc.). If some regions have similar
properties for a period of time (consecutive keyframes), the possible occurrence
of an object could be inferred. By using similarity functions, objects identified
from regions are assigned to their actual names by using information gained from
the training set developed by experts according the considered ontology. The
ontology-based data model enables the system to support ontology-based queries,

15 http://rhizomik.net/ontologies/mpeg7ontos/

http://rhizomik.net/ontologies/mpeg7ontos/
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able to specify objects, events, spatio-temporal clauses, trajectory clauses, as well
as low-level features of objects.

In [12], a method is proposed for searching a document collection via queries
that are constituted by ontology concepts. The ranking algorithm considers these
concepts as distinct key-phrases, while the ontological relations are not exploited.

[13] describe a system with ontology-based annotation and retrieval capabil-
ities for managing the audiovisual information. After the multimedia segmen-
tation process, the annotations are made by specialists, by making reference to
some previously selected ontologies, and stored in the semantic base. The search
mechanism, implemented as an API, provides support for semantic queries, based
on the some provided search templates.

As could be noticed, in the various frameworks are developed that exploit
multimedia metadata mainly for a better information retrieval, that do not take
into account the particularities of the user that accomplishes the search: for a
specific query, the same results are provided to all users. Different approaches
that consider user characteristics when responding to a user query were devel-
oped in the area of adaptive hypermedia systems, and some of them consider
ontology-based content descriptions.

3.2 Ontology-Based Personalized Search

Given a particular user keyword-based query, the personalized search systems
provide results that are tailored to the preferences, tastes, backgrounds and
knowledge of the user who expressed it [14]. In systems that adopt ontological
modeling, retrieving documents for a certain user query means in fact querying
documents by the ontology concepts included into the query and filtering them
based on the user model.

[15] describe Bibster, a Semantics-Based Bibliographic Peer-to-Peer System,
which uses ACM ontology together with SWRC ontology in order to describe
properties of the scientific publications. The retrieval mechanism makes also use
of a learning ontology, developed on the fly, in order to reflect the actual content
of the individual users. ACM ontology was also used, together with SWEBOK
ontology in order to refine the e-learning materials annotation [16].

[17] develop an ontology for reformulating and storing the user queries in a
semantic enriched form; in order to approximate the meaning of users’ queries
each query term is mapped to a Word-Net sense. The retrieval mechanism com-
putes the similarity of documents and the already constructed query ontology,
by using the AUTOMS5 proposed method that combines lexical, semantic, and
structural matching methods.

[18] define a conceptual architecture for a personal semantic Web information
retrieval system. The user requirements are reflected by his/her preferences,
profile and constraints along with a query. A formal query is composed of three
types of element fields: user preferences (UPs), content query (CQ) and Web
service query (SQ). The responses combine Web content relevant to the query,
but also information about the Web services potentially relevant to the user.
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In general, the personalized search systems develop the user profile in terms
of the history of user’s keyword-based queries, correlating it with the document
annotations. Personalization process could consider the user profile into one of
three moments: during the retrieval process, in a distinct re-ranking activity or
in a pre-processing of the user query [14].

We will expose further our personalized search solution were a same ontology
is adopted in order to model the user query, the user profile and the document
content.

3.3 Ontology-Based Solution for Personalized Search Inside
Multimedia Systems

We present further an ontology-based solution for developing customized re-
sponses to the user queries. Domain ontology is adopted for modeling the user
query, the user profile and the multimedia documents, as well as for locating
pertinent result documents for the user query. The solution capitalizes some
previous work while bringing also some new contributions.

Considering the medical domain and the MESH16 as example ontology, we
will adopt a vector representation of its n=25.588 main concepts (“preferred
terms”), alongside with an OWL ontology representation17 that enables to store
as well the relations between concepts. Let us designate as C[i], i=1,n, the vector
that stores the MESH concepts. The n dimension will be further adopted for
multiple vectors containing weights of MESH ontology concepts (the ith element
correspond to the ith@ concept) and describe the document model, user query
or user profile, as illustrated in the following sections.

Multimedia Documents Model and Representation. As we mentioned, in
order to model the semantic metadata associated with multimedia documents,
we need an ontology that provide support for expressing the common multimedia
features, and one ore more domain ontologies through which the semantic of the
multimedia content to be expressed. Harmonizing and integrating the both types
of ontologies constitutes a problem itself.

Due to its extensive covering character of MPEG-7 descriptors, we consider
the COMM ontology for representing the common multimedia features. As well,
considering the particular case of medial domain, we adopt MESH ontology to
describe the content itself of the multimedia content. We have to locate the
better solution for binding these two ontologies.

COMM ontology uses DOLCE (Descriptive Ontology for Linguistic and
Cognitive Engineering)18 as a modeling basis, and it defines some modeling
patterns [5]:

– Decomposition: exploits MPEG-7 descriptors for spatial, temporal, spa-
tiotemporal and media source decompositions of multimedia content into
segments.

16 http://www.nlm.nih.gov/mesh/
17 http://bike.snu.ac.kr/sites/default/files/meshonto.owl
18 http://www.loa-cnr.it/DOLCE.html

http://www.nlm.nih.gov/mesh/
http://bike.snu.ac.kr/sites/default/files/meshonto.owl
http://www.loa-cnr.it/DOLCE.html
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– Annotation: exploits the MPEG-7 very large collection of descriptors that
can be used to annotate a segment. The annotations are associated to a
particular media content region (or to the entire media document):

• Content Annotation: for annotating the features of a multimedia docu-
ment, which means for expressing its associated metadata (media-specific
metadata/ For example, DominantColorAnnotation expresses the con-
nection between a MPEG-7 DominantColorType with a segment.

• Media Annotation Pattern - for describing the physical instances of
multimedia content (general metadata). For example, MediaFormat-
Type enable to express features such as FileSize=“462848”, FileFor-
mat=“JPEG”;

• Semantic Annotation Pattern (semantic metadata) - allow the connec-
tion of multimedia descriptions with domain descriptions provided by
independent domain-specific ontologies.

– Digital Data pattern is used to formalize most of the complex MPEG-7 low-
level descriptors.

– Algorithm pattern defines:

• Methods - for the manual (or semiautomatic) annotations;
• Algorithms - for automatically computed features (e.g. dominant colors)

Every Algorithm defines at least one InputRole and one OutputRole
which both have to be played by DigitalData.

As could be noticed, the Semantic Annotation Pattern acts as an interface be-
tween COMM and a domain-specific ontology (see Figure 1). It enables to in-
clude inside the COMM-based multimedia metadata some semantic metadata
expressed through domain ontology concepts. We adopt this facility in order to
integrate in the multimedia annotation the MESH concepts that describe the
content of the current multimedia document. For representing these concepts,
we adopt the technique exposed in the beginning of this chapter. For a specific
multimedia document Dj, the MESH-based annotation are represented through
a vector D[j,i], i=1,n (n=25.588), where each element D[i,j] represents the weight
of the concept C[i] in the representation of the document Dj.

In [19] we presented a method for automatically obtaining this simplified
representation in the case of textual documents. After a pre-processing phase,
the terms frequency matrix associated to the document Dj suffers a dimension
reduction through the latent semantic analysis technique: from a t-dimension
corresponding to the detected t keywords, it is reduced to a k-dimension, where k
¡¡ t. For each ontology concept, a t-dimensional vector representation is initially
considered, which is reduced further to the same k-dimension. The distance
between the dimensionally reduced concept vectors and the document vectors
lead to detecting each concept weight for a document.

Images and audio-visual documents constitute a special challenge for indexing
approaches because of their binary character [20]. However, some steps are done,
and in we [21] exposed some preliminary results.
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Fig. 1. Semantic Annotation Pattern in COMM ontology, according [5]

The explicit multimedia ontology-based annotation through a visual interface
is the simplest but hence the most expensive method to acquire semantically
enhanced metadata. Some specialized tools (such those further presented) were
developed in order to support this type of manual annotation.

Protégé allows a user to load OWL ontologies, annotate data, and save an-
notation markup. Protégé provides only simple multimedia support through the
Media Slot Widget, which allows general description of multimedia files like
metadata entries, but not also description of multimedia document spatio-
temporal fragments.

PhotoStuff allows annotating images and contents of specific re-
gions in images according to several OWL ontologies of any domain
(http://www.mindswap.org/2003/PhotoStuff/). Also designed for images,
AKtive Media is an ontology based annotation system. ImageSpace provides
support DAML+OIL language, and integrate image ontology creation, image
annotation and display into a single framework.

ELAN (EUDICO Linguistic Annotator) provides support for linguistic anno-
tation (analysis of language, sign language, and gesture) of multimedia record-
ings, including support for time segmentation and multiple annotation layers, but
not the support of ontology. OntoELAN [22] extends ELAN with an ontology-
based annotation approach: OWL linguistic ontologies could be used in annota-
tions, while the ontological tiers should be linked to general multimedia ontology
classes. With this role, GOLD (General Ontology for Linguistic Description) on-
tology is adopted [23].

3.4 User Query Processing

For a specified user query, the pertinent documents should be located for being
provided as results.

http://www.mindswap.org/2003/PhotoStuff/
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In order to facilitate the comparison between a user query and the avail-
able document models, we should represent the user query in a similar manner,
namely a vector of concept weights. Thus, for a query Q, Q[i] will mean the
weight of the concept C[i] in the query Q, where i=1,25.588. As example, a
query like “pancytopenia in aids, workup and etiology” will be characterized
by the MESH preferred terms “Pancytopenia - C15.378.700”, “AIDS-Related
Complex - C20.673.480.080”, “Work - I03.946”.

However, such a concept-based vector representation is not obviously to be
obtained. Remaining coherent with the document processing, we rely our tech-
nique on the query keywords. First, the relevant documents for the specified
query are obtained:

– The query is represented first as a huge t-dimension vector Q’[i] (where t is
the same dimension as in the case of keyword-based document vectors);

– Q’[i] receive value 1 for the positions corresponding to the query words, 0.5
for the positions corresponding to synonyms of the query-words (according
Wordnet), and 0 on the others positions.

As example of synonymic variant for the specified we could mention “erythro-
cytes, leukocytes and platelets deficiency in Acquired Immuno-Deficiency Syn-
drome and pathogenesis”.

– The resulted Q’[i] vector is reduced to the k dimension through the Singu-
lar Value Decomposition technique proper to the latent semantic analysis
method.

– The pertinence of a document Dj for a user query Q will be given by the
cosine similarity between their reduced k-dimension representations:

Q[i] =

∑10
j=1 Dj [i]

10
, i = 1, 25588 (1)

The first ten documents are selected having the biggest similarity to the cur-
rent user query. However, in order to establish their order of pertinence for the
current user, the user profile should be considered, as illustrated in the next
section. Based on the determined top ten relevant documents for the specified
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query, the concept-based query representation is obtained as the average of these
documents’ representations:

Sim(Dj, Q
′
) = cos(Dj , Q

′
) =

DjQ
′

|Dj | |Q′ | (2)

3.5 User Profile Development

The adaptive hypermedia systems adopt a feature-based modeling technique,
considering some important characteristics of the user as an individual: knowl-
edge, interests, goals, background, and individual traits [24]. Three solution types
were defined for modeling the user profile, based respectively on a keywords set,
on a specific semantic network, or on a set of concepts belonging to multiple
existing semantic networks, which could be taxonomies, topic maps, or even
ontologies [24].

The user goals represent the most dynamic user characteristic since it illus-
trates his/her current activity, namely the run queries and the accessed doc-
uments among those returned as a query result. We adopt a user model that
expresses the user current goals. The above presented vector representation for
documents and queries enable to develop a similar user profile representation. It
consists into a vector U[i], i=1,n, where U[i] represents the user interest degree
concerning the concept C[i], as deduced upon his provided queries and accessed
documents.

– At the beginning of the working session, U[i]=0, i=1,n;
– When the user provides a query Q for expressing his current goals, the con-

cepts mentioned by the query are included in his profile: U[i]+=Q[i], i=1,n;
– When the user accesses a document provided as a result to his query, the

concepts that characterize the document Dj are also included in his profile:
U[i]+=D[j,i], i=1,n;

It could be noticed that our solution consist in representing user goals as concept
weights, while the user queries and accessed documents are not necessary to be
stored. Their information is condensed into the U[i] vector representing user
profile.

3.6 Providing Customized Results to the User Query

We present further the steps of our algorithmic solution for for responding into
a personalized manner to the user queries:

1. At the beginning of the working session, the user profile is empty: U[i]=0,
i=1,n;

2. The user provides a query Q for expressing his current goals; the query is
processed as it is described in Section 4.2;

3. The user profile is updated with the concept weights corresponding to the
query: U[i] += Q[i], i=1,n.
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4. The similarity between this query and the representations of the available
documents is calculated, and the list of documents with a similarity over a
threshold ? is retained;

5. If this list is null, then the query Q is enriched by considering the parents of
the component concepts, while reducing their weight with 50 percents (the
degree of interest decreasing from a

6. If this list is not null, then it is re-ordered according the cosine similarity
between user profile and each document vector. The list is displayed to the
user;

7. When the user accesses a document provided as a result to his query, the
concepts that characterize the document Dj are also included in his profile:
U[i]+=D[j,i], i=1,n;

8. When the user provides a new query, the elements of his current profile are
divided by 2 in order to decrease the importance of his previous goals while
emphasizing the goals expressed through the new query;

9. This query is considered by re-starting the step 2.

The ontology-based vector representations enable a very simple filtering process
based on the cosine similarity between vectors, as Figure 2 illustrates.

Fig. 2. The gradual filtering process based on ontological representation in the person-
alized search

3.7 Conclusions and Further Work

In this paper we presented a solution for the problem of adopting ontologies
in order to model the user profile, the user queries and the multimedia docu-
ments. Despite some structured representations are available, are discussed and
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are exploited for these resources, we adopted also a simplified vector represen-
tation that facilitates the matching and filtering processes that lead to the final
personalized results list.

The present paper proposes a model that enables to semantically describe
the multimedia content. This model is presented in the context of existing ap-
proaches that adopt ontologies in order to annotate multimedia resources. Its
particularity consists in a simple solution for integrating domain ontology-based
semantic annotations in the structure of the COMM ontology-based descrip-
tions of the multimedia content, without requiring a special binding. Thus, the
domain ontology considered in annotations is kept independently, while inside
the COMM structure is included just information about the concepts and their
weights for the current multimedia document.

The presented personalized search technique adopts the same domain ontology
for representing user queries and for developing user profile.

We already worked in exploiting the semantic annotations associated with
different resource types inside an existing tracking system that capture the user
current activity, which is developed based on the Contextualized Attention Meta-
data (CAM)19 framework. In [26] we exposed a solution for recommending doc-
uments to users according to their current activity that is tracked in terms of
semantic annotations associated to the accessed resources. We intend to extend
this framework in order to handle the user query in the spirit of the presented
semantic oriented approach. Tests using various multimedia collections are also
considered for our future research explorations.
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Abstract. Multimedia documents such as videos, images, or music are
characterized by an amount of different qualities that can become rele-
vant during a search task. These qualities are seldom reflected as a whole
by retrieval models. Thus, we present a new query model, which fully sup-
ports the principle of polyrepresentation by taking advantage of quantum
logic. We offer means to model document relevance as a cognitive overlap
from various features describing a multimedia document internally. Using
our query model, the combination of the aforementioned polyrepresen-
tative features is supported by the mechanisms of a Boolean algebra. In
addition, these overlaps can be personalized by user preferences during
a machine-based learning supported relevance feedback process. The in-
put for the relevance feedback is based on qualitative judgments between
documents, which are known from daily life, to keep the cognitive load
on users low.

We further discuss how our model contributes to the unification of
different aspects of polyrepresentation into one sound theory.

1 Introduction

The creation of multimedia content such as videos, images, music, or rich-media
content like Flash has been democratized. Content can be created and distributed
without major burdens over the internet. Nevertheless, searching for appropriate
multimedia documents is still complicated.

Multimedia documents are characterized by an amount of different qualities
that can become relevant during a particular search task or context. In addition,
the users’ preference between these qualities may differ depending on the search
goal. In one scenario, users may consider the hue of an image as very import,
while they may prefer the artist during their next search. As a consequence, it is
difficult to calculate the relevance of a multimedia document regarding a certain
search task.

The aforementioned diversity of qualities of a multimedia document is re-
flected by its internal representation within a retrieval system. Multimedia doc-
uments are often split up into their atomic media types such as sounds or images.
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These multimedia fragments can then be described with low-level features such
as color or texture, high-level features such as textual annotations, or meta data
like the creator or geo tag.

Common approaches for multimedia retrieval rely mostly on low-level features,
because they can be extracted automatically in contrast to high-level features
bearing more semantics. These content-based retrieval approaches are currently
hitting a ”glass ceiling”, which cannot be overcome in order to improve their
retrieval performance. For example, this effect has been shown in the music
retrieval domain [1] but is present in other domains as well. To address this
issue, user tags or annotations have been exploited. Though, annotations suffer
from subjectivity, ambiguity, and noise. Additional media data such as Exif1 can
be exploited as well but it has a more relational characteristic, which makes it
in particular feasible for the processing in database (DB) systems.

We rise to this challenge from the cognitive point of view. In the presented
work, the relevance of a multimedia document with respect to a search will not
be defined by an arbitrary combination of calculated similarity values based
on low-level features or annotations. In contrast, we will model relevance as a
cognitive overlap [2] of all different representations of a document neglecting if
they have a traditional retrieval origin like histograms or text distances or a
relational database origin such as a creation date or a media type. To motivate
this different approach, we will outline the principle of polyrepresentation in
information retrieval (IR). This section is followed by a discussion of a novel
polyrepresentative query model based on results from quantum logic, which will
be utilized to reflect multimedia documents and the search for them in a holistic
way and to state user preferences amongst different aspects of these documents.
We propose this query model as a reaction to the open question of how to form
cognitive overlaps in a structured way [2]. Sec. 4 will present first experiments
that will show the utility of the presented theoretical query model. At last, we
will summarize our main contributions and pose open research questions.

2 Polyrepresentation in Information Retrieval

The principle of polyrepresentation has been introduced as a cognitive model in
IR [3]. It is based on the hypothesis that different representations of a document
can be utilized to form a cognitive overlap [2]. This overlap is an intersection of
different functionally and cognitively different representations of a document, see
Fig. 1. Here, functionally different representations are titles, abstracts, full texts,
or the like. In contrast, cognitively different representations are depending on the
user’s current search task, personal preference or interpretations by a third per-
son such as an indexer. Based on this overlap, the probability of relevance of a
document w.r.t. a query, or more general: an information need, will be assessed.
Because of the combination of a variety of functionally and cognitively different
representations, it is assumed that the inherent uncertainty about relevance as-
sessments in IR, i.e., the judgment an IR system makes about a document, will
1 Exchangeable Image File Format; http://www.exif.org

http://www.exif.org
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Fig. 1. Venn diagram of different document representations forming a cognitive overlap

be compensated – eventually improving the retrieval quality [3]. Skov et al. [4]
strongly support this hypothesis.

Two other important findings from [4] are addressing the amount of represen-
tations that are utilized to form the cognitive overlap and the structure of the
query that is used. It is stated that a high number of cognitively and functionally
different representations indicating a relevant document improves the precision
of the IR system. Another factor that is affecting precision is the amount of
structure present in the query, which ultimately describes the cognitive overlap.
Queries can range from highly structured, i.e., by supporting Boolean connectors
that are used to formulate complex queries to unstructured such as bag-of-word
queries. Skov et al. [4] show that highly structured queries perform better than
queries with a decreasing degree of structure. These findings coincide with the re-
sults from [5,6]. In summary, a high number of features of a document combined
with a highly structured query improves the retrieval performance.

Nevertheless, although the experimental results of the principle of polyrepre-
sentation provide promising results, no frameworks have been suggested, which
offer a means to model cognitive overlaps in a structured way. In the next section,
we will introduce such a framework that also supports further personalization of
cognitive overlaps.

3 A Polyrepresentative Query Model

Multimedia documents are intrinsically polyrepresentative due to the amount
of different qualities they consist of and their internal representations, e.g., in
functional space (low-level features such as histograms, high-level features such
as annotations, or the aforementioned relational meta data) and in cognitive
space, i.e., for a specific search task that is, e.g., affected by subjective preferences
between these qualities. As said before, the similarity of multimedia documents
to a given query depends strongly on the user’s notion of relevance.
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This poses the question how all representations have to be combined, i.e., how
a query should be stated in order to form a cognitive overlap expressing this
notion of relevance. Current approaches in IR tackle this problem empirical for
a particular domain, but the problem remains unsolved for arbitrary domains.
Larsen et al. [2] see a need for further research on forming cognitive overlaps
”depending on domains, media, genre, and presentation styles”. Though, they do
not address the influence of the user’s subjective notion of relevance explicitly. As
a consequence, the cognitive overlap for a search task is likely to vary from user
to user although mainly contributing representations, which form the overlap
may stay the same (see Sec. 3.2).

Recently, Frommholz and van Rijsbergen [7] discovered the issue of a missing
framework for supporting the principle of polyrepresentation as well. Like our
contribution, their work is based on results from quantum mechanics and logic
[8]. However, they do not address the exploitation of structural queries to model
the cognitive overlap in order to calculate the probability of relevance for a
document.

To construct reasonable cognitive overlaps, we propose the usage of our query
model. The model consists of a query language, which will be discussed in the
following subsection, and an adaptive relevance feedback (RF) [9] process for
user interaction and further personalization (see Sec. 3.2).

3.1 An Outline of the Commuting Quantum Query Language

The presented approach relies on the commuting quantum query language
(CQQL) [10], which is based on results from quantum logic. It provides a uni-
fying framework combing similarity-based retrieval conditions with relational
conditions. Thus, it is capable of utilizing all possible access paradigms that are
used to process and describe multimedia documents, in other words: IR and DB.
Additionally, CQQL forms a Boolean algebra and is therefore a highly structured
query language with all benefits that have been described in [4,5,6]. This prop-
erty of CQQL is crucial as ”structured Boolean-like query configurations will
best support polyrepresentation in IR” [2]. Note that the usage of a Boolean
algebra does not mean a re-introduction of the well-known drawbacks of the
Boolean model into IR such as non-ordered result sets or a lack of expression for
term/condition importance. CQQL uses similarity respectively probability val-
ues in order to calculate relevance such as the vector space model [11]. Examples
of how CQQL can be used to construct cognitive overlaps are given throughout
the following sections.

For the sake of completeness, we will outline the underlying concepts from
quantum logic and mechanics and how they relate to the principle of polyrep-
resentation. In quantum mechanics, each microscopic system’s state can be de-
scribed by a normalized state vector |ϕ〉.2 Each state corresponds to a Hilbert

2 We will use the Dirac notion for vectors, which is common in quantum mechanics.
Here, |x〉 denotes a column vector and 〈y| a row vector. 〈x|y〉 would express their
scalar product.
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space H – a real-numbered vector space with a scalar product for the sake of
simplicity. In our scenario, we interpret one state vector as one possible rep-
resentation of a document, e.g., a low-level feature. To measure the state of a
system, we rely on the simplified measurement given by projectors. A projector
p =

∑
i |i〉〈i| is a symmetric and idempotent linear operator defined over a set

of orthonormal vectors |i〉. Multiplying a projector with a state vector means
to project the vector onto the respective vector subspace, i.e., calculating the
probability that the state vector is relevant to the cognitive overlap. The proba-
bility of an outcome corresponding to a projector p and a given state vector |ϕ〉
is defined by:

〈ϕ|p|ϕ〉 = 〈ϕ|(
∑

i

|i〉〈i|)|ϕ〉 =
∑

i

〈ϕ|i〉〈i|ϕ〉

Hence, if we interpret this measurement as a probability value, the probability
value equals the squared length of the state vector after it has been projected on
the subspace spanned by the vectors |i〉. Furthermore, due to normalization the
measured probability is equal the squared cosine of the minimal angle between
probability value, furthermore, equals geometrically the squared cosine of the
minimal angle between |ϕ〉 and the subspace represented by p. Tab. 1 summarizes
the current findings.

Table 1. Relation of concepts between CQQL and polyrepresentation

CQQL Polyrepresentation

state vector representation

projector cognitive overlap

quantum measure-
ment

probability of relevance
regarding the cognitive over-
lap

Because of the scope of this paper, we will refer to [10] for the necessary normal-
ization steps and proofs and continue our discussion with the resulting algebraic
evaluation of a CQQL query. We will use the query to model the cognitive overlap
of all representations.

Let fϕ(d) be the evaluation of a document d w.r.t. to a representation ϕ and
ϕ1 ∧ ϕ2, ϕ1 ∨ ϕ2, and ¬ϕ logical connected representations (conditions), i.e.,
to what probability the document overlaps with one or a combination of rep-
resentations present within the cognitive overlap. If ϕ is an atomic condition,
fϕ(d) forms the base case for the evaluation of a condition and results in a nu-
meric value from the interval [0, 1] for d, i.e., the probability of relevance for one
representation of a document. For instance, this value can be derived from a
normalized similarity measurement between the representation of the query and
a document. Subsequently, the evaluation of the CQQL conditions is performed
by recursively applying the succeeding formulas until the base case is reached:
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fϕ1∧ϕ2(d) = fϕ1(d) ∗ fϕ2(d)
fϕ1∨ϕ2(d) = fϕ1(d) + fϕ2(d) − fϕ1(d) ∗ fϕ2(d) if ϕ1 and ϕ2 are not exclusive
fϕ1∨ϕ2(d) = fϕ1(d) + fϕ2(d) if ϕ1 and ϕ2 are exclusive
f¬ϕ(d) = 1 − fϕ(d).

A disjunction is called exclusive if it has the form (ϕ ∧ . . .)∨ (¬ϕ ∧ . . .) for some
ϕ. It becomes clear that every evaluation is performed by simple arithmetic op-
erations while being consistent with the laws of a Boolean algebra. Due to the
disjunctive normal form (see [10]), every evaluation can be expressed as a sum of
products of atomic condition evaluations on object attribute values. Hence, we
can model a cognitive overlap using an arbitrary amount of representations in a
structured manner. This overlap can then be evaluated using simple arithmetics.
Another important finding is the relation of the evaluation rules of CQQL shown
above to Kolmogorov’s axioms of probability theory, which stresses the relation
of probabilistic theory and quantum measurements:

P (X ∩ Y ) = P (X) ∗ P (Y ),
P (X ∪ Y ) = P (X) + P (Y ) (for mutually exclusive events), and
P (X ∪ Y ) = P (X) + P (Y ) − P (X ∩ Y )

Whereas P is the probability of an event X or Y . The negation is defined anal-
ogously.

Another characteristic of CQQL is its capability to include weights. A feature
that will become important for the personalization of cognitive overlaps in Sec.
3.2. CQQL incorporates weights in order to express different importances of
conditions within a query while staying consistent with a Boolean algebra [12].
Comparable approaches [13] can only apply weights outside their logic.

Weights in a weighted CQQL query qθ are directly associated with logical
connectors. Consider the following example of a weighted conjunction on dif-
ferent conditions ϕi: qθ = (ϕ1 ∧θ1,θ2 ϕ2) ∧θ3,θ4 ϕ3. Weights are then replaced
syntactically by constant values according to the following rules:

ϕ1 ∧θ1,θ2 ϕ2 � (ϕ1 ∨ ¬θ1) ∧ (ϕ2 ∨ ¬θ2)
ϕ1 ∨θ1,θ2 ϕ2 � (ϕ1 ∧ θ1) ∨ (ϕ2 ∧ θ2)

Note that the usage of a logical query language does not mean the end of bag-of-
words queries because such queries can be expressed by our approach as well by
neutralizing all weights within a query by setting them 1. Eventually, an example
query in the multimedia domain can be imagined as follows:

Example 1. Find all documents that are similar to a given image Img and that
have been created in 2009.

qθ := (year = 2009)∧θ1,θ2 (edges ≈ Img.edges ∧θ2,θ3

colorLayout ≈ Img.colorLayout ∧θ4,θ5

(blue ≈ Img.blue∨θ6,θ7 orange ≈ Img.orange))
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The creation year is considered a Boolean condition, e.g., derived from meta
data in this scenario, while all other conditions are retrieval conditions expressing
similarity by distance measures on low-level features. All conditions are regarded
as different aspects or representations of a document. The weights θi are utilized
as a means of expressing importance of the different conditions.

3.2 Personalization and User Interaction

A problem, which is usually neglected while modeling the cognitive overlap be-
tween all feasible representations of a multimedia document, is the subjectivity
of user preferences. While one user may be very sensitive to a certain texture that
has to be present within an image, another might be interested in the presence
of an associated annotation and a particular hue of the image. Although the gen-
eral system of how the cognitive overlap is determined using a structured query
based on various functionally and cognitively different representations might be
similar, it is likely that different users do not agree on how important these
contributing representations are. Consider the following example:

Example 2. A museum’s collection of multimedia documents shall be searched.
The collection consists of digitized paintings, sculptures, photographies and
books. The media type of a document is stored within a relational DB in addi-
tion to attributes such as creator, year of creation, historical location, or the like.
Furthermore, low-level and high-level features are available to a retrieval system.
Users are given the opportunity to search for documents about the Renaissance.
In this scenario, the cognitive overlap will be formed by several functionally and
cognitively different representations of a document, e.g., the century of creation,
the media type, the creator, the cultural period, and low-level features depend-
ing on the media type as well as annotations or subject. A sample CQQL query
condition could look like this:

q := ¬(mediaType = ”photography”) ∧ (century ≈ 15)∧
((mediaType = ”painting” → dominantColor ≈ RGB(...) ∧ ...)∨
(mediaType = ”sculpture” → ...) ∨ (mediaType = ”book → ...”))∧
(subject ≈ ”madonna” ∨ subject ≈ ”pope” ∨ ...) ∧ ... 3

Because of the structural power of CQQL, it is possible to formulate implications
(→) expressing a special set of conditions that has to be evaluated in case of a
certain media type. Hence, it contributes to the solution of multi-domain problem
stated in [2]. Here, low-level features such as dominant color or textures are used
for a functional representation of images while other procedures are applied to
different media types. Note that photographies are not queried as they were
not existent during the Renaissance. According to this query, a similarity to the

3 For those readers who are familiar with CQQL: If a query condition such as q := x ≈
A ∨ x ≈ B is given, then q ≡ ∃t : (t = A ∨ t = B) ∧ x ≈ t holds, i.e., the application
of rules from first order logic to transform the query condition into a form that can
be evaluated by CQQL.
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query can be calculated for all documents in the collection, thus constructing
their cognitive overlap.

Although the general construction of the cognitive overlap for a Renaissance
search is intuitive, users are likely to have subjective preferences amongst many
cognitive or functional representations. For example, in one scenario the century
will be the most important, while in another the user will rely more on certain
colors4 or subjects the document deals with. The most intuitive way to person-
alize the cognitive overlap is to use weights for all contributing representations.
Weighting has a long tradition in IR since the early days of extended Boolean
retrieval and has shown positive effects on user satisfaction and personalization
[5,14,15]. Nevertheless, the weights have to be determined on an empirical basis
or have to be set explicitly by the user, which can be a complicated task and
needs knowledge of the underlying query model. As an example for arbitrarily
chosen weights, [4] use weights to aggregate different features in order to form a
cognitive overlap. In the presented approach, the weights are applied during the
aggregation of different similarity values. This approach has the separation of the
internal query logic from the weighting scheme in common with Fagin/Wimmers’
approach [13], which is well-known in the DB domain. On the contrary, CQQL
can include weights within its logic, i.e., all logical connectors can be associated
with weights (θi), which will determine the impact of a condition on the query
evaluation (see Sec. 3.1). This will change the example from above accordingly:

qθ := ¬(mediaType = ”photography”) ∧θ1,θ2 (century ≈ 15)∧θ3,θ4

((mediaType = ”painting” → dominantColor ≈ RGB(...)...

Here, the evaluation of the weights will happen during the algebraic evaluation
of the query preceded by a logical transformation step (see Sec. 3.1), which is
also described in detail in [16]. The integration of weights directly in the query
language gives us the flexibility to adjust them according to the user perception,
while maintaining the logical properties of the initial unweighted query. If the
weights have been fixed before on an empirical basis or if they are part of the
aggregation, an adaption is not easily possible.

Nevertheless, setting these weights can be a complex task for the user. The
user needs knowledge of the query language and clearness about the subjective
preferences between all conditions – both increasing the cognitive load for the
user. In order to guarantee ease of usage, we support the user with a machine-
based learning relevance feedback process. The core idea of the presented UI
approach is to offer qualitative preferences as an input means to users. After an
initial query on the document collection, possible relevant documents are shown
to the user. If the user is not satisfied with the result, the query can be altered in
an iterative manner. This is done via inductive preferences [17] amongst result
documents, i.e., the user can express a preference between two objects such as
object A is more relevant than B. See Fig. 2 for an illustration of the case that
document #4 is better than image #3. Note that these judgments are known
4 Note that oil colors that were used in the Renaissance age in a particular way making

it possible for an expert to estimate the cultural origin of a painting.
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Fig. 2. Elicitation of an inductive preference between image 3 and 4

from daily life where one has to decide often between objects whose qualities
are not known in detail. Hence, no additional cognitive burden is imposed on
the user because of the familiarity with such judgments. Additionally, no further
knowledge of the underlying query language is required. Hereby, we face the
problem of eliciting expressive information about the user’s search goal with-
out improving the cognitive load. Note that this cannot be said about all RF
techniques [18].

After each user interaction iteration, the specified preferences, which will form
a directed graph on the result documents serve as input for a machine-based
learning algorithm that adjusts the weights of the given CQQL query according
to the user needs. The learning algorithm is based on the downhill simplex
algorithm [19], which can be used for solving non-linear optimization problems.
Because of the algebraic evaluation rules of CQQL (see Sec. 3.1), we have to deal
with this problem class in order to find weight values for a given CQQL query.
A detailed discussion of the algorithms for a general CQQL weight learning
scenario can be found in [16,20]. In case of errors, the algorithm communicates
problems such as impossible preference combinations. A prominent example for
such conflicts are preference cycles, e.g., if a user stated that document A > B >
C but C > A. These conflicts can be easily detected by a topological sorting of
the aforementioned graph. Depending on the case, an automatic resolution via
a prioritization or a Pareto composition of preferences or a manual reversal of
the causing action is possible [21]. Another possible solution is the relaxation of
the poset, e.g., by an automatic aging of the preferences comparable with the
the ostensive model approach [22]. Due to this learning step, it becomes possible
to adapt the cognitive overlap on a user basis. As a consequence, a subjective
cognitive overlap that is tailored to the user’s intentions is formed in an iterative
manner by our approach. This overlap is based on a highly structured query
language supporting weights. To improve the query outcome, the query can
even be pre-formulated by domain experts or determined empirical. The weights
within the query can then be considered as a means of steering the trend of the
query results. Thus, they provide a valuable instrument for personalization.

4 Experimental Results

Although the main scope of the paper is theoretical, we conducted an experiment
to gain some first insights into the utility of the discussed polyrepresentative
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query model. In addition, we tested the approach in a real-world application.
The experiment is based in the image retrieval domain using a document collec-
tion of holiday photographs taken in Indonesia. The cognitive overlap, i.e., the
weighted CQQL query, is modeled as a weighted conjunction of various low-level
features provided by the LIRe library [23]. In order to get a broad choice of repre-
sentations of a document, the following features were chosen for the experiment:
SCALABLECOLOR, COLORLAYOUT, EDGEHISTOGRAM, AUTOCOLOR-
CORRELOGRAM, COLORHISTOGRAM, GABOR, TAMURA, CEDD, and
FCTH. While the first features are known from the MPEG-7 descriptor set, the
latter two are aggregated low-level features and are referenced in [23]. In the ex-
periment, we did not rely on additional high-level features or the like because we
wanted to measure the impact of preference elicitation on the presented query
model. Fig. 4 (A) depicts the ranked results based on the aforementioned cogni-
tive overlap with an initial neutral weighting, i.e., all representations contribute
equally to the overlap5.

AND

AND AND

AND AND ANDAND

Origin 
in Balkan

Trumpet Balkan
Language

Song length 
< 10 min

TromboneSpeed
= fast

Tuba Saxophone

0.9 0.9 0.9 0.8 0.8 0.8 0.6 0.5

Fig. 3. Excerpt of the CQQL condition tree for gypsy brass music. The associated
weights for the conjunctions are depicted along the edges.

For the first iteration, one preference was input. Here, image #4 (”pet dog”)
was preferred less than image #5 (”temple”). After the interaction, the learning
algorithm was executed with this constraint. Fig. 4 (B) shows the resulting rank.
It becomes obvious that more temple images become visible in the rank excerpt.
This finding is reflected by Fig. 5 (top). Here the rank error between the initial
rank and the first iteration is depicted. The black diagonal lines shows the rank
position after the iteration, while the red points show the initial rank position

5 Please note that it is not necessary to start with a neutral weighting. For instance,
the possible inclusion of user profiles or other weight settings has been discussed in
[24].
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in Fig. 4
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of the same document. For instance, the document, which is ranked #5 (5 on
the x-axis) after the preference modification has been ranked #17 before (see
y-axis). Fig. 4 (C) illustrates the altered rank after the second iteration. In the
second iteration two more preferences were added. See Fig. 5 (bottom) for the
corresponding rank error.

To conclude with, the first conducted experiment shows that the presented
polyrepresentative model is usable and can be examined in more depth. In com-
bination with the iterative preference collection it is capable to incorporate the
user’s subjective notion of relevance and fit the cognitive overlap to it.

In addition to the lab experiment, we have tested the presented approach in
a real-world scenario. As an example for music retrieval, CQQL has been used
in the ”GlobalMusic2one” project6 [25]. The goal of this project is to develop a
music retrieval system for world music based on low-level data, user tags, folk-
sonomies, and rule-based classifications of music genres, which were developed
by domain experts from the Humboldt University of Berlin. During the test,
cognitive representations such as timbre, genre etc. and different functional rep-
resentations such as present musical instruments, artist, annotations, or low-level
features for segments of a song were available to construct cognitive overlaps for
various search tasks such as a similarity search for songs or to assistant during
genre classification. The genre classification is based on weighted CQQL queries
expressing domain expert knowledge that relies on relational data (e.g., song
length) and low-level data such as present instruments. See Fig. 3 for a sample
CQQL query being used for the classification of the genre ”gypsy brass”. For the
sake of simplicity, all conditions are left in a textual representation. Internally,
they are converted into numeric values.

Based on subjective assessments from domain experts, the ongoing field test
shows that CQQL outperforms the plain low-level approach by far. We conclude
that this is due to the structural power of CQQL that can reflect the polyrepre-
sentative concepts being inherent in music.

In summary, the current results are very promising. Though more experiments
are needed to provide resilient results, they already show that a logic-based
combination of representations from different retrieval domains is possible and
leads to an improved retrieval quality. The inclusion of weights supports the
personalization of a search, thus improving user satisfaction.

5 Conclusions

This paper presents a query model for multimedia retrieval. The discussed
approach addresses the current issues of retrieval quality by utilizing a cog-
nitively motivated retrieval model. The suggested model consists of the query
language CQQL, which is derived from quantum logic, and a user interaction
method relying on relevance feedback and machine-based learning. In our ap-
proach, CQQL is used to model cognitive overlaps from different functional or
cognitive representations of multimedia documents, i.e., applying the principle
6 http://www.globalmusic2one.net/en_summary.html

http://www.globalmusic2one.net/en_summary.html
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of polyrepresentation [3] for multimedia retrieval. It offers a new theoretical
founded means to model cognitive overlaps in a structured way, which could also
be extended to other retrieval domains. In this scenario, CQQL offers means to
overcome limitations of other logical approaches such as fuzzy logic’s dominance
problem while guaranteeing the characteristics of a Boolean algebra [26].

The machine-based learning RF process is then used to personalize the cogni-
tive overlap to improve user satisfaction. In order to keep the cognitive burden
throughout the RF low, the user interaction is based on inductive preferences,
which express ”better-than” relations between documents. Further knowledge of
the underlying, internal representations or the query model itself is not imposed
on the user. Hence, the interaction is very intuitive. Our findings are supported
by one lab experiment and a real-world scenario in which the suggested query
model has been tested.

Fundamentally, some additional issues need further investigation. First, as
we rely on the principle of polyrepresentation there is a strong relation of our
approach to the polyrepresentation continuum [2]. Thus, a classification of our
approach is due. Another challenge we are facing right now is the development
of a complete graphical user interface to conduct resilient user tests, which are
motivated by the promising first results in the aforementioned scenarios. We
plan to reflect the principle of polyrepresentation in the user interface. This
idea is supported by [18], who uses the principle for document visualization and
navigation. We consider the visualization of multimedia documents as a special
challenge because it has to reflect the underlying polyrepresentative nature of
the documents. Thus, a plain display of a thumbnail or a video summary is not
sufficient and needs further research.

In addition, we have to carry out further experiments, e.g., to measure pre-
cision and recall of our approach for different document collections. The main
issue here is that our approach cannot be reflected very good by precision and
recall alone because of the subjectivity that gets introduced into the retrieval
by inductive preferences. These preferences allow a fine granular formulation of
the user’s subjective information need that goes beyond the traditional binary
relevance scale, i.e., a clear relevance or irrelevance assessment of a document.
We assume that the usage of the DCG measure [27], which relies on graded rel-
evance assessments, will suit much better. Further, we plan to include usability
and user experience measurements on a user basis as peers.

From a more theoretical point of view, we are extending the introduced RF
process to formula learning. This means an application of a machine-based learn-
ing algorithm to find the needed cognitive overlap for a search task, i.e., learning
a weighted CQQL query from user interaction alone. Here, we can rely on in-
ductive preferences that are input by the user.

Another important finding that discriminates the quantum logic-based ap-
proach from the traditional vector space model is its capability to express so-
called entanglements. Transferred to the IR domain, entanglements express the
linkage of features or terms within a query, i.e., if a particular feature coincides
with another and should therefore not be considered in isolation as it is usually
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done within the vector space model. Potentially, this theoretic property can lead
to semantically richer queries and a more realistic evaluation of them. Anyhow,
this important aspect needs further research.
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1 Chair of Distributed Information Systems, University of Passau, Germany
2 Knowledge and Media Technologies Group, Salzburg Research, Austria

Abstract. Distributed multimedia retrieval (DMR) is a key issue in to-
day’s information systems. One problem in DMR is the fusion of results
retrieved from multiple locations, which is required in order to present
the results in an integrated, consolidated and aligned form. This paper
sketches a distributed multimedia retrieval scenario in which require-
ments, a conceptualization and an implementation of a knowledge-based
data fusion approach is proposed. The approach is to be used together
with the MPEG Query Format and is supported by benchmarks and
classifications to derive knowledge used in result fusion.

Keywords: Multimedia retrieval, result fusion, benchmarking.

1 Introduction

Activities in storing and retrieving images within databases can be traced back
to the late 1970s, where first conference contributions1 introduced the use of
relational databases for images [4]. In general, these early works focused on the
annotation and retrieval of images by textual information. For this purpose, the
images were described by keywords or prose descriptions and common relational
database technologies and their text-based retrieval approaches were used for
searching within the pool of annotated images.

Since then, the complexity and diversity in the domain of multimedia retrieval
experienced a tremendous boost. First of all complexity increased by focusing not
only on image data but also video and audio data emerged. Next, driven by Web
2.0 concepts and the common availability of camera attached smart phones, the
amount of user generated and user annotated multimedia data rise continuously.
This resulted to the well-known sites like Flickr2, YouTube3, Picassa4, etc. This,
and especially the digitalization within the TV sector demand for satisfying
retrieval approaches over domains.

1 E.g., Data Base Techniques for Pictorial Applications, 1979.
2 http://www.flickr.com/
3 http://www.youtube.com/
4 http://picasa.google.com/
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One key issue in this context is the fusion of results in a distributed multime-
dia retrieval scenario. Related to this, the contribution of this paper tackles for
example the following questions: How can external knowledge support the result
fusion process? What kind of requirements and what kind of knowledge are ben-
eficial and should be considered? Based on the discussed ideas and concepts, a
first implementation proposal is introduced covering a multimodal multimedia
retrieval scenario in a distributed and heterogeneous environment.

The remainder of this paper is structured as follows: Section 2 discusses indi-
vidual aspects and its complexity in multimodal result fusion. This is followed
by Section 3, defining requirements for a knowledge based result fusion strategy.
The generation of knowledge is introduced in Section 4. The injection of the
extracted information into the result fusion process and a first implementation
proposal are highlighted in Section 5 and Section 6, respectively. Related work
in the area of result aggregation is introduced in Section 7. Finally, the article
concludes in Section 8.

2 Result Fusion: Issue Characterization

A distributed multimedia retrieval system (DMRS) provides access to physically
and maybe geographically detached data sources. In order to present a unified
view of these different results sets, they have to be combined. This approach
has been termed result fusion or metasearch in the Web Information Retrieval
(IR) community, denoting techniques that combine pre-ranked results from mul-
tiple search engines into one consistent result. Montague and Aslam differenti-
ate between two different types of metasearch techniques: internal and external
metasearch [17]. External metasearch treats existing search engines which are
potentially operating on diverse document sets as black boxes and consolidates
their output. Internal metasearch engines combine multiple sub-engines that are
operating over the same set of documents. This paper focuses on external meta-
search engines, potentially combining multiple evidences based on a variety of
modalities, which (can) operate over different sets of documents.

Typically, many modalities can be used to retrieve relevant data based on
the type of query a user submits. Therefore, also the fusion of results from these
modalities can be done on various ways. In an open environment, in which various
types of queries can be issued, the fusion of results is difficult as evidence has to
be available on how to combine the single results and which source of evidence
on the correctness of a retrieved result item to trust. In this paper, the trust
layer will be based on knowledge. By enabling the system to collect informations
about the distributed environment, the current situation of fusing single results
may be improved.

Practically, in a DMRS, each modality or distinct search engine used for
retrieval acts as an expert generating separate result lists and similarity or rank
scores. In order to get the best results for a query, the separate lists have to
be combined into a single list by associating weights to each list. The weighted
lists are then combined through the application of a particular fusion technique.
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Traditional fusion techniques in IR can be divided into rank- and score based
fusion methods. Score-based methods make use of similarity values computed
for each retrieved document, while rank-based methods make use of the position
of the document in the retrieved result list. One problem in combining results
from distributed search engines is the learning of optimal combination of weights
assigned to the independent engines. techniques proposed in the literature either
assign weights in advance or learn weights on the fly based on relevance feedback
or data mining algorithms. Weights essentially express which search engine can
handle which type of query better.

Important phases in result fusion include, depending on the applied strat-
egy, the normalization of scores, the elimination of duplicates, the re-ranking of
results, and the aggregation of the result lists.

3 Requirements for a Knowledge Based Result Fusion
Strategy

As already mentioned in the previous sections, the quality of a multimedia re-
trieval process in the tackled domain heavily depends on the fusion of the single
result sets. The requirements for the proposed result fusion strategy are defined
as follows:

(i) Use of the MPEG Query Format (MPQF)
At present, the recently issued MPQF is the most specific query language for
multimedia retrieval, as shown in [10]. Here, complex queries are build by the use
of a rich set of multimedia specific query types (e.g., Query by Example), com-
parison types (e.g., greater than) and Boolean operators (e.g., AND). Therefore,
a result fusion strategy for multimedia retrieval should at least support a sub-
set of MPQF. The key advantage in implementing MPQF is the standardized,
unified abstraction layer especially capable for distributed and heterogeneous
environments.

(ii) Support of multimodality
Multimodality is an ambiguous concept. In this paper, multimodality in the
terms of multimedia retrieval specifies a mixture of different types of multime-
dia data. Since MPQF is not closed to a particular multimedia data type (e.g.,
video) or metadata format (e.g., MPEG-7 [16]) the result set may be highly het-
erogeneous. The result fusion strategy should be able to process the present data
types (e.g., for duplicate elimination) or unify diverse metadata formats (e.g, for
presentation). Here, query classification techniques could help to overcome these
issues, e.g., by analyzing the query condition tree or the desired output.

(iii) Estimating the quality of connected retrieval services
In distributed environments, it is most likely that retrieval services vary on the
one hand in their offered retrieval functionalities (e.g., Query by Example vs.
metadata based query) and on the other hand in their implementation details.
The actual implementation may use different features to compare multimedia
data or even base the similarity calculation on different metrics. Informations
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about e.g., processing speed, precision or recall, could improve the retrieval pro-
cess enormous. Such parameters could define an parametrizable evaluation func-
tion for retrieval service estimation.

(iv) Independence of underlying test data set
In addition to informations that can be collected or adjusted during query execu-
tion, it is an important task to have an initial knowledge about retrieval services
before executing the first queries. For this reason, a multimedia specific bench-
mark consisting of a ground truth and the associated queries should be defined.
Such an evaluation gives a first indication of the system retrieval behavior. Since
most systems are soon tuned to a specific benchmark, a opportunity must be
found to align different benchmarks to be independent.

(v) Knowledge-based algorithm selection
The benefit of (ii), (iii) and (iv) serve as the result fusion knowledge base and are
leading directly to the fifth and most important requirement. By the use of the
collected informations about the single retrieval services and query classification,
the result fusion strategy should be enabled to choose the best set of algorithms
of a given algorithm pool to process the single result sets.

(vi) Rank or score-based fusion
In order to fuse results in a distributed multimedia retrieval system, either sim-
ilarity scores which have to be normalized, have to be available or rank values,
which reflect the position of documents in the distinct result lists.

4 Knowledge Generation

In this paper, two types of knowledge sources will be considered: external and
internal sources. As an external source for knowledge generation, Section 4.1 ex-
amines Content Based Multimedia Retrieval (CBMR) benchmarks introducing
well-known substitutes and general concepts of benchmarking. Internal knowl-
edge generation will focus on the query language itself, here MPQF. To this end,
Section 4.2 investigates two different ways of classifying a query.

4.1 Benchmarking Content Based Multimedia Retrieval

In order to compare the effectiveness, performance and quality measurements of
different algorithms and approaches, a benchmarking system is commonly used.
For example, a well-known organization that has established benchmarks for re-
lational databases is the Transaction Processing Performance Council5 (TPC).
In addition, the multimedia retrieval community started encouraged projects: In
the video domain, the Text REtrieval Conference6 (TREC) series initiated the
TRECVid7 [22] workshop in 2003. Its main goal is to support information re-
trieval researcher by defining large sets of test beds including for example queries,
5 http://www.tpc.org/
6 http://trec.nist.gov/
7 http://trecvid.nist.gov/

http://www.tpc.org/
http://trec.nist.gov/
http://trecvid.nist.gov/
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a ground truth and scoring functions. Looking into the still image domain, Im-
ageCLEF [18] is a famous substitute in creating benchmarks. This track started
also in 2003 and belongs to the Cross Language Evaluation Forum8 (CLEF)
aiming on the evaluation of image retrieval applications. For this purpose, Im-
ageCLEF offers two main image collections (photographs and medical images)
and corresponding query requests consisting of example images and text. Re-
cently, the international standardization body JPEG9 also initiated a discus-
sion10 about the need for a standardized still image benchmark as part of the
recently issued JPSearch [12] project that defines abstract interfaces for an image
retrieval framework. Though, this standard defines its own image specific query
language, the JPEG Query Format (JPQF), which is a subset of MPQF. A call
for requirements [7] has been published to establish a standardized benchmark
environment. These ongoing research efforts combined with the multimodality
present in multimedia data itself may indicate, that the creation of an unified
multimedia benchmark is an open (maybe not solvable) issue. Therefore, the
outcome of current research in this topic is the generation of domain specific
benchmarks, tied to specific use cases.

In spite of the aforementioned differences of available benchmarks, they share
the same basic four components [15]: a large amount of test data (i) is the basis
for each meaningful evaluation. Mostly, it consists of a broad variation of the data
in the represented domain (e.g., different genres of videos for a video test set).
Correspondingly, queries (ii) specify the requests, whereas the tested systems
respond with a certain subset of the test data. Finally, qualitative evaluation
metrics (iii) calculate the distance (similarity) to the given ground truth (iv) for
every request describing the retrieval quality.

Table 1 shows a variety of basic evaluation metrics/criteria that are commonly
used to describe the retrieval ability of a system. These can be divided in tech-
nical as well as result set related criteria. Technical criteria mostly indicate the
hardware setup of a system, like its connection speed or the scalability. In con-
trast to that, result set related criteria indicate, whether the items are correct
or useful. In this field, precision [2] and recall [2] are the most prominent substi-
tutes. A major drawback here is the possibility to manipulate them. For example
one always gets a high precision value when retrieving a small number of items.
Some solutions for this issue are proposed in the literature, like calculating the
quality after a certain amount of items, see [19]. There also exist a category
of measures, that also take the position of the result item and or similarity
into account, e.g. normalized discounted cumulative gain (nDGC) [6] or relative
weighted displacement (RWD) [20]. These measures might be very important
in order to construct a global result set, which is the basic task for a external
metasearch engine. In any case, it depends on the underlying benchmark, which
measures can be calculated (heavily depending on the ground truth).

8 http://www.clef-campaign.org/
9 http://www.jpeg.org/

10 http://www.jpeg.org/newsrel28.html

http://www.clef-campaign.org/
http://www.jpeg.org/
http://www.jpeg.org/newsrel28.html
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Table 1. Set of evaluation metrics/criteria commonly used by benchmarks

Evaluation criteria Description

Precision proportion of retrieved material that is actually rele-
vant

Recall proportion of relevant material actually retrieved in
answer to a search request

Binary preference measure [3] measure of how often non-relevant items are mis-
placed

nDGC measures the usefulness of a document based on its
position in the result list

RWD takes the similarity and the rank of an item into ac-
count (ideal weighted displacement is 0)

Scalability systems ability to handle different portions of data
related to the processing speed

Response time needed time to answer a request

Connection Speed uplink of the retrieval service to the network

Supported query types indicates, whether the system is specialized or shares
a broad scope of functionalities

Our idea is to calculate a specific benchmarking score for a system on the
basis of the produced/derivable quality measures. This helps to compare differ-
ent retrieval systems, potentially evaluated by different benchmarks. Here, we
assume, that the benchmarks share a certain degree of overlap in the extracted
measures. As already said, the most important information for an external meta-
search engine (for reranking) is, whether a relevant item is well ranked in the
result set or not.

In a first stage, the following formula can be used to calculate a benchmarking
score:

bsesi
=

∑
i∈C

wi · vi,

where wi is a weighting factor, vi a evaluation criterion, C the set of evaluation
criteria and esi the evaluated system.

The weighting factors of each evaluation criteria may be configured while
creating the query (e.g., using an user interface) as well as by the use of machine
learning approaches combined with query classification. Since relevance feedback
is also integrated into MPQF, it could be also used to reflect the users opinion
about the retrieved results into the calculated benchmark scores.

4.2 Classification of MPEG Query Format Requests

In our proposal, we distinguish between two ways of classifying a query. The goal
of the first way is to generate complexity classes of MPQF queries. Here, the
query structure, especially the query condition part, will be analyzed in order
to determine the actual complexity of processing. Here, query complexity could
be defined on the amount of Boolean operators in a query or the way, how the
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different operands are assembled in the overall query. It would be possible to
extract knowledge, which could serve as an input to adjust the weighting factors
of the benchmarking affecting e.g. the re-ranking process. In order to start the
investigation on this topic, the theoretical MPQF algebra is needed (yet under
definition).

Our second way of classifying a MPQF query is focusing on the composi-
tion of the anticipated result. Inside a MPQF query, the Output Query Format
(OQF) specifies a message container for query responses covering paging func-
tionality and the definition of individual result items. The ResultItem element
of the OQF holds a single record of a query result. Besides, the OQF provides a
means for communicating global comments (by the GlobalComment element) and
status or error information (by the SystemMessage element). This element pro-
vides three different levels for standardized signaling problems, namely Status,
Warning, and Exception. These status codes now allow a preprocessing of the
single result sets. If an error or a warning is present, the affected result set may
be excluded from the result fusion or re-ranked by a penalty value. By analyzing
the desired output of a query, more specifically the ResultItems, appropriate
algorithms (e.g., for duplicate elimination) can be chosen. Finally, the originId
attribute indicates the source service of the result. This attribute allows the
adjustment to the results of the CBMR benchmarking.

In addition to the knowledge extraction, the aggregation process must ensure
the semantic validity of the aggregated result set. Here, non semantic validity
would imply, that informations encapsulated in the single results may be blurred
or lost while fusing the single result sets. This issue has been discussed in [8] by
evaluating OQF attributes with respect to a result aggregation.

5 Injection of Knowledge into the Result Fusion Process

This section combines the introduced result fusion stages (c.f., Section 2) with
the benefits of the extracted knowledge (c.f., Section 4). Figure 1 illustrates an
abstract result fusion process that has been injected by internal and external
knowledge. Accordingly to requirement (i) (c.f., Section 3), this process takes
several MPQF responses as an input and returns an consolidated MPQF re-
sponse. Since the result sets may contain any types of multimedia data11 - req.
(ii) - appropriate algorithms must be selected to execute the phases of the result
fusion (e.g., query classification for duplicate elimination). On the basis of the
informations gathered by the benchmarking in the query classification particular
algorithms will be chosen of an algorithm pool, see requirement (v). The sys-
tem may now be adjusted to every incoming query that leads to a very flexible
system. An useful example for this would be an emergency, where it is more
important to retrieve the result fast than with the highest precision. This fea-
ture will be enabled by the parametrizable evaluation function, see req. (iii). In

11 E.g., video, still images, metadata descriptions, . . .
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Fig. 1. Injection of knowledge into the result fusion process

particular the calculated benchmark score will highly affect the re-ranking. For
example, the result items of the backend with the highest (unified) benchmark
score - req. (iii) and (iv) - will be pushed up in the overall ranking / scoring, see
requirement (vi).

6 Implementation Proposal

In a first stage, the implementation proposal will focus on the image retrieval do-
main using JPQF12, more specifically it will be integrated into an interoperable
image retrieval system. This system consists of the following components:

QUASI:A (Fig. 2a) is a JavaFX13 based query generation and result presenta-
tion tool. The main requirement for this user interface (UI) is usability. Any
user should be able to create complex queries without expert knowledge.
This is achieved by creating the query condition in a tree based manner. It
features amongst others Query by Example, query by metadata as well as
relevance feedback. These can be combined by Boolean operators, such as
AND.

Observer (Fig. 2b) is a query visualization and tracing tool also implemented
with JavaFX. It distinguishes between several processing units of a query
inside AIR and presents useful informations of a particular phase (e.g., pro-
cessing time).

AIR is a multimedia middleware framework [23], following the external meta-
search paradigm (c.f., Section 2). This system is designed to operate in
highly distributed and heterogeneous environments and implements subsets

12 Using JPQF in the implementation proposal is no contradiction to the requirements,
since it is a subset of MPQF, reduced to the image domain.

13 http://www.javafx.com/

http://www.javafx.com/
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(a) QUASI:A - Query generation (b) Observer - Query tracing

Fig. 2. JavaFX based user interfaces

of MPQF as well as JPQF. The key advantages of the current implementa-
tion of AIR is the (a-)synchronous distribution / segmentation of queries by
the use of a service discovery functionality and metadata transformation on
the basis of JPSearch transformation rules [9].

A heterogeneous image retrieval environment contains two distributed
image datastores offering retrieval functionalities. Here, heterogeneity is ex-
pressed by diverse query languages (e.g., SQL/MM or XQuery) and meta-
data formats (MPEG-7 and Dublin Core [11]).

In this system, AIR is acting as a mediator between the user interfaces and the
storage layer, as the abstract architecture in Figure 3 indicates. At the moment,
AIR is able to perform very limited result fusion tasks, such as aggregation of
result sets only containing still images. It is not possible to aggregate multimodal
sets, like a combination of still images and metadata informations, in a feasible
way. In more detail, the Backend Benchmarking Layer is a only placeholder
and the Response Layer is equipped with a Round-Robin approach [8]. These
components should be implemented using the introduced concepts and ideas of
the knowledge injected result fusion strategy.

Figure 4 shows a first attempt to design the integration of the benchmarking
environment. Following the JPSearch standard, the (prospective) standardized
benchmark will be integrated into the benchmarking layer. The workflow will be
as follows: after a retrieval service registered at AIR, it will receive the ground
truth and the query set by the use of a benchmark interchange format. Since
the system is not closed to a particular benchmark, it is also possible that the
retrieval service uses its own benchmark. After the particular benchmark has
been performed, the set of evaluation criteria will be returned to AIR. Now the
evaluation function will calculate the overall backend benchmarking score, which
will serve as an initial measurement of the retrieval quality.
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Fig. 3. Architectural overview of AIR

7 Related Work

There is a lot of research focusing on the combination of multiple queries issued
on the same or different document collections. Related work in this area can be
roughly grouped in two groups: (1) work whose aim is to integrate results on the
same query from different search engines and (2) work whose goal is to improve
retrieval performance by issuing different types of queries on the same document
collection, potentially operating on different document representations. Early
work on the combination of retrieval results includes experiments from Fisher
and Elchesen, who showed that retrieval results were improved by combining
two Boolean searches over two different document representations [13]. In 1997,
Lee presented his hypotheses on conditions for successful result fusion which
initiated a number of contributions in the research community [14]. Following
Montague and Aslam, traditional fusion techniques can be divided into rank-
and score based fusion methods [17] (cf. Figure 5).

Popular score-based methods include CombSum, (Weighted) CombMNZ,
CombMin, CombMax, or COmbANZ which all combine multiple retrieval scores
using different strategies by, for instance, summing up multiple retrieval scores
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Fig. 4. Integration of benchmarking into the AIR multimedia middleware

or taking the minimum, maximum, or average of the retrieval scores [21, 14].
Rank-based methods include rCombMNZ which uses ranks instead of relevance
scores or ReciprocalRankFusion which sums up the reciprocal of the rank of each
result [5]. Voting-based methods were proposed by Montague and Aslam, first
based on the Borda count, a positional voting algorithm, and later based on the
Condorcet-fuse model, a majoritarian voting algorithm [1,17].

Furthermore, specialized score-based fusion strategies were proposed for mul-
timedia retrieval which include the linear combination [24] or the min/max ag-
gregation of scores [25]. Others applied machine learning techniques to determine

Fig. 5. Classification of Result Fusion Techniques [17]
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the weights for various retrieval strategies [26]. An evaluation of the adaptability
of current result aggregation techniques regarding MPQF can be found in [8].

8 Conclusion and Future Work

This paper introduced concepts and ideas to enrich the result fusion process by
additional knowledge, extracted from internal and external sources. The main
contribution is the combination of benchmarking techniques and query classifi-
cation with the result fusion problem in heterogeneous and multimodal multi-
media environments. In addition, requirements have been formalized that should
be fulfilled by implementations.

Currently, the work on the external knowledge extraction is already initial-
ized with the main focus on the definition of the backend interchange format.
After finalization, the implementation of the backend benchmarking layer will
be started, along with the improvement of the evaluation function. In parallel,
the elaboration about the query classification will be started.
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Program, which is funded by the German Federal Ministry of Economics and
Technology.
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Abstract. We address the issue of automatic video genre retrieval. We
propose three categories of content descriptors, extracted at temporal,
color and structural level. At temporal level, video content is described
with visual rhythm, action content and amount of gradual transitions.
Colors are globally described with statistics of color distribution, elemen-
tary hues, color properties and relationship. Finally, structural informa-
tion is extracted at image level and histograms are built to describe
contour segments and their relations. The proposed parameters are used
to classify 7 common video genres, namely: animated movies/cartoons,
commercials, documentaries, movies, music clips, news and sports. Ex-
perimental tests using several classification techniques and more than 91
hours of video footage prove the potential of these parameters to the in-
dexing task: despite the similarity in semantic content of several genres,
we achieve detection ratios ranging between 80 − 100%.

Keywords: video genre classification, action content, color properties,
contour structural information, video indexing.

1 Introduction

An interesting challenge in the fields of content-based video indexing is the au-
tomatic cataloging of video footage into predefined semantic categories. This
can be performed either globally, by classifying video into one of several main
genres, e.g. cartoons, music, news, sports or even further into some sub-genres,
e.g. identifying specific types of sports (football, hockey, etc.), movies (drama,
thriller, etc.); or either locally by focusing on classifying segments of video such
as retrieving concepts, e.g. outdoor vs. indoor, violence, action, etc. [1].

Being related to the issue of data mining, video genre classification involves
two steps: feature extraction and data classification. Feature extraction and se-
lection is one critical step towards the success of the classification task. The main
challenge is to derive attributes discriminant enough to emphasize particulari-
ties of each genre while preserving a relatively reduced number of features. Most
of the existing feature extraction approaches rely on visual elements, like color,
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temporal structure, objects, motion, etc., which are to be used either alone or
in combination with text or audio features. A complete state-of-the art of the
literature on this matter is presented in [2]. In the following we shall highlight
several approaches we consider representative and related to our work.

For instance, [3] addresses the genre classification task using only video dy-
namics. Motion information is extracted at two levels: background camera mo-
tion and foreground or object motion and a single feature vector is constituted
in the DCT transformed space. This is to assure low-pass filtering, orthogonal-
ity and a reduced feature dimension. A Gaussian Mixture Model (GMM) based
classifier is then used to identify 3 common genres: sports, cartoons and news.
Despite the simplicity of this single modal approach, it is able to achieve detec-
tion errors below 6%.

A more complex approach which uses spatio-temporal information is proposed
in [4]. At temporal level, video content is described in terms of average shot
length, cut percentage, average color difference and camera motion (4 cases are
detected: still, pan, zoom, and other movements). Spatial features include face
frames ratio, average brightness and color entropy. The genre classification task is
addressed at different levels, according to a hierarchical ontology of video genres.
Several classification schemes (decision trees and several SVM approaches) are
used to classify video footage into movie, commercial, news, music and sports;
movies into action, comedy, horror and cartoon, and finally sports into baseball,
football, volleyball, tennis, basketball and soccer. The highest precision for video
footage categorization is around 88.6%, for sports categorization it is 97% while
for movie categorization it is around 81.3%, however no information is provided
on the recall ratios.

An interesting true multi-modal approach, which combines several types of
content descriptors, is proposed in [5]. Features are extracted from four informa-
tive sources, which include visual-perceptual information (colour, texture and
motion), structural information (shot length, shot distribution, shot rhythm,
shot clusters duration and saturation), cognitive information (face properties,
such as number, positions and dimensions) and aural information (transcribed
text, sound characteristics). These features are used for training a parallel neural
network system and achieve an accuracy rate up to 95% in distinguish between
seven video genres, namely: football, cartoons, music, weather forecast, newscast,
talk shows and commercials.

In this study we propose three categories of content descriptors derived at
temporal, color and contour-based levels. Compared to existing literature, e.g.
MPEG-7 descriptors, they have some advantages. Temporal descriptors (e.g.
action) are determined based on the perception of action at different levels (user
experiments have been conducted). Color descriptors involve also the perception
of colors (transposed from the semantic analysis of artistic animated movies
[6]) and color is generically described in terms of statistics of color distribution,
elementary hues, color properties (e.g. amount of light colors, cold colors, etc.)
and relationship of adjacency and complementarity. Contour descriptors focus
not on closed shapes (although difficult to obtain) but propose to describe curved
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segments and contour geometry is described individually (e.g. orientation, degree
of curvature, symmetry, etc.) or in relation with other neighboring contours (e.g.
angular direction, geometric alignment, etc.). The method is transposed from
static image indexing, where it has been successfully validated on retrieving tens
of semantic concepts, e.g. outdoor, doors/entrances, fruits, people, etc. [7].

The main novel aspect is however the combination of all these parameters for
the classification of 7 common genres. Each genre shows some specificity for these
parameters (empirically determined), for instance: animated movies/cartoons -
have particular color properties; documentaries - skyline contours are predom-
inant, rhythm is rather slow; music clips - high visual rhythm, high action,
darker color palette; news broadcast - people/face silhouettes are predominant;
commercials - high rhythm, rather abstract like animated movies; movies - ho-
mogenous color palette, similar global rhythm, characters/faces occurrence is
high, darker colors and sports - have few predominant hues, people silhouettes
are predominant (see Section 5.1). Exhaustive experimental tests have been con-
ducted on more than 91 hours of video footage and classification is performed
using SVM (Support Vector Machines), KNN (K-Nearest Neighbor) and LDA
(Linear Discriminant Analysis). Despite the difficulty of this task due to resem-
blance between several genres (e.g. music clips and commercials, movies and
documentaries) the proposed parameters achieve average precision and recall
ratios up to 97% and 100%, respectively.

The remainder of this paper is organized as follows: Section 2, Section 3 and
Section 4 deal with feature extraction: temporal structure (action), color prop-
erties and image structural information (contour), respectively. Experimental
results are presented in Section 5 while Section 6 presents the conclusions and
discuses future work.

2 Action Descriptors

The first feature set aims to capture the movie temporal structure in terms of
visual rhythm, action and amount of gradual video transitions. These parameters
are strongly related to movie contents, e.g. music clips have a high visual tempo,
documentaries a low action content, commercials a high amount of gradual tran-
sitions, etc. The approach is based on some previous work [9]. It is carried out
by first performing movie temporal segmentation, which roughly means the de-
tection of video transitions. We detect cuts and two of the most frequent gradual
transitions, i.e. fades and dissolves. Cut detection is performed using an adapta-
tion of the histogram-based approach proposed in [10], while fade and dissolve
detection are carried out using a pixel-level statistical approach [11] and the
analysis of fading-in and fading-out pixels [12], respectively. Further, we deter-
mine the following parameters (see also Figure 1):

Rhythm. To capture the movie’s changing tempo, we define first a basic in-
dicator, denoted ζT (i), which represents the relative number of shot changes
occurring within the time interval of T seconds, starting from a frame at time
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index i (T = 5s, experimentally determined). Based on ζT , we define the movie
rhythm as the movie’s average shot change speed, v̄T , i.e. the average number
of shot changes over the time interval T for the entire movie [8], thus:

v̄T = E{ζT (i)} =
T ·25∑
t=1

t · fζT (i)(t) (1)

in which T · 25 represents the number of frames of the time window (at 25 fps)
and fζT (i) is the probability density of ζT (i) given by:

fζT (i)(t) =
1

NT

∑
i∈WT

δ(ζT (i) − t) (2)

in which NT is the total number of time windows of size T seconds (defining
the set WT ), i is the starting frame of the current analyzed time window and
δ(t) = 1 if t = 0 and 0 otherwise.

Action. To determine the following parameters, we use the basic assumption
that, in general, action content is related to a high frequency of shot changes
[13]. We aim at highlighting two opposite situations: video segments with a high
action content (hot action) and video segments with low action content [8].

First, at a coarse level, we highlight segments which show high number of
shot changes (ζT > 2.8), i.e. candidates for hot action, and a reduced number
of shot changes (ζT < 0.71), i.e. low action. Thresholds were set experimentally
after manually analyzing ζT values for several representative action segments of
each class (adaptation of [8]). To reduce over-segmentation of action segments,
we merge neighboring action segments at a time distance below T seconds (the
size of the time window). Further, we remove unnoticeable and irrelevant action
segments by erasing small action clips less than the analysis time window T . Fi-
nally, all action clips containing less than Ns = 4 video shots are being removed.
Those segments are very likely to be the result of false detections, containing
one or several gradual transitions (e.g. a ”fade-out” - ”fade-in” sequence).

Based on this information, action content is described with two parameters,
hot-action ratio (HA) and low-action ratio (LA):

HA =
THA

Ttotal
, LA =

TLA

Ttotal
(3)

where THA and TLA represent the total length of hot and low action segments,
respectively, and Ttotal is the movie total length.

Gradual Transition Ratio. The last parameter is related to the amount of the
gradual transitions used within the movie. We compute the gradual transition
ratio (GT ):

GT =
Tdissolves + Tfade−in + Tfade−out

Ttotal
(4)

where Tx represents the total duration of all the gradual transitions of type x.
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3 Color Descriptors

The next feature set aims to capture the movie’s global color contents in terms
of statistics of color distribution, elementary hues, color properties and color
relationship. This is carried out using an adaptation of the approach proposed
in [6]. Prior to the analysis, several pre-processing steps are adopted. To reduce
complexity, color features are computed on a summary of the initial video. Each
video shot is summarized by retaining only p = 10% of its frames as a sub-
sequence centered with respect to the middle of the shot (experimental tests
proved that 10% is enough to preserve a good estimation of color distribution).
The retained frames are down-sampled to a lower resolution (e.g. average width
around 120 pixels). Finally, true color images are reduced to a more convenient
color palette. We have selected the non-dithering 216 color Webmaster palette
due to its consistent color wealth and the availability of a color naming sys-
tem. Color mapping is performed using a minimum L*a*b* Euclidean distance
approach applied using a Floyd-Steinberg dithering scheme [14]. The proposed
color parameters are determined as follows (see also Figure 1).

Global Weighted Color Histogram captures the movie’s global color distri-
bution. It is computed as the weighted sum of each individual shot average color
histogram, thus:

hGW (c) =
M∑
i=0

⎡
⎣ 1

Ni

Ni∑
j=0

hj
shoti

(c)

⎤
⎦ · Tshoti

Ttotal
(5)

where M is the total number of video shots, Ni is the total number of the re-
tained frames from the shot i (i.e. p = 10%), hj

shoti
() is the color histogram of

the frame j from shot i, c is a color index from the Webmaster palette and Tshoti

is the total length of the shot i. The longer the shot, the more important the
contribution of its histogram to the movie’s global histogram. Defined in this
way, values of hGW () account for the global color apparition percentage in the
movie (values are normalized to 1, i.e. a frequency of occurrence of 100%).

Elementary Color Histogram. The next feature is the elementary color dis-
tribution which is computed, thus:

hE(ce) =
215∑
c=0

hGW (c)|
Name(ce)⊂Name(c) (6)

where ce is an elementary color from the Webmaster color dictionary (colors
are named according to the color’s hue, saturation and intensity), ce ∈ Γe

with Γe = {”Orange”, ”Red”, ”Pink”, ”Magenta”, ”Violet”, ”Blue”, ”Azure”,
”Cyan”, ”Teal”, ”Green”, ”Spring”, ”Yellow”, ”Gray”, ”White”, ”Black”} and
Name() returns a color’s name from the palette dictionary. In this way, each
available color is projected in hE() on to its elementary hue, therefore disregard-
ing the saturation and intensity information. This mechanism assures invariance
to color fluctuations (e.g. illumination changes).
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Color Properties. The next parameters aim at describing, first, color per-
ception by means of light/dark, saturated/non-saturated, warm/cold colors and
second, color wealth by quantifying color variation/diversity. Using previously
determined histogram information in conjunction with color naming dictionary
we define several color ratios.

For instance, light color ratio, Plight, which reflects the amount of bright colors
in the movie, is computed thus:

Plight =
215∑
c=0

hGW (c)|
Wlight⊂Name(c) (7)

where c is the index of a color with the property that its name (provided by
Name(c)) contains one of the words defining brightness, i.e. Wlight ∈ {”light”,
”pale”, ”white”}. Using the same reasoning and keywords specific to each color
property, we define:

– dark color ratio, denoted Pdark, where Wdark ∈ {”dark”, ”obscure”, ”black”};
– hard color ratio, denoted Phard, which reflects the amount of saturated col-

ors. Whard ∈ {”hard”, ”faded”} ∪ Γe, where Γe is the elementary color set
(see equation 6, elementary colors are 100% saturated colors);

– weak color ratio, denoted Pweak which is opposite to Phard, Wweak ∈ {”weak”,
”dull”};

– warm color ratio, denoted Pwarm, which reflects the amount of warm colors;
in art, some hues are commonly perceived to exhibit some levels of warmth,
namely: ”Yellow”, ”Orange”, ”Red”, ”Yellow-Orange”, ”Red-Orange”, ”Red-
Violet”, ”Magenta”, ”Pink” and ”Spring”;

– cold color ratio, denoted Pcold, where ”Green”, ”Blue”, ”Violet”, ”Yellow-
Green”, ”Blue-Green”, ”Blue-Violet”, ”Teal”, ”Cyan” and ”Azure” are re-
flecting coldness.

Further, we capture movie color wealth with two parameters. Color variation,
Pvar, which accounts for the amount of significant different colors, is defined
thus:

Pvar =
Card{c|hGW (c) > τvar}

216
(8)

where c is a color index, hGW is the global weighted histogram defined in equa-
tion 5 and Card() is the cardinal function which returns the size of a data set.
We consider a color significant enough for the movie’s color distribution if it has
a frequency of occurrence of more than 1% (i.e. τvar = 0.01). Color diversity,
Pdiv, which reflects the amount of significant different color hues is defined on
the elementary color histogram hE using the same principle.

Color Relationship. The final two parameters are related to the concept of
perceptual relation of color in terms of adjacency and complementarity. Hence,
Padj reflects the amount of similar perceptual colors in the movie (neighborhood
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pairs of colors on a perceptual color wheel, e.g. Itten’s color wheel) and Pcompl

reflects the amount of opposite perceptual color pairs (antipodal).

4 Contour Descriptors

The final descriptor set provides structural information in terms of contours and
their relations. Contours are partitioned and represented as described in [7]. Sim-
ilar to color information, contour information is extracted not from the entire
movie but from a summary of the movie. In this case, we aim at retaining around
100 images evenly distributed with respect to video transitions. Retained frames
are down-sampled to a lower resolution, whereby maintaining the image’s aspect
ratio (e.g. average width around 120 pixels). Contour processing starts with edge
detection, which is performed with a Canny edge detector [16], and continues
with creation of the local/global space (LG) for each extracted contour, followed
by contour partitioning, segment extraction and finally contour description. To
capture all relevant structural information, contours are extracted at several
spatial scales (e.g. σ=1,2,3,5, see [16]). At the beginning, descriptors are deter-
mined for all four scales but later reduced by keeping only the most symmetric
and smooth contours.

Contour Signatures. A contour is iterated with a window (fixed chord: ω)
which classifies a segment into three labels: bow, inflexion and straight, and ad-
ditionally determines the amplitude of the segment. For a given window size,
this leads to the ”bowness” β(v), inflexion τ(v) and straightness signature γ(v),
where v represents the arc length variable. For a range of window sizes, this leads
to a set of signatures which describe the LG space, one for bows, βω(v), one for
inflexions, τω(v), and one for straightness, γω(v). The straightness signature is
suppressed (γ set to 0) if at the same location a positive bowness value is present
in the same or any higher window level ω.

Contour Properties. Further, contours are partitioned at U turns, i.e. sharp
curvatures of 180 degrees, which can be located in the bowness space βω(v). After
application of this rule, any contour appears either as elongated in a coarse sense
or as an arc. A contour is thus soft-classified as ”wiggly” and ”arced” by setting
a scalar value that expresses the strength of these aspects (w and a respectively;
if both values are 0 the contour is straight). From the wiggly contours, long
straight and arced segments are extracted, as they could be locally grouped
with other neighboring contours. Other geometric aspects that are derived from
the LG space are:

– degree of curvature, denoted b;
– degree of circularity, denoted ζ (for arcs larger than 180 degrees);
– edginess parameter, denoted e, that expresses the sharpness of a curve (L

feature or bow);
– symmetry parameter, denoted y, that expresses the ”eveness” of the contour.
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In addition to those geometric parameters, a number of ”appearance” parame-
ters are extracted. They consist of simple statistics obtained from the luminance
values extracted along the contour, such as the contrast (mean, standard devi-
ation; abbreviated cm, cs respectively) and the ”fuzziness”, obtained from the
convolution of the image with a blob filter (fm, fs, respectively) [7].

Contour Relationship. Contour segments are then grouped, firstly as pairs.
For each contour, three neighboring segments are searched (that potentially con-
stitute useful pairs for description): one for each endpoint and one for its center
point that forms a potential pair of parallel segments. The selection of appro-
priate pairs is based on a number of criteria and measures such as the spatial
proximity between (proximal) endpoints, the structural similarity of the two seg-
ments and the symmetry of their alignment. Selected pairs are then geometrically
described by the following dimensions:

– angular direction of the pair, denoted γp;
– distance between the proximal contour end points, denoted dc;
– distance between the distal contour end points, denoted do;
– distance between the center (middle) point of each segment, denoted dm;
– average segment length, denoted l;
– symmetry of the two segments, denoted y;
– degree of bendness of each segment, denoted b1 and b2;
– structural biases, abbreviated with ŝ, that express to what degree the pair

alignment is a L feature (ŝL), T feature (ŝT ) or a ”closed” feature (two
curved segments facing each other as ’( )’, ŝ()).

In summary, at the image level, structural information is represented in a statisti-
cal manner using histograms. For each descriptor parameter, a 10-bin histogram
is generated. The histograms are then concatenated to form a single descriptor
vector. At movie level, feature vectors are averaged, forming so the structure
signature of the movie.

5 Experimental Results

To test the discriminative power of the proposed parameters in video genre
classification, we have selected 7 of the most common genres, namely: ani-
mated movies, commercials, documentaries, movies, music videos, news broadcast
and sports. Each genre is represented with 30 sequences recorded from several
TV programmes, summing up to 210 sequences and more than 91 hours of
video footage, thus: 20h30min of animated movies (long, short clips and series),
15min of commercials, 22h of documentaries (wildlife, ocean, cities and history),
21h57min of movies (long, episodes and sitcom), 2h30min of music (pop, rock
and dance video clips), 22h of news broadcast and 1h55min of sports (mainly
soccer).
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5.1 Parameter Examples

In Figure 1 and 2 we present average color (see Section 3), action (see Section
2) and contour (see Section 4) feature vectors for each of the 7 genres.
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In average, the proposed parameters show a different comportment for each
genre. For instance, commercials and music clips have a high visual rhythm and
action content (see v̄T and HA in Figure 1), animated movies have a different
color pattern (more colors are being used, see hGW ) and most of the hues are
used in important amounts (see hE), movies and documentaries tend to have
a reduced action content, sports have a predominant hue (see the predominant
peak in hE), commercials show an important symmetry of contours (see con-
tour relationship in Figure 2), and so on. Discriminant power of the features is
evidenced however in the classification task below.

5.2 The Classification Approach

Genre retrieval is carried out with a binary classification approach, i.e. one genre
at a time vs. all others. We test several supervised classification methods, namely:
the K-Nearest Neighbors algorithm (KNN, with k=1, cosine distance and ma-
jority rule), Support Vector Machines (SVM, with a linear kernel) and Lin-
ear Discriminant Analysis (LDA, with linear discriminant function applied on a
PCA-reduced feature space) [15]. The method parameters were set to optimal
values for this scenario after several tests.

As the choice of the training set may distort the accuracy of the results, we
have adopted an exhaustive testing, i.e. training sequences are selected randomly
and each classification is repeated over 1000 times in order to extract all possible
combinations. Also, tests were performed for different amounts of training data,
as depicted in Table 1.

Table 1. Training sets from 210 test sequences

% training data 10% 20% 30% 40% 50% 60% 70%

total nb. of training sequences 21 42 63 84 105 126 147
(from which) # of current genre: 3 6 9 12 15 18 21

total nb. of test sequences 189 168 147 126 105 84 63
(from which) # of current genre 27 24 21 18 15 12 9

To assess performance we adopt several strategies. First, we evaluate average
precision (P ) and recall (R) ratios for each target class, thus:

P =
TP

TP + FP
, R =

TP

TP + FN
(9)

where TP , FP and FN represent the average number of good detections (true
positives), false detections (false positives) and non detections (false negatives),
respectively. Secondly, to provide a global measure of performance we compute
the average correct detection ratio, denoted CD, and Fscore ratio, thus:

CD =
NGD

Ntotal
, Fscore = 2 · P · R

P + R
(10)
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were NGD is the average number of good classifications (for both classes, target
genre and others) and Ntotal = 210 is the number of test sequences.

5.3 Discussion on Precision and Recall

Despite the strong semantic resemblance between different genres, the proposed
parameters achieve good classification results. Figure 3 depicts the precision vs.
recall curves for different amounts of training data (see Table 1) and an average
Fscore (F g

score) over all genres. For all genres we achieve detection ratios above
80%, while for some particular genres detection ratios are close to 100%.

Due to the similarity of the content, the weakest classification performance is
obtained for music and commercials, thus:

– for music the highest accuracy is obtained with LDA using color-action (R =
81%) and the lowest false positive rate with KNN using contour-color-action
(P = 75%);

– for commercials the highest accuracy is obtained with LDA using color-
action (R = 72%) and the lowest false positive rate with KNN using contour-
color-action (P = 89%).

The high diversity of video material (short clips, long movies, episodes, cartoons,
artistic animated movies) situates animated movies on an average classification
performance, thus the highest accuracy is obtained with LDA using contour-
color-action (R = 84%) while the lowest false positives rate with SVM using
contour-color-action (P = 88%).

A relatively high classification accuracy is obtained for genres which show at
some level a certain homogeneity in structure and content, namely: documen-
taries, movies, news and sports:

– for documentaries the highest accuracy and the lowest false positives rates
are both obtained with KNN using contour-color-action (R = 96%, P =
80%);

– for movies the highest accuracy is obtained with LDA using color-action
(R = 95%) while the lowest false positives rate is obtained with SVM using
contour-color-action (P = 87%);

– for news the highest accuracy is obtained with KNN using contour-color-
action (R = 100%), as well as with KNN using contour and LDA using
color-action (however, precision is lower for the last two), while the lowest
false positives rate is obtained with SVM using color-action (P = 85%);

– for sports the highest accuracy is obtained with LDA using color-action
(R = 94%) while the lowest false positives rate is obtained with KNN using
contour-color-action (P = 97%).

In general, detection ratios increase with the amount of training data (see
Figure 3). Also, one may observe that the best performance tends to be achieved
with the fusion of contour, color and action parameters.
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Fig. 3. Precision vs. recall curves for different runs and amounts of training data (% of
training is increasing along the curves). F g

score represents the average Fscore measure
achieved for all genres.

5.4 Discussion on Global Fscore and Correct Detection Ratio

To asses overall performance, we use an average Fscore measure (F g
score, see

Figure 3) and the average correct detection ratio (CD, see Figure 4) which
are computed over all genres (we use averaging as each genre is represented
with equal number of sequences). Based on this information, the most powerful
approach proves to be, again, the combination of all three feature classes, i.e.
contour, color and action.

It provides the best result with SVM and KNN classifiers, namely: SVM -
F g

score = 81.06%, CD = 94.92%, followed by KNN - F g
score = 76.14%, CD =

93.34%. Also, SVM provides the highest accuracy for the smallest training set
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(see Figure 4), e.g. CD = 89.89% (training 10%, see Table 1) or CD = 92.15%
(training 20%).

The final test was to determine the overall discriminant power of each feature
set. For that, we compute an average Fscore for all three methods (KNN + SVM
+ LDA), denoted Fm

score. The results are presented in Figure 5. Although this
tends to be a relatively subjective evaluation, being related to the performance of
the selected classification methods, we obtain some interesting results. Contour
parameters, compared to color-action parameters, preserve their efficiency in
retrieving specific object shapes, as proved for static images [7]. They provide the
highest score for documentaries (skyline contours are frequent, Fm

score = 82.12%),
sports (people silhouettes are frequent, Fm

score = 92.42%) and good results for
news (anchorperson bust silhouette and people silhouette are frequent, Fm

score =
82.96%). On the other hand, compared to contours, color-action features perform
better for music (Fm

score = 64.66%), commercials (Fm
score = 60.66%), movies

(Fm
score = 80.8%) and news (Fm

score = 85%) which can be assigned to the specific
rhythm and color diversity of each genre. However, these preliminary results
show that in general each genre distinguishes itself from the others by a specific
set of descriptors.

6 Conclusions and Future Work

We addressed the issue of automatic classification of video genres and proposed
several types of content descriptors, namely: temporal, color and contour struc-
tural parameters. These descriptors are used to retrieve 7 common video genres
(tests were performed on 91 hours of video footage in total).

At individual level, all genres achieve precision and recall ratios above 80%,
while some genres achieve even higher detection ratios, close to 100%. Overall, for
all genres, the combination of all descriptors, i.e. contour-color-action, provided
the highest accuracy and achieves an average Fscore ratio above 80%, while the
average correct detection ratio is above 94%. Finally, at feature level, average
Fscore ratios are up to 92%.

One limitation of this approach is in it’s computational complexity. Color and
action descriptors rely mainly on temporal segmentation (cuts, fades, dissolves)
which can be time consuming, while contours are extracted at different levels and
re-refined after extracting the descriptors. Despite the fact that all processing, i.e.
contour-color-action, takes less than half the sequence duration, to be integrated
with a real indexing system, hardware acceleration/optimization is required.

However, these represent some of our preliminary work. Future work will in-
clude reducing data redundancy, addressing higher semantic levels of description
(e.g. exploiting concept detection) as well as extending tests on a larger scale
database.
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Abstract. Improving users’ interactions with a video retrieval system
requires the examination of the search behavior of real users. This paper
presents a study that examines and compares the video search behavior
of professional archivists and novice users. The comparison focuses on
the use and effectiveness of different state-of-the-art video search meth-
ods offered by the VITALAS retrieval system, and also on the behavior
of the two user groups during their interactions with the retrieval re-
sults. We conducted our experiments in the context of TRECVID’s 2009
interactive search task, using the provided collection and topics for our
evaluation. The findings are based on a qualitative questionnaire analysis
and a quantitative examination of the logged user actions on the search
interface. The experimental results indicate that today’s visual search
techniques have improved in effectiveness, confirming a trend found in
previous user studies. To our surprise, professional archivists used vi-
sual concept search in many of their searches. Queries containing visual
concepts were more effective, resulting in more relevant shots found than
the alternative methods. Overall, we conclude that professional archivists
are more focused on recall when carrying out their search tasks and are
better at reflecting on their own search performance.

Keywords: video retrieval, user study, TRECVID, professional archivists,
novice users.

1 Introduction

VITALAS (http://vitalas.ercim.org/) is an EU-funded Integrated Project
that aimed at the development of a system capable of large-scale indexing and
retrieval of video and images, specifically targeted towards multimedia profes-
sionals and archivists. The VITALAS video retrieval system integrates different
state-of-the-art search methods into a single user interface that supports search
on (the combination of) multiple modalities. This paper reports on two series
of experiments, the first carried out within the context of TRECVID’s 2009 in-
teractive search task and a later independent follow-up experiment that used
the same test collection. The aim of both experiments has been to analyze and
compare the use and user-perceived effectiveness of the available search function-
alities. We examined how different types of users interact with the system by

M. Detyniecki et al. (Eds.): AMR 2010, LNCS 6817, pp. 89–102, 2012.
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comparing the behavior of professionals and novice users. Archivists employed
by three large-scale broadcasting archives (located in France, Germany and The
Netherlands) participated as professional users in our study, while novice users
were represented by people who are not professionally concerned with video re-
trieval. We performed a quantitative and qualitative evaluation of users’ search
behavior by using questionnaires and analyzing the search logs.

The remainder of this paper is structured as follows. Section 2 presents related
user studies that examine the behavior of users interacting with video retrieval
systems. Section 3 describes the VITALAS video retrieval system, its search
components and user interface, and the used test collection. Section 4 details
the setup and execution of the user tests. Section 5 presents the results of the
experiments and tries to point out differences and common findings with the
above mentioned related user studies. Section 6 concludes this work.

2 Related Work

Several previous works have studied multimedia retrieval in an interactive set-
ting. For example, Westman et al. [15] conducted a comparison of professional
and non-professional users of an image retrieval system. In their study, edi-
tors of the magazine industry participated as professionals and carried out re-
trieval tasks representative of their daily work. Hollink et al. [11] analyzed the
search patterns arising from the use of their news video retrieval system by
non-professional users; they distinguished search behavior with respect to differ-
ent search task categories and contrasted searching for specific known items or
entities with more generic search tasks.

The majority of user studies that have examined the video searching behavior
of users interacting with video retrieval systems have though been carried out in
the context of TRECVID’s interactive search task, see e.g., [14,13] and the stud-
ies discussed below. In the TRECVID framework, interactive search is defined
relative to a given video collection, a common shot reference for this collection,
and a multimedia statement of an information need referred to as topic, with the
aim to return a ranked list of up to N (= 1000) shots which best satisfy the need.
Users participating in the task have no prior knowledge of the search test collec-
tion or topics. A review of the video retrieval approaches investigated during the
first three years of TRECVID (2001-2003) revealed that interactive approaches
consistently and substantially outperformed all non-interactive approaches [9].
In this period, “query-by-text”, rather than “query-by-image” and “query-by-
concept” accounted for most of the successful interactions, particularly among
novices [5].

Our study is most similar in goals and research methods used to the re-
search carried out by the Informedia research group (during several years of
TRECVID), so we will discuss their work [3,4,2,6] in more detail. Similar to our
analysis, these studies combine questionnaires and search log analysis in order
to examine user behavior. They compare in depth the effectiveness of differ-
ent search methods and querying paradigms, looking separately into the per-
formance of “expert” users and “novices”. Here, the authors distinguish experts
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from novices on the basis of three types of knowledge that only their experts pos-
sess [2]: (1) experts have been working with the research group that develops the
video retrieval system to be evaluated and thus have a better understanding of
the various automated video processing techniques; (2) the expert has used the
tested video retrieval system prior to the user study with the TRECVID data,
perhaps even contributing to its development, and therefore knows the system
operation better than the users who first interact with it during the user tests;
and (3) the expert is familiar with TRECVID evaluation, e.g., the emphasis on
shot-based retrieval and use of mean average precision as a key metric1.

In the TRECVID 2004 user studies conducted by Informedia[3], it was ob-
served that expert users were more willing to use image-based and concept-based
search, whereas novice users mostly engaged in “query-by-text” interactions.
The much better performance by the experts in that year’s search tasks was
attributed to the use of all three querying strategies and motivated the develop-
ment of a video retrieval system that would enable increased use of the different
search methods. The following year, the user interface of their system was re-
designed so as to promote the use of non-text based video access mechanisms
[4], achieving the desired effect of increasing the use of image-based and concept-
based searches by novice users, rather than exclusively relying on text search. In
TRECVID 2006 [2,6], the “query-by-text” strategy was even less dominant and
the employment of concept-based queries was observed to be an effective strategy
for reducing the result shot space. In both 2005 and 2006, the Informedia team
recruited government intelligence analysts to participate in the experiments.

While these studies share the overall aims and research method with the
work discussed here, there are notable differences in the setup which justify
the effort put into our own experiments. First, the TRECVID collection has
changed considerably, changing its contents from the broadcast news domain
to a more heterogenous collection that includes documentaries and educational
programs. TRECVID’s 2009 search topics concentrate on generic search tasks
only and do not include known item or entity searches. Also, previous user
studies were conducted more than two years ago, a time span in which the
state-of-the-art video retrieval methods, and in particular concept-based search,
have improved, as it is evidenced by the results obtained in fully automatic
machine-only evaluations. Finally, we believe that the archivists participating in
our study represent a different type of professional users that come with different
experiences and needs, even when compared to intelligence analysts.

3 Video Retrieval System and Test Collection

The VITALAS video retrieval system used in this study allows users to make use
of the following search functionalities: (1) keyword search, (2) concept search,
(3) visual similarity search, (4) fused search (any combination of the above), and
(5) concept suggestions.
1 According to this definition, our professional archivists would not be considered to

be expert users!
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The text search component allows search on the text output generated from
automatic speech recognition (ASR) on the video material. It provides common
full-text search functionalities, such as keyword and phrase search, and returns
a ranked list of shots. The concept search retrieves shots based on automati-
cally detected concepts. Similarly to keyword queries, the user can search for
any combination of concepts and the system ranks the shots in the collection
based on the estimated combined relevance. Visual similarity search completes
the query functionalities offered. Once users have found one or more relevant
examples, they can use them to search for shots in order to find visually similar
keyframes. Similarity search thus enables the retrieval of shots based on visual
features, without being bound to the predefined set of concepts. Users are fur-
ther supported by a concept suggestion service. Whenever a user issues a text
search, the service returns concept suggestions related to the submitted query.
In this way, users are made aware of automatically detected concepts that might
be useful for refining or expanding their queries.

Figure 1 shows the main query interface as well as the result view. The top text
field allows users to enter keyword and concept queries. The retrieved shots are
shown by a thumbnail keyframe in the mosaic result view below. Each thumb-
nail can be added to a lightbox that is used for gathering possibly relevant shots
for the search topic. Clicking on thumbnails opens a zoom view showing a sin-
gle keyframe in a higher resolution as presented in the figure. The zoom view
also enables to enter a detailed view in order to play the shot (Figure 2). The
thumbnails can also be used to issue a visual similarity search. The detailed view
allows users to play the shot and to jump to any other shot in the video. (At
the time of the experiments, the test prototype of the system did unfortunately
not allow to add other shots from the detailed view to the lightbox.) Hotkeys
allow a more efficient user handling for the experienced user. The “suggestion
bar” shows concept suggestions derived from the previous query’s results, that
upon the user’s click are added to the current query.

Fig. 1. VITALAS video retrieval system user interface: zoom view
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Fig. 2. VITALAS video retrieval system user interface: detailed view

The TRECVID test collection for the search task in 2009 consists of 280 hours of
Dutch video data of news magazines, science news, news reports, documentaries,
educational programming, and archival video from the Dutch national broadcast-
ing archive. For the keyword search component, we used a machine-translated ver-
sion of the ASR output provided by the LIMSI system [8]. (We used the Google
machine translation services2 to automatically translate the speech transcripts to
English text.) The collection is also annotated with 64 different concepts detected
automatically. We used the concept detector output for the 20 TRECVID 2009
concepts generated from CERTH-ITI’s concept detector described in [7], extended
with the detector output for an additional 44 concepts publicly provided by the
MediaMill3 [13]. Machine-translated transcripts and concepts were indexed and
made searchable using the open source PF/Tijah retrieval system [10]. For the
visual similarity search, features of all keyframes were extracted and indexed by
Maestro, INRIA’s visual search component described in [1].

4 User Test Setup

The user tests were split in two phases, one taking place in the context of
TRECVID’s 2009 interactive search task and one in a later independent user
study that also employed the same test collection. The system deployed in the

2 http://code.google.com/p/google-api-translate-java
3 http://www.science.uva.nl/research/mediamill/

http://code.google.com/p/google-api-translate-java
http://www.science.uva.nl/research/mediamill/
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second test phase was an upgraded version of the TRECVID prototype. Due
to the system differences, albeit rather minor as explained below, the two test
phases are examined separately without conflating the user groups that partici-
pated in each of them. It should be noted that none of the test users participated
in both test phases.

4.1 Test Phase 1

The first test phase was conducted by following the schedule of the TRECVID
2009 interactive search task. We recruited a total of 10 users to participate in
our experiments: 4 professional archivists employed in institutes hosting large
archives of public broadcasting (3 from France and 1 from The Netherlands) and
6 non-professional users. None of the users had been involved in the design or
implementation of the VITALAS video retrieval system; therefore, in order to
gain some familiarity with the system interface and supported functionalities,
all users completed a training session prior to their main search sessions. Given
their familiarity with the daily use of thesauri for searching their own archive,
it seemed realistic to assume that archivists would be familiar with the system’s
recognized concepts. Hence, we additionally provided professional users with a
list of the available concepts. Both user groups could use the system’s concept
suggestions to modify their searches.

Each user was required to complete 12 of the 24 TRECVID 2009 topics,
assigned to them based on a latin squares arrangement. (The order of the topics
was not randomized, so that in principle a learning effect across user groups
could be observed.) Each user could spend a maximum of 10 minutes on each
topic before proceeding to the next one. Users were instructed to save those
shots that they considered to be relevant to the topic in question. However, the
instructions did not emphasize that they should find as many relevant shots as
possible, which resulted in only a few saved shots per topic (about 9 on average).
This indicates that the users may have focused only on the shots they considered
highly relevant, instead of fulfilling the actual TRECVID task of collecting all
relevant shots. The system logged all user interactions, including the submitted
queries, the shots viewed, and the shots selected as relevant (i.e., added to the
lightbox).

Apart from collecting the raw user interaction data, users were asked to fill in
questionnaires at different stages of the experiment: (i) an entry questionnaire
for collecting background information on the searchers, (ii) a search question-
naire provided after each topic to ask users about their perception of the just
performed search, and (iii) an exit questionnaire which asked for an overall eval-
uation of the VITALAS system and the functionalities it offers.

4.2 Test Phase 2

A second phase of the user tests was conducted half a year later, when a different
group of professional archivists was available. Meanwhile, the retrieval system
had undergone a few changes - an unavoidable drawback of carrying out this
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research using an integrated system consisting of components that are being
developed independently.

The largest difference between the two system variants is that users in the sec-
ond phase could see zoom views of keyframes by mouse-over, instead of requiring
a click on the thumbnail representation in the result overview. This modification
eased the interaction with the system and consequently increased the number of
zoom actions in the searchlogs, rendering though, at the same time, each zoom
interaction a less conscious user decision. A second, rather unfortunate differ-
ence between the two system variants is that the concept suggestion service was
not available during this second test period. As a resolution, all users (profes-
sionals as well as novices) were provided with the list of automatically detected
concepts.

Apart from these system changes, topic assignment had to be modified as well,
as the second group of users was more time constrained with respect to total
availability for the entire test. We decided to stick to the maximum duration 10
minutes per topic and therefore had to reduce the number of topics. We had 4
archivists (located in Germany), each working on 8 TRECVID 2009 topics, and
5 novice users completing 4 topics each. Similar to the first test phase, all users
were asked to fill in questionnaires, and all search interactions were logged by
the system.

5 Results

This section presents results from evaluating the gathered questionnaire data
and complements the qualitative information from the questionnaires with a
quantitative analysis based on the interaction data collected during the experi-
ments.

5.1 Questionnaire-Based Analysis

Table 1 presents the users’ own perception of effectiveness and ease of use of
the available search methods by averaging the assessments collected in their exit
questionnaires.

Archivists indicated no difficulties in using the new, visual access methods, al-
though such methods were not available in their usual daily work practice. Novice
users expressed a preference for the text search over the other search methods,
with respect to ease-of-use. Both groups value the concept search highest with
respect to the perceived search effectiveness, followed by fused and text queries.
In general, novice users tend to give higher grades with respect to the perceived
effectiveness of the different search methods. It should be remarked that the
table only shows averages. Differences between individual users are rather large,
resulting in a high variance of individual values, in particular for the novices (in
line with findings reported by [16], further discussed in the conclusions of this
paper).

The search questionnaires inquired after each topic assignment whether the
user felt they had had sufficient time to work on the topic. While novice users
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Table 1. Users’ perception of search methods

archivists novices

test phase search method ease effectiveness ease effectiveness

phase 1

text 4.25 3.00 4.00 3.16
concept 4.25 3.50 3.00 3.50
similarity 4.25 2.00 3.16 3.00
fused 4.25 2.75 3.66 3.83

phase 2

text 3.66 2.25 4.60 3.00
concept 4.00 2.75 3.40 3.50
similarity 4.25 1.25 4.00 3.20
fused 3.00 2.25 3.20 3.00

questionnaire scale: 1 – 5

judged the given 10 minutes as sufficient in all cases, independent from the
actual perceived search success, professionals would have liked to continue their
search interactions for a number of topics, particularly in those cases where they
expected to find more relevant results. We also observe for professional users
a higher correlation between the self-judged completeness of a search and the
satisfaction with search time. The Informedia study [2] does not compare novices
and professionals in this respect, but our findings for the professionals confirm
their results: the intelligence analysts in their studies were also willing to search
longer, even when the satisfaction with the found results remained low. Novices
expressed a higher confidence in the quality of their search results, although their
self-assessment of success will not be confirmed when we later take a look at the
effectiveness measured by the TRECVID assessments.

5.2 Search-Log Analysis

The analysis of interaction data concentrated on the following four aspects of
search behavior: (1) the use of the available search methods, (2) the effectiveness
of these search methods, (3) the agreement between TRECVID accessors and
our test users, and (4) users’ interaction with the displayed results.

Use of the Search Methods. Figure 3 shows how often users made use of
each search method. More precisely, we count the number of queries that contain
at least one text search, concept search, similarity search, or fusion predicate.
Therefore, a single query can count for multiple methods at the same time.
We observe that the text search was employed most often, followed by concept
search, fused search, and similarity search. Looking only at the first query that a
user issued when starting with a new topic (referred to as entry search), we can
see that text and concept search are most often used as entry queries. Similarity
searches could not be used to start a new topic since the system only allows to
start a similarity search from already found keyframes.

During the first test phase the distribution of search methods stayed similar
among the user groups. However, we can observe a clear difference between
professional and novice users in the second test phase. Especially the concept
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search was more widely employed by the professionals. This could be partly
attributed to the fact that concept suggestions were not provided during the
second test phase. Apparently, professionals were nevertheless willing to use
concepts by consulting the provided list of available concepts, while novice users
concentrated on other search methods. We found that the differences in the use
of the concept search are statistically significant (with p-value of 0.024 according
to the t-test) despite the small test group sizes. Moreover, the difference stays
significant even if we restrict the comparison to the second test phase, where
both test groups were provided with a concept list.

A comparison with the Informedia study [2] shows a number of similarities:
(1) Their professionals also made more use of the visual search methods than
the novices. (2) Among the visual search methods, the novices slightly prefer
the similarity search, while professionals use the concept search more often. The
tendency for more visual searches is also confirmed when taking into account the
slightly older study of Hollink et al. [11]. Of course, we should be careful drawing
firm conclusions from comparing these studies with ours, as those were carried
out on a different data set. Both previous studies report an average number of
issued queries per topic of approximately 7 query reformulations, with a lower
proportion of visual search methods applied. While we cannot tell why our user
groups issue visual search methods more often, we identified three possible (par-
tial) explanations: the improvements observed in automatic benchmarks of visual
search techniques, a relatively low effectiveness of searching machine-translated
speech transcripts, and the larger heterogeneity in the collection.

Effectiveness of the Search Methods. With respect to the effectiveness
of the different search methods, the analysis can be performed by a system-
oriented or a user-oriented perspective. A system-oriented analysis examines
the number of results retrieved by the system that are also judged as relevant
by the TRECVID assessors. A user-oriented analysis considers the number of
results added to the lightbox by the test users and thus considered as relevant
by them. Table 2 presents the results of these two analyses. Concept search
is by far the most effective search strategy from the system perspective. The
high difference may be explained by the fact that most TRECVID topics have
well matching available concepts. From a user perspective, the differences are
considerably smaller, but still a search containing concepts leads on average
to a higher number of shots added to the lightbox. Hence, we can state that
the measured system level effectiveness is confirmed by the user experience.
The results also roughly correspond to the user experiences expressed in the
questionnaires shown in Table 1. Hence, the users were able to estimate the
effectiveness of the different methods. We cannot explain why testers of the
second phase selected in all cases less shots to add to the lightbox, but at least
the results of the two test phases confirm each other with respect to the order
of effectiveness.

Agreement with TRECVID Assessors. We also evaluated the agreement
between our test users and the TRECVID assessors. We estimate the agreement
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Fig. 3. Proportions of the different search methods

Table 2. System vs. user effectiveness

test phase 1 test phase 2
search type relevant

retrieved
added to
lightbox

relevant
retrieved

added to
lightbox

text 2.76 0.98 3.53 0.74
concept 13.47 2.69 12.48 1.04
similarity 4.32 1.07 3.24 0.63
fused 7.88 1.79 7.2 0.70

Table 3. Agreement between users and TRECVID assessors. The table shows the
percentage of added, resp. rejected shots annotated as (ir-)relevant by the assessors.

test phase 1 test phase 2
relevant irrelevant relevant irrelevant

added 52% 48% 75% 25%
rejected 43% 57% 32% 68%

level here using two measurements: (1) we look at the shots selected by the
user and added to the lightbox, and compute the ratio of agreement with the
assessors, i.e., the shots the assessors have marked as relevant or irrelevant4, and
(2) we look at the shots the users have examined in more detail by zooming in,
but have not added to the lightbox; we interpret the latter shots as consciously
rejected by the users. Table 3 displays the results of this analysis. The first test
phase revealed a high level of disagreement, which can however be attributed to
a rather high number of user judged shots that was unjudged (i.e., were not part
of the assessment pool). In the second phase we observe a considerably higher
agreement of about 75% for shots added to the lightbox, and 68% for the users’
rejections. Such agreement level seems more reasonable, and comparable to the
agreement measured in the Informedia user study [2].

4 The shots not explicitly judged by the assessors are considered as irrelevant.
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Comparison Among Users. We also examined whether users who had been
assigned the same topic found the same or different shots. Although each topic
was assigned to a total of five users, the proportion of common shots found by
more than one user within all added shots for a topic is only 17%. Hence, by far
most of the added shots for a given topic are unique among our users. This could
be due to the fact that our users added on average only 9 shots per topic to the
task search results. This number is even lower than the 30 shots per topic found
by the Informedia users [2] (who could however search for 15 minutes each).
We agree therefore with Christel’s assumption that real users are not willing to
search for arbitrary many relevant results; after finding several relevant shots,
users regard the topic as finished.

Result Investigation Behavior. A further analysis examined the interaction
of the users with the displayed system results. Especially, we looked at how
often users zoomed in on a displayed keyframe in order to judge its relevance
– zooming in on the keyframe and watching the video were both considered as
zoom actions – and how often they selected shots as relevant for their search;
this is different from shots being judged as relevant by the assessors. We mention
here the results of the first test phase only and later discuss the differences to
the second phase.

Our results indicate that both user groups perform almost the same number
of zoom actions. Professional users investigate however shots much deeper in the
ranked retrieved list, as the median rank of their zoomed and selected items is
twice as high when compared to novice users. On average, the total number of
zoom actions of users (irrespective of the user group they belong to) is twice
as high as the number of select actions, which indicates that the initial result
overview showing thumbnail keyframes is often insufficient to judge a shot on
relevance.

Looking at the results of the second test phase, we observe the same difference
between professional and novice users described above. The median rank of se-
lected items for the archivists lies at 38, respectively 19 for novices. Compared
to the first phase we further see a highly increased number of zoom actions due
to the new mouse-over trigger in the search interface. In total the search logs of
the second phase contained 4682 zoom actions, 317 select actions, but only 103
times users opened the detail view in order to watch the video shot. Hence, most
shots were selected based on their keyframe rather than by watching the video.
These numbers are, however, highly determined by the search interface. If the in-
terface could also lower the burden to watch a shot as it was done for zooming the
keyframes, we may expect more users to view a shot before selecting it as relevant.

6 Conclusions

In 2009, Wilkins et al. [16] presented an analysis of a multi-site video retrieval ex-
periment using the TRECVID framework, where they discovered that non-expert



100 H. Rode, T. Tsikrika, and A.P. de Vries

users generated very large performance fluctuations. We find a high variance in
our experimental data as well, especially among the novice users. However, the
primary purpose of our experiments is not a direct comparison between the per-
formance of different video retrieval techniques, but rather identify differences in
search behavior between the two user groups. While we cannot conclude that one
technique performs consistently better than another one, we can draw conclu-
sions such as “professional users apply concept-based searches significantly more
often”, or, “novices are more likely to consider their information needs satisfied
in spite of low recall”. Irrespective of the large variance between individual users
in each group, clear patterns arise from observing their aggregated observations.

The evaluation of the different search methods used showed clearly that simple
text search is employed as the default method, especially when starting a new
search, even if other methods can be more effective, and, are also experienced as
such. We expect that more training to gain a better knowledge of all available
concepts, improved concept suggestion functionality, and the possibility to start
a search by visual similarity initiated by an uploaded image (e.g., as the result of
a web image search) are three directions that can help users make more effective
use of the visual search techniques. One could argue that the observations in our
data with respect to the effectiveness of visual search techniques are in line with
the findings of recent evaluations of automatic systems at TRECVID. However,
users in our experiments value the “query-by-concept” and “query-by-example”
search methods more highly than those reported in earlier experiments.

The differences in search behavior of the two user groups in our study are most
clearly visible when looking at the result investigation behavior. Professionals are
willing to spend much more time to investigate the presented results, especially
when this behavior leads to more and better results. A search system designed for
professional archivists should therefore be optimized for high recall, and enable
the user to easily investigate the relevance of found shots. For the VITALAS
system, two straightforward interface improvements would be to let the user
easily modify the size of shown keyframes, and to provide the possibility to play
a shot by mouse-over (instead of the two clicks required now).

Although we tried to point out the importance of user studies conducted with
real users – instead of the often presented results from experts being involved with
the system development – it is at the same time undesirable for a realistic user
study that professionals are not familiar with search system they have to use. While
a short training session could overcome this problem partially, we anxiously await
the time when we can repeat this study with professional archivists who have ac-
tually used visual search techniques in their daily work practice.
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Abstract. Content-based video retrieval systems (CBVR) are creating
new search and browse capabilities using metadata describing significant
features of the data. An often overlooked aspect of human interpretation
of multimedia data is the affective dimension. Incorporating affective in-
formation into multimedia metadata can potentially enable search using
this alternative interpretation of multimedia content. Recent work has
described methods to automatically assign affective labels to multimedia
data using various approaches. However, the subjective and imprecise
nature of affective labels makes it difficult to bridge the semantic gap
between system-detected labels and user expression of information re-
quirements in multimedia retrieval. We present a novel affect-based video
retrieval system incorporating an open-vocabulary query stage based on
WordNet enabling search using an unrestricted query vocabulary. The
system performs automatic annotation of video data with labels of well
defined affective terms. In retrieval annotated documents are ranked us-
ing the standard Okapi retrieval model based on open-vocabulary text
queries. We present experimental results examining the behaviour of the
system for retrieval of a collection of automatically annotated feature
films of different genres. Our results indicate that affective annotation
can potentially provide useful augmentation to more traditional objective
content description in multimedia retrieval.

Keywords: affective computing, information retrieval, multimedia data,
open vocabulary querying, automatic annotation.

1 Introduction

The amount of professional and personal multimedia data in digital archives
is currently increasing dramatically. With such large volumes of data becom-
ing available, manually searching for a multimedia item from within a collec-
tion, which is already a time-consuming and tedious task, is becoming entirely
impractical. The solution to this problem is to provide effective automated or
semi-automated multimedia retrieval and browsing applications for users. This
of course requires the data to be annotated with meaningful features to support
user search. Unfortunately, it is unrealistic to expect all multimedia data to be
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richly annotated manually therefore automated content analysis tools are vital
to support subsequent retrieval and browsing.

According to [1] and [2] annotation can be differentiated into 3 levels as fol-
lows: labels at the lowest level (feature level) are primitive features such as shot
cuts and camera motion, the next level is logical features (cognitive level) in-
volving some degree of logical inference describing the content such as “red car
below a tree” and finally the highest level (affective level) contains the most
abstract features that involve some degree of subjectivity, such as “calm scene”
or “funny face”. Current multimedia retrieval systems are generally based on
low-level feature-based similarity search. These systems are limited in terms of
their interpretation of the content, but they are also difficult for non-expert users
to work with since they typically want to retrieve information at the cognitive or
affective level rather than working with low-level image features [3]. The differ-
ence between the low-level information extracted from multimedia data and the
interpretation of the same data by the user in a given situation is identified as a
semantic gap [4]. Developing methods to close the semantic gap to support more
powerful and intuitive search of multimedia content is one of the ongoing research
challenges in multimedia information retrieval. In complementary research, the
field of affective computing focuses on the development of human-centered sys-
tems that can contribute to bridging this semantic gap [5]. For example, methods
based on affective computing by allowing could enable users to query a system
on a higher level of abstraction such as “find some exciting videos” instead of
a low-level query describing features associated with the concept of “exciting”
such as “rapid motion”, “shot cuts” and “elevated audio energy”.

In this paper we present work on a novel system designed to be a step towards
providing this higher abstraction through an affect-based annotation of video
content. The system automatically extracts a range of low-level audio and video
features and then uses these to assign a set of affective verbal labels to the
content. Video retrieval is then enabled using a system based on the Okapi
retrieval model with an additional query pre-processing stage based on WordNet
to provide open-vocabulary querying. Experimental retrieval results on a wide
ranging collection of commercial movies show that affective annotation has the
potential to augment existing multimedia search based on low-level objective
descriptive features of the content.

This paper is organized as follows: Section 2 describes our affect extraction
and labeling method for video data, Section 3 gives a summary description of
the Okapi retrieval method used in our system, Section 4 presents our experi-
mental investigations based on a movie collection, and Section 5 summarizes our
conclusions and outlines possible directions for future work.

2 Affect Extraction and Labeling

One step towards bridging the semantic gap between user needs and detected
low-level features is to combine these features to infer some form of higher-
level features to which non-expert users can relate [6]. This method is favoured
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Fig. 1. Affect curve (line) mapped onto 151 emotional verbal labels (dots)

because it splits the semantic gap problem into two stages: mapping low-level
features to immediate semantic concepts, and mapping these semantic concepts
to user needs. As outlined in the previous section, existing research on mul-
timedia content analysis and retrieval has concentrated largely on recognition
of objective features describing what is observed in the content [7]. Such work
includes scene segmentation [8][9], object detection [10], and sports highlight de-
tection [11]. Our research aims to complement these objective features by using
low-level features to describe an affective interpretation of the content. A de-
tailed description of our annotation method is described in [12]. In this section
we summarise our approach and in the following sections extend this existing
work into an affect-based retrieval system.

The following subsections give a summary description of the annotation pro-
cedures for our affect-based retrieval system.

2.1 Modeling Valence and Arousal

The affective dimension of a video describes information of its emotive elements
which are aimed at invoking certain emotional or affective states that humans
can naturally identify. Therefore affective labels of the multimedia content relate
to the affective states that the creator of the content is seeking to elicit in the
viewers. Including such labels in multimedia indexes would enable human users
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of multimedia retrieval systems to include expression of affective states as part
of queries expressing their information needs. However, since affective states are
subjective, even when presented with a set of affective labels individual users
may select a different, but usually related, label to describe the same affective
state that they associate with the desired multimedia content.

Research into human physical and cognitive aspects of emotion can help us to
model affective features. One such model which is extremely useful in this con-
text, is the Valence-Arousal-Dominance (VAD) emotion representation described
by Russell and Mehrabian [13] which breaks emotions into 3 independent compo-
nents. In the VAD model the 3 independent and bipolar dimensions represent all
emotions experienced by humans. The three components are defined as follows:

– Valence: Measures the level of pleasure - displeasure being experienced. This
ranges from a “positive” response associated with extreme happiness or ec-
stasy through to a “negative” response resulting from extreme pain or un-
happiness.

– Arousal: This is a continuous measure of alertness ranging from one extreme
of sleep through to intermediate states of drowsiness and alertness and finally
frenzied excitement at the other end of the scale.

– Dominance: Dominance (or control) is a measure of a person’s perceived
control in a situation. It can range from feelings of a total lack of control
or submissiveness to the other extreme of complete control or influence over
their situation or environment. It has been observed that this dimension
plays a limited role in affective analysis of video, and we follow previous
work in concentrating only on valence and arousal [2].

In order to extract the affective content contained in video data, we first perform
low-level feature extraction. Extended features are then combined to describe
valence and arousal levels of the data as follows:

– Valence is modeled as a weighted sum of colour brightness and colour sat-
uration from the visual stream and pitch from the audio stream with each
weighting following findings reported in [14].

– Arousal is modeled as an equally weighted sum of global motion and shot cut
rate from the visual stream, and energy from the audio stream as described
in [2].

Each of the low-level features are subjected to a smoothing function and nor-
malized in the range -1 and +1 to fulfill [2]’s comparability, compatibility, and
smoothness criterion. The arousal and valence stream outputs of this process can
be illustrated on a 2D VA plot showing an affect curve which plots valence and
arousal against each other as illustrated in Figure 1. The affect curve illustrates
the evolution of affective states contained in the data stream over time.

2.2 Verbal Labeling of the Affect Curve

To automatically annotate videos with affective labels, the affect curve is popu-
lated with emotional verbal labels from the findings of [13]. In this study averaged
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arousal, valence, and dominance values were assigned to 151 verbal labels by a
group of human assessors. Figure 1 shows the 151 emotional verbal labels plotted
as individual dots on the affect curve. The values are normalized in the range
-1 to +1 so that the verbal labels can be mapped to the affect curve. It can be
seen from Figure 1 that the labels are quite evenly distributed in the VA space
enabling us to describe a wide range of emotions. Each point on the affect curve
can be associated with the spatially closest label.

Automatically detecting the low-level visual and audio features of video data
and processing it to obtain its affect curve allows us to annotate each frame of the
video with a affective label. Taken over the duration of a multimedia document
this generates a sequence of affect labels for the content. Therefore a simple fre-
quency count of re-occurring labels can describe the major affective state(s) or
emotional content of each part of the multimedia data. 151 verbal labels gives a
quite fine level of labeling granularity, but since affective interpretation is subjec-
tive, we can also use the label stream to refer to alternative labels by choosing
second or third closest labels. To study the granularity of labeling and the over-
all quality of affective labeling, we explored an additional two sets of verbal labels
with coarser granularity. These consisted of 22 labels suggested by [15] and 6 labels
based on word described in [16]. A similar approach was used in [17] using manual
placement of 40 labels for the FEELTRACE system. A comparative investigation
of these different labeling schemes is described in [12], as might be anticipated the
overall conclusion was that there is a trade off between granularity of labels and
reliability of individual labels. A larger number of labels mean a greater degree of
expressivity, however inevitably the accuracy of label assignment will be reduced.
Our experiments described later illustrate the need for a larger annotation vocab-
ulary to support effective open-vocabulary search.

3 Information Retrieval and Document Matching

The classic information retrieval (IR) problem is to locate desired or relevant doc-
uments in response to a user information need expressed using a search query
consisting of a number of words or search terms (which may be stemmed or oth-
erwise pre-processed). Matching the search terms from the query with the terms
within the documents then retrieves potentially relevant documents. Documents
are ranked according to a query-document matching score measuring potential
likelihood of document relevance. The user can then browse the retrieved docu-
ments in an attempt to satisfy their information need.

Using this principle with each visual and audio frame of the multimedia data
with an affective label, the multimedia data can be thought of as a document
containing re-occurring words where the frequency is directly related to the
degree to which the affect associated with the label is present in the multimedia
item. This enables us to perform experiments into the retrieval of multimedia
data from the perspective of affective content using a text IR model. Thus our
system is based on entry of a text query which is used with an IR model to
match the query with the system-detected affect labels to retrieve a ranked list
of potentially relevant videos.
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3.1 Okapi BM25 Information Retrieval Model

A number of IR algorithms have been developed which combine various factors
to improve retrieval effectiveness. The effectiveness of these methods has been
evaluated extensively using text test collections such as those introduced at the
TREC evaluation workshops, see for example [18]. One of the most consistently
effective methods for text retrieval is the Okapi BM25 IR model [19]. BM25 is
a classical term weighting function. For a term i in a document j, the BM25
combined weight CW (i, j) is:

CW (i, j) =
CFW (i) × TF (i, j)× (K1 + 1)

K1 × ((1 − b) + (b × (NDL(j)))) + TF (i, j)

where K1 and b are tuning constants. CFW (i) = log(N/n(i)) is the collection
frequency weight where N is the total number of documents in the collection and
n(i) is the total number of documents containing term i. TF (i, j) is the frequency
of term i in document j. The BM25 formula overall ensures that the effect of
term frequency is not too strong, and for a term occurring once in a document of
average length that the weight reduces to a function of CFW (i) for a document
of average length. The overall matching score for a document j is simply the
sum of the weights of the query terms present in the document. Documents are
ranked in descending order of their matching score, for presentation to the user.
The tuning constant K1 modifies the extent of the influence of term frequency.
The constant b, which ranges between 0 and 1, modifies the effect of document
length. If b = 1 the assumption is that the documents are long simply because
they are repetitive, while if b = 0 the assumption is that they are long because
they are multi-topic. Thus setting b towards 1, such as b = 0.75 will reduce
the effect of term frequency on the grounds that it is primarily attributable
to verbosity. If b = 0, there is no length adjustment effect, so greater length
counts for more, on the assumption that it is not predominantly attributable to
verbosity.

Since Okapi BM25 has been shown to be effective in many retrieval settings,
we adopt it in our affect-based retrieval system.

3.2 Open-Vocabulary Query

In standard text IR, documents and queries both use an open vocabulary. For a
well constructed IR system, the success of an IR system relies on there being a
good match between words appearing in relevant documents and the submitted
search request.

The affect labeling described in section 2.2 is limited to 151 labels. While
the 151 labels cover a wide range of possible affective states, it is likely that
users will often use query words that are not part of this list. This mismatch
between user query and detected affect labels in the system will mean that the
relevant documents may often not be retrieved, or be retrieved unreliably at
a reduced rank. In order to address this problem we use a novel solution to
enable open-vocabulary querying. In this method a measure of relatedness is
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calculated between each query word entered by the user and the list of affective
labels used by the system. This ensures that even if the query word is not one
of the annotated multimedia labels, the system is able to produce a ranked list
of closest match multimedia documents for the user.

We use WordNet [20], a freely available lexical database/dictionary consist-
ing of nouns, verbs, adjectives, and adverbs organized into a network of related
concepts called synonym sets to provide our open-vocabulary word relatedness
scoring. This provides us with a tool to measure semantic relatedness or sim-
ilarity between different words. Our system uses WordNet::Similarity, a freely
available Perl module that implements the similarity and relatedness measures
in WordNet [20].

A measure of similarity quantifies how much two concepts (or words) are alike
based on the information contained in WordNet’s relations or hierarchy. Due to
the organization of words into synonym sets, two words can be said to be similar
if counting the distance of the relation or hierarchy results in a small distance.
Extending this further, a similarity measure can be derived by counting the
path lengths from one word to another, utilizing the is-a relation. [21] presents
an algorithm to find the shortest path between two concepts and scales this value
by the maximum path length D in the is-a hierarchy in which they occur. A
different take on a similarity measure is proposed by [22], which uses knowledge
of a corpus to derive a similarity measure. Their similarity measure is guided
by the intuition that similarity between a pair of words may be judged by the
extent to which they share information.

However is-a relations in WordNet do not cross part-of-speech boundaries,
so such measures are limited to judging relationships between noun pairs and
verb pairs. The system presented in this paper relies on adjective words that
describe emotions such as “happy”, “joyful” and “sad” in order to describe
affective states. Adjectives and adverbs in WordNet are not organized into is-
a hierarchies, but can still be related through antonyms and part-of relations,
called measures of relatedness. For example, a “wheel” has a part-of relationship
with a “car”, and “happy” is the opposite of “unhappy”.

We use the measure of relatedness proposed by [23], where the idea of semantic
relatedness is that two words are semantically close if their WordNet synonym
sets are connected by a path that is not too long and does not change direction
too often. For every query label, we use WordNet::Similarity to compare it to the
151 affective labels. If a label is highly related it will score higher, while query
words that are found in the list of 151 affect labels are given the maximum score.

3.3 Query Processing Strategies

We explored six different query processing strategies in a known-item search task
discussed in the next section. The first four strategies use the open-vocabulary
query processing to map the user query words to the annotation system’s 151
affective labels to form a final query that is fed into the IR system for retrieval.
The four strategies are referred to as: “Unweighted full expansion”, “Weighted
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full expansion”, “Unweighted best expansion”, and “Weighted best expansion”.
The remaining two strategies are referred to as: “Reweighted” and “Bypass”.

– Full expansion means that all labels that have relatedness scores above 0 for
each user-supplied query word were fed into the IR model. This in effect fully
expands the user query to the all available labels, hence “full expansion”.

– Best expansion means that only affect labels with the highest (best) related-
ness score for each user query word were input to the IR model. Sometimes
a query label will have 2 labels with identical highest relatedness scores, in
these cases both labels were used.

– Unweighted or Weighted determines whether the final expanded query in-
put to the IR model was weighted according to the relatedness scores cal-
culated from WordNet. For the Unweighted strategy, every word included
in the query was said to be equally important. For the Weighted strategy,
each query word’s relatedness score was multiplied by the combined weight
CW (i, j) of the IR model to generate the ranked retrieval list.

The following equations show the mathematical formulae for the modified BM25
weights for the full expansion strategies, if the relatedness score relHS(iR, i) = 0,
where iR is the relevant term.

– Unweighted full expansion:

CWUW (i, j) =
∑
iR

CW (iR, j)

– Weighted full expansion:

CWW (i, j) =
∑
iR

relHS(iR, j) × CW (iR, j)

The following strategies are applied for the best expansion strategies if the re-
latedness score relHS(iR, i) = max, where iR is the scored as the most related
term.

– Unweighted best expansion:

CWBUW (i, j) =
∑
iR

relHS(iR,i)=max

CW (iR, j)

– Weighted best expansion:

CWBW (i, j) =
∑
iR

relHS (iR,i)=max

relHS(iR, j) × CW (iR, j)

The fifth strategy is a modification of the “Weighted best expansion” strategy
where the relatedness score was first raised by an exponent value X before it
was multiplied with the combined weights of the IR model. This gives the higher
range of the relatedness scores heavier weights and emphasis, if the relatedness
score relHS(iR, j) = max, where iR is the relevant term and X is the exponent
value.
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– Reweighted best expansion:

CWBRW (i, j) =
∑
iR

relHS(iR, j)X × CW (iR, j)

The sixth strategy called “Bypass” is to bypass the open vocabulary query map-
ping of the system and directly feed the queries into the IR model to generate
a ranked list, therefore any query words not found in the system’s list of affect
labels are simply ignored. The following combined weight is obtained if query
term i is found in the list of affective labels, where iR is the relevant term.

– Bypass:

CWB(i, j) =
∑
iR

CW (iR, j)

In each case the standard CW (iR, j) weight in the BM25 function is replaced
by the relevant modified version.

4 Experimental Investigation

The experimental investigation presented here explores the behaviour and po-
tential of our affect-based retrieval system for searching a collection consisting of
a variety of commercial Hollywood movies. Movies of this type represent a com-
pelling source of video data for an affect-based system due to the richness of their
emotional content. They are additionally suitable for our initial study of affect-
based search since emotional content is much more pronounced in movies than
in other video material, making it easier to determine what emotions a movie
is trying to project. A total of 39 movies were processed covering a wide range
of genres from action movies to comedy and horror movies. This amounted to
approximately 80 hours of data comparable to video evaluation campaigns such
as TRECVid [24]. Each movie was broken up into 5 minute clips, giving a total
of 939 film clips.

4.1 Known-Item Search Task

A known-item search task was performed to measure the system’s effectiveness at
retrieving and locating the original film clip described by a text query, from the
database of films using a textual description of that particular clip’s emotional
content labelled using our affect label assignment system.

In order to generate the test set, 8 volunteers were each randomly assigned
a unique set of 5 film clips. They viewed each of these clips and then cre-
ated an open-vocabulary affective textual description of it. These descriptions
were collected together as a set of 40 search queries for the known-item search
task.Depending on the query processing strategy used, the user query was
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Fig. 2. Mean rankings for the 4 query processing strategies

mapped to the system’s affective list of 151 labels, and these labels used as
the final query. The system generated a ranked list of clips from the database
of movies using the Okapi BM25 IR model. The ranked list sorted the clips
in order of relevance. From this ranked list, the original clip’s position on this
list was identified. The higher its position in the list, the better the retrieval
performance.

4.2 Experimental Results

Figure 2 shows how different K1 values affect the mean rankings of the relevant
film clip for the first 4 query processing strategies. A thousand runs were per-
formed using the system to automatically calculate the mean rank for the 40
queries. The b value was set to 0 in all cases. There is a noticeable dip in mean
rank for all strategies when the K1 value reaches 51. It can be observed that
the best mean rank achieved by the “Weighted best expansion” strategy is when
K1 is at the value 474.

Figure 3 shows that the best mean ranks of relevant items was achieved when
the b value was set to 0, except for the “Unweighted best expansion” strategy
where the mean rank of the relevant clips were degraded when b was set to 0.
When the b values changes from 0 to 1, the mean ranks does not appear to
change. Closer inspection of the values reveal that the mean ranks do change
with different b values, but that the variation was too small to be noticeable on
the graph. The b value in the BM25 model relates to the topical structure of
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Fig. 3. Mean rankings for the 4 query processing strategies

Table 1. Number of returned results for the query processing strategies

Total queries: 40 Unweighted Weighted Unweighted Weighted Bypass
full exp. full exp. best exp. best exp.

Number of returned results 32 32 26 26 3

Recall 0.8 0.8 0.65 0.65 0.08

documents and document length, since all documents were of the same length
with similar topical structuring, it is unsurprising that b is not a significant
component in retrieval effectiveness for this task.

Table 1 shows the number of queries for which the system successfully re-
trieved the target clip using the 5 query processing strategies. The two “full
expansion” strategies retrieved 32 clips out of 40, giving the best recall rate of
0.8. The “Bypass” strategy only retrieved 3 clips, with the lowest recall rate of
0.08. This indicates that as the user word query is mapped to an increasingly
smaller number of labels to form the final query, the recall rate drops. Note that
the failure to retrieve a clip at any rank indicates that none of the query words
were contained in the label from the affective label list automatically assigned
to the target clip in the analysis stage.
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Table 2. Comparison of the ranks for the query processing strategies

Queries relevant Unweighted Weighted Unweighted Weighted Bypass
result for “Bypass” full exp. full exp. best exp. best exp.

Query 4 346 451 346 451 58

Query 14 301 211 182 94 6

Query 36 51 13 12 14 7

Table 3. Mean rank and mean-reciprocal-rank (MRR) for the query different expansion
strategies for 26 queries retrieving relevant items with Best Expansion methods

Unweighted Weighted Unweighted Weighted Reweighted
full exp. full exp. best exp. best exp. best exp. (16)

Mean rank 301.9 284.8 307.8 308.5 271.0

MRR 0.027 0.019 0.022 0.0221 0.025

Table 2 shows the individual retrieved rank results for the three queries for
which the relevant item was retrieved by the “Bypass” strategy and their ranks
across the different strategies. It can be observed that the “Bypass” strategy
achieved the best ranks for all three of these queries. These results illustrate
that exact matches with the affect label list in the query can be very effective for
retrieval. The difficulty with limiting the query vocabulary to only these labels
is that users are likely to find this list of words constraining and difficult to use
in describing their information needs. Hence expansion to alternative labels is
needed for good recall levels, but at the cost of greatly degraded average rank
at which relevant items are retrieved.

Mean-reciprocal-rank (MRR) is calculated as the mean of the reciprocal of
the rank of retrieved relevant items, using 0 for queries for which the known-
item is not retrieved. Compared to the mean rank, the MRR has the effect of
not punishing a system excessively for retrieval of individual items at very low
rank. Thus, it gives a better indication of the average performance across a
query set. The nearer the MRR is to 1.0, the better the system is performing
on average. Table 3 shows the mean rank and MRR results for the 4 expansion
strategies for the 26 topics for which the “best expansion” strategy retrieves the
relevant item, these are a subset of the 32 queries for which the relevant item is
retrieved by “full expansion”. This subset was used to enable a direct comparison
of results for the different strategies. It can be seen that the best MRR is given
by “Unweighted full expansion”. Examination of individual results shows that
with “Unweighted full expansion” for a small number of queries the relevant
item is retrieved at a much higher rank than with the other strategies, although
on average it performs less well than the other strategies, leading to its better
MRR and worse mean rank effectiveness than the “Best” expansion strategies.

Figure 4 shows the mean ranks for the re-weighted (fifth) “best expansion”
strategy, where the numerical value enclosed in round brackets is the exponent
value. It can be seen that as the value of the X parameter increases, the mean
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Fig. 4. Mean rankings for different exponent values for the query processing strategies

ranks are improved over the original strategy. The mean ranks improvement
stops when the exponent value reaches X = 14, as can be seen in the figure,
the lines (X = 15 and X = 16) are almost identical to the line for X = 14.
In addition, the best K1 value for the re-weighted strategies was found to be
71. The final column of Table 3 shows the mean rank values and MRR for the
re-weighted “best expansion” for k = 71. It can be seen that the exponential
function gives improvement in both the mean ranks and MRR values. This is
the best mean rank result, while the MRR result is still slightly less than that
achieved with “unweighted full expansion” for the reasons given earlier.

5 Conclusions and Further Work

The results of experiments reported in this paper show that video clips which
had been described by users using text queries can be retrieved with a measure
of consistency for affect-based user queries. While the WordNet expansion is
shown to improve recall, it is clear that where the affect label vocabulary covers
the query words that retrieval effectiveness is better. Thus, it would appear that
rather than seeking an improvement through increased technical sophistication,
the most effective strategy would be to generally increase the affective label
set that can be placed on the VA plot. While in the past such an endeavour
would have been costly and difficult to arrange, crowdsourcing methods such as
Mechanical Turk1 could potentially make it relatively straightforward to gather
valence and arousal values for very many words averaged across a large number
of people. A more sophisticated method of assigning labels to video data would

1 https://www.mturk.com

https://www.mturk.com


116 C.H. Chan and G.J.F. Jones

then be required since the single assignment of a label based on VA proximity
will not be sufficiently accurate, labels might be clustered to an average location
or perhaps multiple labels might be assigned based on some proximity measure.

Also since affect is a subjective interpretation of an important, but limited,
dimension in describing multimedia content, we believe that affect-based anno-
tation is more likely to be used most effectively to augment existing objective
multimedia content retrieval systems, rather than to be used independently. Fur-
ther work is planned to explore how this alternative dimension of indexing and
search can be incorporated into existing multimedia retrieval systems.
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M.: ‘FEELTRACE’: An Instrument for Recording Perceived Emotion in Real Time.
In: Proceedings of the ISCA Workshop on Speech and Emotion: A Conceptual
Framework for Research, Belfast, U.K, pp. 19–24 (2000)

18. Harman, D. K.: The Fifth Text Retrieval Conference (TREC-5). National Institute
of Standards and Technology, Gaithersburg(1997)

19. Robertson, S.E., Spärck Jones, K.: Simple, proven approaches to text retrieval,
Technical Report, TR356, Cambridge University Computer Laboratory (1997)

20. Pedersen, T., Patwardhan, S., Michelizzi, J.: WordNet:Similarity - Measuring the
Relatedness of Concepts. In: Proceedings of the 19th National Conference on Ar-
tificial Intelligence (AAAI 2004), San Jose, CA, USA (2004)

21. Leacock, C., Chodorow, M.: Combining local context and WordNet similarity for
word sense identification. In: WordNet: An Electronic Lexical Database, pp. 265–
283. MIT Press, Cambridge (1998)

22. Resnik, P.: Using information content to evaluate semantic similarity. In: Proceed-
ings of the 14th International Joint Conference on Artificial Intelligence, Montreal,
Canada, pp. 488–453 (1995)

23. Hirst, G., St-Onge, D.: Lexical chains as representations of context for the detection
and correction of malapropisms. In: Wordnet: An Electronic Lexical Database, pp.
305–332. MIT Press, Cambridge (1998)

24. Smeaton, A.F., Over, P., Kraaij, W.: Evaluation campaigns and TRECVid. In:
MIR 2006: Proceedings of the Eighth ACM International Workshop on Multimedia
Information Retrieval, Santa Barbara, CA, USA, pp. 321–330 (2006)



A Comparison of Human, Automatic and

Collaborative Music Genre Classification and
User Centric Evaluation of Genre Classification

Systems

Klaus Seyerlehner1, Gerhard Widmer1,2, and Peter Knees1

1 Dept. of Computational Perception, Johannes Kepler University, Linz, Austria
http://www.cp.jku.at

2 Austrian Research Institute for AI, Vienna, Austria
http://www.ofai.at

Abstract. In this paper two sets of evaluation experiments are con-
ducted. First, we compare state-of-the-art automatic music genre clas-
sification algorithms to human performance on the same dataset, via a
listening experiment. This will show that the improvements of content-
based systems over the last years have reduced the gap between auto-
matic and human classification performance, but could not yet close this
gap. As an important extension to previous work in this context, we
will also compare the automatic and human classification performance
to a collaborative approach. Second, we propose two evaluation metrics,
called user scores, that are based on the votes of the participants of the
listening experiment. This user centric evaluation approach allows to get
rid of predefined ground truth annotations and allows to account for the
ambiguous human perception of musical genre. To take genre ambiguities
into account is an important advantage with respect to the evaluation
of content-based systems, especially since the dataset compiled in this
work (both the audio files and collected votes) are publicly available.

Keywords: genre classification, user centric evaluation.

1 Introduction

Although genre definitions and annotations are somewhat subjective, genre cat-
egorizations or genre hierarchies are often used to organize large scaled music
collections, as there seems to be some general consensus on genre annotations, at
least to a certain degree. In music information retrieval (MIR), genre labels of-
ten serve as ground truth information, most notably to evaluate automatic genre
classification systems, music similarity algorithms and music recommender sys-
tems. While publicly available genre classification datasets and also the annual
Music Information Retrieval Evaluation eXchange (MIREX)1 make the numer-
ous proposed systems more comparable to each other in terms of quality, there
1 http://www.music-ir.org/mirexwiki
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exists little work on making the evaluated systems comparable to human perfor-
mance on the same task. To improve the comparability of automatic and human
classification accuracy, we have conducted a listening experiment. This allows
to compare the classification results of human listeners to those of state-of-the-
art automatic genre classification algorithms. Furthermore, we will show that the
collaborative result of the participants outperforms both automatic methods and
individual human performance. While the collaborative result can be regarded
as an upper bound on the achievable classification accuracy on this dataset, it
also shows that collaborative techniques clearly outperform content-based ap-
proaches. Furthermore, the dataset containing both the full length tracks and
the genre votes by the participants is publicly available from the first author’s
personal webpage. This will be useful to improve the evaluation of genre classifi-
cation algorithms, because on the basis of such data one can define user centric
evaluation metrics - so called user scores. The main advantage of user centric
evaluation metrics is that one can account for genre ambiguities derived from
the user votes whenever two automatic systems are compared.

The rest of the paper is organized as follows. First, in section 2 we report
on the conducted listening experiment and point out the difference to the only
related work by Lippens et al. [10]. In section 3 we then present the results
obtained by the individual participants, briefly introduce five automatic classifi-
cation methods and two collaborative approaches and compare the performance
of these approaches to the performance of the individual participants. In section
4 we then discuss how the collected genre information can also be used to define
two user centric evaluation metrics and present results for the automatic classi-
fication methods using the proposed evaluation criteria. Finally, we conclude on
the obtained results in section 5.

2 The Listening Experiment

In general genre as an evaluation criterion is a well-discussed topic [6][4][18][3][11]
and it is broadly accepted in Music Information Retrieval (MIR) as an evaluation
criterion for content-based systems. Thus, there exist numerous publications
focuses on comparing automatic systems to each other using genre information.
There also exists some scientific work on evaluating the human abilities to classify
music into genres. Most notably Gjerdingen et al. in [7] showed that humans are
very fast at classify music into genres. About 300ms of audio are enough for
humans to come up with the same categorization decision as with 3000ms of
audio. Bella et al. in [2] investigated the human ability to classify classical music
into sub-genres. Furthermore, Guaus et al. [8] study the effect of rhythm and
timbre modifications on the human music genre categorization ability. They find
that timbre feature provide more genre discrimination power than rhythm.

However, there exists little work on comparing automatic to human perfor-
mance on the same genre classification task. In [17] Soltau et al. mentioned that
the genre confusions of a conducted listening experiment are similar to those of
a proposed automatic system, but no evaluation to directly compare human to
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automatic performance was conduced. The only work that really focuses on a
comparison of human to automatic classification performance we are aware of is
the work of Lippens et al. [10] and dates back to 2004. In [10], a listening experi-
ment is conducted were 27 human listener manually classified a collection of 160
songs (the “MAMI dataset”), into 6 possible genres by listening to 30 seconds
excerpts. The average performance of the participants (76%) is then compared
to an automatic classification approach with a classification performance of 57%,
and the baseline accuracy (26%). Unfortunately, the MAMI dataset and the sur-
vey data are not publicly available. To be able to also compare state-of-the-art
systems to human classification, we decided to rerun a listening experiment quite
similar to the one presented in [10]. In this listening experiment 24 persons were
asked to do exactly the same task the machine was ask to solve, namely to cat-
egorize a set of songs into 19 genres. The participants of this survey were aged
in between 20-40 and most of them had no specific musical background, but can
be characterized as typical mainstream music consumers. The songs were drawn
randomly from the “1517-Artists” dataset [15] in such a way that each genre
is represented by 10 songs. The “1517-Artists” dataset itself consists of freely
available songs from download.com23 containing songs of both well-known and
completely unknown artists. The genre labels were assigned by the artists of the
songs. The genres and the number of tracks per genre of the subset used in the
listening experiment are summarized in table 1. While it seems that just select-
ing 10 song per genre is at the lower bound for a descriptive subset of a genre,
the number of songs that can be used in such a listening experiment is of course
limited by the available human resources. In our case many of the participants
of the listening experiments reported that it took them many hours to complete
the survey and far longer as expected.

Comparing the conducted listening experiment presented in this paper to the
listening experiment in [10] there are some important differences in the data, the
design of the experiment, and the analysis of the results:

– Unique Artists
To prevent artist effects and album effects [5], no two songs by one and the
same artists are in the dataset used for the listening experiment. This is very
important as artist and album effects can have a huge biasing influence on
the obtained classification accuracies, especially on small datasets.

– Number of Genres
The number of genres (19) in our listening experiment is significantly larger,
and the musical scope is broader than in the MAMI dataset.

– Equal number of tracks per genres
Each genre is represented by 10 representative songs, making this a balanced
classification task that is not biased towards a popular, dominating genre like
e.g. “Pop&Rock”.

2 http://music.download.com/
3 The http://music.download.com/ began redirecting all artist pages and category

doors to corresponding pages on their sister music site Last.fm on March 2009.

http://music.download.com/
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– Explicit Genre Annotations
There exists a ground-truth genre label per songs that has been assigned
by the artists that produced the songs via the music platform. The genre
categories are the same as used by the music platform4.

– Publicly Available Data
The music files used in the presented experiment and the genre votes ob-
tained through the listening experiment are both publicly available.5 This
will allow others to compare other methods not presented here to human
performance in the future.

– Collaborative Result
In section 3.3 the votes of the subjects are used to collaboratively estimate
a song’s genre. Thus, we are able to also compare the collaborative result
of all subjects to both individual results as well as automatic classification
systems.

It is important to note that we do not claim that the genre annotations of
this dataset are particularly correct or that the genre taxonomy is perfectly
consistent. In contrast we belief that genre and genre taxonomies by definition
are ambiguous and inconsistent and good genre taxonomies need a careful design
and should account for genre similarities [12]. However, it is important to see
that for comparative evaluations like we perform in this paper annotation errors
are not crucial as all evaluated approaches have to deal with the same annotation
errors. With respect to genre inconsistencies we propose in section 4 to use so-
called user scores as evaluation criteria, which allow to account for existing genre
ambiguities.

The experiment was carried out as follows: Each participant was instructed
to move the 190 anonymized full-length audio files into a set of folders represent-
ing the 19 genres, plus an extra folder “other” in case they had no idea what
genre a song might belong to. Then a list of the files in the directory structure
representing the genres was generated by a script and returned by each subject
via e-mail. Finally, these files were parsed to obtain the votes of each individual.

3 Human, Automatic and Collaborative Classification

3.1 Human Classification

The collected information from the listening experiment is represented as a set
T of tuples t = (ut, st, ĝt, gt), where ut (1 to 24) identifies the participant and
st (1 to 190) the rated song. The ground truth genre of the song st is denoted
gt ∈ G, where G is the set containing the 19 ground truth genres. ĝt ∈ G+

represents the genre predicted by participant ut. G+ is the set of genres plus the
“other” category. The classification accuracy of subject u with respect to the
given ground truth annotation is then given by

4 music.download.com
5 www.seyerlehner.info

music.download.com
www.seyerlehner.info
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Table 1. Genre distribution of the songs used in the listening experiment

Genre #tracks

Blues 10

Country 10

Hip-Hop 10

Jazz 10

New Age 10

Reggae 10

Classical 10

Folk 10

Latin 10

Rock & Pop 10

Alternative & Punk 10

Electronic & Dance 10

R&B & Soul 10

World 10

Vocals 10

Children’s 10

Easy Listening 10

Comedy & Spoken Word 10

Soundtracks & More 10

total 190

accu =
∑{t∈T |ut=u}

t ĝt == gt

|{t ∈ T |ut = u}| (1)

A look at Figure 1 shows that there is a huge variation in the performance of
individual participants. Obviously the individual results heavily depend on the
musical knowledge of the individuals. The worst participant exhibits a classifica-
tion accuracy of 26%, which is still far better than the baseline (guessing), which
would be 5%. The classification rate of the best individual is 71%. The average
classification accuracy obtained by the participants is 55%, the median is also
55%. Figure 1 visualizes the classification accuracies achieved by the individual
participants sorted from the worst to the best participant.

Aggregating the individual results of all users yields the overall classification
result. Figure 2 shows the confusion matrix with respect to the ground truth.
Altogether 55% of all song-genre assignments of the participants were correct.
However the performance depends on the genre. While some genres seem to be
well-defined (e.g. “Comedy&Spoken Word”, “Electronic&Dance”, “Hip-Hop”),
there is almost no agreement among the participants for the genres “Folk” and
“Vocals”. For the other genres the participants agree to a certain extent. The
most significant genre confusions are “Folk” - “Vocals”, “Alternative&Punk”
- “Rock&Pop”, “EasyListening” - “NewAge”, “Country” - “Folk”, “Blues” -
“Jazz”, “Reggae” - “Hip-Hop” and “Latin” - “EasyListening” and vice versa.
These confusions indicate genre ambiguities, but can also be interpreted as some
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Fig. 1. Ordered classification accuracies of the participants

sort of genre similarities. Also, many genre pairs are never or extremely rarely
confused, which implies that it is very easy for humans to distinguish these
genres. Based on the user votes one can define the genre-song voting matrix
V = (vg,s), where vg,s denotes the number of times the participants voted for
genre g given song s:

vgs =
{t∈T |st=s}∑

t

ĝt == g (2)

The genre-song voting matrix is visualized in figure 4. One can even visually see
that the majority of the participants agree with the ground truth information
for most of the songs. In contrast to the confusion matrix, the genre-song voting
matrix visualizes the classification result for each song separately and is a com-
pact representation of the results of the listening experiment. To further analyze
the votes one can define the number of different genres D(s) the participants
have assigned to a specific song s:

D(s) =
G+∑
g

vgs > 0 (3)

Figure 3 (left) shows a histogram of the number of different genres D(s) the
user voted for. Although there are 20 options to choose from, in general the
participants did not vote for more than 8 different genres. This indicates that
some genres are not relevant at all for some songs. Furthermore we can identify
the most frequently estimated genre, the second most frequently estimated genre
and so on, for each song. Then we can aggregate the number for votes for the k
(1 to 20) most frequently estimated genre over all songs. The percentage of the
accumulated votes relative to the total number of votes is visualized in figure
3 (right). Consistently with the histogram in figure 3 all votes are within the
12 most frequently estimated genres. In general there exists a strong consensus
among the participants on a song’s genre. The most frequently predicted genre
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Fig. 2. Confusion matrix of the classifications resulting from the experiment with re-
spect to the ground truth annotation. Entry i, j is the percentage of user votes that
predicted class j when the true class was i.

for each song is responsible for 64% of all votes. The two most frequently pre-
dicted genres of each song, together represent 80% of all votes (see figure 3).
Therefore, we can conclude that the majority of the participants strongly agree
on just one or two possible genre assignments for most of the songs.

3.2 Automatic Classification

To compare human to automatic classification performance we will use five dif-
ferent automatic classification methods. The choice of the evaluated approaches
contains classical, well-known and state-of-the-art systems. Only complete genre
classification systems as proposed in the literature are evaluated. Thus, the eval-
uated systems extract different feature sets and are based on different classi-
fication approaches. Two of the evaluated classification systems (SG-NN and
RTBOF-NN) are based on nearest neighbor classifiers. The other three algo-
rithms (GT-SVM, BLF1-SVM, BLF2-SVM) are based on a support vector ma-
chine classifier. The reported classification accuracies are obtained via leave-one-
out cross-validation. The automatic classification methods are briefly described
below.

Single Gaussian (SG-NN). The Single Gaussian Nearest Neighbor Classifier
(SG-NN) is based on the so-called Bag of Frames (BOF) approach [1]. Each song
is modeled as a distribution of Mel Frequency Cepstrum Coefficients (MFCCs).
A single multivariate Gaussian distribution is used to model the distribution of
MFCCs of a song. To identify the nearest neighbors the Kullback-Leibler (KL)
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Fig. 3. Histogram of the number of different genres per song the participants have
voted for (left) and percentage of the accumulated number of votes for the k most
frequently assigned genres per song (right)

divergence between two models is computed. This approach is a fast and popular
variant proposed by Levy et al. [9] of the classic timbre based audio similarity
measure.

Rhythm Timbre Bag of Features (RTBOF-NN). The Rhythm Timbre
Bag of Features Nearest Neighbor Classifier (RTBOF-NN) is a state-of-the-art
music similarity measure proposed by Pohle et al. in [13]. This measure ranked
first in the MIREX 2009 music similarity and retrieval task and has proven to
be statistically significantly better than most of the participating algorithms.
In contrast to the classic Single Gaussian approach this RTBOF-NN Classifier
reflects the current state-of-the-art in nearest neighbor classification. Basically,
it has two components – a rhythm and a timbre component. Each component,
rhythm and timbre, consists of a distribution model over local spectral features.
The features, described in [13], are complex and incorporate local temporal infor-
mation over several frames. Because of its components we will call this approach
Rhythm Timbre Bag Of Features (RTBOF) in our evaluations.

Block-Level Feature (BLF-SVM). The Block-Level Feature Support Vec-
tor Machine approach (BLF-SVM) is a genre classification algorithm based on
block-level features. An earlier version of this algorithm [14] participated in the
MIREX 2009 Audio Genre Classification task and took rank 14 out of 31. How-
ever, no statistically significant difference to the winning algorithm was found.
This approach will be denoted BLF1-SVM. Additionally, we also evaluate an im-
proved variant of this algorithm, which we call BLF2-SVM here. This algorithm
includes three novel block-level features (Spectral Contrast Pattern, Correla-
tion Pattern and Variance Delta Spectral Pattern). For a detailed description
of these new feature we refer to [16]. This improved approach is expected to
perform comparably to the state-of-the-art methods in genre classification.
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Marsyas (MARSYAS-SVM). The Marsyas (Music Analysis, Retrieval and
Synthesis for Audio Signals) framework6 is an open source software that can
be used to efficiently calculate various audio features. For a detailed description
of the extracted features we refer to [19]. This algorithm has participated in
the MIREX Genre Classification task from 2007 onwards, and the features as
well as the classification approach have been the same over the years. We use the
framework to extract the features exactly as for the MIREX contest (MARSYAS
version 0.3.2). Then we use the WEKA Support Vector Machine implementation
to perform cross-validation experiments. This method is closest to the automatic
approach by Lippens et al. [10] and should help to make our experiment more
comparable to this previous experiment.

3.3 Collaborative Classification

In this section we present two straight-forward collaborative classification ap-
proaches (CV and CSS-NN) based on the users’ aggregated votes.

Collaborative Voting (CV). The Collaborative Voting (CV) approach is
simple. The genre most participants have voted for is the predicted genre of a
song. This method basically combines the individual classification results of the
participants following the majority rule like a meta-classifier.

Collaborative Filtering (CF-NN). The Collaborative Filtering Nearest
Neighbor Classifier (CF-NN) is related to an item-based collaborative filtering
approach. Each song is represented by its voting profile, which corresponds to
the column vector of a song in the genre-song voting matrix (see figure 4). One
can then derive song similarities by comparing the voting profiles of the songs.
To compare song profiles the city-block distance (l1 norm) was used in our ex-
periments. The song similarity information can then be used to perform nearest
neighbor classification.

3.4 Comparison

In figure 5 the classification results of the automatic methods, the collabora-
tive approaches and the individual results of the participants are visualized to-
gether, sorted according to the achieved accuracy. Clearly, the content-based
approaches perform worse than most of the participants, whereas the collabora-
tive approaches achieve high classification accuracies and outperform most of the
participants. The observation that collaborative approaches do better than most
individual humans can be explained by the fact that these type of algorithms
better reflect the group opinion, which is the aggregated knowledge of many
individuals. Therefore, the group as a whole has a broader musical knowledge
than any individual, as each person is typically familiar with some but not with
all genres of a classification dataset.
6 http://marsyas.info

http://marsyas.info
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Fig. 4. Visualization of the genre-song voting matrix. Tracks are sorted according to
the ground truth genre.

Comparing the best content-based approach (BLF2-SVM) to the best collab-
orative approach (CF-NN) it turns out that the latter achieves almost double
the classification accuracy of the content-based approach. Taking a look at the
various content-based method, we can see that there exist clear differences. The
classical timbral similarity measure performs worst, just outperforming the worst
participant. The classic MARSYAS-SVM approach does not perform much bet-
ter, which slightly contradicted our expectations.7 Both recent methods RTBOF
and BLF2-SVM show an improvement in classification accuracy over the ‘classic’
approaches. This indicates that the improvements in automatic classification re-
duced the gap between human and automatic classification, but still there exists
a difference of about 10 percentage points between the best automatic method
and the average human participant. Furthermore, based on the obtained re-
sults we can define an upper bound on the achievable classification accuracy
for automatic methods on this dataset. Clearly because of inconsistencies of the
classification taxonomy and possible annotation errors none of the evaluated
methods will ever reach perfect classification accuracy. However, as all evaluated
methods have to deal with these problems the classification result of the CF-NN
approach can be interpreted as an upper bound for automatic methods on this
dataset.

4 Evaluation Based on User Data

One of the main disadvantages of using the classification accuracy as evaluation
criterion is that such experiments heavily depend on the quality of the ground
7 Interestingly, when performing a 10-fold cross-validation instead of leave-one-out, we

get comparable results for MARSYAS-SVM and BLF1-SVM. This effect is yet to be
investigated.
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Fig. 5. Comparison of classification results of the individual participants, automatic
methods and the collaborative approaches

truth annotations. To improve the quality of the ground truth one can of course
ask an expert to define the genre annotations, but still the evaluation would just
depend on a single opinion and as already pointed out there will always exist
some annotation errors due to the inconsistency of the genre taxonomy itself.

To overcome these limitations we propose to perform a user centric evalua-
tion by aggregating the collected genre votes of the participants of the listening
experiment. Thus, the ground truth is no longer based on a single opinion, but
on the aggregated opinions of all the participants regarding the genre affinity of
a given song. This way we can not only use the obtained data from the listen-
ing experiment to make automatic classification methods comparable to human
classification performance, but this information can also be used to account for
genre ambiguities whenever genre classification is used in an evaluation, as al-
ready proposed in [3] and [10]. The basic idea for such a quality measure is
straight-forward: If even humans are unsure about a genre label then it will be
hard for the machine to get the label right.

To reflect these uncertainties of the genre annotations in a quality measure, a
user score is defined similarly to [10]. A user score measures the agreement of the
predictions of an automatic method with the genre assignments of the humans
participating in the listening experiment. Thus, any algorithm can collect points
for each song s in the dataset according to the agreement with the user votes.
In particular, for each song s ∈ S the classification of the algorithm into genre
ĝs ∈ G is rated by the number of times this genre was voted for (vĝs,s) relative
to the number of times the participants voted for the most frequently predicted
genre (max({vg,s|g ∈ G})).

US1 =
1
|S|

s∈S∑
s

vĝs,s/ max({vg,s|g ∈ G}) (4)
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Extending the idea in [3], another straight-forward definition of a user score —
this score is denoted US2 — is to take the number of collected points relative to
the maximum number of points one can obtain on the dataset.

US2 =
s∈S∑

s

vĝs,s/

s∈S∑
s

max({vg,s|g ∈ G}) (5)

The difference of the two scores is that for US1 each song contributes equally,
whereas for US2 it is more important to correctly predict songs where the par-
ticipants agreed pretty much on a single genre. One important advantage of
both user scores is that they no longer rely on the ground truth annotation, but
are solely based on the user ratings. By definition both scores are in the range
between 0 and 1.

Table 2. Comparison of the user scores (US1, US2) and the classification accuracy
(acc.) obtained for the automatic approaches presented in section 3.2

Approach US1 US2 acc.

BLF2-SVM 0.5615 0.5080 0.4579

RTBOF-NN 0.4352 0.3827 0.4253

BLF1-SVM 0.3672 0.3382 0.3421

MARSYAS-SVM 0.3217 0.3031 0.2953

SG-NN 0.3156 0.2791 0.2779

RND 0.0578 0.0673 0.0584

Table 2 summarizes the user scores and the classification accuracy for the
automatic classification methods presented in section 3.2. To our knowledge this
is the first comparison of automatic classification methods also accounting for
genre ambiguities in the literature. The ranking of the analyzed algorithms is
the same for all quality criteria. However, taking genre ambiguities into account
clearly changes the evaluation result. For example the difference between the
BLF2-SVM and the RTBOF-NN is relatively bigger for the users scores com-
pared to the classification accuracy. An improvement of a user score over the
classification accuracy reveals that the misclassified songs are not classified into
an arbitrary, completely unrelated genre, but into a genre that users find similar,
or tend to confuse also. We advocate this method for future evaluations of genre
classifiers, whenever appropriate data are available.

5 Conclusions

Based on the evaluation results presented in section 3.4, we can conclude that
there is some progress with respect to automatic genre classification methods, re-
ducing the gap between automatic methods and human classification. However,
the best performing automatic method in our experiment still performs about
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10 percentage points worse than the average human participant. Furthermore,
we could also show that the collaborative approach outperforms both automatic
methods as well as individual human performances. Thus, collaboratively collect-
ing meta-information about music e.g. via a music platform is a very powerful
method and is also the clear trend in the music business. For content-based
methods this implies that they are only beneficial in situations where no other
data is available – for instance, in cold start situations, or in special applica-
tion scenarios where no access to collaboratively collected meta-data is possible.
Additionally, with respect to the evaluation of content-based systems we have
proposed two user centric evaluation criteria. The proposed user-scores no longer
depend on a single ground truth annotation, but on the aggregate opinion of the
participants of the conducted listening experiment. One advantage of the pro-
posed user-scores is that they account for genre ambiguities which will help to
improve the evaluation of automatic classification systems in future, especially
since the whole dataset (including both the audio files and the collected votes)
is publicly available.
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Abstract. Evaluating solutions to many music IR problems – such as
playlist generation, music similarity – in absence of formal evaluation
measures frequently requires user studies to establish the benefits of one
solution over the other. Building an according application framework to
deploy and test user responses is a cumbersome and complex task. We
present Clubmixer - an advanced client-server based audio system that
could serve MIR researchers as presentation and prototyping platform.
The project aims at providing a software framework that minimizes the
effort of creating MIR based solutions. The open architecture and the use
of open standards provide high flexibility for several MIR related areas
(e.g. content based retrieval, collaborative retrieval, etc.). We describe
the current state of the system and outline the main functionality as
well as the advantages of Clubmixer for MIR research.

Keywords: MIR systems and infrastructure, user interfaces and music
access.

1 Introduction

Although the discipline of music information retrieval (MIR) has matured since
the early 1990s, MIR technology is not yet as widely used as research would like
to see it. One part of the challenge may lie in the gap between the availability of
sophisticated algorithms and research results in the prototype stage that promise
superior performance and advanced features, and the evaluation in how far these
promises live up to their expectations and meet user demands. The challenge,
in most cases, lies in the fact that the approaches resulting from sophisticated
research need to be deployed within a real system environment offering a rather
large number of – by now standard – features expected by users in addition
to the functionality offered by the research prototype. Building and deploying
such a complex system constitutes a significant challenge on its own, putting a
significant burden on researchers in music IR.

Examples of publicly available MIR solutions are still rather limited. Nowa-
days computers already have the appropriate resources to analyze average sized
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private music collections with state of the art MIR technologies - Yet there are
virtually no software audio players, nor plugins for commonly available soft-
ware implementing MIR technology, despite the existence of a significantly large
number of research prototypes.

To gather broader acceptance and recognition outside the research community,
new solutions have to be presented and made available in a commonly acceptable
form. Prototypes should provide user interfaces that correspond to the look and
feel of commonly available audio software.

To meet these goals we present Clubmixer, a cross platform client-server au-
dio jukebox system that can serve as a presentation platform for MIR research
prototypes. It offers a number of features that are expected by users as default
requirements, both on the functional as well as user interface level. Combined
with a flexible architecture, existing MIR solutions can be plugged in, offering
a sophisticated basis for the evaluation and deployment of MIR solutions in a
setting acceptable by consumers.

The remainder of this paper is organized as follows: Section 2 presents related
work on MIR systems, Section 3 describes the Clubmixer system followed by
some example scenarios how to implement MIR solutions in Clubmixer in Section
4. Section 5 presents our conclusions.

2 Related Work

A good summary of music information retrieval systems is presented by Typke et.
al [13]. Several prototyping frameworks have been introduced, like the well known
C++ software framework CLAM [1]. It offers tools and repositories, as well as
visual components, which can be used to rapidly develop research prototypes
in the audio and music domain. The rapid prototyping environment ChucK [4]
is a high-level programming language for music and sound synthesis including
content analyzing and learning frameworks. Jmir [9] is a free and open-source
software suite for automatic music classification, including audio, symbolic and
Web content feature extractors. These projects generally focus on providing al-
gorithmic components, whereas Clubmixer aims at providing a representative
user interface combined with an open framework where further solutions can be
easily integrated. Kurth et. al [6] presented SyncPlayer - a client-server based
framework for multimodal presentation of audio and associated music-related
data, which is conceptually similar to Clubmixer. The multiuser concept, used
by Clubmixer was also introduced by [5] and [12] for collaborative playlist gen-
eration. These projects focus on collaborative balanced playlist generation with
little or no use of content based retrieval techniques.

Songbird1 is a cross-platform media player built on the Mozilla application
framework. [8] gives a brief introduction into Songbird and details how to write
add-ons by the example of the automatic playlist generation and music library
visualization add-on Soundbite for Songbird.

1 http://www.getsongbird.com/

http://www.getsongbird.com/
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3 Clubmixer Framework

The Clubmixer framework is a cross platform audio jukebox system based on a
client-server architecture. The chosen architecture provides a major advantage
for common MIR related tasks that largely depend on processing intensive calcu-
lations or time consuming feature extractions. Clubmixer facilitates a distributed
execution where resource intensive calculations can be carried out on computa-
tional adequate server machines. User interactions, presentations or evaluations
can be performed remotely over the network utilizing the provided client user
interface. The framework is aligned to the look and feel of currently available
software audio players. This benefits rapid prototyping. Especially projects tar-
geting the optimization of algorithms often do not require a full featured user
interface. Consequently, this time intensive task is often neglected and results
are presented by command line tools.

The Clubmixer framework integrates the Java Plugin Framework (JPF) and
provides several points, where the core software components can be extended
by plugins. MIR related prototypes can use these extension points to tailor the
framework to their needs. Additionally a set of standard components is provided
that can be reused within plugins to reduce the development effort and maintain
a common look and feel. Clubmixer is based on standard Web technologies and
protocols, which provides a high degree of flexibility for researchers in building
or integrating client solutions on nearly every platform (e.g. mobile devices, Web
pages). Further the possibility to spawn multiple distributed clients for a single
server instance accounts for research areas related to collaborative information
retrieval.

Music Information Retrieval is highly dependent on metadata that is extracted
from multiple sources. It is common practice to store this data in semistructured
text-files which restricts the possibility of adapted queries and analyses. Club-
mixer provides and automatically extracts a predefined set of track metadata
and uses a solid database system for data storage. MIR prototypes can access
and extend the initial database schema and store their extracted metadata di-
rectly in the media library. Though there are several Java implementations of
audio content extraction algorithms [9,7], Clubmixer is not limited to Java based
solutions only. Clubmixer provides a console mode with a predefined command
set and full database access. This set can be extended and provides a convenient
way to write small commands that are executed only occasionally and don’t need
a full integration into the framework.

3.1 Contributions

This section provides a brief overview of related work and examples, that can
be quickly implemented using the Clubmixer framework:

– Preference based automatic playlist generation systems in shared environ-
ments like Adaptive Radio [3] or PartyVote [12]. The Clubmixer framework
already provides all necessary functions (including user management). Only
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UI elements and data descriptions for additional preferences have to be im-
plemented.

– Jukola [10], a field trial of a collaborative playlist generation system, using
multiple mobile devices and static touch screen panels where users can inter-
act with the system. Due to the open Web service interfaces of Clubmixer,
clients for mobile devices can be developed conveniently.

– Relevance feedback based systems only need to implement a set of additional
buttons as well as routines for data storage/retrieval.

– Content based feature extraction can be integrated directly through Java im-
plementations. External extracted features can be imported into the database
using the console mode with customized import scripts.

– User evaluations to asses the quality of automatically generated results (e.g.
automatically generated playlists, music recommendations, genre classifica-
tion, etc.). Clubmixer client can be extended to evaluate the results or a new
client with reduced functionality can be implemented quickly.

3.2 Clubmixer Server

Clubmixer Server is the main component of the framework. It provides all fea-
tures of a standard software audio player or jukebox system. Digital audio files2

have to be locally available on the hosting computer. The files are automatically
imported from user-specified directories and the extracted metadata is stored in
the media library. The provided import routines can be extended to extract any
kind of metadata that is needed for a custom MIR prototype (see Section 3.2).

To come up to the computational requirements of MIR research prototypes,
especially when sophisticated signal processing and machine learning algorithms
are utilized, Clubmixer server could be hosted on a high-performance computer.
The application hides to the system tray but it can even be run in a headless
terminal. This provides an advantage over other software audio players that can-
not be executed on hosts where only shell access is provided. Only for launching
the configuration window (see Fig. 1) a window manager is needed.

The following sections describe the components of Clubmixer Server. Some of
these components provide extension points - defined program sections that can
be functionally extended by plugins. Brief descriptions of these points as well as
their benefits for MIR research are given.

Data Storage. Clubmixer uses a Hibernate3 persistence layer with a Hyper-
SQL4 (HSQL) database as data storage. This overcomes the commonly reported
performance degradation on comparable audio software with huge song collec-
tions [2]. The intermediate persistence layer additionally provides the advantage
to exchange the underlying database system and to extend the initial database

2 Currently only MP3 and WAV audio are fully supported.
3 http://www.hibernate.org
4 http://hsqldb.org

http://www.hibernate.org
http://hsqldb.org
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Fig. 1. Clubmixer Server Configuration Window

scheme by plugins. This gives developers the opportunity to store their data
directly in the applications database.

Configuration properties (e.g. database connection settings) are stored sepa-
rately utilizing the Java Preferences API, which stores these properties according
to the underlying operating system (Windows Registry on Windows systems,
config-files on Linux systems).

Communication. Communication is based on standard Web service technol-
ogy. Three communication channels (see Fig. 2) are implemented as SOAP Web
services. The first Web service provides standard audio player functionality (play,
stop, next, add to playlist, etc.). The library service provides an extended search
interface with filters on multiple song attributes (queries are wildcarded to enable
searching for keywords).

A third Web service has been introduced to provide a generic communication
port for plugins. Due to the distributed architecture of Clubmixer, plugins too
consist of two separated parts - a client and a server part - which need to exchange
data and invoke methods. A custom Plugin Communication Channel (PCC) - a
lightweight distributed middleware - provides a very flexible interface, where the
client-component of a plugin can invoke methods of the server-component (even
if the client side has been implemented in a different programming language).
The standard invocation of remote server-methods requires clients to wrap prim-
itive parameters into sets of key-value pairs (e.g. in a HashTable). This ap-
proach provides best compatibility for non-Java clients. A special generic method
invocation is accessible if the parameters of the remote methods are JAXB5

5 http://jaxb.dev.java.net/

http://jaxb.dev.java.net/
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annotated data objects. This method is more convenient and allows to use more
complex objects as method parameters, but restricts development to the Java
programming language. Further protocols (e.g. REST, JSON) are currently not
supported, but can easily be added through plugins.

State change events of the server (song change, playlist change) are propagated
through an Apache ActiveMQ6 message queue. Clients can subscribe to this
queue and invoke Web service methods to synchronize their states accordingly.

Fig. 2. Clubmixer Communication Channels

User Management. Clubmixer is a multiuser system and integrates user man-
agement with access controls. Users can be assigned several access rights (e.g.
start/stop the server, skip songs, etc.). This could offer a guest in a bar the
possibility to search and enqueue a certain song but prevent him from stopping
the server. An integrated user management enables plugins to store user prefer-
ences. This can be addressed by MIR topics like playlist generation, collaborative
filtering and relevance feedback.

Extension Points. Extension points are predefined points of the application,
where the core functionality can be extended by plugins. Currently the following
extension points are implemented:

– General - general functionality (e.g. opening sockets, running tasks)
– Importer - if the plugin requires additional data (e.g. audio feature vectors),

a custom importer can be added.
– Persistence - extends the standard database schema by simply providing

further JPA7 annotated entity classes.

6 http://activemq.apache.org/
7 Java Persistence API,
http://java.sun.com/javaee/technologies/persistence.jsp

http://activemq.apache.org/
http://java.sun.com/javaee/technologies/persistence.jsp
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– Queue Control - A queue control is an extended automatic playlist gener-
ator that provides a constant queue of songs.

– Console - extends the standard command set of the console mode

A player extension point to exchange the current Java based player with native
audio player implementations is planned. This will provide more flexibility and
will overcome known issues concerning the Java audio libraries (Javalayer8 and
Tritonus9).

Annotation based dependency injection is used to provide all necessary func-
tionality within plugins (e.g. database access, player control, etc.). Listing 1.1
gives an example of how to use annotations to get the references to the required
components.

Console Mode. The console mode provides partially access to functions and
services of Clubmxer server without the requirement of a fully running system.
It further implements a set of commands to invoke certain parts of the server
(e.g. loading plugins into the environment, starting the database). This com-
mand set can be easily expanded - the provided interface invokes the commands
and passes on the supplied parameters - similar to standard main-methods of
common programming languages.

3.3 Clubmixer Client

A Clubmixer Client acts only as a front-end to the server. It can be used to
control the server and search for songs in the library. The aim is to provide a
user interface that implements the average look and feel of currently available
audio software. The default Clubmixer Client is a Java Swing client (see Fig. 3)
which provides commonly known features of an audio software player. It can be
used to control the playback of recordings, query for songs, manipulate playlists
and display additional information about songs and artists.

To enable fast development of client side plugins and to provide a common
look and feel, several GUI elements are provided in a custom GUI components
library - the Common GUI Elements. It provides among others, components to
display song metadata with an albumart image, popup menus and diverse event
handlers. Clubmixer Client currently provides three extension points, that can
be used by plugins to add components for displaying data or to trigger server
side methods.

Creating a Custom Client. Due to the open standards and libraries (SOAP,
ActiveMQ) clients for Clubmixer Server can be implemented on almost every
platform in almost any programming language. There are already initial imple-
mentation for Windows Mobile and JavaME. Plugin projects that are intended
to provide information to non-Java clients should refrain from using complex
data types as method parameter, due to the constraints described in Section 3.2
8 http://www.javazoom.net/javalayer/javalayer.html
9 http://www.tritonus.org

http://www.javazoom.net/javalayer/javalayer.html
http://www.tritonus.org
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Fig. 3. Clubmixer Client

Fig. 4. Clubmixer Library Editor

3.4 Clubmixer Library Editor

Clubmixer Library Editor (see Fig. 4) is intended to be the central place for
querying and editing every information that is stored in the library. It provides
a file system browser and displays imported metadata for MP3 files.
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4 Creating a New MIR Based Clubmixer Plugin by
Example

This section gives a brief overview of how to implement MIR projects as Club-
mixer plugins. The exemplified scenario describes the common task of calculat-
ing song similarities. A content based solution has been applied which requires
a plugin that takes advantage of several extension points.

To provide content based similarity calculations, further information has to be
extracted from the audio files. Thus, the plugin has to provide a custom importer
that extracts feature vectors and calculates the similarity matrices. To store this
data efficiently, the the preexisting database schema has to be extended by a set
of new entity classes.

Listing 1.1 shows an example implementation of the fully operational plu-
gin. It provides database access as well as a storage container for configuration
properties.

� �

1
2 public class MirPlugin extends Plugin {
3
4 @CommunicationChannel(pluginname = "MirPlugin")
5 private ICommunicationChannel com;
6
7 @ServerLibrary
8 private ClubmixerServerLibrary lib;
9

10 @Preferences
11 private ClubmixerPreferences prefs;
12
13 public MirPlugin() {
14
15 }
16
17 public List <Song > findSimilar(Song s) {
18
19 // MIR based algorithms
20 ...
21
22 }
23
24 }

� �

Listing 1.1. Example Plugin Implementation

The previous two paragraphs outlined all relevant code that has to be imple-
mented at the server side. In order to display the extracted results, client side
extension points have to be addressed. Fig. 5 a) shows a standard popup menu
that is provided by the Common GUI Elements library. This popup menu can
be linked to several song-related components and offers standard actions for the
related song. It can be easily extended by adding further menu items. Fig. 5 b)
shows the menu extended by the entry ’find similar’ which offers to search for
songs similar to the selected one. Listing 1.2 depicts the entire source code for
this extension. The custom menu uses the Plugin Communication Channel to
invoke the server side method ’findSimilar’ from Listing 1.1, which processes the
request and returns a list of similar songs. The retrieved result is passed on to
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Fig. 5. Image a) shows the standard popup menu that is provided by the Commons
GUI Elements library. Image b) shows the menu with an additional item that has been
added by a plugin.

a client component which is responsible for updating and displaying the search
result table.

� �

1
2
3 public class MenuItem extends JMenuItem implements IMenuSong {
4
5 @CommunicationChannel(pluginname = "MirPlugin")
6 private ICommunicationChannel com;
7
8 @SearchresultHandler
9 private SearchResultHandler srh;

10
11
12 private Song currentSong;
13
14 public MenuItem () {
15
16 ActionMap map = ApplicationContext.getActionMap();
17 this.setAction(map.get("getSimilarSongs"));
18 this.setText ("Find Similar ");
19 }
20
21 @Override // from interface IMenuSong
22 public void setSong (Song song) {
23 this.currentSong = song;
24 }
25
26 @Action
27 public Task getSimilarSongs() {
28
29 // get reference to server method
30 GenericRemoteMethod<List <Song >, Song > findSimilar =
31 com.getGenericRemoteMethod("findSimilar");
32
33 // invoke remote method
34 List <Song > similarSongs = findSimilar.invoke(currentSong);
35
36 // output result list
37 srh.fireSearchResultChanged(similarSongs);
38
39 }
40 }

� �

Listing 1.2. Extending the Standard Popup Menu
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5 Conclusion and Future Work

The proposed Clubmixer framework is a solid and easy to extend audio player
software, that has been developed in consideration of being used for music in-
formation retrieval research. It combines a good architecture with an appealing
graphical user interface.

We have demonstrated how a MIR project can be turned into a Clubmixer
plugin by only a few steps. Thus, new algorithms can be presented in an audio
framework that incorporates the standard look and feel of currently available
audio software.

There are various areas of applications that are currently being investigated
and evaluated:

– Combining the SOMejB Music Digital Library Project [11] and Clubmixer
by integrating SOMejB as a customized plugin.

– Extending the Library Editor with analytical functions to statistically ana-
lyze extracted audio features.

– A Matlab connector to control Clubmixer from within the Matlab environ-
ment as well as to exchange data.

6 Software and Source Code

Clubmixer is hosted as SourceForge project. Software installer packages and
project source code can be found at http://sourceforge.net/projects/clubmixer/.

References

1. Amatriain, X., Arumi, P., Garcia, D.: A framework for efficient and rapid de-
velopment of cross-platform audio applications. Multimedia Systems 14(1), 15–32
(2008)

2. Byfield, B.: Comparing five music players. Linux Journal 193(4) (2010)
3. Chao, D., Balthrop, J., Forrest, S.: Adaptive radio: achieving consensus using nega-

tive preferences. In: Proceedings of the 2005 International ACM SIGGROUP Con-
ference on Supporting Group Work, New York, NY, pp. 120–123 (2005)

4. Fiebrink, R., Wang, G., Cook, P.: Support for mir prototyping and real-time ap-
plications in the chuck programming language. In: 9th International Conference on
Music Information Retrieval (2008)

5. O’Hara, K., Lipson, M., Jansen, M., Unger, A., Jeffries, H., Macer, P.: Jukola:
democratic music choice in a public space. In: DIS 2004: Proceedings of the 5th
Conference on Designing Interactive Systems, pp. 145–154. ACM, New York (2004)

6. Kurth, F., Müller, M., Damm, D., Fremerey, C., Ribbrock, A., Clausen, M.: Sync-
player - an advanced system for multimodal music access. In: Proceedings of the
Sixth International Conference on Music Information Retrieval (ISMIR 2005), Lon-
don, UK, pp. 381–388 (2005)

7. Lidy, T., Rauber, A.: Evaluation of feature extractors and psycho-acoustic trans-
formations for music genre classification. In: Proceedings of the Sixth International
Conference on Music Information Retrieval (ISMIR 2005), London, UK, pp. 34–41
(2005)



Clubmixer: A Presentation Platform for MIR Projects 143

8. Lloyd, S.: Automatic playlist generation and music library visualisation with
timbral similarity measures. Master’s thesis, Queen Mary University of London
(August 2009)

9. McKay, C., Fujinaga, I.: jmir: Tools for automatic music classification. In: Pro-
ceedings of the International Computer Music Conference (2009)

10. OHara, K., Lipson, M., Jansen, M., et al.: Jukola: democratic music choice in
a public space. In: Proceedings of the 5th Conference on Designing Interactive
Systems: Processes, Practices, Methods, and Techniques, Cambridge, MA, USA,
pp. 145–154 (2004)

11. Rauber, A., Pampalk, E., Merkl, W.: The SOM-enhanced JukeBox: Organization
and Visualization of Music Collections based on Perceptual Models. Journal of
New Music Research, 193–210 (2003)

12. Sprague, D., Wu, F., Tory, M.: Music selection using the partyvote democratic
jukebox. In: AVI 2008: Proceedings of the Working Conference on Advanced Visual
Interfaces, pp. 433–436. ACM, New York (2008)

13. Typke, R., Wiering, F., Veltkamp, R.C.: A survey of music information
retrieval systems. In: Proceedings of the Sixth International Conference on
Music Information Retrieval (ISMIR 2005), London, UK, pp. 153–160 (2005)



Similarity Adaptation in an Exploratory

Retrieval Scenario

Sebastian Stober and Andreas Nürnberger

Data & Knowledge Engineering Group
Faculty of Computer Science

Otto-von-Guericke-University Magdeburg, D-39106 Magdeburg, Germany
{Sebastian.Stober,Andreas.Nuernberger}@ovgu.de

Abstract. Sometimes users of a multimedia retrieval system are not
able to explicitly state their information need. They rather want to
browse a collection in order to get an overview and to discover interest-
ing content. Exploratory retrieval tools support users in search scenarios
where the retrieval goal cannot be stated explicitly as a query or user
rather want to browse a collection in order to get an overview and to dis-
cover interesting content. In previous work, we have presented Adaptive
SpringLens – an interactive visualization technique building upon pop-
ular neighborhood-preserving projections of multimedia collections. It
uses a complex multi-focus fish-eye distortion of a projection to visualize
neighborhood that is automatically adapted to the user’s current focus of
interest. This paper investigates how far knowledge about the retrieval
task collected during interaction can be used to adapt the underlying
similarity measure that defines the neighborhoods.

1 Introduction

Growing collections of multimedia data such as images and music require new
approaches for exploring a collection’s contents. A lot of research in the field of
multimedia information retrieval focuses on queries posed as text, by example
(e.g. query by humming and query by visual example) as well as automatic
tagging and categorization. These approaches, however, have a major drawback
– they require the user to be able to formulate a query which can be difficult
when the retrieval goal cannot be clearly defined. Finding photos that nicely
outline your latest vacation for a presentation to your friends is such a retrieval
goal and underlining the presentation by a suitable background music cannot be
done with query by example. In such a case, exploratory retrieval systems can
help by providing an overview of the collection and let the user decide which
regions to explore further.

When it comes to get an overview of a collection, neighborhood-preserving
projection techniques have become increasingly popular. Beforehand, the ob-
jects to be projected have to be analyzed to extract a set of descriptive fea-
tures. (Alternatively, feature information may also be annotated manually or
collected from external sources.) Based on these features, the objects can be

M. Detyniecki et al. (Eds.): AMR 2010, LNCS 6817, pp. 144–158, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. Galaxy user-interface visualizing a photo collection with an object marked green
in primary focus and two objects in secondary focus. (color scheme inverted for better
printing).

compared – or more specifically: appropriate distance- or similarity measures
can be defined. The general objective of the projection can then be paraphrased
as follows: Arrange the objects (on the display) in such a way that neighbor-
ing objects are very similar and the similarity decreases with increasing object
distance (on the display). As the feature space of the objects to be projected
usually has far more dimensions than the display space, the projection inevitably
causes some loss of information – irrespective of which dimensionality reduction
techniques is applied. Consequently, this leads to a distorted display of the neigh-
borhoods such that some objects will appear closer than they actually are, and
on the other hand some objects that are distant in the projection may in fact
be neighbors in feature space.

In previous work [10,13], we have developed an interface for exploring image
and music collections using a galaxy metaphor that addresses this problem of
distorted neighborhoods. Figure 1 shows a screenshot of the interface visualiz-
ing a photo collection. Each object is displayed as a star (i.e. a point) with its
brightness and (to some extend) its hue depending on a predefined importance
measure – e.g. a (user) rating or a view / play count. A spatially well distributed
subset of the collection (specified by filters) is additionally displayed as a small
image (a thumbnail or album cover respectively) for orientation. The arrange-
ment of the stars is computed using multi-dimensional scaling (MDS) [5] relying
on a set of descriptive features to be extracted beforehand. (Alternatively, feature
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information may also be annotated manually or collected from external sources.)
MDS is a popular neighborhood-preserving projection technique that attempts
to preserve the distances (dissimilarities) between the objects in the projection.
The result of the MDS is optimal w.r.t. the minimization of the overall distance
distortions. Thus, fixing one distorted neighborhood is not possible without dam-
aging others. However, if the user shows interest in a specific neighborhood, this
one can get a higher priority and be temporarily fixed (to some extend) at the
cost of the other neighborhoods. To this end, an adaptive distortion technique
called SpringLens [4] is applied that is guided by the user’s focus of interest. The
SpringLens is a complex overlay of multiple fish-eye lenses divided into primary
and secondary focus. The primary focus is a single large fish-eye lens used to
zoom into regions of interest compacting the surrounding space but not hiding it
from the user to preserve overview. While the user can control the primary focus,
the secondary focus is automatically adapted. It consists of a varying number
of smaller fish-eye lenses. When the primary focus changes, a neighbor index is
queried with the object closest to the center of focus. If nearest neighbors are
returned that are not in the primary focus, secondary lenses are added at the
respective positions. As a result, the overall distortion of the visualization tem-
porarily brings the distant nearest neighbors back closer to the focused region of
interest. This way, distorted distances introduced by the projection can to some
extend be compensated.

The user-interface has been evaluated in a study as reported in [9]. In the
study, 30 participants had to solve an exploratory image retrieval task: Each
participant was asked to find representative images for five non-overlapping top-
ics in a collection containing 350 photographs. This was repeated on three dif-
ferent collections – each one with different topics (and with varying possibilities
for interaction). The evaluation showed that the participants indeed frequently
used the secondary focus to find other photos belonging to the same topic as the
one in primary focus. However, some photos in secondary focus did not belong
to the same topic. Thus, this paper aims to answer the question whether it is
possible to automatically adapt the neighborhood index during the exploratory
search process to return more relevant photos for the primary focus topic.

The remaining paper is structured as follows: Section 2 outlines the experi-
mental setup comprising the datasets, features and the definition of the distance
facets. The adaptation method is covered by Section 3. The experiments are
described in Sections 4 to 6. Section 7 draws conclusions.

2 Experimental Setup

2.1 Dataset

Four image collection were used during the study of which the first one (Mel-
bourne & Victoria) is not considered here because it was only used for the
introduction of the user-interface and has no topic annotations. All collections
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Table 1. Annotated Photo collections and topics used in the user study

collection topics (number of images)

Barcelona Tibidabo (12), Sagrada Famı́lia (31), Stone Hallway in Park Güell (13),
Beach & Sea (29), Casa Milà (16)

Japan Owls (10), Torii (8), Paintings (8), Osaka Aquarium (19), Traditional
Clothing (35)

Western Australia Lizards (17), Aboriginal Art (9), Plants (Macro) (17), Birds (21),
Ningaloo Reef (19)

were drawn from a personal photo collection of the authors.1 Each annotated
collection comprises 350 images scaled down to fit 600x600 pixels – each one
belonging to at most one of five non-overlapping topics. Table 1 shows the topics
for each collection. In total, 264 of the 1050 images belong to one of the 15 topics.

2.2 Features

For all images the MPEG-7 visual descriptors EdgeHistogram (EHD), Scalable-
Color (SCD) and ColorLayout (CLD) [8] were extracted using the Java imple-
mentation provided by the Caliph&Emir MPEG-7 photo annotation and re-
trieval framework [6].

The EHD captures spatial distributions of edges in an image. The images
in divided into 4 × 4 sub-images. Using standard edge detection methods, the
following 5 edge types are detected: vertical, horizontal, 45◦, 135◦ and nondi-
rectional edges. The frequency of these edge types is stored for each sub-image
resulting in 16×5 local histogram bins. Further, a global-edge histogram (5 bins)
and 13 semiglobal-edge histograms (13× 5 bins) are directly computed from the
local bins. The 13 semiglobal-edge histograms are obtained through grouping 4
vertical sub-images (4 columns), 4 horizontal sub-images (4 rows) and 4 neighbor
sub-images (5 (2 × 2)-neighborhoods).

The SCD is based on a color histogram in the HSV color space with a fixed
color space quantization. Coefficients are encoded using a Haar transform to
increase the storage efficiency. Here, we use 64 coefficients which is equivalent
to 8 bins for the hue (H) component and 2 bins each for the saturation (S) and
the value (V) in the HSV histogram.

The CLD is also based on color histograms but describes localized color dis-
tributions of an image. The image is partitioned into 8x8 blocks and the average
color is extracted on each block. The resulting iconic 8x8 “pixel” representation
of the image is expressed in YCrCb color space. Each of the the components (Y,
Cr, Cb) is transformed by an 8x8 discrete cosine transform (DCT). Finally, the
DCT coefficients are quantized and zigzag-scanned. A number of low-frequency
coefficients of each color plane is selected beginning with the DC coefficient.
1 The collections and topic annotations are publicly available under

the Creative Commons Attribution-Noncommercial-Share Alike license,
http://creativecommons.org/licenses/by-nc-sa/3.0/ – please contact
sebastian.stober@ovgu.de

http://creativecommons.org/licenses/by-nc-sa/3.0/
http://creativecommons.org/licenses/by-nc-sa/3.0/
sebastian.stober@ovgu.de
mailto:sebastian.stober@ovgu.de
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Those coefficients form the descriptor (we obtain 3 different feature vectors –
one for each color component – by concatenating the coefficients). We have cho-
sen the recommended setting of 6, 3, 3 for the Y, Cr, Cb coefficients respectively.

2.3 Distance Computation

Facet Definition. Based on the features associated with the images, facets are
defined that refer to different aspects of visual (dis-) similarity:

Definition 1. Given a set of features F , let S be the space determined by the
feature values for a set of images I . A facet f is defined by a facet distance
measure δf on a subspace Sf ⊆ S of the feature space, where δf satisfies the
following conditions for any x, y ∈ I :

– δ(x, y) ≥ 0 and δ(x, y) = 0 if and only if x = y
– δ(x, y) = δ(y, x) (symmetry)

Optionally, δ is a distance metric if it additionally obeys the triangle inequality
for any x, y, z ∈ I :

– δ(x, z) ≤ δ(x, y) + δ(y, z) (triangle inequality)

Specifically, during the study, three facets were used – each one referring to a
single one of the above MPEG-7 features in combination with the respective
distance measure proposed in the MPEG-7 standard:

For comparing two CLDs ({Y (a), Cr(a), Cb(a)} and {Y (b), Cr(b), Cb(b)}), the
sum of the (weighted) euclidean color component distances is computed [7]:
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where Yi, represent the ith luminance coefficient and Crk, Cbk the kth chromi-
nance coefficient. The distances are weighted appropriately, with larger weights
given to the lower frequency components.2

The proposed distance for the SCDs of images a and b is the l1-norm on
the coefficients (c(a)
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For the EHDs, the l1-norm is used as well to compare the images a and b:
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2 Note that the CLD component weights are applied to compute the distance for the
CLD facet and thus are part of the facet’s definition in contrast to the facet distance
weights defined below that are used for the aggregation of different facets.
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Here the hi refer to the 5 × 16 histogram bin values, gi to the 1 × 5 global-
edge histogram bins (weighted by factor 5) and si to 13 × 5 semiglobal-edge
histograms. All bin values are normalized.

Facet Distance Normalization. In order to be able to aggregate values from
several facet distance measures, the following normalization is applied for all
distance values δf (x, y) of a facet f :

δ′f (a, b) = min
{

1,
δf (a, b)
μ + σ

}
(4)

where μ is the mean

μ =
1

|{(x, y) ∈ I2}|
∑

(x,y)∈I2

δf (x, y) (5)

and σ is the standard deviation

σ =

√√√√ 1
|{(x, y) ∈ I2}|

∑
(x,y)∈I2

(δf (x, y) − μ)2 (6)

of all distance values with respect to δf . This truncates very high distance values
and results in a value range of [0, 1].

Facet Distance Aggregation. In order to computer the distance between
images a, b ∈ I w.r.t. to the facets f1, . . . , fl, the individual facet distances
δf1(a, b), . . . , δfl

(a, b) need to be aggregated. Here, we use the weighted sum:

d(a, b) =
l∑

i=1

wiδfi(a, b) (7)

which is a very common weighted aggregation function that allows to control the
importance of the facets f1, . . . , fl through their associated weights w1, . . . , wl.
Per default, all weights are initialized as 1

l , i.e. considering all facets equally
important.

3 Adaptation Method

Changing the weights of the facet distance aggregation function described in the
previous section allows to adapt the distance computation to a specific retrieval
task. This can already be done manually – e.g., using the slider widgets (hidden
on a collapsible panel) in the graphical user interface. However, it is often hard to
do this explicitly. Several metric learning methods have already been proposed
that aim to do this automatically: Generally, the first step is to gather prefer-
ence information – either by analyzing information created by the user such as
already labeled objects or manual classification hierarchies (e.g. documents in
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a folder structure) [1] or alternatively by interpreting user actions such as re-
arrangement of objects in a visualization [12], changing cluster assignments [1],
sorting a result list [11] or directly giving similarity judgments [2]. In the second
step, the gathered preference information is turned into similarity constraints.
These constraints are used finally to guide an optimization algorithm that aims
to identify weights that violate as few constraints as possible. At this point, sev-
eral possibilities exists: E.g., [12] describes a quadratic optimization approach
that is deterministic and has the advantage of gradual and more stable weight
changes and non-negative, bounded weights. However, it cannot deal with con-
straint violations. The approaches presented in [1,2] rely on gradient descent and
ensemble perceptron learning instead. These methods allow constraint violation
but may cause drastic weight changes. Further, they do not limit the value range
of the weights which can however be achieved by modifications of the gradient
descent update rule as proposed in [2].

In this paper, we interpret the problem of adapting the distance measure as
a classification problem as proposed in [2]: The required preference information
is deduced from the topic annotation already made by the user. We assume
that images of the same topic are visually similar and that the respective visual
features are covered appropriately by the facets introduced in the preceding
section. For any pair of images a and b annotated with the same topic T , we can
demand that they are more similar (or have a smaller distance) to each other
than to any other image c not belonging to T :

d(a, b) < d(a, c) ∀(a, b, c)|a, b ∈ T ∧ c /∈ T (8)

where d is the aggregated distance function defined in Equation 7. This can be
rewritten as:

l∑
i=1

wi(δfi(a, c) − δfi(a, b)) =
l∑

i=1

wixi > 0 (9)

with xi = δfi(a, c) − δfi(a, b). Using the positive example (x, +1) and the nega-
tive example (−x,−1) to train a binary classifier, the weights w1, . . . , wl define
the model (hyperplane) of the classification problem. This way, basically any
binary classifier could be used here. We apply the linear support vector machine
algorithm as provided by LIBLINEAR [3] that is faster and generates better
results than the gradient descent approach used initially. However, with this
approach, a valid value range for the weights cannot be enforced. Specifically,
weights can become negative. We added artificial training examples that require
positive weights (setting a single xi to one at a time and the others to zero), but
these constraints can still be violated.

4 Experiment 1: Assessing the Potential for Adaptation

The first question to be answered is: Given all knowledge about the topic as-
signments, how much can the performance be improved through adaptation of
the facet weights? This gives us an estimation of the “ceiling” for the adaption
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in simulation or application in real world. We consider the following three levels
of adaptation:

1. Topic-specific adaptation (Topic): This is the most general form of adap-
tation. For each photo of the topic, a ranking of all photos in the collection is
considered and constraints are derived that require images of the same topic
to be ranked higher than others. The facet weights are then learned subject
to the constraints from all rankings. This results in the highest number of
constraints.

2. Query-specific adaptation considering all photos from the topic
(Query All): Here, facets weights are not adapted per topic but per query.
To this end, only the single ranking for the query and the derived constraints
are considered.

3. Query-specific adaptation considering only the 5 nearest neighbors
from the topic (Query 5NN): This is a variation of the previous case with
the difference that here only the 5 nearest neighbors from the topic are
considered relevant instead of all images of the topic. This is the most specific
adaptation with the lowest number of constraints.

In order to assess the retrieval performance, precision and recall were computed
using each image that belongs to a topic as single query. Figure 2 shows the
averaged recall-precision curves per topic for the three adaptation levels and the
baseline (no adaptation). Retrieval performance varies a lot from topic to topic:
For topics with high diversity that have several sub-clusters of similar images
(e.g., “Sagrada Familia”, “Lizards”, “Birds”), it tends to be much worse than
for rather homogeneous topics with only few outliers (e.g., “Stone Hallway...”,
“Owls”, “Ningaloo Reef”). Generally, an improvement over the baseline can be
observed but it is mostly marginal. This indicates that either the facets are
unsuitable to differentiate relevant from irrelevant images or the small number
of facets does not provide enough degrees of freedom for the adaptation.

Query 5NN provides the best adaptation in the low recall area whereas at
higher recall Query All performs better. This is not surprising considering the
above mentioned diversity and resulting sub-clusters within the topics. The more
specific the adaptation the more likely it will consider only neighbors of the same
sub-cluster as relevant and thus show superior performance for these images
while this overfitting leads to a penalty when trying to find other images of the
same topic (in the high recall range). Topic only leads to (small) improvements
on rather homogeneous topics such as “Paintings” and “Aboriginal Art”. For
the topics “Torii” and “Tibidabo”, its precision is close to zero and significantly
below the baseline. These topics were perceived as especially difficult by the
participants of the study because they are very divers and share visual similarity
only at a higher level of detail. E.g., the vermilion color of the Torii is very
remarkable but the respective objects often cover only a small portion of the
image.

Summarizing, it can be concluded that this setting does not have much po-
tential for adaptation it thus is unsuitable for a simulation of user-interaction.
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The potential could be increased by adding more facets that cover different as-
pects of visual similarity which may help to differentiate the images of a topic
from others. Alternatively, the information covered by the existing facets may in
fact be already sufficient for differentiation but the comparison (i.e. the distance
computation) takes place at a level that is too high to cover the inner-topic
commonalities. For instance, the remarkable color of the Torii is captured by the
SCD but in the current setting, we are only able to express that color in general is
important for comparison but cannot stress this specific color. Similarly, it would
make sense to emphasize vertical edges in the EHD for the Sagrada Famı́lia which
is not possible either. In order to make such fine-grain adaptations possible, the
respective sub-features currently hidden within the (high-level) facets need to
be made visible for adaptation by becoming (low-level) facets themselves. This
is covered by the next section.

5 Experiment 2: Extending the Number of Facets

As proposed in the previous section, this experiment investigates how the po-
tential for adaptation can be increased by replacing a high-level facet by a set
of low-level facets. Recall that a facet is defined by a set of features and a dis-
tance measure. Thus, in order to decompose a facet into sub-facets, it is not
sufficient to just identify suitable subsets of the feature set (possibly splitting a
feature further into sub-features). More importantly, it is also necessary to define
appropriate distance measures that work on the feature subsets in a way that
preserves the semantics of the original distance measure during aggregation by
linear combination.

In the following, we consider the SCD as representative example for decom-
posing a facet. (For the EHD and CLD similar transformations can be done
analogously using the histogram bins or the three coefficient vectors respec-
tively as sub-features.) We choose the SCD because a finer differentiation in the
color domain appears to be promising to increase performance on some of the
difficult topics such as “Torii”. The decomposition of the SCD is very straight-
forward as its distance measure (Equation 2) is itself an (equally) weighted sum
of per-coefficient distances. The SCD-facet can therefore simply be replaced by
64 SCD-coefficient-facets – each one considering a different coefficient and us-
ing the absolute value difference as facet distance measure. As a result, the
adaptation algorithm has now 63 more degrees of freedom. Figure 3 shows the
performance for running the experiment described in the previous section in this
modified setting. The performance improvement is now clearly evident through-
out all topic for all three adaptation levels. Query All outperforms the others
significantly, often achieving maximum precision in the low and middle recall
range. Query 5NN does well on the first ranks but its precision rapidly declines
afterwards which is a nice indicator for the overfitting that takes place here.
Topic lies somewhere in between the baseline and Query All – except for “Os-
aka Aquarium” where it has almost zero precision. This is somewhat surprising
as this topic is rather homogeneous. Examining the topic weights learned by the
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adaptation algorithm reveals that the weight are in the range [−3.7, 3.6] with
many negative values. This is caused by a known shortcoming of the adaptation
method that cannot prohibit negative weights (see Section 3). Other weightings
contain negative weights as well but are less extreme.

6 Experiment 3: Simulated User-Interaction

This experiment aims to simulate user-interaction as observed during the study.
The question to be answered is whether an automatic weight adaptation could
have helped the user in finding more relevant images for a topic through the
secondary focus of the SpringLens. Figure 4 shows the outline of the simulation
approach for a single session, i.e. finding five relevant images for a specific topic.

simulateSession(seed image seed, relevant images RELEVANT)
initialize ANNOTATED ← {seed}
repeat

ANNOTATED ← ANNOTATED∪ findNextImage(ANNOTATED, RELEVANT)
adapt weights
evaluate

until |ANNOTATED| = 5

findNextImage(annotated images ANNOTATED, relevant images RELEVANT)
// try to find a relevant image in secondary focus
for all query ∈ ANNOTATED do

NN ← getKNearestNeighbors(query, 5)
for all neighbor ∈ NN do

if neighbor ∈ RELEVANT \ ANNOTATED then
return neighbor

end if
end for

end for
// fallback: query with the newest annotated image
newest ← newestIn(ANNOTATED)
RANKING ← getKNearestNeighbors(newest,∞)
for all neighbor ∈ RANKING do

if neighbor ∈ RELEVANT \ ANNOTATED then
return neighbor

end if
end for

Fig. 4. Outline of the simulation algorithm

A first relevant image is required as seed for the simulation. After each additional
relevant image, the weights are adapted considering the three levels of adaptivity
introduced in Section 4 and evaluated afterwards. The simulated user’s strategy
to find the next relevant image relies on the secondary focus that contains the five
nearest neighbors of the image in primary focus. (This is the same setting as in
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the user study.) Directing the primary focus onto already annotated images, the
users tries to find another relevant image in secondary focus. If this fails, he looks
in the surrounding of the most recently annotated image (newest) – a region
that is most likely not fully explored yet. This is simulated by going through the
full similarity ranking of all images using newest as query and picking the first
relevant image that has not been annotated yet. (As all topics contain more than
five relevant images, this fallback strategy never fails.) To generate the ranking
and for finding the five nearest neighbors, the Query All weights are used that
performed best in the previous experiments. (For the first query with the seed,
no adaptation can be made because at least two annotated images are required.)

Figure 5 shows the performance after each iteration averaged over all seed
images for each topics. W.r.t. the user’s retrieval goal – finding five images for
each topic – two performance value are of interest: the precisions at rank 5 and
the number of new relevant images in secondary focus. The precisions at rank 5
refers to the portion of relevant images in secondary focus because it contains
the five nearest neighbors. Looking only at this value, the adaptation increases
performance significantly for Query All and Query 5NN – both having identical
values. For Topic, there is still an improvement in most cases. However, looking
at the precision values, it has to be taken into account that with each iteration
more relevant images are known to the user – and thus to the adaptation algo-
rithm. It would be easy for an adaptation algorithm to overfit on this information
by always returning simply the already annotated images as nearest neighbors.
This way, a precision of 4.0 could be easily reached after four iterations. While
such an adaptation could help to re-discover images of a topic, it is useless for
the considered task of finding new relevant images. This issue is addressed by
the number of new images in secondary focus performance measure. The values
reveal that for the hard topics like “Torii” or “Tibidabo” the adaptation indeed
leads to the above described overfitting and does not help much to find new
images of the same topic. However, for about two thirds of all topics the adap-
tation turns out to be helpful as between 1 and 5 new relevant images can be
found in the secondary focus. This value naturally decreases with each iteration
as previously new images become annotated. Further, overfitting may also be
involved to some extend but this cannot be measured.

7 Conclusion

We conducted three experiments to answer the question whether and how much
automatic similarity adaptation can help users in an exploratory retrieval sce-
nario where images are to be annotated with topic labels. As visual descrip-
tors the EdgeHistogram, ScalableColor and ColorLayout Descriptors from the
MPEG-7 specification were used. Similarity was adapted by changing the weights
for several distance facets. The first experiment revealed that the initial setting –
weighting three facet (one for each visual descriptor used) did not provide enough
degrees of freedom for the adaptation approach. Decomposing the ScalableCol-
orcDescriptor into its bins introduced additional low-level facets and increased
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the potential for adaptation significantly as shown the second experiment. In the
third experiment, user-interaction was simulated and the quality of the adapta-
tion evaluated. It can be concluded the adaptation is useful in the considered
retrieval scenario. The proposed decomposition approach is likely to work for
other complex feature descriptors beyond those covered here. However, this still
needs to be investigated more thoroughly.
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Abstract. Current multimedia search technology is, especially in com-
mercial applications, heavily based on text annotations. However, there
are many applications such as image hosting web sites (e.g. Flickr or Pi-
casa) where the text metadata are of poor quality in general. Searching
such collections only by text gives usually rather unsatisfactory results.
On the other hand, multimedia retrieval systems based purely on con-
tent can retrieve visually similar results but lag behind with the ability
to grasp the semantics expressed by text annotations. In this paper, we
propose various ranking techniques that can be transparently applied on
any content-based retrieval system in order to improve the search results
quality and user satisfaction. We demonstrate the usefulness of the ap-
proach on two large real-life datasets indexed by the MUFIN system.
The improvement of the ranked results was evaluated by real users using
an online survey.

Keywords: ranking, content-based retrieval, metric space.

1 Introduction

With the rapid growth of volume and diversity of the digital data, the need of
efficient storage and retrieval methods is indisputable. The traditional databases
are not suitable for many new complex data types, such as multimedia, DNA
sequences, time series, etc. Therefore, new methods of data management have
been intensively researched in recent years.

Multimedia retrieval systems usually use one of two general approaches. The
first one applies existing text-search mechanisms to retrieve the data based on
the descriptive annotations. Recently, this approach was enhanced using result
ranking with respect to content-based similarity [4]. Of course, the quality of
results depends on the quality of text metadata, which is often not very high
(especially in large general-purpose collections, such as web image galleries).

The second approach retrieves data by content. Data objects are indexed and
searched using features extracted from the data that describe their important
characteristics. The query-by-example paradigm is usually used for searching,
which enables a natural definition of a complex object query, e.g. an image. The
so-called content-based searching has been developing rapidly in recent years
and has already grown to the web dimension. However, it suffers from the well-
known semantic gap problem, i.e. the discrepancy between the similarity as
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computed using the descriptors and human understanding of similarity [14].
Existing solutions try to bridge the gap using semantics-learning mechanisms [8]
or iterative query refinement using relevance feedback [18].

While the text-based searching can be very successful in some applications, its
obvious drawback is that it cannot be used on data where the text metadata is
of low quality or not available. Here, the content-based approach is the only pos-
sibility. To overcome the semantic gap problem, the search engine can be trained
to recognize semantic categories. However, there are a number of scenarios when
the semantics-learning cannot be employed, e.g. in case of large datasets with
many ambiguous semantic categories, where the computer learning is infeasible.
Therefore, we need a general solution for fast content-based searching in data
with no (or poor) semantic information as a fall-back option for situations where
more precise approaches cannot be used.

Even though the concept of similarity is subjective and context-dependent,
the search engine usually employs a general measure of similarity to provide
fast retrieval. As a result, the retrieved objects are similar to the query in some
ways but may not be the most relevant according to the user. To demonstrate
this, imagine a user who searches for images of red apple and, based on visual
similarity, the system provides tomatoes and red balls in addition to red apples.

In this paper, we propose to overcome this problem by combining several
views on the relative importance of target objects. This method has already
been proved to be very successful in the text-based searching but has not yet
been used in a large-scale content-based retrieval. To provide efficient searching,
we first retrieve a candidate set of objects using a general similarity measure.
In the next step, other measures are applied on the initial result to adjust the
ranking of the objects so that the most relevant results are displayed to the user.
This solution has a number of advantages:

– Generality: Since the existing technologies for content-based searching are
typically based on the metric model, this approach enables to search effi-
ciently in a wide scope of data domains, ranging from multimedia to DNA
sequences. Even more general (non-metric) measures can be used in the
ranking phase where only a small number of objects needs to be processed.

– Query-by-example search: In many data domains, it is often difficult to
describe the required objects by text or other attributes – ”an image is worth
a thousand words”. The content-based search enables an example object to
be used to define the query.

– Multi-modal searching: The ranking concept enables to combine more
similarity measures. In particular, it can easily employ similarity measures
that are computationally expensive as well as to use information that is not
rich enough to provide a full-fledged result on its own.

– Flexibility: There are several sources of information that can be exploited
in the search process. The search engine has the knowledge of the data prop-
erties, can compute distances between pairs of objects, and use statistical
information about the collection. In addition, the system can interact with
the user or other systems to adjust or re-evaluate the ranking procedure.
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The rest of the paper is organized as follows. In Section 2, we discuss the most
relevant related work. We briefly introduce the content searching based on met-
ric space similarity in Section 3. Next, we formalize our concept of two-phase
searching in Section 4 and propose a basic classification of ranking methods.
User-satisfaction experiments with several ranking functions are described and
evaluated in Section 5.

2 Related Work

The concept of query result post-processing and ranking has been employed in a
number of search applications and strategies, both in text-based and similarity-
based retrieval. Most of the research has been done in image and video searching,
which is attractive for many users. In the text-based approaches, ranking is often
used to prioritize objects from the result that have similar visual content as the
query object. In content-based strategies, various post-processing methods try
to bridge the semantic gap and identify the most relevant objects.

The text-based search in images has been provided by many web search en-
gines for years. Recently, some of the major search engines (Google1, Bing2)
launched a new type of searching based on visual similarity of images. Both so-
lutions exploit visual ranking of search results acquired by text retrieval. The
Google approach [4] employs local image descriptors to measure the visual sim-
ilarity of images. The famous PageRank algorithm idea has been adapted to
VisualRank, which is used to propagate the similarity relationships in the result.
Since the complete evaluation of the ranking algorithm is expensive, the results
of visual search are precomputed for the more popular queries.

The Microsoft solution [16] is based on a similar concept, this time using both
local and global visual image descriptors to rank objects retrieved by the initial
text search. To obtain more precise results, the descriptors receive weights that
express their importance for that particular image set. Again, the image set is
modeled by a visual-similarity graph and the similarity information is propagated
to identify the most important nodes.

An interesting extension to these methods has been proposed in [9]. The
authors argue that the results of the visual ranking are often not satisfactory,
which is caused by the fact that the initial text-based search result is not good
enough to allow detecting important patterns for ranking. To overcome this,
they propose to combine results from multiple web search engines and provide
the CrowdRanking algorithm which identifies important visual features and ranks
the results.

The text information associated with multimedia objects is often in the form
of tags, i.e. keywords provided by users. Tagging is popular especially in social
media repositories such as Flickr3 and can be exploited in search processes. The
authors of [6] investigate ways of differentiating between content-related and
1 http://images.google.com/
2 http://www.bing.com/images
3 http://www.flickr.com

http://images.google.com/
http://www.bing.com/images
http://www.flickr.com
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content-unrelated tags by the means of WordNet relationships between semantic
concepts. Another study [7] explores the ways of determining ranking of tags
according to their relevance.

One of the weaknesses of text-based search is the ambiguity of search terms.
An active ranking strategy was proposed in [15] where a small set of images that
represent different concepts is chosen from the result of the text-based search
and displayed to the user for evaluation of relevance. The user input is used to
disambiguate the search.

In case of results obtained by content-based searching, the post-processing
methods try to filter out less interesting objects from the result, usually by
means of result clustering. Two quality aspects that are mostly addressed are
the presence of too many near-duplicates in the result set and the occurrence of
objects that are not relevant from the user’s point of view. For the first problem,
a definition of a new distinct nearest neighbors query is provided in [13]. Such
query only returns distinct objects, i.e. objects with mutual distances greater
than some predefined constant denoted as the separation distance. To eliminate
the less relevant objects, several methods have been proposed that try to analyze
the relationships between the objects in the result set and identify the ones that
are most important in some sense, e.g. they are most similar to the rest of
the result. In [12], four methods of result ranking using clusters are presented,
e.g. by penalizing objects in clusters other than the query object’s cluster. The
authors of [5] propose to use dynamic clustering, where the distance function for
clustering is chosen with respect to the importance of individual features for the
given query.

3 Content-Based Searching Using Metric Spaces

In our approach, the similarity is modeled by using a generic metric space ab-
straction. The image visual descriptors that are usually used in the field of image
retrieval, e.g. the global descriptors defined in the MPEG-7 [10], in fact satisfy
properties of the metric spaces and thus can be used in metric-based indexing
engines. In order to work with very large collections of data, we employ the
scalable indexing infrastructure of the Multi-Feature Indexing Network [11]. It
is a versatile and highly modular similarity framework built on top of MESSIF
library [2] which provides indexing layers as well as user and programming in-
terfaces. Since the system works with any metric data, it allows us to work with
a wide variety of data types including images.

3.1 Metric Space Approach

The metric space [17] is considered to be the most general data model for similar-
ity search which can still be indexed and searched efficiently. The model treats its
data as unstructured objects together with a function which measures proximity
of object pairs. Formally, the metric space M is a pair M = (D, d), where D is
the domain of objects and d is a total distance function d : D×D −→ R satisfying
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the following postulates for all objects x, y, z ∈ D: the reflexivity d(x, x) = 0, the
strict positiveness d(x, y) > 0, the symmetry d(x, y) = d(y, x), and the triangle
inequality d(x, y) ≤ d(x, z) + d(z, y).

The semantics of this concept is: The smaller the distance between two objects,
the more similar they are. The metric space is typically searched by queries
which follow the query-by-example paradigm. A query is formed by an object
q ∈ D and some constraint on the data to be retrieved from the indexed dataset
X ⊆ D. There are two basic types of these queries: (1) the range query R(q, r),
which retrieves all objects o ∈ X within the range r from q, and (2) the nearest
neighbors query kNN (q, k), which returns the k objects from X with the smallest
distances to q.

3.2 Multi-Feature Indexing Network

The Multi-Feature Indexing Network (MUFIN) [11] is a general purpose search
engine that exploits results of more than ten years of research of the metric-
based techniques. It allows to plug-in different metric indexing techniques and
bind them together by various programming interfaces into a coherent system. A
strong emphasis is put on scalability, so the system can process data collections
of really big volumes. Moreover, the system provides easy-to-use user interfaces
that can be used to offer the searching capabilities to any user. The system is
also able to gather various statistics and thus can be easily adjusted to perform
user satisfaction surveys and testing new searching paradigms.

In this paper, we use two instances of the MUFIN system for evaluating the
results of content-based similarity queries. The capabilities of MUFIN allowed us
to retrieve the results very fast even for large collections of data and its interfaces
made it possible to plug-in the proposed ranking algorithms seamlessly into the
web user interfaces.

4 Ranking

Ranking is often considered an integral part of the search process – search engines
retrieve ranked results. However, we argue that it is more convenient to treat
searching as a two-phase process, distinguishing between the initial search phase,
which retrieves suitable candidates, and the ranking phase. The crucial difference
between these phases is that in the first phase, the whole dataset is searched while
only a small subset is processed in the second phase.

Let us now formalize the two search phases as functions over the data space
M = (D, d). The initial search Finitial may be performed by any standard metric
search query operation returning a set of k objects relevant to the given query
object q, e.g. the k-nearest neighbor search (kNN) or the range search. In our
framework, we choose the kNN search as the most convenient, since users do
not need any prior knowledge about the distances in the dataset.

Finitial(q) = R ⊆ D, |R| = k
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In the ranking phase, a function Frank : D �→ N is applied on the result of the
initial search Finitial to establish a new rank of each object. In fact, the ranking
function depends on the context in which it is evaluated and its computation
may contain additional context-derived parameters. To increase the readability
we relax the strictness of the function definition by including the context pa-
rameters in RANKtype function as needed. We will discuss the possible context
parameters later.

Frank(o) = RANKtype(o, context) = i,
i is the rank of the object o ∈ Finitial in the given context

The ranking function Frank must satisfy the following unambiguity condition:

∀o1, o2 ∈ Finitial(q) : (Frank(o1) = Frank(o2)) ⇒ (o1 = o2).

Even though the user is interested in the first k objects with k typically ranging
from 10 to 100, the initial search should provide significantly more objects in
order to allow the ranking to show interesting new data. Note that the larger
the initial result set is, the higher the chances of having more relevant objects
are. On the other hand, if the initial result is too large, the post-processing step
might be too costly. Therefore, the choice of the initial result size k′ needs to
balance the following three factors: the costs of the initial search for k′ best
objects, the cost of ranking the k′ objects, and the probability that there are at
least k relevant objects in the initial result of size k′.

In the following sections, we present several different types of ranking func-
tions that are orthogonal to the content-based similarity. Thus, the visual simi-
larity of the image is supplemented by its semantic content expressed by textual
annotation. We split the ranking functions into two categories – functions that
can automatically rank the initial results based on the retrieved data and user-
defined ranking where users actively participate in the process of defining the
ranking function.

4.1 Automatic Ranking

As automatic we denote ranking methods that compute the result ranking using
only the query context information, i.e. the query definition and the statistical
properties of the initial result R. When the initial set is retrieved by a visual
content, a successful ranking needs to exploit additional information available
for data objects that was not used in the initial content-based search, e.g. key-
words, location, searching object popularity, number of purchases of the object,
etc. A more sophisticated ranking can try to identify and exploit some pat-
terns in the properties of objects in the initial result, e.g. the most important
keywords, or visual features in case of images. Finally, the ranking phase may
also include another type of content-based similarity search. Naturally, several
ranking functions can be combined to provide the final order of objects.

In the following we focus on text-based automatic ranking in collections with
annotations of various quality, which is common in many web applications such
as photo galleries.
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Keyword Ranking. Inversely to the search model applied by the common web
search engines that combine text-based retrieval and visual ranking, we propose
to rank the content-based search result with respect to keywords of the query
image. We measure the similarity between two sets of keywords by the Jaccard
coefficient (see [17] for a formal definition of the Jaccard similarity).

RANKqueryObjectKeywords(o, R, q) = i ∈ N, i = |X |, X ⊆ R, ∀x ∈ X :
(dJaccard(q.keywords, x.keywords)
< dJaccard(q.keywords, o.keywords))

This ranking method is intended for data with rich and reliable annotations. In
order to broaden the ranking range, we apply stemming and use WordNet to
retrieve the keywords from semantic relationships as suggested in [6]. Using the
WordNet, we also remove all words that are not nouns, verbs or adjectives.

Word Cloud Ranking. For data with sparse and erroneous text metadata,
the keyword ranking is not applicable. In this case, we propose to exploit the
keywords of all objects in the initial result. The keywords are first cleaned and
broadened by WordNet as anticipated above. Then we compute the frequencies
of the keywords from all the objects in the initial result. We call the resulting set
of keywords with their frequencies the word cloud. Finally, the ranking employs
the most n frequent words from the cloud (denoted as R.wordCloud.top(n)) as
the query object words in the text-similarity evaluation. Please note that the
object keywords o.keywords in the following definition are the keywords of the
respective object cleaned by the WordNet as described above.

RANKwordCloud(o, R, q, n) = i ∈ N, i = |X |, X ⊆ R, ∀x ∈ X :
(dJaccard(R.wordCloud.top(n), x.keywords)
< dJaccard(R.wordCloud.top(n), o.keywords))

Combined Visual and Text Ranking. In the previous methods, we have
only used the textual (keyword) information for the ranking, ignoring the initial
ranking of the visual (content-based) search. However, since the initial result
is retrieved using the kNN query which provides the ranking of its own (the
metric distance to the query object q), it may also be useful to add it into
the final ranking. Therefore, we enrich the RANKqueryObjectKeywords method
by summing with the distance of the respective object from the visual space.
Note that since the Jaccard measure gives values between zero and one, we need
the visual distance to be normalized so that both of the two summed distances
influence the ranking accordingly. Thus, we multiply the visual distance by a
normalization factor f (e.g. the maximal distance in the dataset).

RANKqueryObjKwAndV isual(o, R, q) = i ∈ N, i = |X |, X ⊆ R, ∀x ∈ X :
(dJaccard(q.keywords, x.keywords) + f · d(q, x)
< dJaccard(q.keywords, o.keywords) + f · d(q, o))

Adjusting the factor f can also be used to strengthen or diminish the impact
of the visual descriptors on the ranking. Moreover, the RANKwordCloud can be
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modified in a similar fashion resulting in the RANKwordCloudAndV isual function
that combines the results of the word cloud ranking with the visual distances.

Adaptive Keyword/Cloud Ranking. For datasets where some objects are
poorly annotated or there is no annotation at all but some objects have a good
metadata, it can be beneficial to adaptively choose a ranking method. Therefore,
we propose the following heuristic that combines the previous raking methods.
Given the query object’s keywords and the word cloud of the initial result,
we prepare the set of adaptive keywords A as follows. First, all the cleaned
keywords of the query object are inserted. If there are less than c of these, the
most frequent cloud words are added. However, the cloud words must exhibit
some minimal frequency t to be considered relevant. Note that the WordNet
cleaning and enrichment as defined above is used. The final ranking is computed
as a combination of the text ranking defined by the described keyword set and
the initial visual ranking.

RANKadaptive(o, R, q, c, t) = i ∈ N, i = |X |, X ⊆ R,
A = q.keywords ∪ R.wordCloud.top(c − |q.keywords|, t), ∀x ∈ X :

(dJaccard(A, x.keywords) + d(q, x)
< dJaccard(A, o.keywords) + d(q, o))

4.2 User-Defined Ranking

As we have discussed in the introduction, the understanding of similarity is
subjective and varies in different conditions. Therefore, it is not always possible
to obtain the optimal result automatically and the user needs to cooperate with
the system. In this case, the system displays the results of the initial search
and requires additional user input for the ranking phase. A new query object, a
measure of the relevance of the initial result, or a specification of relevant values
for associated object metadata are a few examples of possible user input for the
ranking phase.

While the user-defined ranking functions can be very powerful, they need
attention, knowledge, and time from the user. Therefore, these are only intended
as advanced options for more experienced users. In the following subsections, we
define two ranking functions for advanced searching in image data with text
annotations.

Relevance Feedback Ranking. In some search systems, users can provide a
feedback on the relevance of results and ask for a refined result. To provide this,
the system uses the relevance information to modify the query object or the
similarity measure (see [18] for more details). This may be repeated in several
iterations which finally produce a better result but may take a considerable
amount of time, as a new query needs to be evaluated in each iteration. Therefore,
we propose to implement the relevance feedback as the ranking function. Users
choose relevant objects from the initial result and the ranking function defines
the final rank as a function on the content-based similarity to each of the objects
marked as relevant.
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RANKrelevanceFeedback(o, R, dagg, [q1, . . . , qn]) =
i ∈ N, i = |X |, X ⊆ R, ∀x ∈ X :

dagg(d(q1, x), . . . , d(qn, x)) < dagg(d(q1, o), . . . , d(qn, o))

Any monotonic function can be used as the aggregation function dagg , for in-
stance SUM, MIN or MAX.

User-Defined Keyword Ranking. Keywords may provide a strong ranking
tool but automatic approaches may not always guess the optimal set of words.
This method allows users to define the relevant keywords themselves.

RANKselectedKeywords(o, R, keywordSet) =
i ∈ N, i = |X |, X ⊆ R, ∀x ∈ X :

(dJaccard(keywordSet, x.keywords)
< dJaccard(keywordSet, o.keywords))

One way of using this type of ranking is to let the users type any keywords they
consider relevant. However, there is a high possibility that their choice will not
match the keywords used in the images’ metadata. Therefore, we allow the users
to choose from the list of keywords contained in the initial result.

5 Experiments

To evaluate the quality of all the ranking functions defined in Section 4, we
have organized several user-satisfaction surveys. We have provided a simple web
interface where the participants were shown the initial and the ranked result sets
and then they had to mark the relevant objects. In the two cases of user-defined
ranking, the participants were first asked to choose the relevant objects/words
from the initial result and then they evaluated the new ranking. About 40 users
of different age, sex and computer skills participated in the experiments.

For the experiments, we used two different datasets. Dataset 1, which comes
from a commercial microstock site, contains high-quality images with rich and
systematic annotations. This dataset contains 8.3 million images and the content-
based similarity is defined as a combination of color layout, scalable color, region
shape and edge histogram MPEG-7 descriptors [10]. Each image is annotated by
about 25 keywords on average. Dataset 2 contains images from the Flickr web
site and exhibits worse quality of images and sparse and erroneous keywords.
This dataset is formed by 100 million images each of which is represented by
five MPEG-7 descriptors (see [3] for more information). The effectiveness of the
visual search in Dataset 2 using the MUFIN system was published in [1]. The
results indicate that even though the effectiveness is satisfactory, there is still
space for improvement.

In each set of experiments, we used 50 randomly chosen query objects. For
an easy visualization of several result sets on a screen, we only used a result set
with 10 objects. In the initial nearest neighbor search we always retrieved 200
objects, which were conveyed to the ranking function.

We express the user-perceived quality of each result as the ratio of the number
r of objects marked as relevant to the number t of all displayed objects from
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the result. We denote this measure as the result quality throughout this section.
Note that this measure is not the same as the well known precision metric, since
in our case, there is no ground truth to compare with. In fact, the understand-
ing of similarity is highly subjective and therefore each user may have his/her
own ground truth. Consequently, 100% quality may not be reachable using this
measure if there are less than t relevant objects in the dataset. Unfortunately,
there is no feasible way of determining the individual ground truth sets.

5.1 User-Defined Ranking

In this section, we summarize the results of the user-satisfaction with the two pre-
viously defined user-interactive ranking functions. Apart from evaluating their
performance, we also used the experiments to find out about the usefulness of
the ranking in principle – we asked the users for their opinion whether they want
to try ranking for each result. About 50% of results over Dataset 2 (the worse
one) and 72% of results over Dataset 1 were considered worth trying; the rest
of the result sets was either perceived as already too good (17 % for Dataset 1)
or too bad (33% for Dataset 2). In case of Dataset 2, we remark that the low
quality of results as perceived by users is caused by the low quality of some of
the randomly picked query images rather than bad performance of the initial
searching.

Relevance-Feedback Ranking. We ran a set of experiments on each
of the two datasets to test the RANKrelevanceFeedback. For the Dataset 1
(which is smaller), we also evaluated a multi-object query in order to com-
pare the ranking results with the precise evaluation. The multi-object query
mkNN(q1, q2, · · · , qn, k) retrieves k objects that are most similar to a set of
given query objects, i.e. objects that have the k lowest sums of distances to each
query object d(q1, o) + d(q2, o) + · · · + d(qn, o). Note that a precise answer for
user supplied feedback objects can be retrieved by this query.

Fig. 1. User-defined ranking: relevance-feedback ranking (left), user-defined text rank-
ing (right)

In the experiments, users were asked to choose any number of relevant objects
from the displayed top-10 images from the initial result. Figure 1 shows an initial
result set (Phase I) with the user-selected preferences marked by red border
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and the final result set after the ranking was applied (Phase II). The actual
aggregation function used in the ranking process was SUM.

In the following table, we compare the quality of results obtained by initial
searching, ranking, and multi-object query evaluation.

Dataset 1 Dataset 2
result quality result quality

Rinitial 39.5% 35.3%
RANKrelevanceFeedback 59.2% 48.0%
Multi-object query 60.2% —

We can observe that the number of relevant objects in the initial result (i.e.
ranked by the content-based similarity to the single query object) is increased
significantly in both the experiments. Moreover, the ranking produces results
of nearly the same quality as the full evaluation of the respective multi-object
query, which finds the images most similar to all the query objects selected by
the user precisely from the whole dataset. This confirms our assumption that
there are enough good objects in the initial result.

Text Ranking. The ranking based on users’ choice of keywords was evaluated
only for the Dataset 1. Participants of the experiment were shown the initial
result and a set of keywords, which comprised all keywords of the query object
combined with the 50 most frequent keywords from the word cloud – we have
not shown all the keywords to keep the list accessible. Different font sizes were
used for the display of the keywords to emphasize the most frequent ones, as
depicted in Figure 1 (right). Users were asked to choose any number of relevant
keywords and evaluated the ranked result. The following table summarizes their
satisfaction.

Result quality
Initial result 34.1%
Ranked result 48.6%

The results show that the keyword-based ranking increase the user satisfaction
by 15%. On average, the users selected 3-4 words per search and the collected
data also indicate that the more keywords were issued, the higher the satisfaction
with the result was. About 90% of all keywords selected by users belonged to
the query object keywords. This confirms our assessment of high quality of the
annotations in Dataset 1.

Consistency of User’s Preferences. We can make some observations on the
behavior of users during the search process, which may be useful for further
improvements of the automatic ranking methods. Although the users were not
given any advice on how to decide the relevance, their evaluation of (ir)relevance
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of given object in a particular result was very consistent – on average, more than
80% of users agreed on a relevance of a given object. In the phase of selecting
words or images for ranking, the same object was chosen as preferred by 60-70%
of users on average. This implies that some kind of a general truth exists that
is favorable in most situations. It is therefore realistic and reasonable to develop
automatic methods that try to find the relevant objects by the analysis of human
preferences.

Selection of Initial Result Size. We have also focused on the changes of
effectiveness when the size of the initial set k′ is increased. In particular, Figure 2
shows the percentage of the relevant objects in the results set as specified by the
users when the k′ was varied from 10 to 200 on Dataset 1. The same user-defined
ranking and k = 10 final results as in the previous experiment were used.
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Fig. 2. Influence of the initial result set size on the number of relevant objects

As expected, we can observe that the effectiveness of the ranking increases
with the size of the initial set. The improvement is increasing quickly as first,
but as the size of the initial set contains more objects fewer relevant objects
appear in the set reaching nearly 97% of all relevant objects at the size 200.

5.2 Automatic Ranking

Another set of experiments was designed to test the performance of the proposed
automatic ranking methods over the two datasets with different characteristics.
In this case, participants of the experiments were shown several sets of results
on one page and asked to mark the relevant ones. Figure 3 shows a part of one
such screen.

Some of the automatic methods are further specified by parameters. In par-
ticular, the RANKwordCloud and RANKwordCloudAndV isual functions may work
with a variable number of most frequent words. In the experiments, we tested
two values of the parameter to understand its influence on the quality of results.
The values 5 and 10 were chosen using our experience from the user-defined
ranking. The following table comprises the obtained statistics.
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Fig. 3. Automatic ranking: a) Rinitial, b) RANKwordCloud(o, R, q, 5),
c) RANKwordCloud(o, R, q, 10), d) RANKqueryObjectKeywords(o, R, q), e)
RANKqueryObjKwAndV isual(o, R, q)

Dataset 1 Dataset 2
result quality result quality

Rinitial 36.2% 23.5%
RANKwordCloud(o, R, q, 5) 33.2% 25.4%
RANKwordCloudAndV isual(o, R, q, 5) 41.3% 32.5%
RANKwordCloud(o, R, q, 10) 35.1% 24.9%
RANKwordCloudAndV isual(o, R, q, 10) 42.0% 33.7%
RANKqueryObjectKeywords(o, R, q) 55.4% 41.1%
RANKqueryObjKwAndV isual(o, R, q) 56.8% 43.0%
RANKadaptive(o, R, q, 10, 10) 56.8% 45.4%

Clearly, the best results for Dataset 1 are achieved when the keywords of
the query object are taken into consideration. This observation conforms to the
conclusion we derived from the user-defined ranking experiments. The adaptive
ranking technique used the same keywords as the RANKqueryObjKwAndV isual

most of the time. As for Dataset 2, the query object keywords cleaned and
enriched by the WordNet allow 10% improvement of result quality. However,
the best results were obtained by the adaptive ranking which capitalized on the
cloud information combined with query object keywords.

Let us recall here that the quality of results is upper-bounded by the quality
of the data and in many cases it is not possible to obtain 100% quality. However,
for any number of relevant objects in the dataset, a good retrieval system should
rank them on the top positions. Therefore it is reasonable to compare search
results with respect to the rank of relevant objects. A possible metric used for
this purpose is the Spearman footrule [17], which requires the ground truth. As
we do not have this, we proposed a different measure of rank quality, which we
call sparseness. This metric is defined as the average number of irrelevant objects
between two adjacent relevant ones. In an optimal search, the sparseness of a
result is 0. The following table shows this measure evaluated for the initial result
and the best of our ranking methods.
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Dataset 1 Dataset 2
result sparseness result sparseness

Rinitial 1.43 1.29
RANKadaptive(o, R, q, 10, 10, 10) 0.63 0.67

5.3 Processing Time

As one of our objectives is effective and efficient processing of large datasets, we
also need to discuss the relationships between obtained quality and computation
costs. The initial searching exploits a scalable and efficient metric search infras-
tructure (see Section 3 for more details) which provides retrieval with nearly
constant costs. The average response time of the initial search in this implemen-
tation is 500 ms. The ranking phase costs depend on the number of processed
objects. The average time needed for post-processing of a dataset with 200 ob-
jects is about 30 ms. Let us recall that the post-processing provides results of
a quality comparable to the results of the multi-object query, which guarantees
precise results (see Section 5.1). However, the costs of a precise evaluation of the
multi-object query is much higher, ranging from seconds to tens of seconds.

6 Conclusion

In this paper, we have focused on improving the quality of results retrieved by
content-based search engines via ranking. In our scenario, first an initial result
set is retrieved using a standard search engine. Then, a ranking function is
applied on the results to push the more relevant objects to the top of the rank
list using an orthogonal similarity measure. This approach has several benefits
– it can be applied to any search engine, there are no restrictions on the ranking
function, and it allows to combine orthogonal views on the returned objects
without computationally expensive combination techniques.

In particular, we have retrieved images by visual content and then ranked the
result using text annotations. We have compared 7 different automatic rank-
ing methods that worked on the images’ keywords and 2 user-defined ranking
methods where the feedback from the user was gathered. Since the similarity
of images is subjective, we have measured the quality improvements by several
user surveys with about 40 users of different age, sex and computer skills. Our
experiments show that the ranking improved the satisfaction of users signifi-
cantly – it has nearly doubled the quality of the results. We have also shown
that even though the query result set still contains some irrelevant objects, the
most relevant ones were pushed to the top.

The performance of the ranking methods depends heavily on the relevance of
data objects in the initial result set. In the experiments, we have verified our
assumption that there is a significant amount of relevant objects in the result
of a general content-based search that are scattered among other objects and
thus do not appear on the first result page. When several hundred top-ranking
objects are submitted to the ranking method, the final result is comparable to
the result of a much more expensive query processing over the whole dataset.
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Abstract. As the volume of non-textual data, such images and other
multimedia data, available on Internet is increasing. The issue of identi-
fying data items based on query containment rather than query equality
is becoming more and more important. In this paper, we propose a so-
lution to this problem. We assume local descriptors are extracted from
data items, so the aforementioned problem reduces to finding data items
that share as many as possible local descriptors with the query. In par-
ticular, we define a new ε-intersection for this purpose. Local descriptors
usually contain the location of the descriptors, so the proposed solution
takes them into account to increase effectiveness of searching. We eval-
uate the ε-intersection on two real-life image collections using SIFT and
SURF local descriptors from both effectiveness and efficiency points of
view. Moreover, we study the influence of individual parameters of the
ε-intersection to query results.

Keywords: proximity-based order-respecting intersection, sub-image
search, image database, experimental trials.

1 Introduction

The complexity of search in current business intelligence systems, academic re-
search, or even the home audiovisual databases, grows up rapidly. Users require
searching not only by specifying values of attribute-like data, such as file name,
creation time and keyword, but also by the content of their data. For example,
the user sees a cathedral while watching a movie but he or she is not sure whether
he or she visited that place or not. Using this snapshot a private collection of
holiday photos can be searched for images containing that cathedral. In theory,
it is not sufficient to store data and search them by exact match but rather by
means of similarity, i.e. retrieving data items similar to a query item. Similar-
ity searching is especially requested in multimedia databases [1], digital rights
management, copy detection, computer aided diagnosis [2], astronomy [3], biol-
ogy [4,5], chemistry [6,7], and psychology (e.g., factor analysis, cluster analysis,
multidimensional scaling, Shepard’s generalization model, and various contrast
models). In these fields, theoretical primal background for querying or question-
ing by similarity is defined.
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In this paper, we focus on distance measures and similarity functions applied
to audiovisual data and present a way of adopting the idea of property sharing
– contrast models – for the approximate similarity searching. In practice, we
propose a solution to retrieving database images that contain an object captured
in a query image. In general, an audiovisual data item (object) is preprocessed
and a high number of so-called features is extracted. Each feature describes
a region of the object exactly or in a simplified way. We assume the following
properties hold: (a) described regions can overlap one another, but they must
not cover the whole object; (b) features are addressable within the object (in
any suitable coordinate system). Such view is satisfied by SIFT [8] or SURF [9]
local descriptors, for example.

There are two main contributions of this paper. Firstly, it presents the new
similarity function called proximity-based order-respecting intersection and de-
noted as ε-intersection. For a query characterized by a set of features, this func-
tion finds the most similar objects that contain as many similar features as
possible. This similarity function could be used directly as the function for eval-
uation of distance between two multimedia objects, or as a basic component for
forming complex similarity functions, e.g., à la Jaccard index/coefficient [10,11]
and Tversky’s feature contrast model [12]. Secondly, a new retrieval set reduc-
tion method based on ε-intersection is proposed. This method can reduce the
amount of features processed and compared during querying, so processing time
is decreased.

For simplicity of the formal definitions we assume that database images con-
tain the query images only once (the query object does not repeat within an
object). Our approach can be slightly modified to handle also this situation, but
even the solution presented in this paper is capable of answering the question
“Is this query image contained in an image in the database image?”.

2 Related Work

Searching for sub-images in an image database and copy-detection of images have
been studied by various researches, mostly from the computer vision groups.
They usually focus on the efficient image representation, indexing techniques,
and ways of defining queries rather than on data organization. The most common
approach discussed in literature proceeds from so-called information reduction
techniques. This approach focuses on the compressing the space needed to encode
one feature. This is done by a dimensionality reduction technique, e.g., locality
sensitive hashing (LSH) and k-means clustering.

In [13], the authors present a solution to storage implementation of the LSH-
coded descriptors that allows searching for sub-images in linear time. However,
this implementation does not handle the spatial position of features. Another
retrieved information reduction [14] uses the properties of PCA-SIFT descrip-
tors [15] directly. In particular, their hierarchical ordering and bit representation
of each feature are used. This leads to the most-significant bit index files, which
are memory-oriented structures storing bit prefixes of PCA-SIFT descriptors.
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Neither this technique indexes the spatial information. In [16], the geometric
min-hash (GmH) algorithm is proposed. It is based on the original min-hash [17],
but it incorporates the spatial context of features. From the searching point of
view, it identifies regions in an image in which the identical or almost-identical
groups of features with respect to the query image occur. It eliminates the fea-
tures that are encoded to one visual word, which can cause problems when
processing repeating patterns or when the queried sub-image occurs in the orig-
inal image multiple times. By analogy to our approach, GmH optimizes the
retrieval process by selecting some important features (anchors). However, only
small spatial surrounding is considered instead of taking into account spatial
order of features. Spatial order offers better rotation invariance. GmH is limited
to small query images. At last, the method presented in [18] finds small logos
in a natural image collection. SIFT features are reduced using the multi-probe
locality sensitive hashing [19]. To determine the geometrically close features the
RANSAC algorithm [20] is applied. The similarity score is eventually evaluated
using an affine transformation model.

In contrary to the approaches mentioned above, the authors of [21] does not
use local descriptors for the searching, but global features taken from MPEG-
7 specification. Namely the edge-histogram and the color layout descriptors are
used. Images in the database as well as the query image are segmented to chunks
of pre-defined size and the mentioned features are extracted. Searching procedure
then finds correspondence between the database images and the query image.
For good retrieval results of sub-images segments of an image must overlap
significantly, so this technique must be tuned properly. For this reason, we favour
the local descriptors.

If a distance measure based on local descriptors is defined, it can also be used
in different similarity searching models and can be applied in various applica-
tions, such as in architecture [22] or speech recognition [23].

3 Proximity-Based Order-Respecting Intersection

We represent real-world objects (texts, pictures, audio samples, etc.) as entities
where each entity has a unique identification and is characterized by a set of
features. We assume that the number of features can vary in entities, i.e. de-
pending on the content of the entity, the number of extracted features may be
different. Moreover, we distinguish two parts of each feature: the locator and the
descriptor. The form and representation of locators and descriptors conform to
a chosen system. Usually, the locator is expressed as a low-dimensional vector
in some generally-used coordinate system. A descriptor can be a SIFT [8] or
SURF [9] local descriptor, but we are not limited only to them. In general, most
of the feature types employed in computer vision satisfy these requirements. In
addition, our presented method handles also similarities between textual data,
video sequences or 3-dimensional models without any modifications.

To compute similarity between two entities, we have to compare the corre-
sponding sets of features. This is usually solved by evaluating intersection of
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the sets. The traditional mathematical definition of intersection compares the
elements on equality (i.e. the descriptors must be identical), which is not suffi-
cient for our needs. Thus, we consider two elements as one if and only if their
descriptors are “close”. Moreover, the positions of elements should be respected,
i.e. the locators of near elements should be “close” too. Adopting the approach
of multi-sets and computing intersection over them would be promising but the
multi-set resulting from such intersection does not contain any information about
the original elements. Moreover, the issue of combining close elements into one
should be addressed. This may be solved by taking one of the close elements as
the representative in the result or computing a new, possibly “middle”, element
of them. Nonetheless, the middle element cannot be generally obtained correctly
due to its complex internal structure, e.g., in metric spaces we are not able to
“compute” a new object. Also taking only one representative might not be de-
scriptive enough. For the same reason, the approach based on fuzzy sets [24]
cannot be applied. As a result, a special solution that constructs a theoretical
framework and allows an efficient implementation at the same time is needed.

Before presenting the proposed solution to compare entities, we introduce
necessary formal definitions of the feature and entity.

Definition 1 (Feature). Feature f is an ordered k-tuple, f = (p1, p2,. . . , pk),
0 < k < ∞ of attributes (components) so that ∀i : pi ∈ 〈0, 1〉 ⊂ R. The first
d attributes form the locator of the feature, i.e. the locator is a d-dimensional
vector (p1, p2, . . . , pd). The remaining k − d attributes form the descriptor, i.e.
(pd+1, . . . , pk). The set of features f having the same structure, i.e. the same size
and meaning of locator and descriptor, is denoted as F .

For exposition purposes, we use f | pi to denote the attribute pi of the feature f .
While f |Loc and f |Desc denote the locator and descriptor of f , respectively.

Definition 2 (Entity). Let E be a finite set of vectors (ordered tuples) of F
of the length one or two, such that E =

{
Fi|Fi ∈ P(F )k, k = 1 ∨ k = 2

}
, where

P(F ) is the power set of F . We denote the length of the vector Fi as |Fi|. We
denote the j’s constituent (vector element) of Fi as F j

i . The value of F j
i could be

“undefined” if j > |Fi|. We also define that fi ∈ Fk for any Fk ∈ E ⇔ fi = F j
k

for any 1 ≤ j ≤ |Fk|. If ∀Fk ∈ E and ∀fi ∈ Fk there does not exist any Fm ∈ E,
k = m : fi ∈ Fm, then E is called entity.

In particular, this definition allows an entity to consist of one- or two-element
vectors. The two-element vector represents a pair of close features, i.e. the fea-
tures considered as one by an intersection function (see the next section for de-
tails). An entity representing an audio-visual object contains only one-element
vectors, e.g., SIFT local descriptors. For simplicity, P(F ) will denote the system
of entities from now and on.

Definition 3. Let E be an entity such that E = {F1, F2, . . . , Fn}, n = |E| and
∀Fi : |Fi| = 2. Then we define the function σi

α : P(F ) �→ R
n, σi

α({F1, F2, . . . ,
Fn}) = (F i

1 |pα, F i
2 |pα, . . . , F i

n|pα), i ∈ {1, 2}; pα is the αth component of the
feature F i.
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Definition 4. We define π as the permutation of R
n as follows: π = (ri1 , ri2 , . . . ,

rin) (rij < rij+1 ) ∨ (rij = rij+1 ∧ ij < ij+1). We also define π−1(ri) as the iden-
tification of the position of element ri in the permutation π.

Such permutation can be used to construct a function which measures the dis-
tance between two vectors of natural numbers. This function, called ord, takes
two permutations π(R), R = (r1, . . . , rn), and π(S), S = (s1, . . . , sn), and eval-
uates the difference between them, i.e. ord : N

n ×N
n �→ R. For example, the ord

function can be defined as follows:

– The number of permuting positions:

ord(π(R), π(S)) =
n∑

i=1

{
0 if π−1(ri) = π−1(si)
1 otherwise

– Spearman’s Footrule, the absolute value of differences between positions:

ord(π(R), π(S)) =
n∑

i=1

|π−1(ri) − π−1(si)|

– Spearman’s Rho;
– Kendall’s Tau;
– and others.

Having the definition of the ord function, we can define the ORD function eval-
uating the order error in all dimensions of entities’ locators.

Definition 5 (ORD function). Let E be an entity and ord be a function N
|E|×

N
|E| �→ R. We define the function ORDα : P(F ) �→ R such that

ORDα(E) = ord(π(σ1
α(E)), π(σ2

α(E))),

Let the dimensionality of locator be d. Then the ORD function is defined as the
weighted sum

ORD(E) =
d∑

α=1

wαORDα(E),

w = (w1, . . . , wd) ∈ R
d is a user-defined parameter.

In particular, the ORD function evaluates the number of well-ordered locators
gradually for individual locator elements (dimensions). In other words, this func-
tion is used to filter out matching pairs of descriptors but which are not in the
same order in the query and in a database object. Please remark that the spa-
tial distribution of features is crucial to identify a correct match. For example,
searching for sub-images based on comparing descriptors only leads to false pos-
itives in the query response, i.e. images containing features similar to one in the
query image but differently positioned, so representing a completely different
object than the one captured in the query.

Finally, we define the ε-intersection that identifies pairs of features between
two images that are similar (in their descriptors) and well-ordered (in their
locators).
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Definition 6 (ε-intersection). Let the parameter ε and the functions δ and
ORD are defined. For any two entities A, B ∈ P(F ) the ε-intersection function
∩ε is defined as A ∩ε B = {(ai, bj) | ai ∈ A, bj ∈ B} if ∀ ai ∈ A, bj ∈ B the
following holds:

(ai, bj) ∈ A ∩ε B ⇔
δ(ai |Desc, bj |Desc) ≤ ε ∧
¬
(
∃ak ∈ A : δ(ai |Desc, bj |Desc) > δ(ak |Desc, bj |Desc)∧

ORD({. . . , (ai, bj), . . .}) > ORD({. . . , (ak, bj), . . .})
)

∧

¬
(
∃bm ∈ B : δ(ai |Desc, bj |Desc) > δ(ai |Desc, bm |Desc)∧

ORD({. . . , (ai, bj), . . .}) > ORD({. . . , (ai, bm), . . .})
)

In details, the parameter ε controls the degree of similarity of features’ descriptor,
i.e. the threshold for taking two descriptors as an “identical” one. If there are
two such close descriptors, their corresponding locators are then checked to be in
the same order (call to function ORD). This check can be easily enriched with
a threshold too. At last, notice that the pairs identified by the intersection are
returned as a new entity.

The ε-intersection is not deterministic. We can get more results for the
same pair of entities. Assume that for one particular feature ai ∈ A there
are two other features bj1 , bj2 ∈ B, bj1 = bj2 such that δ(ai |Desc, bj1 |Desc)
= δ(ai |Desc, bj2 |Desc) ≤ ε and at the same time ORD({. . . , (ai, bj1), . . .}) =
ORD({. . . , (ai, bj2), . . .}). The definition is fulfilled for either bj1 or bj2 , but there
is no special instruction which feature to prefer. However, the our implementa-
tion is deterministic since features of each entity are stored in a list, so the order
in which features are checked is always the same.

From the efficiency point of view, this definition of ε-intersection is very de-
manding in terms of computational resources. Average computation complexity
of an algorithm is quadratic, but in the worst case it can be exponential. Fortu-
nately, we usually do not need to evaluate the intersection of the whole large sets
but good results are obtained by taking a small subset of features (or a small
image). In the following section, we present a possible algorithm optimized by us-
ing selected features, called anchors, only. This trick is inspired by optimizations
done in [16].

4 Anchors

Local descriptors extracted from the multimedia, textual or another scientific
data usually contain the “scale” attribute. This attribute represents the impor-
tance of the descriptor (e.g., the spatial size of the feature surroundings). This
leads to the idea that we do not need to compute the ε-intersection for the
whole set of features, but for many applications it is sufficient to evaluate the
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Fig. 1. Example of bounding rectangles: For the query (left) a database image (right)
has been retrieved. The black rectangle covers the anchors identified. The red rectangle
is the expansion of the black one using spatial information from the query image.

ε-intersection on few most-important features, which we call anchors. The pro-
cedure cannot filter out any matching objects, thus it can introduce some false
positives. They can be filtered out using the complete sets of features later if
required.

In the following, we propose an algorithm for identifying anchors during the
evaluation of ε-intersection. The input of this algorithm contains a query object
(image) Q, the number nof of important features, the threshold ε on similarity
of feature descriptors, and two limits on the number of features (limit1 and
limit2). The algorithm proceeds in the following steps:

1. Let Result = ∅ and Temp = ∅;
2. Extract local features from query entity Q and take nof most significant

ones with respect to the scale attribute. Take nof features randomly if the
scale attribute is missing. These features form a set FQ = {q1, . . . , qnof}.

3. For each local feature qi ∈ FQ, find all local features fk from the database
such that δ(qi|Desc, fk|Desc) ≤ ε. The pairs (qi, fk) are added to the set
Temp;

4. Group the local features in Temp by their database entity identification.
Thus a set of groups of features corresponding to the same entity is obtained.
This set forms the preliminary result – Result = {GE1 , . . . , GEn}, where
GEi = {(qv, fw), . . . , (qx, fy)};

5. For each feature qi ∈ FQ, in each GEj keep only the pair (qi, fk) of features
which are the most similar, i.e. fk = argmin(qi,bl)∈GEj

(δ(qi|Desc, bl|Desc));
6. From Result remove all groups containing less than limit1 pairs;
7. For each dimension α of the feature locator and for each GEi = {(qv, fw),

. . . , (qx, fy)}, do:
(a) Sort the pairs by the value of fi|α;
(b) Remove from GEi all pairs with unsuitable order in qj |α to maximize the

longest possible sequence of candidates.
8. From Result remove all groups containing less than limit2 pairs again;
9. The remaining features in each GEi in Result form the anchors for the

database entity Ei.

To localize the query in the entities in Result, we take the locator of each
anchor and form the minimum bounding rectangle. This rectangle encloses the
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match. Due to a different number of features taken from Q that have been
identified in each resulting entity, the match can be smaller than the original
query image. In Fig. 1, there is an example of a query object and a database
image in which the query has been identified. The minimum bounding rectangle
is emphasized with the black color. We can see that the sub-image identified
does not correspond to the query image in its size, so we use spatial information
to extend the match and provide the user with a better answer. This procedure
is based on positions of features identified in both the database object and the
query object. In particular, we take the features from the query that were used
to find the match and the locators of these features form a region in the query
object. We do the same for the database object. By comparing the extents of
these regions, we can enlarge the region in the database object to have the same
aspect ratio. The result of this procedure is depicted as the red rectangle in the
figure. Moreover such extension gives to us a chance to evaluate the ε-intersection
more precisely and also efficiently in order to prune more objects not containing
the query.

5 Experimental Results

In this section, we present experimental results obtained by evaluating the
ε-intersection on two real-life datasets. The first one is a small collection of
private photos taken during sightseeing all around Europe. The second one con-
tains thousands of logos of companies. From these datasets, we extracted SIFT [8]
and SURF [9] features and applied the proposed sub-image search algorithm. In
experiments, we focus on three phenomena. Firstly, the effectiveness of the pro-
posed algorithm is studied on the first data set. Secondly, we tackle the issue of
ranking the objects in result by the ORD function. Finally, we study the algo-
rithm’s parameters, namely ε, nof and limit1 and their influence to performance
indicators. These two last experiments are undertaken using the logo data set.

5.1 Architectural Monuments

In this group of experiments, we measure recall and precision if the number of an-
chors identified changes. We used the first dataset which consists of 2,000 images
(1,152 by 1,204 pixels each) of architectural monuments. From this collection, we
picked four sub-images and manually localized the correct result (ground truth),
which always contained eight images (i.e. just these images contained the query
as their sub-image). The parameters of the proposed intersection algorithm were
set as follows. The number of the most significant features taken from the query
(nof) was not fixed but all features having the scale property greater than four
pixels were taken instead. It resulted in using 100 features on average. In this
collection, the number of local features extracted was quiet high, so we require to
filter out entities having just very little similarity. Thus limit1 was set to eight.
As the distance function δ for comparing SIFT and SURF descriptors, we use
the Euclidean distance. So the value of ε was fixed to 240 and 0.06, respectively.
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Fig. 2. The number of matching images (true positives) and the number of non-
matching images (false positives) in the query result while at least the specific number
of anchors is found

Fig. 3. Results of two queries exposing true positives only. The minimum bounding
rectangles of anchors identified in each image are emphasized. The query image is the
left-most image in the row.

They represent empirically verified values. For the last parameter, the ORD
function, we used the Spearman’s footrule of permutations with all the weights
wi equal to one.

Figure 2 depicts the number of false positives (FP) and the number of true
positives (TP) retrieved from the dataset while the minimum number of anchors
(limit2) was changing. Thus, the recall is TP/8 and the precision is TP/(TP +
FP ), where eight is the ground-truth (explained above).

From the results on the left (SIFT features), we can read that the number
of false positives (images not containing the query but retrieved) is decreasing
rapidly as the limit2 increases. For limit2 > 31, there are no non-matching
images in the result set. Nonetheless, for these values, some matching images
were filtered out, i.e. the number of true positives is decreasing. Almost identical
behavior can be observed for SURF features (the right-hand figure). The good
value of limit2 is between 20 and 30 for which the precision is above 50% and
recall is 100%. Notice that testing values of limit2 less than eight makes no
sense since limit2 must be greater than or equal to limit1 (please refer to the
algorithm in Section 4 for explanation). An example of query results is given in
Fig. 3 where the left-most image is the query and limit2 = 15.
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5.2 Company Logos

The major disadvantage of the ε-intersection is that the result is not ranked in
any way. It is an unordered set if we strictly follow the mathematical definition
of a set. In these trials, we study the influence of the ORD function on ranking
the result set. In the evaluation of ε-intersection, the following setting was used:
the ORD function is the Spearman’s footrule with weights set to one, nof = 16,
ε = 240, limit1 and limit2 were both set to 6. We selected such low values by
purpose because we pursued some false positives in results to show the effect of
ranking. The ORD function was then used to rank the objects in the response.

In this group of experiments, we used a collection of 15,535 logos of com-
panies, services and products. This dataset has been selected for more reasons.
Firstly, the logo images form a compact data set with respect to image size and
color. Secondly, the ground-truth of the data set was available. Lastly, similar-
ity search algorithms based on global image features and previously developed
within the MUFIN (Multi-feature indexing network) project1 were available for
a direct comparison with local-feature-based approaches. From each image in
the collection, SIFT local features were extracted – 152 features were obtained
per image on average. Altogether we had to organize 2,359,839 features.

The proposed algorithm for finding sub-images was implemented within the
MUFIN project using the MESSIF framework [25], so we had an advantage of
using index structures for similarity search in feature descriptors. In particular,
we built the M-tree [26], but any other metric index structure, even distributed
one, could have been applied.

For the demonstration purposes, we used two queries only which got selected
in the following way. We picked 37 images from the collection at random and
cut out typical parts of logos in these images. Then, the ε-intersection algorithm
was evaluated, and two queries returning the most objects were selected. Namely,
they are the “ČKD” and “Ferona” companies. Before returning an answer to the
user, ranking on the result was done by the following distance function:

d(Q, O) =
ORD(Q ∩ε O )

|Π | ,

where |Π | is the length of permutation used in ORD function. This ranking
procedure measures the number of disordered features as compared to the their
order in the query object. The division factor was used to make these numbers
comparable because images in the response set can have a different number of
features matching the query.

Figures 4 and 5 depict the ranked results for the selected queries. The query
image is always the top-left image and the rectangles show the bounding rectan-
gles of locators of matching features. In case of queries, the rectangle bounds the
sixteen most important features used to compute the ε-intersection. As for the
ČKD logo, the response set contains all the matches and no false positives are
present. This was verified by checking the data collection manually. Thus, the

1 http://mufin.fi.muni.cz/
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Fig. 4. Example of searching for a sub-image: the ČKD logo

Fig. 5. Example of searching for a sub-image: the Ferona logo

rank here is not very important. The situation is much more interesting in case
of the Ferona logo, where some false positives are present. The ranking function
assigned these non-matching objects low ranks, so most of the relevant images
got the highest rank. But the three logos that contain the query as an sub-image
were not ranked properly because the ε-intersection identified a few features
in the image that were not localized within the sub-image containing the logo.
This is caused by the fact that the definition of ε-intersection primarily focuses
on similarity between feature descriptors and secondarily on the corresponding
locators. Thus, in these images, there were some out-of-the-sub-image features
more similar than the ones within the sub-image.

5.3 Influence of Algorithm Parameters

Finally, we studied the influence of algorithm’s parameters to the response from
both the effectiveness (recall and precision) and efficiency points of view. The
efficiency was measured as the time to complete query evaluation and as the
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Fig. 6. Influence of parameters to the algorithms’s results (recall, precision, computa-
tion time and ratio of objects removed from the Result set). Two of three parameters
(ε, nof and limit) are fixed at each graph, one of them varies.

percentage of objects having more than limit1 matching features (Step 6 of the
algorithm in Section 4). We focused on the parameters ε, nof and limit1 and
conducted three experiments. In each of them, we varied one of these parameters
while retaining the others fixed.

In Fig. 6, the average values of the measured indicators obtained for queries
having at least six relevant images (i.e. the ground truth ≥ 6) are depicted. For
exposition purposes, we normalized the run time to the interval [0, 1], where
one represents 10 seconds. The line “More than limit1” denotes the ratio of the
number of objects having more than limit1 features to the number of all objects
entering Step 6 of the algorithm. To ensure objectivity of the presented run time,
we executed the range queries in Step 3 of the algorithm sequentially.

Firstly, we varied ε and fixed nof and limit1 to 24 and 3, respectively. As
Fig. 6(a) depicts, ε should be at least 150 for the SIFT features and this data set
to obtain 100% recall. This also confirms the general scientific experience that
the maximum distance of relevant SIFT features is around 240. Higher values
of ε may only increase the number of false positives. The results are much more
influenced by the value of nof , which is the core of the experiment in Fig. 6(b).
We fixed ε to 240 and limit1 to 3. The recall is increasing as the number of
features taken from a query increases. However, taking all the features extracted
from the query may lead to worse results in precision since we would also take
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features that are not important. Consequently, they can introduce many false
positives in the response. From the efficiency point of view, the value of nof
induces the number of range queries executed, so higher values lead to high
CPU costs. A good value for nof is about 24. In the last experiment, we fixed ε
and nof to the values verified so far, i.e. to 240 and 24, respectively. Figure 6(c)
shows results for varying value of limit1. The run time depicted is constant,
which confirms that the major computational demands are in evaluating range
queries in Step 3 of the algorith (please recall that nof and ε are fixed). On the
other hand, the expected behavior is that recall and precision decreases if limit1
increases. This is caused by filtering out many objects in Step 6 of the algorithm
simply because that not all features out of nof are found in all retrieved images.
Moreover, setting limit1 to values greater than nof usually leads to very low
recall otherwise each of nof features should be paired with more than one feature
in each image, which is not very likely for a query feature having a high value
of scale property. This phenomenon can also be observed in Fig. 2. To sum up,
a good values of limit1 are relativelly small (< 10), because they can filter out
just “random” matches, e.g., images that contain one or two matching features.

6 Conclusions and Future Work

In this paper, we have proposed a proximity-based order-respecting intersection
and applied it to image databases. This intersection is capable of sub-image
search, i.e., images containing an object captured in the query image are re-
trieved from the database. An advantage of the proposed intersection is that to
some extent it is invariant to the scale. In particular, the query image is found
also in database images that contain the query but scaled. The definition of
ε-intersection is very general and it is applicable not only to visual data but also
to other data domains, such as audio data and textual data, where searching for
“sub-patterns” makes sense. In addition to that, we have shown that our for-
mal and general definition provides a large degree of variability and possibilities
of customization. For example, several options to specify the user-defined ord
function were given. From the data point of view, our algorithm is not fixed to
the high-dimensional representation of descriptors only, but various reduction
techniques applied to the features extracted (such as visual words and locality
sensitive hashing) can be utilized to increase the efficiency of the proposed solu-
tion. In case of visual words, the database would consist of IDs of visual words
representing a group of original features, so the range queries needed to retrieve
a candidate set of images would reduce to a primary-key search. The other parts
of the algorithm would be left unmodified.

Apart from the formal definition, we have presented an idea of implementation
of our algorithm in Section 4. We conducted three groups of experiments on two
real-life data sets. In these trials, we mainly studied the issue of effectiveness,
i.e., whether the proposed algorithm finds images containing the query or not.
However, we have also presented the algorithm’s costs expressed in running time,
to give a view how demanding the proposed solution is. From this performance
study, we can conclude that the ε-intersection is a promising concept.
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The major problem of using local descriptors such as SIFT or SURF is that
the extractors produce tens or even hundreds of features, which leads to low
performance because the database of extracted features grows by two or three
orders of magnitude. This consequently slows down the search for features similar
to one in the query. Thus, in the future, we plan to analyze and optimize the
efficiency of this algorithm in a way that it can be applied to large databases
containing millions of data items or even more. Also the influence of different
ORD functions should be tackled. Next, we would like to extend the definition
of ε-intersection to allow defining either Jaccard coefficient or Tversky’s feature
contrast model. At last, the issue of identifying all occurrences, not just one, of
the query in a matching database item.
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4. Hubálek, Z.: Coefficients of association and similarity, based on binary (presence-
absence) data: An evaluation. Biological Reviews 57, 669–689 (1982)

5. Sneath, P.H.A., Sokal, R.R.: Numerical Taxonomy: The Principles and Practice of
numeric Classification. W. H. Freeman and Company, San Francisco (1976)

6. Monev, V.: Introduction to similarity searching in chemistry. In: Match-
Communications in Mathematical and in Computer Chemistry, vol. 51, pp. 7–38.
Bulgarian Academy of Sciences (2004)

7. Flower, D.R.: On the properties of bit string-based measures of chemical similarity.
J. Chem. Inf. Comput. Sci. 38, 379–386 (1998)

8. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Int. J. Com-
put. Vision 60, 91–110 (2004)

9. Bay, H., Ess, A., Tuytelaars, T., Van Gool, L.: Speeded-up robust features (surf).
Comput. Vis. Image Underst. 110, 346–359 (2008)

10. Jaccard, P.: Distribution de la flore alpine dans le bassin des dranses et dans
quelques régions voisines. Bulletin de la Société Vaudoise des Sciences Na-
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Abstract. Due to the growing diffusion of digital media, most of real
world applications have data with multiple modalities, from multiple
sources and in multiple formats. The modelling of information com-
ing from multimedia sources represents an important issue for applica-
tions which achieve multimedia mining activities. In particular, the last
decades have witnessed great interest in image processing by “mining”
visual information for objects recognition and retrieval. Some studies
have revealed the image disambiguation based on the shape produces
better results than features such as color or texture; moreover, the clas-
sification of objects extracted from an image database appears more
intuitively formulated as a shape classification task.

This paper presents an approach for 2D shapes classification. The
approach is based on the combined use of geometrical and moments
features extracted by a given collection of images and achieves shape-
based classification exploiting fuzzy clustering techniques.

1 Introduction

In the age of digital information, the growing amount of large-scale image repos-
itories in many application domains emphasize the need for effective means for
mining and classifying digital image collections.

In general, two different approaches have been applied to allow image retrieval:
one based on textual information whereas the other based on image content in-
formation. The first retrieval approach consists of attaching textual metadata to
each image and then submits a keyword-based query to the database in order to
retrieve them [23]. This approach requires an initial annotation activity which
often results laborious and time-consuming; moreover, it is a human driven pro-
cess thus, similar images characteristics can be expressed by different users with
different terminologies, affecting the performance of the keyword-based image
search.
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For these shortcomings, (semi-)automatic approaches have been achieved to
process the image in order to get more “objective” content-based image proper-
ties such as color, texture, and shape. Content-Based Image Retrieval (CBIR)
systems involve characterizing an image using a set of features; retrieval or clas-
sification is then performed by measuring similarity to a required query image
[34] contrasting to the effort needed to annotate images.

Images can be particularly complex to manage; thus, CBIR techniques re-
quire the translation of high-level user perceptions into low-level image features.
To cope with the so called “semantic gap” problem, these features should be
consistent and invariant to remain representative for the images collection in a
database. Image indexing is not an issue of string processing (as in the case of
standard textual databases), but an n-dimensional vector describes the charac-
teristic of the image [14]. Then, the image retrieval process consists of discovering
all the images whose features are similar to the query example image. A direct
drawback is that these low-level image features are often too restricted to de-
scribe images on a conceptual or semantic level, impacting on the performance
of image retrieval approaches.

On the other hand, the CBIR technology tries to address two intrinsic prob-
lems: (a) how to mathematically describe an image, and (b) how to assess the
similarity between a pair of images based on their abstracted descriptions. Recent
methodology development employs statistical and machine learning techniques
in various aspects of the CBIR technology. In image classification methods, the
approaches are based on learning-based classification and non-parametric clas-
sifiers. As been pointed out in [6], despite the large performance gap between
non-parametric classifiers and state-of-the-art learning-based, the non-parametric
image classification have been considerably under-valued and offer several ad-
vantages: (i) can naturally handle a huge number of classes; (ii) avoid overfitting
of parameters, which is a central issue in learning based approaches; (iii) require
no learning/training phase. As explained later in this paper, our approach could
be considered parameter-free, when the number of cluster is known a priori.
The focus of this work is to define an approach for image classification and re-
trieval based on 2D shape features, exploiting fuzzy clustering techniques. The
paper is organized as follows. Section 2 gives a sketched overview of the related
works in this area, then as a background, Section 3 focuses on the image process-
ing for the image analysis and features extraction whereas Section 4 introduces
the fuzzy clustering algorithm exploited in this approach. Finally, Section 5 de-
scribes the experiments and provides the results. Conclusions and future works
close the paper.

2 Related Works

Improvements in data storage and image acquisition technologies require new
computer-assisted image understanding tools which support the large-scale im-
age and media content datasets and provide assistance in image processing,
query and retrieval. CBIR systems address these important issues in computer
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vision and multimedia computing, supporting effective searching and browsing of
large image digital libraries based on automatically derived image features [14].
Some examples of popular CBIR systems are QBIC, Virage, RetrievalWare, Pho-
tobook, Chabot, VisualSeek, WebSeek, MARS system, SurfImage, Netra, and
CANDID (for additional details about them refer to [28]). Furthermore, a com-
plete and exhaustive survey on CBIR developments and advances is provided in
[9]. Almost all of these approaches are based on indexing imagery in a feature
space. A feature represents a certain visual property of an image, either globally
for the entire image or locally for a small group of pixels. The feature extrac-
tion is often considered as a preprocessing step, which represents the inputs to
subsequent image analysis tasks. Typical features are color, texture, shape and
region.

Also the increasing diffusion of images compression requires challenging tech-
niques to extract visual features [22]: sophisticated global features such as the
wavelets [29] and large collection of local image descriptors as SIFT [24].

Some other techniques improve the effectiveness of image retrieval through
multi-features combination [15],[33] and then, by measuring similarity to a re-
quired query image [34]. Combination of words and features characterize anno-
tated training sets of images [27], which will be used for classification or retrieval.
In [13] a hierarchical feature subset selection algorithm for semantic image clas-
sification is defined, where the feature subset selection procedure is seamlessly
integrated with the underlying classifier training procedure.

The image description and the user’s perception of these features evidence
the imprecise nature of the retrieval which can benefit by fuzzy techniques.
Fuzzy logic is suitable for expressing queries which involve concepts and linguistic
expression by means of fuzzy values rather than crisp features values [20].

Applying fuzzy processing techniques to CBIR approaches has been exten-
sively investigated in literature. In general, fuzzy retrieval models offer more
flexibility in the representation of the terms’ index, preferences among terms
in a query and ranked results. In particular CBIR models take advantage by
using technique based on fuzzy theory for knowledge representation, for uncer-
tainty management, against traditional information retrieval models based on
boolean, vector-based or probabilistic representation. An example is given in [2]
where a fuzzy information retrieval model for textual data has been extended
to implement a model in image context. In [21], fuzzy logic has been employed
to interpret the overall color information of images: according to the human
perception, nine classes of colors are defined as features.

A fuzzy color histogram approach in [30] allows the evaluation of similar-
ity through fuzzy logic-based operations. In [8], instead the similarity of two
images has been defined by considering the overall similarity between families
of fuzzy features. More specifically, each image has been associated to a fam-
ily of fuzzy features (fuzzy set) representing color, texture, and shape proper-
ties. This approach reduces the influence of inaccurate segmentation, compared
with other similarity measures based on regions and with crisp-valued feature
representations.
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Many CBIR approaches exploit clustering for preprocessing activities [12],
specifically, fuzzy techniques are widely employed in image classification meth-
ods. In [25], a method to calculate image similarity measure using fuzzy parti-
tion of the HSI color space has been presented. In particular, the fuzzy c-means
(FCM) clustering algorithm [5] has been shown to provide effective partitions for
image segmentation on medical images [16], satellite images [18][32], etc. Some
extension and modification of FCM are applied to image segmentation in infrared
images domain [19]. In [26] a modified version of FCM has been proposed, to
solve the problem of large-scale image retrieval and classification, even though
the clustering step is performed in lower-dimension space, and image retrieval is
only performed in clustered prototypes. Yet, in the most of approaches, the exe-
cution time of the clustering algorithm is a critical point, which finds a solution
in [19].

3 Design of the Feature Space

The first step toward the shape analysis of a given image involves separating
the object (or region) of interest from other non-important image structures by
using an image segmentation approach. There are several approaches for the ex-
traction of the shape from a given image based on clustering methods, histogram
methods, edge detection, level set methods, graph partitioning methods and so
on. In general there is no a general solution and there is always an image where
an approach does not yield good result, i.e., if the foreground and background
share many similar colors, an approach could give a result with parts of back-
ground labelled as foreground object. This is challenging in shapes classification
because any approach must take into account this drawback. In our implemen-
tation, we adopt the k-means clustering algorithm for image segmentation which
is suitable when the foreground and background colors contrast sufficiently with
each other.

A shape descriptor is a set of numbers that are extracted from the region
of interest in order to describe a given shape feature. Efficient shape features
must present some essential properties such as identifiability, invariance, noise
resistance, statistically independence and so on.

In this work, we adopt three types of such shape descriptions: geometric de-
scription, invariant moments and affine moments. The geometric features dis-
criminate shapes with large difference. They are useful to eliminate false hits
and usually are not suitable as single description, in fact they are combined with
other shape descriptors to better discriminate shapes. The moment instead, rep-
resents a mathematical concept coming from the concept of moment in physics.
It is used in computer vision for both contour and region of a shape. In partic-
ular, the invariant moments [17] are one of the most popular and widely used
contour-based shape descriptors. Affine moments invariants are instead features
computed from moments that do not change their value in affine transformation.

In the case of geometric features, let P and A denote the shape perimeter
and area, respectively. Note that perimeter and area are invariants respect to
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translation and rotation but when combined, they are not invariant with respect
to scale. The features we adopt are:

– Eccentricity E is the measure of aspect ratio. It is defined as the ratio
E = Wbb/Hbb where Wbb and Hbb are, respectively, the width and height
of minimal bounding rectangle of the shape.

– Rectangularity R represents how rectangular a shape is, i.e. how much it fills
its minimum bounding box. It is defines as R = A/Abb where Abb is the area
of the minimum bounding rectangle.

– Compactness C is a measure that combines area with perimeter. It is defined
as C = L2/4πA.

– The value πgen is a measure of the compactness of a shape respect to a circle.
It is defined as πgen = P/Wbb.

Among the region-based descriptors, invariant moments mpq are the simplest
and is given as:

mpq =
∑

x

∑
y

xpyqf(x, y) p, q = 0, 1, 2, . . .

where f(x, y) is the intensity function at position (x, y) in a 2D gray level image.
In order to obtain translation invariance, the central moments μpq should be
applied:

μpq =
∑

x

∑
y

(x − x)p(y − y)qf(x, y) p, q = 0, 1, 2, . . .

where x = m10/m00 and y = m01/m00. Given central moments we are able to
compute a set of 7 invariant moments [17], given by:

I1 = η20 + η02

I2 = (η20 − η02)
2 + 4η2

11

I3 = (η30 − 3η12)
2 + (3η21 − η03)

2

I4 = (η30 + η12)
2 + (η21 + η03)

2

I5 = (η30 − 3η12)(η30 + η12)[(η30 − η12)
2 − 3(η21 − η03)

2] +

(3η21 − η03)(η21 + η03)[(3η30 + η12)
2 − (η21 − η03)

2]

I6 = (η20 − η02)[(η30 + η12)
2 − (η21 − η03)

2] +

4η2
11(η30 + η12)(η21 + η03)

I7 = (3η21 − η03)(η30 + η12)[(η30 − η12)
2 − 3(η21 − η03)

2] +

(3η12 − η03)(η21 + η03)[(3η30 + η12)
2 − (η21 + η03)

2]

where ηpq = μγ
pq and γ = 1 + (p + q)/2 for p + q = 2, 3, . . .. These moments are

simple to calculate and they are invariant to translation, rotation and scaling but
have an information redundancy drawback since the basis in not orthogonal[7].
From central moments with a little computational effort we are able to obtain
also an affine transform invariance which includes the similarity transform and
in addition to that stretching and second rotation. We adopt affine moments as
defined in [10] and given as:

AMI1 = (μ20μ02 − μ2
11)/μ4

00
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AMI2 = (μ2
30μ

2
03 − 6μ30μ21μ12μ03 + 4μ30 + μ3

12 +

4μ03μ
3
21 − 3μ3

21μ
3
12)/μ10

00

AMI3 = (μ20(μ21μ03 − μ2
12) − μ11(μ30μ03 − μ21μ12) +

μ02(μ30μ12 − μ2
21))/μ7

00

All these features are sufficient to characterize the shape of an image. The ratio-
nale behind the choice of these moments is that we are interesting in translation,
rotation, scale, and projective transform invariance in order that the location,
orientation, and scaling of the shape do not affect the extracted features. Further
information on these approaches is discussed in [11].

4 Fuzzy Clustering for the Image Arrangement

The clustering algorithms achieve a partitioning of given data into clusters. In
general a partition holds two properties: homogeneity within the clusters (data
in a cluster must be similar) and homogeneity between clusters (isolation of a
cluster from one another: data of different clusters have to be as different as
possible).

The data are opportunely translated into a matrix, where each row is a char-
acteristic vector which represents an image. In fact, the images set has been
processed to pull out such data matrix, whose rows and columns are respec-
tively the collected images and the relative extracted features. In this study, we
are going to apply a fuzzy approach of clustering, the well-known fuzzy C-Means
(briefly FCM) algorithm [5]. FCM represents the most common fuzzy clustering,
particularly useful for flexible data organization. It takes as input a collection of
patterns of a universe U (in our case, the collection of images) in form of matrix
and produces fuzzy partitions of the given patterns (i.e. images) into (prefixed)
c clusters.

The FCM algorithm recognizes spherical clouds of points (clusters) in a multi-
dimensional data space and each cluster is represented by its center point (pro-
totype). This process is completely unsupervised, aimed at identifying some
inherent structures in a set of data.

The fuzzy version of clustering produces a more flexible partitioning of data.
Precisely, each pattern (in our case, an image) is not associated exclusively to a
cluster, but it can belong to more than one. After the fuzzy clustering execution,
each pattern has associated a c-dimensional vector, where each cell represents
the membership (in the range [0, 1]) of that pattern to each cluster.

Compared to the crisp version, the fuzzy clustering generates a flexible parti-
tioning, more intuitive to interpret: a pattern can have some characteristics that
are natively representative of more than one cluster, and the exclusive belonging
to one cluster is a too restricted condition. In the fuzzy approach, the member-
ship values better reveal the nature of data set and allow a clearer data analysis.
Anyway, it is conceivable to assign a pattern to the cluster, whose membership
is the highest.

More formally, each row of the matrix is a vector that represents an image
I ←→ x = (x1, x2, . . . , xh), where each component of vector is a value computed
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for a feature. The FCM algorithm aims at minimizing the objective function con-
stituted by the weighted sum of the distances disti,k between data points xk =
(xk,1, xk,2, . . . , xk,h) and the centers (or prototypes) vi = (vi,1, vi,2, . . . , vi,h),
according to this formula:

Q(U, c) =

c∑
i=1

n∑
k=1

um
i,k(disti,k)2 (1)

where c ≥ 2 is the number of clusters, ui,k ∈ [0,1] is the membership degree of
xk (k=1, . . . , n) in the i-th cluster Ai (i=1, . . . , c), and m > 1 is the fuzzifier,
which controls the quantity of fuzziness in the classification process (common
choice of fuzzifier is m = 2) and finally disti,k is:

disti,k = dist(xk, vi) =
√

(||xk − vi||2) (2)

just represents the euclidean distance between the data xk and the center vi of
the i-th cluster.

In details, U = (ui,k) is a c×n matrix of cluster memberships satisfying some
constraints. In particular, Mfc is a family of fuzzy partition matrices:

Mfc =

{
U |ui,k ∈ [0, 1];

c∑
i=1

ui,j = 1; 0 <

n∑
k=1

ui,j < n, ∀ i, j

}
, (3)

and V = (v1, . . . , vc) is the ordered collections of cluster centers.
In our study, the data matrix is composed of n images, each one with h

values, associated to the corresponding features. The FCM algorithm produces
a partitioning of this collection into a prefixed number c of clusters.

The algorithm finds an optimal fuzzy partition of the data, which is carried
out through an iterative optimization of (1). Main steps are given as follows.

1. Choose the values c, m and a small positive constant ε; then, generate ran-
domly a fuzzy c-partition U0 and set iteration number t = 0.

2. Given the membership values u
(t)
i,k , the cluster centers v

(t)
i , (i = 1, . . . , c) are

calculated by

v
(t)
i =

∑n
k=1(u

(t)
i,k)m xk∑n

k=1(u
(t)
i,k)m

(4)

3. Given the new centers v
(t)
i , update the membership value u

(t)
i,k:

u
(t+1)
i,k =

1∑c
j=1

(
dist2i,k

dist2j,k

) 1
m−1

(5)

4. The process stops when |U (t+1) − U (t)| < ε, otherwise go to step 2.

Let us note the only actual parameter of this algorithm is the number c of
clusters. In general, this number is not known a priori. Selecting a different
number of initial clusters can effectively affect the final partioning of the data.
The problem for finding an optimal c is usually called cluster validity [3]. The
objective is to find optimal c clusters that can validate the best description of the
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data structure. Each of these optimal c clusters should be compact and separated
from other clusters. In the literature, many heuristic criteria have been proposed
for evaluating fuzzy partitions; some of traditional cluster validity indexes, which
have been frequently used, are Bezdek’s partition coefficient (PC) [4], partition
entropy (PE) [3], Xie-Beni’s index [31].

Fig. 1. The membership distribution among six clusters, produced by the FCM with
c = 6 and m = 2

5 Experimental Results

The first experiment exploits a collection of images downloaded through Google
images1. The testbed consists of a sample of 930 images, composed of six classes
of 155 images, ranked as follows: images in the range 1-155 represent bottles; in
the range 156-310 there are images of guitars, then the leaves are in the range
311-465, the images of apples cover the range 466-620, the motorcycle images are
in 521-775 and finally the last images set consist of guns in the range 776-930.

The test considers all the features presented above: geometrical features (E,R,
C, πgen), invariants moments features (I1, I2, I3, I4, I5, I6, I7), and affine
moments features (AMI1,AMI2, AMI3). Then, the FCM algorithm has been
executed considering the number of clusters equals to the number of images
categories (c = 6). The final partitioning is sketched in Figure 1: each line rep-
resents the membership distribution in a cluster; in particular, each cluster is
in correspondence with a class of images. For instance, the blue line in Fig-
ure 1 describes the memberships distribution of a cluster that represents to the
class of bottles (first 155 data). Due to the fuzzy approach, the individual image
membership can be distributed among all the clusters and assume a value in the
range [0,1] according to how it belongs to each cluster. The fuzzy method of clus-
tering reveals more flexibility in the distribution of data: an image can belong
to more than one cluster, because it shares similar characteristics with other

1 The dataset can be downloaded at: http://www.dmi.unisa.it/people/senatore/
www/dati/dataset.rar

http://www.dmi.unisa.it/people/senatore/www/dati/dataset.rar
http://www.dmi.unisa.it/people/senatore/www/dati/dataset.rar
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Fig. 2. The membership distribution among six clusters, associated to image classes

images, even though these latter belong to other clusters. It is licit to assume an
image belongs to a given cluster, if its membership value for that cluster is the
highest one. Figure 2 shows instead, a “synthetic” representation of this image
distribution among the clusters, through histogram-based graphs. Each cluster
represents a class of images. The clustering results are satisfying, because each
class of images is almost completely individuated and associated to a cluster.
In particular, in this specific testbed, classification error is quite restrained, as
evidenced in Table 1, where the assessment of the clustering results is shown
for each class/cluster. Each row provides the name of the class, the misclassified
images, i.e. those images that have the highest membership in another class,
different by the expected one, the undecided images, viz. all the images which
membership is almost equally distributed among two or more clusters. Then the
local recall and precision that is evaluated for each cluster.
More specifically, in the image retrieval context, the definition of recall and pre-
cision can be as follows:

Recall =
relevant retrieved images

relevant images
(6)

Precision =
relevant retrieved images

retrieved images
(7)

where the relevant images are the images which are expected in a certain class,
the retrieval images are all the (correct and incorrect) images which are returned
in that cluster, while the relevant retrieved images are just the images that re-
ally belong to the right cluster, associated to the correct class. Figure 1 reveals
clusters associated to the leaves and motorcycle classes present the lowest mem-
bership distribution, even though the most of data are well placed in the cluster.
In particular, let us analyze the class of leaves: most of misclassified data appear
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Fig. 3. Sample images representing classes of MPEG-7 CE data set used in the exper-
iment

Fig. 4. Some samples used for the experiments. The entire dataset is composed of
930 images subdivided in six categories; bottles, leafs, guitars, motorcycles, guns, and
apples.
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in cluster of apples; this is due to the different shapes of leaves: after the image
processing, some leaves present rounded shapes that can be easily confused with
apples. In fact geometrical feature as Pi and compactness assume values assim-
ilable to those ones of apples. Indeed, the image numbered 424 for instance, is
misclassified presenting highest membership value in the apple cluster: its dis-
tribution among cluster is [0.027 0.007 0.048 0.836 0.043 0.035], respectively for
the clusters associated to the bottle, guitar, leaf, apple, motorcycle and gun
classes. It is evident its highest membership value 0.836 in apple cluster versus
0.048 of the right cluster. Anyway, no image of leaves cluster is undecided. In
the cluster of motorcycles, instead, two images are undecided: the numbers 746
and 772 with distribution membership [0.057 0.038 0.276 0.044 0.290 0.293] and
[0.145 0.170 0.180 0.082 0.208 0.212] respectively. In fact, the highest member-
ship values appear equally distributed among the clusters of motorcycles and
guns.

The lowest membership distribution in the cluster of leaves yields worse pre-
cision values. The recall is computed on 142 well-classified relevant images, con-
sidering all the 155 image of the class. The precision, instead is evaluated as ratio
between the 142 well-classified images and all the retrieved images in this class,
i.e. 160 images among correct and incorrect ones. Similar considerations can be
done for the cluster of guns: here, the retrieved images are 163 even though
the well classified images are 149. The overall result emphasizes the efficacy of
this approach: the experiment can be considered satisfactory, because presents
well-defined classes, composed of most of relevant images.

The next experiment considers a subset of the MPEG-7 Core Experiment
Shape-1 dataset, which is frequently used to evaluate shape matching and recog-
nition algorithms. In particular, we have used the MPEG-7 CE Shape-1 Part-B
dataset [1], composed of 70 shape categories, each of which has 20 samples with
in-plane rotations, articulations, and occlusions. MPEG-7 CE Shape-1 Part-B
data set includes 1400 shape samples, 20 for each class. We have used twelve
shape classes, considering all the twenty shape samples. We have chosen fol-
lowing twelve classes: bell, bottle, cellular phone, comma, elephant, face, fish,
fountain, glasses, rat, ray, teddy, shown in Figure 3. The shape classes are very
distinct, but the data set shows substantial within-class variations.

The fuzzy clustering setting considers just 12 clusters, one for each class of the
presented images set (totally 240 images) and exploits all the features defined
in Section 3. In other words, a 240 × 14 input matrix is given as input to FCM

Table 1. Class-based evaluation of fuzzy clustering results

Classes # Misclassified. # Undecided. Recall. % Precision. %

bottle 5 2 95 100

guitar 12 0 92 97

leaf 13 0 91 88

apple 9 1 93 91

motorcycle 11 2 91 95

gun 6 0 96 91
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Table 2. Confusion matrix relative to a subset of MPEG-7 CE Shape-1 Part-B dataset
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Fig. 5. Images distribution among the clusters produced by the FCM
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algorithm. After the loading of these images and the image processing, the clus-
tering phase has been started. Figure 5 shows the detailed classification results,
where images belonging to different classes are allocated within the individual
clusters. Table 2 synthetizes the results, showing the confusion matrix associated
to this experiment. Let us note that many correspondences are revealed between
the generated clusters (predicted) and the given (actual) images classes. In par-
ticular, some clusters look very homogeneous; most of them includes averagely
about 80% of proper images. Just to give some example, the elements of the
classes represented by fish, face, bottle, etc. appear all collocated in each indi-
vidual cluster (100% of individuals are placed in each of them). This is not true
any longer for the clusters concerning the rays and commas, even though we
have a low overlap among categories. Finally, some clusters are representative of
a specific class, even though elements of other class appear in them (in Figure
5: see the clusters representing the classes of rats, elephants, etc.).

6 Conclusion

The approach achieves an image classification and content-based retrieval. An
initial image analysis allows the elicitation of visual features which are exploited
to characterize the image through its shape. The fuzzy clustering techniques en-
able a relaxed distribution of images (compared to the crisp clustering); moreover
they are robust respect to an image segmentation approaches based on k-means
segmentation which meet some difficulties foreground and background colors do
not contrast sufficiently. The effectiveness of this approach is evaluated through
Information Retrieval measures, which reveals discrete performance.

This approach exploits a fuzzy clustering technique which, even though re-
quires an a-priori fixed number of clusters, avoids overfitting of parameters and
does not require a learning/training phase. In fact, our approach could be also
considered non-parametric, if the only parameter, i.e., the number c of clusters
is a-priori known. Otherwise, as said, methods based on cluster validity indexes
[3], [31] find the optimal c and evaluate the fitness of partitions produced by
clustering algorithms. Finally, the approach is robust respect to an image seg-
mentation approach based on k-means segmentation which performs not very
well when foreground and background colors do not contrast sufficiently.

Future extensions of this work foresee a development of a GUI-based ap-
plication which supports the features extraction and the clustering technique.
Additional features have been taken into account, particularly, some moments
that are invariant to elastic transformations and convolution. We are going to
extend the application, designing an visual query interface for the submission
of a free hand drawing shape. This way, a ranked list of images whose shape is
similar to the sketched one will be returned. Moreover, additional experiments
with increased size and comparisons with other classification techniques have
been taken into account.
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Abstract. The need for fast processing of query requests in multimedia
retrieval systems is apparent. One basis for optimization is the formal-
ization of the corresponding query language by a respective algebra. Fur-
thermore, an algebra is important for demonstrating the profoundness
and validity of a query language. In this context, the article contributes
a formal semantics model for the novel standardized MPEG Query For-
mat for multimedia search. In addition to the specification of its syntax
and semantics, our quantum logic approach for fuzzy retrieval on behalf
of the formal model is discussed. Besides the validity of our formaliza-
tion is demonstrated on some examples, the advantages as well as the
shortcomings of the query format are discussed.
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1 Introduction

Multimedia queries unify based on their retrieval characteristic the worlds of
two evaluation logics, namely similarity or fuzzy retrieval and exact retrieval on
concrete data. For instance the request Give me all images where the file size is
50 KB and whose color histogram is similar to the given one contains a true/false
evaluation on the image’s file size and an imprecise evaluation between color
distributions. For enhanced requirements this example could also be improved
by factoring weighting functionality (e.g., color similarity is more important than
the file size constraint) or taking temporal and spatial conditions into account.

Related to the example request, there have been developed a numerous
amount of multimedia query languages and systems that tackle subareas of
multimedia request types. For instance, some are specialized to temporal [16]
or spatial [14] requests. In addition, as metadata of multimedia is very often
expressed in XML instances, XML repositories and XML query languages such
as XQuery (and their derivatives for multimedia e.g. [24]) can also be used for
multimedia retrieval. Although, there is a large diversity of individual solutions,
a universal query language supporting most of the requirements for multimedia
retrieval is still missing.
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Due to this fact, the ISO/IEC consortium in its SC29WG11 (MPEG) sub-
group standardized the MPEG Query Format (MPQF) [7] which covers most
multimedia search scenarios. The origin of fast processing of query requests lies
in a formal model of the underlying query language and its optimization capa-
bilities. In this context, the main contributions of this paper can be summarized
as follows: First, a formal model of the newly standardized MPEG Query For-
mat is introduced. This formal model provides a sound theoretical foundation
for processing MPQF requests in multimedia database systems. Here especially,
the abstract concepts on the underlying data model, the syntax of involved op-
erations and its semantics during the evaluation are described. Besides, the use
of a novel quantum logic approach for fuzzy retrieval on behalf of the formal
model for MPQF is discussed. Finally, this paper highlights advantages as well
as shortcomings of the novel standard.

The remainder of this paper is organized as follows: Section 2 introduces re-
lated work in the area of XML based and multimedia based algebras. This is
followed by an overall description of the MPEG Query Format and its data
model in Section 3. A formal syntactical and semantical specification of an
algebra for the MPEG Query Format is stated in Section 4. In Section 5
two evaluation models (fuzzy logic, quantum logic) are applied to the alge-
bra and an example evaluation is demonstrated. Finally, the article is con-
cluded in Section 6. Note, due to space concerns this article contains an
excerpt of the full syntactical and semantical specification of the developed
algebra. The full specification can be obtained in the technical report at:
http://dimis.fim.uni-passau.de/iris/mpqf_algebra_TR.pdf

2 Related Work

Based on the fact that the MPEG Query Format tackles both worlds (XML and
multimedia retrieval), this section highlights related work describing existing
algebra for XML based and multimedia query languages, respectively.

2.1 Algebra for XML Based Query Languages

In general, many metadata formats use XML scheme (e.g. MPEG-71, TV-
Anytime2) for representing annotations of multimedia content. Consequently,
query languages that address XML data can be applied in a restricted way for
answering multimedia requests. In this context, available algebra for those lan-
guages can be categorized, according to tuple based and tree based approaches.
Representatives of tuple based algebras are for instance Natix algebra [4] or BSA
algebra [19]. All these algebra derive the well known tuple based approach of the
relational world of databases where the nodes in an XML document are mapped
to tuples and its child nodes are the respective attributes. For instance the al-
gebra defined in [4] extends the semantic of the relational algebra by means of
1 http://mpeg.chiariglione.org/working_documents.htm#MPEG-7
2 http://www.tv-anytime.org/

http://dimis.fim.uni-passau.de/iris/mpqf_algebra_TR.pdf
http://mpeg.chiariglione.org/working_documents.htm#MPEG-7
http://www.tv-anytime.org/
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enhanced data types within the XPath data model (XDM)3 and the redefinition
of Select, Project and Join operations. In addition, operations for the navigation
and addressing of nodes and values (e.g., getValue) are defined. The evaluation
executes the given filter predicates on tuple sequences containing location steps
(describes navigation steps in the document tree).

Algebra of the second approach focus on a tree based representation (e.g.,
TAX [9], TLC [17]). For instance, in the data model of [9], a set of trees (Data-
Tree) form the basis of the representation. During the evaluation, the XML
document is partitioned in Data-Trees and matched against a Pattern-Tree iden-
tifying the filter criteria. During this pattern matching process so called Witness-
Trees are extracted that form candidates for the result set.

2.2 Algebra for Multimedia Query Languages

Besides algebras for XML processing, algebras especially designed for multimedia
data have been emerged in the literature. One of the first approaches in this area
has been introduced in [1]. Here, the authors define based on similarity measures
over objects with some properties (e.g., color feature) a Multimedia Similarity
Algebra (MSA) and similarity algebra operations (e.g., Sim-Union Join). For
evaluation, this algebra has been converted into a relational model (rMSA) and
implemented on top of the I.SEE (Integrated SEarch Engine) system. By improv-
ing some shortcomings of the MSA approach (e.g., no combination of similarity
and relational operators was foreseen), the authors in [2] proposed a similar-
ity based algebra for multimedia databases especially for OR database models.
In this context, a multimedia join approach has been detailed by the same au-
thors in [11]. Similar to the MSA algebra [1], the SAMEW algebra [5] focus
on imprecision and user preferences in multimedia queries. For this purpose, the
relational algebra concepts have been extended by generic scoring functions for
logical operators (AND, OR).

Recent, in [23] a similarity algebra (SA) has been proposed featuring weighted
similarity predicates and a formally founded derivation of a similarity relational
calculus. In contrast to the SAMEW algebra, the semantic of the introduced
weighting operators is open and special care has been aligned to the side effects
of weighted conjunctions. An extension of the relational model for injecting im-
precision and uncertainty has been applied in [3] by integrating ranked tables
over domains with similarity. A novel approach based on quantum logic has
been introduced in [21]. Here the advantages of mixing classical conditions with
proximity retrieval conditions lie in embodying the whole underlying query se-
mantic. Furthermore, it has been shown that quantum conjunction, disjunction
and negation conform the rules of probability theory.

3 The MPEG Query Format

The MPEG Query Format (MPQF) [7] standard specifies a format for the in-
teraction of multimedia clients and multimedia retrieval systems (MMRS). In
3 http://www.w3.org/TR/xpath-datamodel/

http://www.w3.org/TR/xpath-datamodel/
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detail, the standard defines the message format for multimedia requests (e.g.
Query by Example or Query By Text) to heterogeneous MMRS and the message
format for their responses. Furthermore, a management part provides features
such as service discovery (service is a synonym for MMRS) and service capability
description.

MPQF came from the MPEG-7 activities but it is important to note that
MPQF is not tied to MPEG-7 [15] at all. In fact any XML based metadata
format can be integrated. The interested reader is referred to [7] for detailed
information of the MPEG Query Format.

3.1 The MPEG Query Format Data Model

The MPEG Query Format is an XML based multimedia retrieval language ad-
dressing data that is stored in XML instance documents. A subset of MPQF
bases on XPath 2.0 and XQuery 1.0 which implies the use of the XQuery and
XPath Data Model (XDM). The XDM defines the data types and concepts valid
for the XQuery, XPath and XSLT4 languages. It bases on the Infoset5 (contains
definitions for the information in a well-formed XML document) and extends it
among others by typed atomic values and for ordered heterogeneous sequences.
Instances of the data model are organized as ordered flat sequences (e.g., a se-
quence is not allowed to contain other sequences) of items. In series, an item is
either a node (e.g., element, attribute) or an atomic value.

In order to fulfill the additional requirements of MPQF (e.g., new data types,
scoring including user preferences and thresholds, additional evaluation logic)
the XDM model needs to be enhanced to keep the closure characteristic of our
query language.

Fig. 1. XDM extended MPQF data model

4 http://www.w3.org/TR/xslt
5 http://www.w3.org/TR/xml-infoset/

http://www.w3.org/TR/xslt
http://www.w3.org/TR/xml-infoset/
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In this context, XDM is extended by the following means (see Figure 1 which
shows an excerpt of the full XDM including its MPQF extension). First of all,
the list of simple types has been enhanced by extending the anySimpleType
type. This reflects the need to extend XDM at the same level as atomic val-
ues. For instance, a new zeroToOneType type is introduced to fix the internal
score values to the [0, 1] interval. Similar extensions are needed in the domain of
complex types (note that a new subtype has been introduced). Here, the set of
types is extended by means to describe complex multimedia descriptions (Medi-
aResourceType, DescriptionResourceType) or by specifying spatial or temporal
relations (RelationType).

Most of the definitions given in XDM are also valid for the extended version.
However, the following enhancements need to be considered. Similar to XDM, the
processing in MPQF operates on sequences of an ordered collection of evaluation
items (EI) (derived by the original item construct of XDM). An EI is an element
of the extended XDM, namely a node an atomic value or one of the introduced
complex types. In this context, the scope of query evaluation and the granularity
of the result set can be determined by an EvaluationPath element specified within
the query. If this EvaluationPath element is not specified, the output result is
provided as a collection of multimedia content, as stored in the repository, all
satisfying the query condition.

4 Algebra for MPEG Query Format

An MPQF input query may consist of the following seven elements and at-
tributes, namely QFDeclaration, OutputDescription, QueryCondition, Service-
Selection, previousAnswerID, immediateResponse and Timeout. It is assumed
that a pre-processing step takes care of most of the mentioned elements and
attributes. The algebra only covers the OutputDescription and QueryCondition
part and translates those elements by using defined operations into an algebra
expression for further processing.

The MPQF algebra operates on a tuple set which extends the relational alge-
bra for fuzzy multimedia retrieval capabilities including preference and threshold
values. The following subsections introduces syntax and semantics of the MPQF
algebra. Moreover, we give an impression about mapping rules transforming
MPQF queries into MPQF algebra expressions.

4.1 Syntax

Definition 1: The MPQF algebra is denoted as a tuple of the form (U,C,D,
Dom,R,Θ,T,F,Δ) which is defined as follows: U is the universe of all at-
tributes, C is the set of all constants, D is the set representing the domain of
all types, Dom is the mapping of all attributes, functions and operations to
a specific domain, R is a finite set of relation schemes (R1, R2, ..., Rn), where
each relation schema is a subset of U, Θ is a set of weighting variables, T
is a set of threshold variables, F is a set of all functions, Δ is the set of
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predicates Δ = ΔSP ∪ ΔMP whereby ΔSP covers simple Boolean predicates
ΔSP = {=, <, >,≤,≥, =} and ΔMP contains MPQF specific multimedia pred-
icates. The specific MPQF multimedia predicates are defined as follows (full
specification in the technical report):

– QueryByMedia: QBMexact(targetResource, testResource) and
QBMsimilar(targetResource, testResource, τ) whereby
Dom(targetResource)=Dom(testResource)=MediaResourceType and
τ ∈ T is a threshold.

– QueryByDescription: QBDexact(. . .) and QBDsimilar(. . .),
– QueryByFreeText: QBFTfreeText(. . .) and QBFTregularExp(. . .),
– . . .

Moreover, specific MPQF predicates are classified in exact and similarity predi-
cates ΔMP = ΔMPexact ∪ ΔMPsimilar

:

– ΔMPexact = {QBMexact, QBDexact, QBFTregularExp, QBFRrange,
QBFRdist, SQ, TQ, QBXQ, QBROItemporal

exact , QBROIspatial
exact }

– ΔMPsimilar
= {QBMsimilar , QBDsimilar , QBFTfreeText, QBRF,

QBROItemporal
similar , QBROIspatial

similar }
Definition 2: An expression E in the MPQF algebra is recursively defined as
follows (E1, E2 are MPQF algebra expressions and att(E1) gives all attributes
of the relation scheme of E1):

1. Relation: E = R, whereby R ∈ R,
2. Projection: E = πAp1 ,...,Apn

(E1) where Api stands for an attribute of
attr(E1),

3. Selection: E = σF (E1) whereby F denotes a logical formula (attr(F ) ⊆
attr(E1)) defined over terms. Precisely, a term is defined as

– a constant: if c ∈ C then c is a term, or
– an attribute: if Api is an attribute of attr(E1) then Api is a term, or
– a function over terms: if f ∈ F and t1, . . . tn are terms then f(t1, . . . , tn)

is a term whereby f(t1, . . . , tn) is correct typed.
Then, a logical formula

– is specified as a predicate over terms: if δ ∈ Δ and t1, . . . tn are terms
then δ(t1, . . . , tn) is a formula, whereby δ(t1, . . . , tn) is correct typed, or

– is constructed as F1 ∧ F2, F1 ∨ F2, F1 XOR F2 or ¬F1 whereby F1 and
F2 are logical formulas.

4. Join: E = E1 ��F E2, whereby F is a logical formula (see above) defined
over attributes of attr(E1) ∪ attr(E2).

4.2 Semantics

Constitutively on the syntax of all components within the MPQF algebra, in a
next step the semantics of MPQF expressions are introduced. For this purpose,
we declare an interpretation over a MPQF algebra as:

Definition 3: An interpretation over a MPQF algebra syntax (U,C,D,Dom,
R,Θ,T,F,Δ) is a triple d, db, I where
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– d is a finite set of domains {d1, d2, ..., dn}, each domain is a non-empty set
of values and db is a finite set of finite relations {r1, r2, ..., rp} over these
domains.

– I is an interpretation function which defines domains, relation schemes, at-
tribute domains, constants, weighting variables, thresholds and functions.
Furthermore, the interpretation function I
• maps any Boolean predicate and any exact multimedia predicate to a

binary function: δ ∈ ΔSP ∪ΔMPexact : I(δ) : I(Dom(δ))× I(Dom(δ)) →
{0, 1},

• maps any similarity multimedia predicate to a scoring function:
δ ∈ ΔMPsimilar

: I(δ) : I(Dom(δ)) × I(Dom(δ)) → [0, 1] and
• maps any logical operator (∧,∨,¬) to a scoring function which depends

on the underlying evaluation model (see Section 5).

Definition 4: The semantics of a MPQF algebra expression E are inductively
defined by the interpretation function I∗:

1. Relation: E = R ∈ R : I(R) = (1, v0, . . . , vn)(v1, . . . , vn) ∈ R where
v1, . . . , vn are values of a tuple in R. Thus, all tuples are additionally
equipped with an initial score value of 1 since they are considered as true
facts.

2. Projection: E = π
Ap1 ,...,Apn

(E1): Let sv01
, . . . , sv0k

denote all score values
for a fixed value list vp1 , . . . , vpn where (sv0i

, v1, . . . , vk) ∈ I∗(E1) holds and
the corresponding values are identical: pi = j ⇒ vpi = vj for i = 1, . . . , n.
Then, I∗(πAp1 ,...,Apn

(E1)) = {(sv, vp1 , . . . , vpn)|(sv0i
, v1, . . . , vm) ∈ I∗(E1)}

where sv = I(∨)(sv01
, . . . , sv0k

).
3. Selection: E = σF (E1): I∗(σF (E1)) = {(sv, v1, . . . , vm)|(svold, v1, . . . , vm) ∈

I∗(E1)∧sv = I(∧)(svold, eval((v1, . . . , vm), F ))} whereby the logical formula
F is evaluated by

– eval(ti, F ) = I(c) if F is a constant c ∈ C,
– eval(ti, F ) = vpj if F is an attribute Apj ,
– eval(ti, F ) = I(f)(I(t1), . . . , I(tn)) if F is a function f ∈ F over terms,
– eval(ti, F ) = I(δ)(I(t1), . . . , I(tn)) if F is a predicate δ ∈ Δ over terms,
– eval(ti, F1 ∧ F2) = I(∧)(eval(ti, F1), eval(ti, F2)),
– eval(ti, F1 ∨ F2) = I(∨)(eval(ti, F1), eval(ti, F2)),
– eval(ti, F1 XOR F2) = I(XOR)(eval(ti, F1), eval(ti, F2)) and
– eval(ti,¬F1) = I(¬)(eval(ti, F1)).

4. Join: E = (E1 ��F E2): I∗(σF (E1)) = {(sv, v1, . . . , vn, w1, . . . , wm) |
(svold1 , v1, . . . , vn) ∈ I∗(E1) ∧ (svold2 , w1, . . . , wm) ∈ I∗(E2) ∧
sv = I(∧)(svold1 , svold2 , eval((v1, . . . , vn, w1, . . . , wm), F ))} whereby the for-
mula evaluation eval((v1, . . . , vn, w1, . . . , wm), F ) is defined as above.

4.3 Mapping an MPQF Query to an MPQF Algebra Expression

In this section we sketch mapping rules which transform an MPQF query into
an MPQF algebra expression. Particularly, we discuss the construction of an
algebra expression including a selection or join condition with preference values.
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QueryCondition. First of all, the QueryCondition section of an MPQF query
determines the structure of the generated MPQF algebra expression. In detail,
following mappings are possible:

– EvaluationPath �→ generate relation R by extracting all relevant attributes
from the queried XML source,

– Condition �→ σF (R) whereby R is determined by the corresponding Evalua-
tionPath and F is constructed as BooleanExpressionType (see Expression-
Type below) and

– JoinType �→ σF1 (R1) ��F2 σF3(R2) whereby the join condition F2 is de-
fined as BooleanExpressionType JoinCondition and σFi(Ri) is constructed
as Condition (see above).

ExpressionType. By using instances of ExpressionType we can build a condi-
tion which is associated with a selection or a join operation. Basically, we differ
logical expressions (BooleanExpressionType) to generate logical formulas from
arithmetic and string expressions to construct terms:

– BooleanExpressionType:
• ComparisonExpressionType �→ operation of {=, <, >,≤,≥, =}
• QueryType (see corresponding subsection below)
• AND, OR, NOT, XOR �→ ∧,∨,¬, XOR
• preferenceValue (see next subsection)

– ArithmeticExpressionType: Add, Subtract, . . . �→ function of F
– StringExpressionType: UpperCase, LowerCase, . . . �→ function of F

Integration Preference Values Into an MPQF Algebra Condition. The
integration of preference values into an MPQF algebra condition is surprisingly
simple, in contrast to the approach from Fagin and Wimmers [8]. At first we
assign a weighting variable θi ∈ [0, 1] to each operand (subcondition) of a con-
junction or disjunction, e.g. c1 ∧(θ1,θ2) c2. This weighting variable θi is derived
from the XML field preferenceValue of the corresponding MPQF subcondition. It
controls the influence of the score value produced by evaluating the subcondition
ci. The main idea of our weighting approach is the application of two syntactical
substitution rules. They convert a weighted conjunction and a weighted disjunc-
tion into unweighted versions of the respective operations. For this purpose, we
insert weighting constants as fixed score values into a MPQF algebra condition:

c1 ∧(θ1,θ2) c2 � (c1 ∨ ¬θ1) ∧ (c2 ∨ ¬θ2) (1)

c1 ∨(θ1,θ2) c2 � (c1 ∧ θ1) ∨ (c2 ∧ θ2) (2)

To elucidate the mechanism behind the substituted formulas we will examine
two extreme cases in more detail. A weighting variable of 0 (θi = 0) leads to
a behaviour that the corresponding subcondition ci has no longer any effect on
the final evaluation result. On contrary, if both weight variables are equal to
1 (θ1 = θ2 = 1), we achieve the same evaluation result generated by applying
the unweighted versions of conjunction and disjunction. For more details we
recommend [20].
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QueryType. Specific MPQF predicates as QueryByMedia or QueryByDescrip-
tion are instances of QueryType. For example, MPQF predicates of type Query-
ByMedia are mapped by

– QueryByMedia �→ QBMexact(targetResource, testResource) or
QBMsimilar(targetResource, testResource, τ) whereby
• the value of matchType determines QBMexact or QBMsimilar,
• the function getThis() returns a reference �→ targetResource and
• MediaResource or MediaResourceREF �→ testResource.

OutputDescription. The elements of a OutputDescription specify a final pro-
jection and/or grouping operation:

– OutputDescriptionType �→ πAttrList(γGAttrList,GAggFuncList(E))
whereby
• AttrList := (Ap1 , . . . , Apn) is defined by ReqField �→ Api ,
• GAttrList := (Ag1 , . . . , Agm) is defined by GroupByField �→ Agi ,
• GAggFuncList := (AggFuncl1 , . . . , AggFunclq) is defined by Aggregate
�→ AggFuncli and

• E is constructed by a QueryCondition (see above).

5 Evaluation Models

The semantics for a selection or join condition are an essential part of defining the
evaluation of a MPQF algebra expression. Thus, we discuss fuzzy and quantum
logic as two alternatives for the interpretation of logical operators I(∧), I(∨)
and I(¬) (see Section 4.2) in the following subsections. Especially, we emphasize
the advantages of the quantum logic based evaluation against the fuzzy logic
approach.

5.1 Fuzzy Logic

The main principle of fuzzy set theory is to generalise the concept of set mem-
bership [25]. In classical set theory a characteristic function 1A : Ω → {0, 1}
defines the memberships of objects ω ∈ Ω to a set A ⊂ Ω, whereby 1A(ω) = 1, if
ω ∈ A and 1A(ω) = 0 otherwise. In fuzzy set theory the characteristic function
is replaced by a membership function μM : Ω → [0, 1], that assigns numbers to
objects ω ∈ Ω according to their membership degree to a fuzzy set M . Mem-
bership degrees can be used to represent different kinds of imperfect knowledge,
including similarity, preference, and uncertainty.

Conjunctions and disjunctions of fuzzy membership degrees are evaluated by
special classes of functions called t-norms and t-conorms, respectively. For input
values from {0, 1}, all t-norms and t-conorms behave like the Boolean conjunction
and disjunction. For the values in between, however, different behaviours are
possible. Zadeh in [25] suggests following evaluation functions:
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eval(t, c) = μc(t) if c is atomic, (3)

eval(t, c1 ∧ c2) = min(eval(t, c1), eval(t, c2)) (4)

eval(t, c1 ∨ c2) = max(eval(t, c1), eval(t, c2)) (5)

eval(t,¬c) = 1 − eval(t, c) (6)

whereby c1 and c2 are arbitrary subconditions. In this context, a good evaluation
of fuzzy classifiers has been presented in [10].

5.2 Quantum Logic

In general, quantum logic enables the logic based construction of conditions
starting from traditional Boolean and similarity predicates. The underlying idea
is to apply the theory of vector spaces, also known from quantum mechanics and
quantum logic, for query processing.

All attribute values of a tuple t are embodied by the direction of a normalised
vector. The condition c itself corresponds to a vector subspace also called con-
dition space. The evaluation result is then determined by the minimal angle
between tuple vector and condition space. The squared cosine of this angle is a
value out of the interval [0, 1] and can therefore be interpreted as a similarity
measure as well as a score value. A method for a convenient computation of the
desired squared cosine of this angle is developed in [21]. It allows to evaluate a
tuple t against a normalised (see below) condition c constructed by ∧,∨ and ¬
recursively as follows:

eval(t, c) = ϕ(t, c) if c is atomic, (7)

eval(t, c1 ∧ c2) = eval(t, c1) ∗ eval(t, c2) (8)

eval(t, c1 ∨ c2) = eval(t, c1) + eval(t, c2)− (9)

eval(t, c1 ∧ c2)

eval(t,¬c) = 1 − eval(t, c) (10)

whereby c1 and c2 are arbitrary subconditions. The function ϕ(t, c) returns the
evaluation of a single similarity predicate c. Its structure depends on the domain
of the queried attribute of t. In general, any set of similarity values which can
be produced by the scalar product of normalised vectors is supported. That is,
the similarity values must form a semi-positive definite correlation matrix.

The defined operations 8 and 9 can only be applied, if the considered condition
c is evaluated in a specific syntactical form. In this normal form only mutually ex-
clusive subconditions or subconditions with disjoint sets of restricted attributes
are allowed. The algorithm norm [21] transforms an arbitrary condition into the
required normal form by using logical transformation rules as idempotence6,
absorption7 and distributivity8. To preserve these logic laws we need following

6 Idempotence: A ∧ A ≡ A and A ∨ A ≡ A
7 Absorption: A ∨ (A ∧ B) ≡ A and A ∧ (A ∨ B) ≡ A
8 Distributivity: A∧ (B∨C) ≡ (A∧B)∨ (A∧C) and A∨ (B∧C) ≡ (A∨B)∧ (A∨C)
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restriction: In a valid condition any attribute must not be queried by
more than one constant in a similarity predicate. This restriction is re-
spected by a MPQF algebra condition, if the quantum logic model is used for
query processing.

5.3 Comparison Fuzzy and Quantum Logic

The functions min/max are the standard t-norm/t-conorm in fuzzy logic be-
cause it is the only idempotent2 and first proposed set of functions [25]. Never-
theless, [12] shows that the application of min/max differs from the intuitional
understanding of a combination of values, because the binary min/max func-
tions return only one value. This leads to a value dominance of one of the two
input values while the other one is completely ignored.

The algebraic product a · b for ∧ and the algebraic sum a + b − a · b for ∨,
which overcomes the dominance problem of min/max, has been also proposed
in fuzzy logic [18]. However, a large number of logical laws and semantically
equivalences are known from Boolean logic. A user who is intuitively familiar
with this equivalences would expect that the same rules are still valid in fuzzy
and quantum logic. Unfortunately, in fuzzy logic the algebraic product is not
idempotent2 and thus no distributivity4 holds.

This can be demonstrated by the following example. Let us assume we have
a table with an image attribute. Be t1 a tuple: t1[im] = (ref1). Further let us
assume, a request is composed of a logical combination of a condition with itself,
e. g., c2 ≡ QBMsimilar(im) ∧ QBMsimilar(im). This request should produce
the same result as the evaluation of a single condition7. To evaluate a similarity
condition QBMsimilar , we need score values for each fuzzy set and predicate,
e.g. μ[QBMsimilar(im)](t1) or ϕ(t1, QBMsimilar(im)). We set the score value 1.0,
if the queried property is rated by the best possible mark 1. In our example the
evaluation of QBMsimilar(im) for t1 is simulated and results in the score 0.7.

evalF/prod(t, c2) = μ[QBMsimilar(a1)](t) ∗ μ[QBMsimilar(a1)](t) (11)

= (μ[QBMsimilar(a1)(t))
2 (12)

evalQ(t, c2) = evalQ(t, norm(QBMsimilar(ai) ∧ QBMsimilar(ai))) (13)

= ϕ(t, QBMsimilar(ai)) (14)

Thus, referring to the user expectation we achieve an incorrect result
evalF/prod(t1, c2) = 0.49 = 0.7 = evalF/prod(t1, QBMsimilar(im)) in fuzzy
logic. In contrast to common fuzzy logic, the quantum logic is able to
compute the correct result evalQ(t1, c2) = 0.7, because of its normal-
ization algorithm (Eq. 13) recognizes that the underlying condition space
(see [13]) for ’QBMsimilar(im)’ is intersected by itself. Therefore, the operation
‘QBMsimilar(im)∧QBMsimilar(im)’ can be simplified to ’QBMsimilar(im)’ be-
fore any evaluation rule is applied (Eq. 14).

Contrarily, the quantum logic approach is able to differentiate semantical cases
by applying Boolean transformation rules on vector spaces during the applied
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normalization. This is impossible in fuzzy logic because required semantics are
hidden behind the membership values of the given fuzzy sets [22].

5.4 Example

The following section demonstrate the use of the MPQF algebra and its trans-
formation process on a multimeida request targeting on MPEG-7 metadata
and their repository (for instance [6]). Let us assume the imaginary repository
stores images and related information like Title, TextAnnotation and FileSize in
MPEG-7. See Table 1 for an example data set.

Table 1. Test data set

sv . . ./Title . . ./TextAnnotation . . ./FileSize /MediaUri

1 Title 01 City:Berlin 1245 MediaUri123
1 Title 12 City:Cottbus 3245 MediaUri23
1 Title 04 City:Passau 1445 MediaUri1323
1 Title 02 City:Paris 945 MediaUri122

Related to the test data, the given request could be considered: Give me
all images and their title that are similar to the given example image and that
have been taken in Berlin whereby the fulfilling of the retrieval condition is more
important than an association to Berlin. Furthermore, the file size of a result
image must not exceed 2048K.

Based on the underlying metadata model (namely MPEG-7) and the use
of MPQF, the request can be formulated as demonstrated in Code 1. By
following the mapping guidelines we can build a MPQF algebra expression:
E ≡ π

.../Title,.../MediaUri
(σ

F
(R)). This expression contains a combination of a pro-

jection and a selection operation based on a single relation which is extracted
from the queried XML document. Furthermore, the selection condition is given
by

F = ((QBMsimilar(. . .) ∨ ¬0.8) ∧ (QBFT (. . .) ∨ ¬0.2)) ∧ . . . /F ileSize < 2048.

To integrate the weighting constraints we have introduced two weighting vari-
ables θQBM = 0.8 and θQBM = 0.2 and applied Substitution rule 1 of Section
4.3.As underlying evaluation model we employ the quantum logic based approach.
Then, for instance, considering the first tuple of Table 1 we assume follow-
ing scores: eval(t1, QBM(. . .))=0.6 and eval(t1, QBFT(. . .))=0.9. Moreover, the
score for eval(t1, /FileSize<2048)=1 is evaluated on a Boolean true/false basis
where 0 denotes false and 1 denotes a true. Finally, the result score is gained by
computing the following arithmetic expression:

eval(t1, F ) = (0.6 + 0.2 − 0.12) ∗ (0.9 + 0.8 − 0.72) ∗ 1 = 0.68 ∗ 0.98 = 0.6664.



216 M. Döller et al.

5.5 Advantages and Drawbacks

The MPEG Query Format is a very young standard and aims on supporting the
access to heterogeneous multimedia databases in an distributed environment.
By this, one of the main advantages (see also [7]) of the novel query language
is the combination of the expressive style of information as well as XML data
retrieval systems. This applies that a query request may feature exact matches
as well as fuzzy operations at the same time. Another highlight is the mul-
titude of typical multimedia specific operations including spatial, temporal or
example based searches which is absolutely novel in this area. This is further
enriched by providing means for assigning weighting and threshold parameters
as well as the selection of individual scoring functions for evaluation. Besides, the
query language is data model agnostic and supports any XML based metadata
format. Finally, the management component especially highlights its use in an
distributed scenario for accessing multiple multimedia databases.

Although, the query language has many merits, there are some drawbacks.
First of all, the query language itself does not contain any data manipula-
tion functionality such as delete, insert or update operations. However, this

Code 1. Example Request in MPQF
<MpegQuery><Query><Input>

<OutputDescription>
<ReqField

typeName="CreationInformationType">/Creation/Title
</ReqField>
<ReqField

typeName="MediaLocatorType">/MediaUri
</ReqField>
</OutputDescription>
<QueryCondition>
<Condition xsi:type="AND">
<Condition xsi:type="AND">

<Condition xsi:type="QueryByMedia"
preferenceValue="0.8" matchType="similar">
<MediaResource resourceID="ID1">
<MediaResource>
<MediaUri>URI_to_Example_Image</MediaUri>

</MediaResource>
</MediaResource>

</Condition>
<Condition xsi:type="QueryByFreeText"

preferenceValue="0.2">
<FreeText>City:Berlin</FreeText>

</Condition>
</Condition>
<Condition xsi:type="SmallerThan">

<ArithmeticField typeName="MediaFormatType">
/FileSize

</ArithmeticField>
<LongValue>2048</LongValue>

</Condition>
</Condition>

</QueryCondition>
</Input></Query></MpegQuery>
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circumstance can also be found at other well known query languages like XQuery
(XML data) or SPARQL (semantic data). But more problematic is the absence of
necessary parameters in the specification of some query types. For instance, the
QueryByMedia query type allows only to add the example media but does not
support to assign the target element in the data model to be evaluated against.
This means that a complex query request where two different target (user se-
lected) images should be addressed is not possible. Finally, the available filter
mechanisms offer a rich set of selection possibilities but is limited by the use and
combination of multiple sets. That is, the provided join capability only allows
the combination of a maximum of two sets in one single query request. Further-
more, features such as subqueries are not supported by the MPEG Query Format
at all.

6 Conclusion and Future Work

This article presented a formal algebra representation of the novel MPEG Query
Format. This includes the description of the data model (based on an extension
of XDM), the specification of the syntax and semantics of the developed algebra
and its multimedia operations for accessing multimedia data. Related on our
generic evaluation methodology for condition processing different logics for its
execution can be chosen. In this context, the article demonstrated the use and
the respective advantages and shortcomings of the common fuzzy logic and the
novel quantum logic approach. By this, it could be shown that the quantum
logic approach provides better characteristics for multimedia retrieval although
there are some restrictions for the creation of query instances.

Future work will focus on two main directions. First, endeavors will be made
to implement the introduced algebra into a MPEG Query Format aware na-
tive database system. Second, methods will be investigated for overcoming the
identified problems, such as missing extensible join functionality, missing pa-
rameters in some query types, etc. This investigation aims on a refinement and
improvement of the first version of the standard.

Acknowledgement. This work has been partially supported by the THESEUS
Program and the SQ-System project which are funded by the German Federal
Ministry of Economics and Technology and the DFG funding association.
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J., Lavrač, N. (eds.) IDA 2007. LNCS, vol. 4723, pp. 140–151. Springer, Heidelberg
(2007)
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6. Döller, M., Kosch, H.: The MPEG-7 Multimedia Database System (MPEG-7
MMDB). Journal of Systems and Software 81(9), 1559–1580 (2008)
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