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Abstract. We consider the problem of minimizing the number of re-
generators in optical networks with traffic grooming. In this problem we
are given a network with an underlying topology of a graph G, a set of
requests that correspond to paths in G and two positive integers g and
d. There is a need to put a regenerator every d edges of every path, be-
cause of a degradation in the quality of the signal. Each regenerator can
be shared by at most g paths, g being the grooming factor. On the one
hand, we show that even in the case of d = 1 the problem is APX−hard,
i.e. a polynomial time approximation scheme for it does not exist (unless
P = NP ). On the other hand, we solve such a problem for general G
and any d and g, by providing an O(log g)-approximation algorithm and
thus extending previous results holding only for specific topologies and
specific values of d or g.

Keywords: Optical Networks, Wavelength Division Multiplexing
(WDM), Regenerators, Traffic Grooming, Approximation Algorithms
and Complexity.

1 Introduction

In modern optical networks, high-speed signals are sent through optical fibers
using WDM (Wavelength Division Multiplexing) technology. The decrease in
the energy of the signal with the traveled distance necessitates optical ampli-
fication at every (almost) fixed distance. However this amplification introduces
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noise into the signal, so that it has to be regenerated after a certain number
of amplifications. The signal is regenerated by first using a ROADM (Recon-
figurable Optical Add-Drop Multiplexer) to extract a set of wavelengths from
the optical fiber. Then, for each extracted wavelength, an optical regenerator
regenerates the signal carried by that wavelength. That is, at a given optical
node, one needs one ROADM if any regeneration will take place, and as one
regenerators per wavelength to be regenerated.

The dominant part of the regeneration cost is the cost of the regenerators, be-
cause they are (a) expensive and (b) needed one per wavelength. Therefore the
total number of regenerators is an important cost parameter to be minimized [15].

A logical path formed by a signal traveling from its source to its destination
using a unique wavelength is termed a lightpath. Let d be the maximum number
of hops a lightpath can make without meeting a regenerator. Then an optimal
solution can be found by simply placing one regenerator for every d consecutive
vertices of each lightpath �. However the problem becomes harder when the
traffic grooming enters the picture.

Traffic grooming: The network usually supports traffic that is at rates lower
than the full wavelength capacity. Therefore the network operator puts together
(= grooms) low-capacity connection requests into high capacity lightpaths. In
graph-theoretic terms, we associate a path in the graph with each connection,
and the problem can viewed as assigning wavelengths to these paths so that at
most g of them using the same wavelength (g being the grooming factor) can
share one edge. Thus, all paths (i.e. connections) that get the same color (i.e.,
the same wavelength) and form a connected subgraph correspond to grooming
of these connections into one lightpath. The optical signal is routed in the inter-
mediate nodes, based on wavelength only, therefore connection requests assigned
the same wavelength can not split from each other, i.e. they might not induce a
graph with a node with degree 3 or higher. In other words a set of path assigned
the same wavelength induces a graph with maximum degree two.

1.1 Related Work

Various variants of regenerator placement problems were studied in [3,8,16,19].
Most of these results concentrate in heuristics and simulations and do not con-
sider traffic grooming.

In the literature, two different scenarios have been studied, depending on
whether or not it is allowed to split the paths in order, for instance, to reduce the
number of used wavelengths or the cost of hardware components. In particular,
[5,7] assume that no splitting is allowed, while [6] allows to split paths and [14]
considers both scenarios. In this work, we focus on the case in which splitting
lightpaths is not allowed.

In [9] theoretical results (upper bounds and lower bounds) are presented for a
family of related problems. The objective in that work is to minimize the number
of regenerator locations (as opposed to the total number of regenerators), and
traffic grooming is not considered. On the other hand, [15] consider the same
cost measure as this work but still does not consider traffic grooming.
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The problem we study is shown to be NP-hard in other contexts such as fiber
minimization in [18] and its NP-hardness is also implied by the proof of a similar
result in [11] holding even for path topology and g = 2.

When the underlying graph is a path the problem is equivalent to a machine
scheduling problem studied in [10], where several approximation algorithms are
presented for it and for some of its special cases. In [12] and [13] these results have
been extended to the tree topology, and also an algorithm for general networks
has been provided. Unfortunately, the worst case approximation ratio of that
algorithm is very high for general topologies, namely as the order of the number
of lightpaths.

1.2 Our Contribution

In this work we consider the problem of minimizing the number of regenerators
in optical networks with traffic grooming, extending the results in [10,12,13] for
general settings.

We first show that even in the case of d = 1, G being a bipartite graph, the
problem is APX − hard for any g ≥ 2, i.e. a polynomial time approximation
scheme (PTAS) for it does not exist (unless P = NP ). We then provide an
O(log g)-approximation algorithm for the most general version of this problem
in which general topologies are admitted and both d and g can be arbitrary.

The paper is organized as follows. In Section 2 we define our problem. On
the one hand, in Section 3 we show that our problem is APX-Hard even in
the case of d = 1, G being a bipartite graph and g ≥ 2. On the other hand,
in Section 4 we provide a polynomial time approximation algorithm solving the
problem for general topologies and any value of g and d, with an approximation
ratio logarithmic in g. We conclude by suggesting open research directions in
Section 5.

2 Definitions and Problem Statement

We consider instances (G,P , g, d) where G = (V, E) is a graph modeling the
optical network, P is a set of simple paths in G, g ∈ N

+ is the grooming factor
and d is the maximum number of hops a lightpath can travel without meeting a
regenerator.

A coloring (or wavelength assignment) of (G,P) is a function w : P �→ N. For
a coloring w and color λ, Pw

λ denotes the subset of paths from P colored λ by

w, i.e. Pw
λ

def
= {P ∈ P|w(P ) = λ}. When there is no ambiguity on the coloring

w under consideration, we omit the superscript w and use Pλ.
For a node v, Pv denotes the subset of paths of P having v as an intermediate

node, and similarly for an edge e, Pe denotes the subset of paths of P using
the edge e. For every e ∈ E we define load(P , e)

def
= |Pe| and load(P)

def
=

maxe∈E load(P , e).
A set of paths is called a no-split instance or shortly an NSI if the union of

its paths (as sets of edges) induces a graph of maximum degree at most 2. In
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particular, if also the minimum degree of such a graph is 2 (i.e., such a graph
is a vertex disjoint union of rings), we call every connected component of it a
ring-NSI, otherwise we call every connected component a path-NSI.

In this work we assume (as in [5,7,14]) that splitting of paths is not allowed,
i.e. paths using the same wavelength and going through the same edge of the
network can be routed only to another unique edge. Moreover, since we do not
consider bounds on the number of colors and our goal is independent of it,
without loss of generality we assume that, in any solution, paths belonging to
different NSIs are assigned different colors, and therefore every set of paths with
the same color has to be an NSI.

A valid coloring (or wavelength assignment) w of (G,P , g, d) is a coloring of
P such that for every λ, Pw

λ satisfies the following two conditions:

– The load condition: For any edge e at most g paths using e are colored with
λ, i.e. load(Pw

λ ) ≤ g.
– The no-splitting condition: Pw

λ is an NSI.

Given a valid coloring w of (G,P , g, d), a regenerator assignment is a boolean
function rw : V × N �→ {0, 1}; in particular, rw(u, λ) = 1 if and only if a
regenerator operating at wavelength λ is placed at node u.

We are now ready to give a formal definition of our problem.

Total Regenerators with Grooming (Trg)

Input: A quadruple (G,P , g, d), where G = (V, E) is a graph, P =
{P1, P2, ..., Pn} is a set of simple paths in G, g is an integer, namely the groom-
ing factor, and d is the maximum number of hops a lightpath can go through
without needing a regenerator.
Output: A valid coloring w : P �→ N and a regenerator assignment rw such
that, rw satisfies the constraint that every lightpath has a regenerator every
at most d hops (we will refer to this condition as the regeneration condition
through this work).
Objective: The cost of a solution is given by the total number of regenerators

REGw def
=

∑
λ

∑
u∈V rw(u, λ). The goal is to minimize the total number of

regenerators REGw.

OPT (G,P , g, d) denotes the cost of any optimal coloring.

3 Hardness of Approximation

In this section we show that the problem Trg is APX-hard even if restricted
to instances (G,P , g, 1), with g at least 2.

Notice that, if d = 1, the coloring w univocally identifies the regenerator
assignment rw; in fact, given an NSI N colored λ by w, a regenerator is needed
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at each node being an internal node of some path in N , i.e., rw(u, λ) = 1 if and
only if u is an internal node of some path in N .

We first define a problem that will be used in our proof.

B-Bounded Edge Partition into Triangles and Minimum Paths

(MEPTP-B):

Input: A graph G = (V, E) with Δ(G) ≤ B, where Δ(G) is the maximum
degree of a node of G.
Output: A partition of E into connected graphs with at most 3 edges.
Measure of a solution: The number of paths of the returned partition.
Objective: Minimizing the measure of the returned solution.

By exploiting a reduction similar to the one used in [1] we will prove that this
problem is APX-Hard. Finally we will reduce this problem to the (G,P , g, 1)
problem with g ≥ 2 in order to show the APX-Hardness of the latter.

Definition 1. Given a tripartite graph G = (V0 ∪ V1 ∪ V2, E) we can obtain a
directed graph, by directing the edges from nodes of Vi nodes of V(i+1) mod 3. We
will say that G is directed Eulerian if the directed graph obtained in this way is
directed Eulerian.

Lemma 1. The MEPTP-B problem is APX-Hard for any fixed B ≥ 12 even
when the graph is directed Eulerian tripartite and the optimum is at least |E| /10.

Theorem 1. The set of (G,P , g, 1) instances of the Trg problem is APX-hard
for any g ≥ 2 and even when G is a bipartite graph.

Proof. We will give an approximation ratio preserving reduction from the
MEPTP-B problem in graphs satisfying the conditions of Lemma 1 to the
(G,P , g, 1) instances of Trg, with g ≥ 2.

Let G′ = (V ′
0 ∪ V ′

1 ∪ V ′
2 , E′) be an instance of MEPTP-B. We build an

instance (G = (V, E),P , g, 1) of our problem as follows (see Figure 1): For each
i ∈ {1, 2, 3} and for every node v ∈ V ′

i , G contains a path with three nodes
v−, v, v+ and two edges (v−, v), (v, v+). G contains 3 special nodes u01, u12, u20.
Node uij is connected to all the v+ nodes corresponding to any v ∈ V ′

i and to
all the v− nodes corresponding to any v ∈ V ′

j .
For each edge (v, w) ∈ E′ where v ∈ V ′

i and w ∈ V ′
j (j ≡ (i + 1) mod 3), P

contains the path (v−, v, v+, uij , w
−, w, w+).

The constructed instance has the following properties:

– Any two distinct edges of G′ both connecting nodes from V ′
i and V ′

j corre-
spond to two paths in P that induce a graph with degree 3 or 4 at node uij .
Therefore these two paths cannot be part of an NSI. We conclude an NSI
can contain at most 3 paths, i.e., one corresponding to an edge of G′ from
V ′

0 to V ′
1 , another one corresponding to an edge of G′ from V ′

1 to V ′
2 , and

another one corresponding to an edge of G′ from V ′
2 to V ′

0 .
– The two paths corresponding to any pair of adjacent edges in G′ are compat-

ible (i.e., form together an NSI) and have one intermediate node in common.
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Fig. 1. The bipartite graph in the proof of Theorem 1

We conclude that the edges in G′ corresponding to the paths of an NSI form
either a triangle, or a path with 1, 2 or 3 edges, and conversely, every such
subgraph of G′ corresponds to an NSI. Let T be the number of NSIs correspond-
ing to triangles of G′, and lk be the number of NSIs corresponding to paths
of length k of G′ for k ∈ {1, 2, 3}. Note that each path of P has 5 intermedi-
ate nodes. Therefore the number Reg of regenerators used by such a solution
is Reg = 5 |E′| − 3T − 2l3 − l2. As G′ is directed Eulerian tripartite, for any
T there is a solution with l2 = l1 = 0, with cost Reg = 5 |E′| − 3T − 2l3 =
5 |E′| − (3T + 2l3) = 5 |E′| − (|E′| − l3) = 4 |E′| + l3. Therefore the minimum
number of regenerators is obtained at the optimum of the MEPTP-B instance.
Let Reg∗ be the optimum of instance (G,P , g, 1), and consider a ρ-approximate
solution of it with Reg = ρ ·Reg∗. Moreover, let l∗k, for k ∈ {1, 2, 3}, be the num-
ber of paths of length k in an optimal solution of the corresponding instance of
the MEPTP-B problem. Then

l3 = Reg − 4 |E′| = ρ · Reg∗ − 4 |E′| = ρ · (l∗3 + 4 |E′|) − 4 |E′|
= ρ · l∗3 + 4(ρ − 1) |E′| ≤ ρ · |l∗3| + 40(ρ− 1)l∗3 (1)
= (ρ + 40(ρ − 1))l∗3 ,

where 1 holds because by Lemma 1 we can assume that the optimum of G′ is at
least |E′|

10 .
Assume that our problem admits a PTAS. For any ε > 0 we run the PTAS

with the parameter ε′ = ε/41 to obtain a ρ = 1 + ε/41 approximated solution.
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This corresponds to a solution of the MEPTP-B with l3 ≤ (1 + ε)l∗3. A con-
tradiction to the fact that MEPTP-B does not admit a PTAS unless P=NP.

�

4 Approximation Algorithm

In this section we provide an approximation algorithm for the Trg problem for
general topologies, guaranteeing an O(log g) approximation ratio in polynomial
time.

A proper set P̄ of paths, is a set of paths that constitute and independent set
with respect to inclusion. In other words no paths of P̄ is included in another.
An instance is said to be proper if its set of paths P is proper.

This section is organized as follows: We first provide an O(log g)-
approximation algorithm for the case of proper instances with d = 1. We then
extend this result to the more general case in which d = 1 but the instance is not
necessarily proper. Finally we extend the result to any value of d. Each time we
extend the previous result, we lose only a constant factor in the approximation
ratio, therefore achieving an O(log g)-approximation ratio for the general case.

We introduce some definitions that will be useful in the proofs contained in
this section. We denote by INT (P ) the set of intermediate nodes, i.e. of all the

nodes not being endpoints, of a path P in G, and int(P ) def= |INT (P )|. For a
set P of paths we define:

SPAN(P)
def
=

⋃

P∈P
INT (P ), span(P)

def
= |SPAN(P)| , len(P)

def
=

∑

P∈P
int(P ).

Notice that, if d = 1, the number of regenerators operating at wavelength λ is
span(Pw

λ ); in fact, at each node being an intermediate node of some path in Pw
λ

a regenerator operating at this wavelength is needed. Moreover, when d = 1, we
have the following trivial lower bound (the grooming bound) for the cost of any
coloring w (in particular for an optimal coloring), holding because a regenerator
can be used by at most g intermediate nodes of paths: REGw ≥ len(P)

g .

4.1 Proper Instances with d = 1

In this section, we focus on the case d = 1, i.e., a regenerator is needed at
every internal node of a path, and the set of paths constitute a proper set.
In particular, we provide Algorithm 2 working for (G, P̄ , g, 1) instances, with
P̄ being a proper set of paths. It exploits the greedy set cover approximation
algorithm GreedySetCover for the minimum weight set cover problem presented
in [4]. Such an algorithm guarantees an Hk approximation ratio, where k is the
maximum cardinality of a subset in the input and Hk is the k-th harmonic
number

∑k
i=1

1
i .
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More formally, the Set Cover problem is defined as follows:
Minimum Weighted Set Cover

Output: A subcollection SC ⊆ S of subsets covering the elements in A, i.e. such
that ∪SC = A.
Measure of a solution:

∑
S∈SC weight[S], i.e. the sum of the weights of the

selected subsets.
Objective: Minimizing the measure of the returned solution.

We present here the GreedySetCover Algorithm of [4] because we will slightly
modify it in the sequel, to improve the time complexity of our algorithm.

Algorithm 1. [4] GreedySetCover(A,S, weight)
1: SC ← ∅
2: Covered← ∅
3: while Covered �= A do
4: for i = 1 to m do
5: eff [Si]← weight[Si]

|Si\Covered|
6: end for
7: min← argminm

i=1 eff [Si]
8: SC ← SC ∪ {Smin}
9: Covered← Covered ∪ Smin

10: end while
11: return SC

Definition 2. Given a set Q of paths, and a path P ∈ Q, we say that P domi-
nates Q if ∀P ′ ∈ Q, E(P ′)∩E(P ) �= ∅. A set Q of paths is said to be dominated
if there exists a path P ∈ Q that dominates Q.

We term an NSI N such that load(N ) ≤ g as a g-NSI. Our algorithm is based
on the following basic lemma.

Lemma 2. Let N be a proper g-NSI. N can be covered with proper, dominated
g-NSI’s QN

0 ,QN
1 , . . ., such that

∑
i span(QN

i ) ≤ 2 · span(N ).

Proof. Let N̂ ⊆ N be a maximal subset of pairwise edge-disjoint paths in N .
It follows from the maximality, that every path P ∈ N edge-intersects with
at least one path of N̂ . Let N̂ = {P0, P1, . . . , P|N̂ |−1}; if N is a path-NSI we
assume without loss of generality that P0, P1, . . . are ordered from left to right,
otherwise (i.e., if N is a ring-NSI) we assume that they are ordered clockwise. In
the following the terms before and after refer to this order, right and clockwise
are used interchangeably, and when N is a ring-NSI index arithmetic is done
modulo |N̂ |.

We observe that a path P ∈ N intersects either exactly one path Pi, or
two consecutive paths Pi, Pi+1, because otherwise there would exist a path
Pj included in P , contradicting the properness of N . We partition N into
QN

0 , . . . ,QN
|N̂|−1

such that, for i = 0, . . . , |N̂ | − 1, Qi consists of the paths of
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N intersecting only Pi, or both Pi and Pi+1. Clearly each QN
i is a proper g-NSI

dominated by Pi. It remains to show that the last condition in the statement of
the Lemma holds. We will show that every node v ∈ SPAN(N ) is in at most
two sets SPAN(QN

i ) and SPAN(QN
i+1).

Clearly, the claim holds when
∣
∣
∣N̂

∣
∣
∣ ≤ 2. Assume that

∣
∣
∣N̂

∣
∣
∣ ≥ 3 and that there is

a node v ∈ SPAN(QN
i )∩SPAN(QN

i+j) where j > 1. If v is not before the right
endpoint of Pi+1 then there is a path P ∈ QN

i whose right endpoint is not before
the right endpoint of Pi+1, thus including Pi+1, contradicting the properness of
N . If v is before the right endpoint of Pi+1, then there is a path P ∈ QN

i+j that
intersects Pi+1 contradicting the way we partitioned N . �

Algorithm 2. (G, P̄ , g, 1)
1: � Prepare the input for GreedySetCover
2: S ← ∅
3: for each Q ⊆ P̄ such that |Q| ≤ 2g − 1 do
4: if load(Q) ≤ g and Q is dominated and Q is an NSI then
5: S ← S ∪ {Q}
6: weight[Q]← span(Q)
7: end if
8: end for
9: SC ← GreedySetCover(P̄,S , weight)

10: � Eliminate inclusions
11: while there exist S, S′ ∈ SC such that S ∩ S′ �= ∅ do
12: S ← S \ S′

13: end while
14: � Assign colors to paths
15: for each Si ∈ SC do
16: for each P ∈ S do
17: w(P )← i
18: end for
19: end for
20: return w

Theorem 2. Algorithm 2 is a 2H2g−1-approximation algorithm for (G, P̄ , g, 1)
instances, where P̄ is a proper set of paths. Its running time is not polynomial
in g.

Proof. The cost of the solution is at most the cost of the set cover returned
by the greedy algorithm, because the elimination of inclusions (lines 11–13 of
Algorithm 2) can only reduce the cost of the cover.

Since the maximum cardinality of a subset in the collection S given in input
to GreedySetCover is 2g− 1 and therefore, by [4], GreedySetCover guarantees
an H2g−1 approximation ratio, in order to prove the claim, it remains to show
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that there exists a subcollection SC ⊆ S such that
∑

S∈SC weight[S] ≤ 2 ·
OPT (G, P̄, g, 1).

Let N ∗
1 ,N ∗

2 , . . . ,N ∗
W∗ be the NSIs of an optimal solution. For each 1 ≤ i ≤

W ∗, let QN∗
i

0 , . . . ,QN∗
i

|N̂∗
i |−1

be the proper, dominated g-NSIs whose existence is

guaranteed by Lemma 2, and let SC =
{
QN∗

i
j |1 ≤ i ≤ W ∗, 0 ≤ j ≤ |N̂ ∗

i | − 1
}
.

It holds that:

∑

S∈SC
weight[S] =

∑

S∈SC
span(S) =

W∗
∑

i=1

|N̂∗
i |−1∑

j=0

span(QN∗
i

j )

≤
W∗
∑

i=1

2 · span(N ∗
i ) = 2 · OPT (G, P̄, g, 1).

To conclude the proof we note that a proper, dominated g-NSI contains at most
2g−1 paths. This is because each path of such a set must use one of the extremal
edges of the dominating path, otherwise such a path either does not intersect the
dominating path, or it is included in it, both of which contradict the definition of
dominated, proper set. There can be at most g − 1 paths except the dominating
path using each extremal edge, therefore at most 2(g − 1) + 1 = 2g − 1 paths.
We thus conclude SC ⊆ S. �

Though Algorithm 2 is not polynomial in g (as it considers all subset of paths
of cardinality at most 2g−1) we are able to provide a polynomial time algorithm
preserving the same approximation ratio up to a constant factor. First of all, we
relax the greedy choice (line 7) of algorithm GreedySetCover as the following
algorithm does.

Algorithm 3. GreedySetCover2(A,S, weight, ρ)
1: SC ← ∅
2: Covered← ∅
3: while Covered �= A do
4: for i = 1 to m do
5: eff [Si]← weight[Si]

|Si\Covered|
6: end for
7: Let j such that eff [Sj ] ≤ ρ ·minm

i=1 eff [Si]
8: SC ← SC ∪ {Sj}
9: Covered← Covered ∪ Sj

10: end while
11: return SC

The following lemma states a well known fundamental result on the approxi-
mation ratio guaranteed by Algorithm GreedySetCover2.

Lemma 3. Algorithm GreedySetCover2 guarantees a (ρ · Hk)-approximation
for the set cover problem, where k is the size of the biggest set in the input.
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An immediate consequence of the above lemma and Theorem 2 is

Corollary 1. Algorithm 2 in which, at line 9, GreedySetCover2 is invoked with
ρ = 2 instead of GreedySetCover is a 4H2g−1-approximation algorithm for
(G, P̄ , g, 1) instances, where P̄ is a proper set of paths. Its running time is not
polynomial in g.

We are now ready to provide and analyze the following algorithm.

Algorithm 4. (G, P̄ , g, 1)
1: SC ← ∅
2: Covered← ∅
3: while Covered �= P̄ do
4: for each Qi ⊆ P̄ \Covered such that |Qi| ≤ 3 and Qi is a dominated NSI do
5: for each P ∈ P̄ \ Covered do
6: if Qi ∪ {P} is a dominated g-NSI and SPAN(Qi ∪ {P}) = SPAN(Qi)

then
7: Qi ← Qi ∪ {P}
8: end if
9: end for

10: eff [Qi]← span(Qi)
|Qi|

11: end for
12: Choose Qmin that minimizes eff [Qmin]
13: SC ← SC ∪ {Qmin}
14: Covered← Covered ∪Qmin

15: end while
16: � Assign colors to paths
17: for each Qi ∈ SC do
18: for each P ∈ Qi do
19: w(P )← i
20: end for
21: end for
22: return w

Lemma 4. Algorithm 4 is a polynomial time 4H2g−1-approximation algorithm
for (G, P̄ , g, 1) instances, with P̄ being a proper set of paths.

Proof. In this proof Algorithm 2 refers to the variant in which, at line 9, in-
stead of GreedySetCover, GreedySetCover2 is invoked with ρ = 2. Recall that
Corollary 1 holds for this variant. Actually Algorithm 4 is equivalent to Algo-
rithm 2 in the following sense: Instead of preparing an exponential number of
sets (lines 2–8 of Algorithm 2) and passing it to GreedySetCover2 (line 9 of
Algorithm 2), it actually simulates it, and each time calculates the greedy choice
of GreedySetCover2, by iterating over a polynomial number of sets.

In particular, in the following we show that the subcollection SC computed
at the end of line 15 of Algorithm 4 is one of the possible subcollections
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that Algorithm GreedySetCover2, executed at line 9 of Algorithm 2 on input
(P̄ ,S, weight) (where S and weight are those computed at lines 2–8 of Algorithm
2), could return as output.

Let without loss of generality the subcollection SC computed at lines 1–
15 of Algorithm 4 be {B1,B2, . . .} in the order they are chosen in the while
loop. We prove that SC is a possible subcollection that can be returned by the
GreedySetCover2 algorithm invoked at line 9 of Algorithm 2. It is enough to
show that for every k, Bk is a possible outcome of iteration k of the while loop of
GreedySetCover2. In the following discussion we confine ourselves to the k-th
iteration of both algorithms and to the values of SC and Covered in the be-
ginning of this iteration. Specifically we have to show that for every D ∈ S,
eff [Bk] ≤ 2 · eff [D] that means that Bk can be chosen by GreedySetCover2

algorithm at iteration k. Consider an arbitrary set D ∈ S. Since D is a dom-
inated, proper g-NSI then |D| ≤ 2g − 1 and there exists a set of three1 paths
P1, P2, P3 ∈ D dominated by P1, such that SPAN(D) = SPAN({P1, P2, P3}).
The set {P1, P2, P3} is considered by Algorithm 4 at line 4 and therefore a cor-
responding set of paths Qi with at least min(g, |D|) paths is built, such that
SPAN(Qi) = SPAN({P1, P2, P3}). We get |Qi| ≥ |D|

2 and therefore

eff [Qi] =
SPAN({P1, P2, P3})

|Qi| =
SPAN(D)

|Qi| ≤ 2 · SPAN(D)
|D| = 2 · eff [D].

Since Bk is chosen as the subset of paths with minimum cost-effectiveness at line
12 of Algorithm 4, eff [Bk] ≤ eff [Qi] ≤ 2 · eff [D], as required.

As a final remark, notice that the algorithm puts each path in exactly one sub-
set of the subcollection SC, and therefore there is no need to eliminate inclusions
as in lines 11–13 of Algorithm 2. �

4.2 Case d = 1

In this section we deal with the case d = 1 and general instances, by reducing
the problem to the special case of proper instances.

In order to show such a reduction, we exploit Algorithm “FirstFit” of [13] and
we also need a lemma of [13].

Algorithm FirstF it colors the paths greedily by considering them one after
the other, from longest to shortest. Each path is assigned the lowest possible
color for it. FirstF it uses colors starting from λstart.

Lemma 5. [13] Let w be the coloring returned by FirstF it and W ≥ 1 be the
number of colors used by w; for any λstart < λ ≤ λstart + W , len(Pλ−1) ≥
g
3span(Pλ).

We are now ready to prove the following lemma.

1 Actually, the number of such paths could be less than three, but the proof easily
extends to these cases.
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Algorithm 5. [13] FirstF it(G,P , g, λstart) where G is a path or a ring
1: Sort the paths in non-increasing order of length, i.e., int(P1) ≥ int(P2) ≥ . . . ≥

int(Pn).
2: Consider the paths by the above order and, for any path Pj , j ∈ {1, . . . , n}, let

w(Pj) be the first possible color λ ≥ λstart that will not violate the load condition.
Namely, find the minimum value λ ≥ λstart such that, for every edge e of Pj ,
load(Pλ, e) ≤ g − 1 and set w(Pj)← λ.

3: return w

Lemma 6. Given a polynomial time ρ-approximation algorithm A for
(G, P̄ , g, 1) such that P̄ is a proper set of paths, it is possible to obtain a polyno-
mial time (2ρ + 3)-approximation algorithm A′ for (G,P , g, 1), where P is not
necessarily proper.

Proof. As a first step we calculate a maximal subset P̄ ⊆ P of proper paths, by
picking up all the paths P ∈ P and adding P to P̄ as long as P is not included in
any other path of P̄ . Clearly, P̄ is proper and every path P ∈ P \P̄ is included in
a path of P̄ . Consider Algorithm 6 executed on input ((G,P = P ′ ∪ P̄ , g, 1), w̄),
where w̄ = A(G, P̄ , g, 1). For any 1 ≤ λ ≤ W̄ , let firstλ and lastλ be the
minimum and the maximum color used by wλ, respectively. By Lemma 5, we
obtain

lastλ∑

λ′=firstλ+1

span(Pλ′) =
lastλ−1∑

λ′=firstλ

span(Pλ′+1)

≤ 3
g

lastλ−1∑

λ′=firstλ

len(Pλ′) <
3
g
len(P ′

λ). (2)

Moreover, Algorithm 6 guarantees that span(Pfirstλ
) ≤ span(N̄λ), because all

the paths in Pfirstλ
are included in some path of N̄λ.

The number of regenerators used by the coloring w returned by Algorithm 6
is

W̄∑

λ=1

span(N̄λ) +
W̄∑

λ=1

lastλ∑

λ′=firstλ

span(Pλ′)

=
W̄∑

λ=1

span(N̄λ) +
W̄∑

λ=1

⎛

⎝span(Pfirstλ
) +

lastλ∑

λ′=firstλ+1

span(Pλ′)

⎞

⎠

≤
W̄∑

λ=1

span(N̄λ) +
W̄∑

λ=1

(

span(N̄λ) +
3
g
· len(P ′

λ)
)

(3)

= 2
W̄∑

λ=1

span(N̄λ) +
3
g

W̄∑

λ=1

len(P ′
λ)
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≤ 2ρ · OPT (G, P̄, g, 1) + 3 · OPT (G, P ′, g, 1) (4)
≤ (2ρ + 3) · OPT (G, P ′ ∪ P̄ , g, 1), (5)

where inequality 3 holds by (2); inequality 4 holds because A is ρ-approximation
algorithm for (G, P̄ , g, 1) and by the grooming bound; finally, inequality 5 holds
because both OPT (G, P̄, g, 1) and OPT (G, P ′, g, 1) are at most OPT (G, P ′ ∪
P̄, g, 1). �

Algorithm 6. ((G,P , g, 1),w̄), where w̄ is a valid coloring for the instance
(G, P̄ , g, 1) with P̄ = P \ P ′ being a maximal proper set of paths
1: Let 1, 2, . . . , W̄ be the colors used by w̄
2: λnew ← W̄ + 1
3: for λ = 1 to W̄ do
4: N̄λ = P̄λ � P̄λ is the set of paths in P̄ colored λ by w̄
5: P ′

λ ← ∅
6: for each P ∈ P ′ such that P is included in some path of N̄λ do
7: P ′

λ ← P ′
λ ∪ {P}

8: end for
9: wλ ← FirstF it(N̄λ,P ′

λ, g, λnew)
10: λnew ← 1+ the maximum color used in wλ

11: end for
12: return w = ∪W̄

λ=1wλ.

4.3 The General Case

The following lemma of [13] shows that, given a ρ-approximation algorithm for
(G,P , g, 1), it is possible to obtain a 4ρ-approximation algorithm for (G,P , g, d).

Lemma 7 ([13]). Given a polynomial time ρ-approximation algorithm A for
(G,P , g, 1), for any d > 1, it is possible to obtain a polynomial time algorithm
A′ guaranteeing a (4 · ρ)-approximation for (G,P , g, d).

Given an NSI N , let G(N ) = (V (N ), E(N )) be the graph corresponding
to the NSI N , i.e. such that V (N ) =

⋃
P∈N V (P ) and E(N ) =

⋃
P∈N E(P ).

We now provide a polynomial time algorithm (Algorithm 7) whose existence is
shown in Lemma 7, transforming a feasible solution for (G,P , g, 1) into a feasible
solution for (G,P , g, d).

By combining Algorithms 4, 6 and 7, we are finally able to provide a polyno-
mial time approximation algorithm (Algorithm 8) working for any (G,P , g, d)
instance of the general problem.

By exploiting Lemmata 7, 6 and 4, we obtain the following theorem.

Theorem 3. Algorithm 8 is a (32H2g−1 + 12)-approximation polynomial time
algorithm for general instances.
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Algorithm 7. ((G,P , g, d), w), w being a valid coloring such that Pλ is an NSI
for any λ

1: Let 1, 2, . . . , W be the colors used by w
2: for λ = 1 to W do
3: Nλ = Pλ

4: for each connected component G′ in the subgraph of G(Nλ) induced by the
nodes in SPAN(Nλ) do � G′ is either a path or a cycle

5: Build rw such that in G′ there is a regenerator every d nodes
6: end for
7: end for
8: return (w, rw)

Algorithm 8. (G,P , g, d)
1: P ′ ← ∅ � Partition P into P̄ and P ′ such that P̄ is a maximal proper set of paths.
2: P̄ ← P
3: while there exist P, P̄ ∈ P̄ such that P is included in P̄ do
4: P ′ ← P ′ ∪ {P}
5: P̄ ← P̄ \ {P}
6: end while
7: w′ ← Algorithm 4 (G, P̄ , g, 1)
8: w′′ ← Algorithm 6 ((G,P , g, 1), w′)
9: w ← Algorithm 7 ((G,P , g, d), w′′)

10: return w

5 Open Problems

The main open problem is that of closing the gap between the hardness result of
Section 3 and the approximation ratio guaranteed by the Algorithm 8 provided in
Section 4. In particular, determining whether the problem is in APX constitutes
a very interesting research direction.

Interesting research directions are that of modeling the network by means
of a edge-weighted graph and also that of considering lightpaths requiring a
bandwidth being b

g , with 1 ≤ b ≤ g; notice that in this paper we have dealt with
the case b = 1.

It would be also interesting to extend our result by considering more involved
cost functions taking into account other switching parameters (e.g., the ADMs -
Add-Drop-Multiplexers - used at the endpoints of the lightpath) or the possibility
of splitting paths.
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