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Preface

The continuous growth of digital technologies leads to not only the availability
of massive amounts of data, but also the emergence of new types of data with
novel characteristics. It poses new challenges for the data-mining research com-
munity to develop sophisticated data-mining algorithms as well as successful
data-mining applications. For the purpose of promoting the original research in
advanced data mining and applications, bringing together the experts on data
mining throughout the world, and providing a leading international forum to
exchange research ideas and results in emergent data-mining problems, the 7th
International Conference on Advanced Data Mining and Applications was held
in Beijing, China, in 2011.

The conference received 191 paper submissions from 47 countries and areas.
All papers were peer reviewed by at least three members of the Program Commit-
tee (PC) composed of international experts in data-mining fields, as well as one
Vice PC Co-chair. The PC, together with our PC Co-chairs, worked very hard
to select papers through a rigorous review process and extensive discussion, and
finally composed a diverse and exciting program including 35 full papers and
29 short papers. The ADMA 2011 program was highlighted by three keynote
speeches from outstanding researchers in advanced data-mining and application
areas: Philip S. Yu (University of Illinois Chicago), Wolfgang Nejdl (L3S Re-
search Center), and Stefan Decker(National University of Ireland).

Without the support of several funding agencies and organizations, the suc-
cessful organization of the ADMA 2011 would not be possible. These include
sponsorships from: IBM Research, China Samsung Telecom R&D Center, and
Tsinghua University. We would also like to express our gratitude to the Gen-
eral Co-chairs for all their precious advice and the Organizing Committee for
their dedicated organizing efforts. Last but not least, we sincerely thank all the
authors, presenters and attendees who jointly contributed to the success of
ADMA 2011!

December 2011 Jie Tang
Irwin King
Ling Chen

Jianyong Wang
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Retrieval in CBR Using a Combination

of Similarity and Association Knowledge

Yong-Bin Kang1, Shonali Krishnaswamy1,2, and Arkady Zaslavsky1,3

1 Faculty of IT, Monash University, Australia
{yongbin.kang,shonali.krishnaswamy}@monash.edu
2 Institute for Infocomm Research (I2R), Singapore

3 Information Engineering Laboratory, ICT Centre, CSIRO, Australia
arkady.zaslavsky@csiro.au

Abstract. Retrieval is often considered the most important phase in
Case-Based Reasoning (CBR), since it lays the foundation for the over-
all performance of CBR systems. In CBR, a typical retrieval strategy
is realized through similarity knowledge and is called similarity-based
retrieval (SBR). In this paper, we propose and validate that associa-
tion analysis techniques can be used to enhance SBR. We propose a
new retrieval strategy USIMSCAR that achieves the retrieval process
in CBR by integrating similarity and association knowledge. We evalu-
ate USIMSCAR, in comparison with SBR, using the Yahoo! Webscope
Movie dataset. Through our evaluation, we show that USIMSCAR is an
effective retrieval strategy for CBR that strengthens SBR.

1 Introduction

The premise of CBR is that experience in the form of past cases can be leveraged
to solve new problems. In CBR, experiences are stored in a database known as a
case base, and an individual experience is called a case. Typically, there are four
well-organized phases adopted in CBR [1]: Retrieve one or several cases consid-
ered useful for solving a given target problem, Reuse the solution information
of the retrieved cases, Revise the solution information to better fit the target
problem, and Retain the new solution once it has been confirmed or validated.

Retrieval is considered a key phase in CBR, since it lays the foundation for
overall performance of CBR systems [2]. Its aim is to retrieve useful cases that
can be successfully used to solve a new problem. If the retrieved cases are not
useful, CBR systems will not eventually produce any good solution for the new
problem. To achieve the retrieval process, CBR systems typically rely on a re-
trieval strategy that exploits similarity knowledge and is referred to as similarity-
based retrieval (SBR) [3]. In SBR, similarity knowledge aims to approximate the
usefulness of stored cases with respect to the target problem [4]. This knowledge
is usually encoded in the form of similarity measures used to compute similarities
between a new problem and the cases. By using similarity measures, SBR finds
cases with higher similarities to the new problem, and then their solutions are
utilized to solve the problem. Thus, it is evident that SBR tends to rely strongly
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on similarity knowledge, ignoring other forms of knowledge that can be further
leveraged for improving the retrieval performance [3,4,5,6].

In this paper, we propose that association analysis of stored cases can im-
prove traditional SBR. We propose a new retrieval strategy USIMSCAR that
leverages association knowledge in conjunction with similarity knowledge. Asso-
ciation knowledge is aimed to represent certain interesting relationships, shared
by a large number of cases, acquired from stored cases using association rule
mining. We show USIMSCAR improves SBR through an experimental evalua-
tion using the “Yahoo! Webscope Movie” dataset. This paper is organized as
follows. Section 2 presents our research motivation. Section 3 reviews the related
work. Section 3 presents a background of similarity knowledge and association
knowledge. Section 4 presents our approach for extracting and representing as-
sociation knowledge. Section 5 presents the USIMSCAR algorithm. Section 6
evaluates USIMSCAR in comparison with SBR. Section 7 presents our conclu-
sion and future research directions.

2 Motivation

To illustrate our research motivation, we use a medical diagnosis scenario pre-
sented in [7]. Consider a case base D that consists of five patient cases P1, ...,
P5 shown in Table 1. Each case is represented by a problem described by 5
attributes (symptoms) A1, ..., A5, and a corresponding solution described by an
attribute (diagnosis) A6. Our aim is to determine the correct diagnosis for a new
patient Q. We note that Q was suffering from ‘appendicitis’ as specified in [7],
and this therefore represents the correct diagnosis.

Table 1. A patient case base

Cases
Local Other Fever Appetite Age Diagnosis Similarity

Pain(A1) Pain(A2) (A3) Loss(A4) (A5) (A6) to Q

p1 right flank vomit 38.6 yes 10 appendicitis 0.631
p2 right flank vomit 38.7 yes 11 appendicitis 0.623
p3 right flank vomit 38.8 yes 13 appendicitis 0.618
p4 right flank sickness 37.5 yes 35 gastritis 0.637
p5 epigastrium nausea 36.8 no 20 stitch 0.420
Q right flank nausea 37.8 yes 14 ?

Weight 0.91 0.78 0.60 0.40 0.20

To predict a diagnosis for Q, SBR retrieves the most similar cases to Q by
identifying the cases whose attributes are similar to those of Q using a similarity
metric. We use the following metric, the same one used in the work [7], measuring
the similarity between Q and each case p ∈ D,

SIM(Q,p) =

∑n
i=1 wi · sim(qi, pi)∑n

i=1 wi
,

sim(qi, pi) =

⎧⎪⎨
⎪⎩

1 − |qi−pi|
Amax

i −Amin
i

, if Ai is numeric,

1, if Ai is discrete & qi = pi,

0, otherwise,

(1)



Retrieval in CBR 3

where wi is a weight assigned to an attribute Ai, qi and pi are values of Ai

of Q and p respectively, n is the number of attributes of Q and p (i.e. n=5),
sim(qi, pi) denotes a similarity measure between qi and pi, and Amax

i and Amin
i

are the maximum and minimum values, respectively, that Ai takes on. Using the
above metric, assume that SBR chooses the most similar case to Q. As seen in
Table 1, p4 is thus chosen, since it is the most similar case to Q. It means that a
diagnosis choice for Q is ‘gastritis’. But it turned out to be wrong, since Q suf-
fered from ‘appendicitis’ as mentioned above. To overcome the problem, our idea
is to extract, represent, and exploit the knowledge of how known problems are
highly associated with known solutions in D. In D, we may obtain the knowledge
that the problems of cases p1, p2 and p3 are highly associated with ‘appendici-
tis’, while those of a case p4 with ‘gastritis’. The former association strength S1

may be higher than the latter one S2, since S1 is supported by three cases, while
S2 by a single case. If such strength were to be appropriately quantified, and
combined with the similarities in shown Table 1, a diagnosis for Q can be more
accurately determined. This is the key idea of our proposed USIMSCAR.

3 Related Work

SBR has been widely used in various CBR application domains, such as medi-
cal diagnosis [8] and product recommendation [9], to predict useful cases with
respect to the target problem Q. It is typically implemented through k-nearest
neighbor retrieval or simply k-NN [2]. In a CBR context, the idea of k-NN is that
the retrieval process in CBR is achieved through retrieving the k most similar
cases to Q. Thus, the quality of the employed similarity measures for determin-
ing those cases is an important aspect in k-NN. Over the years, researchers have
studied k-NN to enhance its accuracy. For example, it is shown that k-NN can
be integrated with feature selection (FS) [10]. FS is a technique for determining
relevant features (or attributes) from the original features of cases. k-NN is easily
extended to include FS by only considering relevant features when computing
the similarity between Q and each case.

To enhance SBR, much work has also focused on integrating SBR with domain
knowledge and adaptation knowledge. For example, Stahl [4] proposes a retrieval
approach in which similarity assessment during SBR is integrated with domain
knowledge. Aamodt [11] proposes an approach that cases are enriched with do-
main knowledge that guides the retrieval of relevant cases. Adaptation knowledge
is also used to enhance SBR in which this knowledge indicates whether a case can
be easily modified to fit the new problem [3]. In this approach, matches between
the target problem and cases are done, only if there is evidence in adaptation
knowledge that such matches can be catered for during retrieval.

Our approach for enhancing SBR differs from the above approaches in three as-
pects: (1) While many kinds of learnt and induced knowledge has been utilized, we
leverage associationknowledge thathasnotbeenused for retrieval inCBRsystems.
(2) The acquisition of both domain and adaptation knowledge is usually known as
a very complex and difficult task, thus often leads to knowledge bottleneck phe-
nomenon [4]. However, association knowledge acquisition is straightforward, since
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it is automatically acquired from stored cases, a fundamental knowledge source
in CBR, using association rule mining. (3) Association knowledge extraction is
achieved through capturing strongly evident associations between known problem
features and solutions shared by a large number of cases. This scheme can be com-
pared to FS, since in a CBR context it mainly focuses on estimating the relevance
of problem features highly correlated to known solutions. However, FS usually as-
sumes feature independence, ignoring identifying interesting relationships between
problem features, dependent on each other, and each solution. In contrast, associa-
tion knowledge extraction includes and considers all interesting frequent patterns
and association structures from a given case base using association rule mining.

4 Background of Similarity and Association Knowledge

Prior to presenting our proposed USIMSCAR, we provide a background of simi-
larity and association knowledge. We first present our case representation scheme
that is the basis for representing both similarity and association knowledge. To
represent cases, many CBR systems generally adopt well-known knowledge rep-
resentation formalisms, such as attribute-value pairs and structural representa-
tions [4]. In our work, we choose the attribute-value pairs representation due
to its simplicity, flexibility and popularity. Let A1, ..., Am be attributes defined
in a given domain. An attribute-value pair is a pair (Ai, ai), where Ai is an at-
tribute (or feature1) and ai is a value of Ai∈[1,m]. A case C is a pair C = (X, Y )
where X is a problem, represented as X = {(A1, a1), ..., (Am−1, am−1)}, and Y
is the solution of X , represented as Y = (Am, am). We call an attribute Am a
solution-attribute. A case base D is a collection of cases.

4.1 Background of Similarity Knowledge

In a CBR context, we refer to similarity knowledge as knowledge encoded via
measures computing the similarities between the target problem and stored
cases. To formulate the measures, CBR systems often use a widely used princi-
ple. This is the local-global principle that decomposes a similarity measure by
local similarities for individual attributes, and a global similarity aggregating the
local similarities [4]. An accurate definition of local similarities relies on attribute
types. A global similarity function can be arbitrarily complex, but usually simple
functions (e.g. weighted average) are used in many CBR systems. Referring to
Eq. 1 SIM is a global similarity function, and sim is a local similarity function.

4.2 Background of Association Knowledge

Our premise is that SBR can be enhanced by the inclusion of association knowl-
edge representing evidently interesting relationships shared by a large number of
stored cases. It is extracted from stored cases and represented using association
1 To simplify the presentation, we do not distinguish between terms “attributes” and

“features”, and use these terms interchangeably.
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rule mining [12], class association rule mining [13] and soft-matching criterion
[14], which are outlined in the following.

Association rule mining [12] aims to mine certain interesting associations in
a transaction database. Let I be a set of distinct literals called items. A set of
items X ⊆ I is called an itemset. Let D be a set of transactions. Each transaction
T ∈ D is a set of items such that T ⊆ I. We say that T contains an itemset
X , if X ⊆ T holds. Every association rule has two parts: an antecedent and a
consequent. An association rule is an implication of the form X → Y , where
X ∈ I is an itemset in the antecedent and Y ∈ I is an itemset in the consequent,
and X ∩ Y = ∅. The rule X → Y has support s in D if s% of transactions
in D contain X ∪ Y . This holds in D with confidence c if c% of transactions
in D that contain X also contain Y . Association rule mining can also be used
for discovering interesting relationships among stored cases. In a CBR context,
a transaction can be seen as a case, and an item as an attribute-value pair.
Referring to Table 1, we can mine a rule r1 : (A1, right flank) → (A2, vomit).
Let X be an item (A1, right flank). Let Y be an item (A2, vomit). The support
of r1 is 0.6, since X and Y occur together in three out of five cases in D. The
confidence of r1 is 0.75, since Y occurs in three out of four cases that contain X
in D. Apriori [12] is one of the traditional algorithms for association rule mining.

Class association rules (cars) [13] is a special subset of association rules whose
consequents are restricted to a single target variable. In a CBR context, cars can
be seen as special association rules whose consequents only hold special items
formed as pairs of a “solution-attribute” and its values. We call such an item a
solution-item. Thus, a car has the form X → y, where X ⊆ I an itemset in the
antecedent and y ∈ I is a solution-item in the consequent. Our aim of building
association knowledge is to represent the knowledge encoding how certain known
problems are associated with known solutions in a case base. For the purpose,
we use the form of cars, since it is suited for this goal. Note that the car X → y
encodes an association between an itemset X (i.e. attribute-value pairs of known
problems), and a solution-item y (i.e. the corresponding solution).

Consider the association rule X → Y . A limitation of traditional association
rule mining algorithms (e.g. Apriori [12]) is that itemsets X and Y are discovered
using equality relation. Unfortunately, when dealing with items similar to each
other, these algorithms may perform poorly. For example, a supermarket sales
database, Apriori cannot find rules like “80% of the customers who buy products
similar to milk (e.g. cheese) and products similar to eggs (e.g, mayonnaise) also
buy bread.” To address this issue, SoftApriori [14] was proposed. It uses the soft-
matching criterion, where the antecedent and the consequent of association rules
are found using similarity assessment. By doing so, this criterion can be used to
model richer relationships among case features than the equality relation.

5 Association Knowledge Formalization

This section presents our approach for extracting and representing association
knowledge used the techniques outlined in Section 3. The aim of building associa-
tion knowledge is two-fold. The first is to represent strongly evident, interesting
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associations between known problem features and solutions shared by a large
number of cases. The second is to leverage these associations along with simi-
larity knowledge in our proposed USIMSCAR to improve SBR.

We propose to represent association knowledge via cars whose antecedents
are determined by applying the soft-matching criterion. We refer to these rules
as soft-matching class association rules (scars). A scar X → y implies that the
target problem Q is likely to be associated with the solution contained in an
item y, if the problem features of Q are highly similar to an itemset X .

Let D be a set of cases, where each case is characterized by attributes A1, ...,
Am. We call a pair (Ai, ai)i∈[1,m−1] an item. We call a pair (Am, am) a solution-
item. Let I be a set of items. A set L ⊆ I with k = |L| is called a k-itemset or
simply an itemset. Let sim(x, y) be a function computing the similarity between
two items x, y ∈ I in terms of their values. We say that x and y are simi-
lar, iff sim(x, y) ≥ a user-specified minimum similarity (minsim). Given two
itemsets X, Y ⊆ I (|X | ≤ |Y |), ASIM(X, Y ) is a function that computes the
asymmetric similarity of X with respect to Y , defined as

∑
x∈X,y∈Y

sim(x,y)
|X| ,

where x, y are items with the same attribute label. Let X1 be a 2-itemset
{(A1, a), (A2, b)}. Let Y1 be a 2-itemset {(A1, a

′), (A2, b
′)}. Assuming similar-

ity functions for A1 and A2 are denoted as simA1 and simA2 respectively,
ASIM(X1, Y1) = (simA1(a, a′) + simA2(b, b′))/2. We say that X is a soft-
subset of Y (X ⊆soft Y ), iff ASIM(X, Y ) ≥ minsim; or Y softly contains
X . The soft-support-sum of an itemset X ⊆ I is defined as the sum of the
asymmetric similarities of X with respect to cases in D that softly contain X ,
softSuppSum(X) =

∑
X⊆softC∈D ASIM(X, C). The soft-support of X is de-

fined as softSupp(X) = softSuppSum(X)/|D|. The soft-support-sum of a rule
X → y is defined as the sum of the asymmetric similarities of X with respect
to cases in D that softly contain X and contain y, softSuppSum(X → y). The
soft-support of this rule is defined as softSupp(X → y) = softSuppSum(X →
y)/|D|. The soft-confidence-sum of a rule X → y is defined as the sum of the
asymmetric similarities of X with respect to cases in D that softly contain X also
contain y, softConfSum(X → y). The soft-confidence of this rule is defined as
softConf(X → y) = softConfSum(X → y)/|D|.

The key operation for scars mining is to find all ruleitems that have soft-
supports ≥ (a user-specified minimum support) (minsupp). We call such ruleit-
ems frequent ruleitems. For all the ruleitems that have the same itemset in
the antecedent, one with the highest interestingness is chosen as a possible rule
(PR). To measure the interestingness of association rules, support and confi-
dence are typically used. On some occasions, a combination of them is used.
Often, a rationale for doing so is to define a single optimal interestingness by
leveraging their correlations. We choose the Laplace measure (LM) [15] that
combines soft-support and soft-confidence such that they are monotonically re-
lated. Given a ruleitem r : X → y, its LM Laplace(r) can be denoted as

|D|·softSupp(X→y)+1
|D|·softSupp(X→y)/softConf(X→y)+2 . If Laplace(r) ≥ a user-specified minimum
level of interesting (min-interesting), we say r is accurate. A candidate set of
scars consists of all the PRs that are frequent and accurate.
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Let k-ruleitem be a ruleitem whose antecedent has k items. Let Fk be a
set of frequent k-ruleitems. The following is a description for the scars mining
algorithm: (1) For 1-ruleitems X ⊆ I, we find F1 = {{X}|softSupp(X) ≥
minsupp}. A set SCAR1 is then generated by only choosing PRs from F1. (2)
For each k subsequent pass, we find a set of new possibly frequent ruleitems
CRk using Fk−1 found in the (k − 1)th pass. We then generate a new set Fk

by extracting ruleitems in CRk whose soft-support ≥ minsupp. A set SCARk

is generated by only choosing PRs from Fk. (3) From SCAR1, ..., SCARk,
we choose only sets whose i ∈ [1, k] ≥ a user-specified minimum ruleitem size
(minitemsize), and store them in a set SCARS. Our idea is to choose a small
representative subset of frequent ruleitems from the large number of resulting
frequent ruleitems. The longer the frequent ruleitem, the more significant it is
[16]. We perform a rule pruning on ruleitems in SCARS. A rule r is pruned, if
Laplace(r) < min-interesting. The set of ruleitems after the pruning is finally
returned as the set of scars to be used in our proposed USIMSCAR.

6 The USIMSCAR Algorithm

This section presents USIMSCAR that leverages both association and similarity
knowledge to enhance SBR. The main challenge is how to combine similarity and
association knowledge appropriately and effectively, thereby strengthening the
retrieval performance of SBR. This section address this challenge by presenting
the USIMSCAR algorithm. The rationale for leveraging association knowledge
in USIMSCAR falls into two objectives: (1) enhancing the usefulness of the
cases, retrieved by using similarity knowledge as with SBR, with respect to a
new problem Q by including both similarity and association knowledge, and
(2) directly leveraging a number of scars whose usefulness is relatively high with
respect to Q, eventually utilizing such scars with their usefulness in USIMSCAR.

Given a new problem Q, USIMSCAR’s goal is to produce a retrieval result
RR consisting of objects that can be used to solve Q by leveraging similarity
and association knowledge. Such objects are obtained from both stored cases
and scars mined. Let D be a set of cases. Let SCARS be the set of scars mined
from D. Below we present the USIMSCAR algorithm.

(1) From D, we find the k most similar cases to Q, and store them in a set
RC. We denote SIM(Q, C) as the similarity between Q and a case C.

(2) In SCARS, we find the k′ most similar scars to Q, and store them in a set
RS. A question raised here is how to compute the similarity SIM(Q, r) between
Q and a scar r. Its answer lies in our choice of cars representation for scars min-
ing. Note that scars have the identical structure as cases: the antecedent and
consequent correspond to the problem and solution part of cases respectively.
Thus, SIM(r, Q) can be defined in the same way as SIM(Q, C) in (1). To gen-
erate RS, we only consider scars (RCS) in SCARS such that their antecedents
are soft-subsets of cases in RC, rather than all scars in SCARS for efficiency.
Each case C ∈ RC is chosen as a similar case to Q (C ∼ Q). Assuming each scar
r ∈ RCS has the form r : X → y, X is a soft-subset of C (X ⊆soft C). Since
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C ∼ Q and X ⊆soft C, X ⊆soft C ∼ Q can be derived. It implies that RCS is
a particular subset (i.e. soft-subset) of cases in RC similar to Q.

(3) For each case C ∈ RC, we select a scar rC ∈ SCARS. It is chosen if it
has the highest interestingness among those scars in SCARS such that their
antecedents are soft-subsets of C and their consequents are equal to the solu-
tion of C. We then quantify the usefulness of C with respect to Q (USF (C, Q))
by SIM(C, Q) × Laplace(rC). If candidates for rC are chosen more than one,
say m, we use the average of the interestingness of these m scars to com-
pute Laplace(rC). If there is no candidate for rC , we use min-interesting for
Laplace(rC). Note that in SBR, the usefulness of C regarding Q is measured by
SIM(C, Q). Our combination schemes aims to quantify this usefulness by lever-
aging SIM(C, Q) and Laplace(rC). We then cast C to a generic object O that
can hold any cases and scars. O has two fields: O.inst = C, O.usf = USF (C, Q).
The object O is then added to a retrieval result RR.

(4) For each scar r ∈ RS, we quantify the usefulness of r with respect to Q
(USF (r, Q)) by SIM(r, Q) × Laplace(rC). This aims to quantify the usefulness
by combining SIM(r, Q) obtained from similarity knowledge and Laplace(rC)
acquired from association knowledge. We then cast r to a generic object O with
two fields: O.inst = r, O.usf = USF (r, Q). The object O is then added to RR.

(5) We further enhance the usefulness of each object O ∈ RR using the
frequency of solution occurrence among objects in RR. Our premise is that if
O’s solution is more frequent in RR, O is more useful in RR. If O is cast from
a case C, its solution means C’s solution. If O cast from a scar r, its solution is
r’s consequent. Let S be a set of solutions of objects in RR. Let SO be a set of
objects in RR that have the solution equal to the solution of an object O ∈ RR.
For each object O ∈ RR, we compute δ(SO) as δ(SO) = |SO|/|RR| Finally,
we enhance O.usf by multiplying δ(SO). Eventually, each object O ∈ RR with
O.usf is utilized to induce a solution for Q.

We now illustrate how USIMSCAR operates using the case base D shown in
Table 1. From D, we can generate 4 scars shown in Table 2 using the similarity
SIM in Eq. 1.

Table 2. The scars generated

Rules Laplace Soft-subset of

r1: {(A1,right flank),(A2,vomit),(A3,38.6),(A4,yes),(A5,13)} → (A6,appendicitis) 0.922 p1, p2, p3

r2: {(A1,right flank),(A2,vomit),(A3,38.7),(A4,yes),(A5,10)} → (A6,appendicitis) 0.922 p1, p2, p3

r3: {(A1,right flank),(A2,vomit),(A3,38.8),(A4,yes),(A5,10)} → (A6,appendicitis) 0.922 p1, p2, p3

r4: {(A1,right flank),(A2,sickness),(A3,37.5),(A4,yes),(A5,35)} → (A6,gastritis) 0.775 p4

Using the above scars, USIMSCAR takes the following steps (assume k=k′=2):
(1) It finds the 2 most similar cases to Q: RC = {p4, p1} for SIM(Q, p4)=0.637,
SIM(Q, p1)=0.631. (2) It finds the 2 most similar scars to Q: RS = {r1, r4} for
SIM(Q, r1)=0.640, SIM(Q, r4)=0.637. (3) For each case C ∈ RC, rC is chosen.
For p4, r4 is selected. For p1, r1, r2 and r3 are selected. Then, USF (Q, p4) and
USF (Q, p1) are quantified as USF (Q, p4)=0.494, USF (Q, p1)=0.581. Then, p4

with USF (Q, p4) and p1 with USF (Q, p1) are cast to new objects and stored
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in a set RR. (4) For each scar r ∈ RS, its usefulness to Q is quantified as
USF (Q, r1)=0.594, USF (Q, r4)=0.496. Then, these scars with their usefulness
are cast to new objects and stored in RR. (5) Assume that each object in RR has
another field s holding its solution. RR has 4 objects RR = {O1, ..., O4} shown
in Table 3. As observed, there are only two sets of objects regarding solutions.
For each object O ∈ RR, O.usf is enhanced by weighting δ(SO) = |SO|/|RR|.
The enhancement results are shown under the column ‘final usf’ in the table.
Eventually, if we choose the most useful one to Q, we retrieve O3 and its solution
‘appendicitis’, Q really had, is used as a diagnosis for Q.

Table 3. The retrieval result RR

field: inst field: usf field: solution final usf

O1.inst = p4, O1.usf = 0.494, O1.s = gastritis 0.247
O2.inst = p1, O2.usf = 0.581, O2.s = appendicitis 0.291
O3.inst = r1, O3.usf = 0.594, O3.s = appendicitis 0.297
O4.inst = r4, O4.usf = 0.496, O4.s = gastritis 0.248

7 Evaluation

We experimentally show that USIMSCAR improves SBR with respect to re-
trieval performance. Our work has focused on proposing a new retrieval strategy
for CBR. Thus, as a target application task, it is desirable to choose a task
that is highly dependent on retrieval performance in a CBR context. One suit-
able task is case-based classification [17], defined as: given a new problem Q, its
goal is to find similar cases to Q from a case base, and classify Q based on the
retrieved cases. Thus, in principle, this approach is strongly dependent on the
result obtained through retrieval in CBR.

As target SBR approaches to be compared with USIMSCAR, we choose the
following k-NN approaches implemented in Weka, since SBR is typically imple-
mented through k-NN: (1) IB1 is the simplest form of k-NN using the Euclidean
distance to find the most similar case C to Q. (2) IBkBN extends IB1 by using the
best k (i.e. the number of the most similar cases) determined by cross-validation.
(3) IBkFS extends IBkBN by using a feature selector CfsSubsetEval available
in Weka. (4) KStar is an implementation of K* [18], where similarity for finding
the most similar cases to Q is defined through entropy.

In a k-NN approaches context, classification has two stages. The first is to find
similar cases RR to Q using similarity knowledge, and the second is to classify Q
using the solutions in RR. In a USIMSCAR context, the first is to find a set of
“useful cases and rules” RR using “similarity and association knowledge”, and
the second is to classify Q using the solutions of objects in RR. Our work is
focused on the first stage. The second stage can be achieved using voting. Due
to generality, we adopt weighted voting, where objects in RR get to vote, on the
solution of Q, with votes weighted by their significance to Q. For each object
in RR, in SBR the significance is measured using its similarity to Q, while in
USIMSCAR it is measured using its usefulness with respect to Q.
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We use the Yahoo! Webscope Movie dataset (R4) usually used for evaluating
recommender systems. In a CBR context, each instance in R4 has the form
(x, sx): x is a problem description characterized by two user attributes (birthyear,
gender) and ten movie attributes (see Table 4), and sx is the corresponding
solution meaning a rating assigned to a movie by a user. Before testing, we
removed the instances that contain any missing values of any movie attributes,
and redundant movie attributes (e.g. actors are represented using both ‘actor
id’ and ‘name’, so we included only the name). Finally, R4 consists of training
data (74,407 ratings scaled from 1 to 5 rated by 5,826 users for 312 movies), and
testing data (2,705 ratings scaled from 1 to 5 rated by 993 users for 262 movies).

Table 4. Movie information (movie-info)

Attributes Description Type

title movie title String
synopsis movie synopsis String
mpaa rating MPAA rating of movie Nominal
genres list of the genres of movie Set-valued
directors list of the directors of movie Set-valued
actors list of the actors of movie Set-valued
avg-critic-rating average of the critic reviews of movie Numeric
rating-from-Mom rating to movies obtained from the Movie Mom Numeric
gnpp Global Non-Personalized Popularity (GNPP), of

movie, computed by Yahoo! Research
Numeric

avg-rating average movie rating by users in the training data Numeric

For each instance Q in the testing data, our goal is to predict the correct
rating that the user will be likely to rate using the training data. We split it
into three classification tasks taking a user and a movie, and classify a rating
in three rating-scales: RS(5) is a five rating-scale [1,5], RS(3) is a 3 rating-scale
where a rating indicates whether a movie would be liked (> 3), normal (=3) or
disliked (<3), and RS(2) is a 2 rating-scale where a rating indicates whether a
movie would be liked (>3) or disliked (≤3). We evaluate the prediction using
classification accuracy (CA) and predictive accuracy (PA) that are widely used
for classification and recommendations. CA measures the proportion of correctly
classified instances over all the instances tested. PA measures how close predicted
ratings are to the actual user ratings. Mean absolute error (MAE) is widely used
to measure this accuracy,

∑N
i=1 |pi − ri|/N , where pi is a predicted rating, ri is

an actual rating for an instance i, and N is the number of instances tested.
Regarding MAE, lower values are more accurate. We compute the MAE values
for each user in the testing data, and then average over all users in the data.

The similarity knowledge used is encoded as a similarity measure using the
global-local principle. Given a new problem Q and a case, their global similarity
is defined as SIM in Eq. 1, and local similarities are defined on four types. For
numeric and nominal attributes, we used sim in Eq. 1. For set-valued attributes,
we used the Jaccard coefficient. For string attributes, we converted a given string
into a set-valued representation by tokenizing it, and applied the Jaccard coeffi-
cient. We implemented IBkBN, IBkFS and USIMSCAR to be working with SIM
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to find the k most similar cases for Q. The function SIM is also used to find the
k′ most similar scars with respect to Q in USIMSCAR. For the approaches, we
chose a best value for k using cross-validation from 1 to 15. We observed that
increasing k beyond 15 hardly changed the results.

To generate scars from R4, we set minsim, min-interesting, and minitemsize to
arbitrary values 0.95 (95%), 0.7, and 7 respectively. Setting a value for minsupp is
more complex, since it has a stronger effect on the quality of USIMSCAR. If min-
supp is set too high, those possible scars, which cannot satisfy minsupp but with
high interestingness (Laplace measure) values, will not be included. While if min-
supp is set too low, it is possible to generate too many scars including trivial rules.
Both occasions may lead to a reduction in the performance of USIMSCAR. From
our experiments, we observed that once minsupp is set to 0.1, the performance of
USIMSCAR is best. We thus set a value for minsupp to 0.1.

7.1 Results and Analysis

We now present the experimental results of USIMSCAR and the compared k-
NN approaches (simply 4KNN) in terms of both classification accuracy (CA)
and MAE in Tables 5 and 6. For each rating-scale, the best accuracy is denoted
in boldface. The mark “�” indicates that USIMSCAR attains a significant im-
provement over the target measure. For CA, it is discovered by the Z-test [19]
with 95% confidence, and for MAE by the paired t -tests [19] at 95% confidence.
Each number in parentheses denotes the improvement ratio of USIMSCAR over
the target measure.

Table 5 indicates that USIMSCAR achieves 100% better performance than
4KNN in all rating-scales in terms of CA. We find that the 91.6% comparisons
between USIMSCAR and 4KNN are statistically significant in terms of CA.

Table 5. The classification accuracy results

Compared
Classification Accuracy(%)

Classifiers RS(5) RS(3) RS(2)

IB1 46.30 (2.76% �) 72.95 (6.61% �) 75.24 (5.02% �)
IBkBN 48.61 (0.45%) 75.97 (3.59% �) 77.12 (3.14% �)
IBkFS 46.28 (2.78% �) 74.17 (5.39% �) 75.24 (5.02% �)
KStar 44.34 (4.72% �) 74.37 (5.19% �) 75.07 (5.19% �)
USIMSCAR 49.06 79.56 80.26

Table 6. The MAE results

Compared
Predictive Accuracy (MAE)

Classifiers RS(5) RS(3) RS(2)

IB1 .9139 (24.14% �) .3760 (8.76% �) .2476 (5.02% �)
IBkBN .8532 (18.07% �) .3482 (5.98% �) .2288 (3.08% �)
IBkFS .8392 (16.67% �) .3541 (6.57% �) .2376 (4.02% �)
KStar .8710 (19.89% �) .3652 (4.02% �) .2493 (5.19% �)
USIMSCAR .6725 .2884 .1974
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As shown in Table 6, we also find that USIMSCAR achieves 100% better perfor-
mance than 4KNN in all rating-scales in terms of MAE. All the improvements
are deemed to be statistically significant. Through these results, we demon-
strate that USIMSCAR has the ability to retrieve more useful objects (i.e. cases
and scars) with respect to the target problems than SBR. As outlined in the
USIMSCAR algorithm, these objects are identified and quantified by using a
combination of similarity and association knowledge. This further establishes
the validity of the primary motivation of this research that the combination will
lead to improving SBR. The real strength of our evaluation lies in the fact that
USIMSCAR improves SBR for CBR classification using a real-world dataset.

Up to now, we have formalized the recommendation problem as a classifica-
tion problem and shown the improvement of USIMSCAR over k-NN classifiers
in terms of CA and MAE. In a certain context, it is also important to compare
USIMSCAR and existing recommenders. Recommenders are usually classified as
follows: content-based (CB) recommenders recommend items similar to the ones
that the user has liked in the past, collaborative filtering (CF) recommenders
recommend items that other users with similar preferences have liked in the
past, and hybrid recommenders recommend items by combining the above two
approaches. We see that USIMSCAR is also a unifying model realizing a hybrid
recommendation. It differs from CF recommenders in that it exploits content
information of items (movies) with rating information. It also differs from CB
recommenders by using other users’ ratings when building and exploiting asso-
ciation knowledge for rating classification. We compare USIMSCAR with two
well-known hybrid recommenders: CLAYPOOL [20] and MELVILLE [21]. For
CLAYPOOL, we first applied the CF method proposed by [20] to the training
data. We then applied a CB method using IBk to the data. The ratings returned
by these methods were combined by the equal-weighted average to produce a
final rating. MELVILLE uses a CB method to convert a sparse user-ratings ma-
trix UM into a full user-ratings matrix FUM. Given a user, a rating prediction
is made for a new item using a CF method on the FUM. As the CB predictor,
we used IBk. For the CF method, we implemented the algorithm in [21].

The comparison results are seen in Tables 7 and 8. As seen in Table 7,
USIMSCAR outperforms the recommenders in all rating-scales in terms of CA.
We discover that 50% of comparisons between USIMSCAR and the recom-
menders are deemed to be statistically significant through the Z-test at 95%
confidence. As seen in Table 8, USIMSCAR also outperforms both recommenders
in all rating-scales in terms of MAE. We discover that 50% of comparisons be-
tween USIMSCAR and the recommenders are also deemed to be statistically

Table 7. The classification results

Recommenders
Classification Accuracy (%)

RS(5) RS(3) RS(2)

CLAYPOOL 48.95 (0.11%) 77.97 (0.22%) 80.04 (1.59%)
MELVILLE 43.96 (5.10% �) 73.57 (4.40% �) 75.86 (5.99% �)
USIMSCAR 49.06 79.56 80.26
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Table 8. The MAE results

Recommenders
Predictive Accuracy (MAE)

RS(5) RS(3) RS(2)

CLAYPOOL .6954 (2.29%) .3102 (1.28%) .1996 (0.22%)
MELVILLE .7863 (11.38% �) .3579 (6.95% �) .2414 (4.40% �)
USIMSCAR .6725 .2884 .1974

significant by the paired t-test with 95% confidence. In summary, through all
the experiments, we have demonstrated the validity and soundness of our pro-
posed USIMSCAR approach.

8 Conclusion and Future Work

This paper presented a novel retrieval strategy USIMSCAR that can be used in
retrieving useful cases for the target problem. First, we proposed an approach
for extracting and representing association knowledge that represents strongly
evident, interesting associations between known problem features and solutions
shared by a large number of cases. We proposed that this knowledge is encoded
via soft-matching class association rules (scars) using association analysis tech-
niques. We proposed USIMSCAR that leverages useful cases and rules, with
respect to the target problem, quantified by using both similarity and associ-
ation knowledge. This idea to leveraging the combined knowledge during CBR
retrieval clearly distinguishes USIMSCAR from SBR as well as existing retrieval
strategies developed in the CBR research community. We validated the improve-
ment of USIMSCAR over well-known k-NN approaches for implementing SBR
through experiments using the Yahoo! Webscope Movie dataset. The experimen-
tal results showed that USIMSCAR is an effective retrieval strategy for CBR.

In CBR, cases can also be represented by more complex structures, like object-
oriented representation (OO) or hierarchical representation (HR) [2]. OO uti-
lizes the data modeling approach of the OO paradigm, such as inheritance.
In HR, a case is characterized through multiple levels of abstraction, and its
attribute values can reference nonatomic cases [2]. To support these represen-
tations, USIMSCAR must address how to generate similarity knowledge and
association knowledge. To address the former, one may use similarity measures
proposed by [22] for OO data or HR data. To address the latter, one may inte-
grate the soft-matching criterion and extended Apriori algorithms such as OR-
FP [23] for OO data and DFMLA [24] for HR data.
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Abstract. We propose a meta-heuristic algorithm for clustering objects
that are described on multiple incommensurable attributes defined on
different scale types. We make use of a bipolar-valued dual similarity-
dissimilarity relation and perform the clustering process by first finding
a set of cluster cores and then building a final partition by adding the
objects left out to a core in a way which best fits the initial bipolar-valued
similarity relation.

1 Introduction

Clustering is defined as the unsupervised process of grouping objects that are
similar and separating those that are not. Unlike classification, clustering has
no a priori information regarding the groups to which to assign the objects. It
is widely used in many fields like artificial intelligence, information technology,
image processing, biology, psychology, marketing and others. Due to the large
range of applications and different requirements many clustering algorithms have
been developed. Jain [16] gives a thorough presentation of many clustering meth-
ods and classifies them into partitioning [21,20], hierarchical [13,15,29], density-
based [3,30], grid-based [2,27] and model-based methods [9,19]. New graph-based
methods have also been developed in the emerging field of community detection
[10,25,26]. Fortunato [11] covers many of the latest ones.

In this paper we present the GAMMA-S method (a Grouping Approach using
weighted Majority MArgins on Similarities) for clustering objects that are de-
scribed by multiple incommensurable attributes on nominal, ordinal and/or car-
dinal scales. We draw inspiration from the bipolar-valued outranking approach
proposed by [5,6,7] for dealing with multiple criteria decision aid problems. As
such, we assume that the data is extracted in a prior stage, such that each at-
tribute has a clear meaning and expresses a distinct viewpoint for a human agent.
Also, this agent has a clear view on the importance of each attribute when he
compares two objects and what can be considered as a discriminating difference
in their evaluations. For this we first characterize pairwise global similarity state-
ments by balancing marginal similarity and dissimilarity situations observed at
attribute level in order to get majority margins, i.e. a bipolar-valued similarity
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graph. Good maximal cliques in this graph, with respect to a fitness measure, are
chosen as cluster cores and then expanded to form a complete partition. As the
enumeration of all the maximal cliques is well known to be potentially exponen-
tial [23], we develop a special meta-heuristic for dealing with the first step. The
aim of our method is to achieve a partition that will minimize the differences
between the original similarity relation and the relation that is implied by the
clustering result.

2 Dual Similarity-Dissimilarity Modelling

To illustrate the relational concepts of similarity and dissimilarity we first present
a small didactic problem.

Let us consider in Figure 1 a set of objects {a, b, c, d} that are described by
four attributes, one cardinal and three ordinal. We may notice that objects a,
b and c are quite small, while d is significantly larger. On the second attribute
a and b, as well as c and d have the same texture. On the color attribute we
notice some objects are dark, and some are light or we could consider each color
level to be different. This can be perceived differently by anyone who looks at
these objects. On the last attribute, we have the shapes of each object, and we
could consider that object a is different from b but similar to the rest, object
b is similar to both a and c but different from d and c is also different from d.
None of these objects are similar on all attributes, therefore we could consider
two objects to be similar overall if they have similar evaluations on a majority
of attributes. For example objects a and b have close evaluations on three out of
four attributes, therefore they are considered to be globally similar. Objects c
and d have also three attributes out of four on which they are similar. But on the
first attribute, they show a very large difference in evaluations (4 cm compared
to 20 cm). Here, we would rather like to say that we are not sure if they are
similar or not.

Attributes a b c d

Size 2 cm 3 cm 4 cm 20 cm
Texture Smooth Smooth Rough Rough
Color Black Black Gray White
Shape Square Circle Rounded Square Rectangle

a b c

d

Fig. 1. Objects’ evaluations on the four attributes (left) and their schematic repre-
sentation (right, smooth (resp. zigzagged) lines representing the smooth (resp. rough)
texture)

2.1 Pairwise Similarity and Dissimilarity Statements

Let X = {x, y, z, ...} denote a set of n objects. Each object x ∈ X is described
on a set I = {i, j, k, ...} of m attributes of nominal, ordinal and/or cardinal type,
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where the actual evaluation xi may be encoded without loss of generality in the
real interval [mi, Mi] (mi < Mi ∈ R). The attributes may not all be of the same
significance for assessing the global similarity between the objects. Therefore we
assign to the attributes normalized weights wi ∈ [0, 1] s.t.

∑
i∈I

wi = 1, which

can be given by the human agent and depend on his knowledge of the problem
and his perception of the importance of each attribute in the comparison of the
objects.

In order to characterize the marginal pairwise similarity and marginal pairwise
dissimilarity relations between two alternatives x and y of X for each attribute
i of I , we use the functions si, di : X × X → {−1, 0, 1} defined as follows:

si(x, y) :=

⎧⎪⎨
⎪⎩

+1 , if |xi − yi| � σi;
−1 , if |xi − yi| � δi;
0 , otherwise.

di(x, y) :=

⎧⎪⎨
⎪⎩
−1 , if |xi − yi| � σi;
+1 , if |xi − yi| � δi;
0 , otherwise.

(1)
where 0 ≤ σi < δi ≤ Mi−mi, ∀i ∈ I denote marginal similarity and dissimilarity
discrimination thresholds. These thresholds are parameters which can be fixed
by the human agent according to his a priori knowledge on the data and may be
constant and/or proportional to the values taken by the objects being compared.
If si(x, y) = +1 (resp. di(x, y) = +1) we conclude that x and y are similar (resp.
dissimilar) on attribute i. If si(x, y) = −1 (resp. di(x, y) = −1) we conclude that
x and y are not similar (resp. not dissimilar) on attribute i. When si(x, y) = 0
(resp. di(x, y) = 0) we are in doubt whether x and y are, on attribute i, to
be considered similar or not similar (resp. dissimilar or not dissimilar). Missing
values are also handled by giving an indeterminate si(x, y) = 0, as we cannot
state anything regarding this comparison.

The weighted similarity and weighted dissimilarity relations between x and y,
aggregating all marginal similarity statements and all dissimilarity statements
are characterized via the functions ws, wd : X × X → [−1, 1] defined as follows:

ws(x, y) :=
∑
i∈I

wi · si(x, y) wd(x, y) :=
∑
i∈I

wi · di(x, y) (2)

Again, if 0 < ws(x, y) � 1 (resp. 0 < wd(x, y) � 1) we may assume that it is
more sure than not that x is similar (resp. dissimilar) to y; if −1 � ws(x, y) < 0
(−1 � wd(x, y) < 0) we may assume that it is more sure that x is not similar (not
dissimilar) to y than the opposite; if, however, ws(x, y) = 0 (resp. wd(x, y) = 0)
we are in doubt whether object x is similar (resp. dissimilar) to object y or not.

Property: The weighted dissimilarity is the negation of the weighted similarity
relation: wd = −ws.

2.2 Taking into Account Strong Dissimilarities

In some cases two objects may be similar on most of the attributes but show
a very strong dissimilarity on some other attribute. In this case the objects
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cannot be considered overall similar or dissimilar. To model this indeterminate
situation, we define a marginal strong dissimilarity relation between objects x
and y with the help of function sdi : X × X → {0, 1} as follows:

sdi(x, y) :=

{
1 , if |xi − yi| ≥ δ+

i ;
0 , otherwise.

(3)

where δ+
i is such that δi < δ+

i � Mi − mi and represents a strong dissimilarity
threshold. Again, this threshold is given by the human agent, in accordance
with his experience concerning the underlying problem. If sdi(x, y) = 1 (resp.
sdi(x, y) = 0) we conclude that x and y are strongly dissimilar (resp. not strongly
dissimilar) on attribute i.

We consider that two objects x and y of X , described on a set I of attributes,
are overall similar, denoted (xS y), if

1. a weighted majority of the attributes in I validates a similarity situation
between x and y and,

2. there is no marginal strong dissimilarity situation observed between x and y.

We formally characterize the overall similarity and overall dissimilarity relations
by functions s, d : X × X → [−1, 1] as follows:

s(x, y) := ∨© (ws(x, y),−sd1(x, y), · · · ,−sdm(x, y)
)

(4)

d(x, y) := ∨© (wd(x, y), sd1(x, y), · · · , sdm(x, y)
)

(5)

where, for q ∈ N0, the epistemic disjunction operator ∨© : [−1, 1]q → [−1, 1] is
defined as follows:

∨© (p1, p2, . . . , pq) :=

⎧⎪⎨
⎪⎩

max(p1, p2, . . . , pq) , if pi � 0, ∀i ∈ {1 . . . q};
min(p1, p2 . . . , pq) , if pi � 0, ∀i ∈ {1 . . . q};
0 , otherwise.

(6)

For two given alternatives x and y of X , if ws(x, y) > 0 and no marginal strong
dissimilarity has been detected, s(x, y) = ws(x, y) and both alternatives are
considered as overall similar. If ws(x, y) > 0 and a strong dissimilarity is detected
we do not state that x and y are overall similar or not, and s(x, y) = 0. If
ws(x, y) < 0 and, a strong dissimilarity is observed, then x and y are certainly not
overall similar and s(x, y) = −1. Finally, if ws(x, y) = 0 is observed conjointly
with a strong dissimilarity, we will conclude that x and y are indeed not overall
similar and s(x, y) is put to −1.

Property: The overall dissimilarity represents the negation of the overall simi-
larity: d = −s.

Following this property, we can now say that two objects which are not similar
according to this caracterization can be called dissimilar.
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2.3 The Condorcet Similarity Graph

We call a Condorcet similarity graph, denoted G(X, s∗), the three-valued graph
associated with the bipolar-valued similarity relation s, where X denotes the set
of nodes and function s∗ : X × X → {−1, 0, 1}, named crisp similarity relation,
weights its set of edges as follows:

s∗(x, y) :=

⎧⎪⎨
⎪⎩

+1 , if s(x, y) > 0;
−1 , if s(x, y) < 0;
0 , otherwise.

(7)

Figure 2 presents on the left the encoding of the attributes on real scales and the
corresponding thresholds for the example defined at the beginning of this section.
On the right we have the bipolar-valued overall similarity relation s. Notice that
a,b and c are more similar than not to each other, whereas d is surely dissimilar
both from a and b. Besides, d and c appear to be neither similar nor dissimilar.
The corresponding Condorcet similarity graph is shown below. Edges valued
by −1 are not represented and the zero-valued one is dashed. As a Condorcet
similarity graph is always reflexive, we do not represent the loops on the nodes.

Size Texture Color Shape

w 1 1 1 1

a 2 0 0 1
b 3 0 0 3
c 4 1 1 2
d 20 1 2 0

σ 2 0 1 1

δ 4 1 2 2
δ+ 10 - - -

s a b c d

a 1.00 0.50 0.50 -1.00
b 0.50 1.00 0.50 -1.00
c 0.50 0.50 1.00 0.00
d -1.00 -1.00 0.00 1.00

a

b

c d

Fig. 2. Encoding of the attributes (left) and bipolar-valued similarity relation with
associated Condorcet similarity graph (right)

3 Definition of the Clusters

Ideally, a cluster would have all the objects inside it similar to each other and
dissimilar from the rest. In graph theory this may be modeled by a maximal
clique, however, we would also need the maximal clique to be totally disconnected
from the rest of the graph, which on real data will very rarely be the case. Also
there may generally exist a very large number of such maximal cliques, many
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overlapping one with the other. Moon and Moser have shown that, in the worst
case, the number of maximal cliques in a graph can be exponential [23].

Therefore, in a first stage, we propose to select in the Condorcet similarity
graph G(X, s∗) the best set of maximal cliques on the +1 arcs (thus containing
objects that are, on a majority, similar to each other), which may be considered
as cluster cores. In a second stage, we expand these cores into clusters by adding
objects that are well connected to them in such a way that we try to maximize the
number similarity arcs inside each cluster, and minimize the number of similarity
arcs between the clusters.

Let us introduce several fitness measures we will need in the algorithmic
approach. Given a Condorcet similarity graph G(X, s∗) and a set K ⊆ X
of objects, we define, for each x of X the crisp similarity majority margin
smm∗ : X × P(X) → [−n, n] towards the set K:

smm∗(x, K) :=
∑
y∈K

s∗(x, y). (8)

A large positive value of smm∗(x, K) would show that x is similar to the set
K in a consistent manner. A large negative value would mean that x is mostly
dissimilar from K.

We define the profile of a set K by the set of all similarity majority margins
for x ∈ X .

We will consider a cluster to have a strong profile if it contains strongly
positive and/or negative similarity majority margins and reflect this using the
core fitness function f∗

C : P(X) → [−n2, n2] defined as:

f∗
C(K) :=

∑
x∈X

|smm∗(x, K)|. (9)

In Figures 3 and 4 we show how two possible cluster cores could be charac-
terised. The examples show a set of 10 objects {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} and a
possible cluster core {1, 2, 3, 4, 5}. On the left we have the crisp similarity relation
between the core and all the objects in the example and its similarity major-
ity margins. On the right we show a representation of the Condorcet Similarity
Graph.

In the first image {1, 2, 3, 4, 5} is well connected to objects 6 and 7, and very
well disconnected from the rest of the objects. Objects 6 and 7 are connected to
4 out of 5 objects in the maximal clique and can be added later to eventually
form a cluster. This can be regarded as a good cluster core. In the second image
the same maximal clique is not consistently connected to all the objects outside.
Each of them is connected to either 2 or 3 objects inside the core, and this is
reflected in the similarity majority margins which take low positive and negative
values. This is regarded as a weaker cluster core.

The core fitness we have defined before tells us how well a maximal clique
will serve as a cluster core. If for a given maximal clique we cannot find a better
one in its vicinity then we can use this one as a core and expand it with objects
that are well connected to it. Therefore, in order to achieve a partitioning of the
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s∗ 1 2 3 4 5 6 7 8 9 10

1 +1 +1 +1 +1 +1 +1 +1 -1 -1 -1
2 +1 +1 +1 +1 +1 +1 -1 -1 -1 -1
3 +1 +1 +1 +1 +1 -1 +1 -1 -1 -1
4 +1 +1 +1 +1 +1 +1 +1 -1 -1 -1
5 +1 +1 +1 +1 +1 +1 +1 -1 -1 -1

smm∗ +5 +5 +5 +5 +5 +3 +3 -5 -5 -5 1

2

3

4

5

9

7

8

6

10

Fig. 3. Well-defined cluster core K = {1, 2, 3, 4, 5}

s∗ 1 2 3 4 5 6 7 8 9 10

1 +1 +1 +1 +1 +1 -1 -1 -1 -1 -1
2 +1 +1 +1 +1 +1 -1 -1 -1 +1 +1
3 +1 +1 +1 +1 +1 -1 +1 +1 -1 -1
4 +1 +1 +1 +1 +1 +1 +1 -1 +1 +1
5 +1 +1 +1 +1 +1 +1 +1 +1 +1 -1

smm∗ +5 +5 +5 +5 +5 -1 +1 -1 +1 -1 1

2

3

4

5

6

7

8

9

10

Fig. 4. Less well-defined cluster core K = {1, 2, 3, 4, 5}

entire dataset we wil detect maximal cliques that correspond to local maxima of
the core fitness measure. To find these local maxima, we define the neighborhood
of a maximal clique as all the maximal cliques that contain at least one object
from it.

Let us define now the fitness an alternative x would have as part of a cluster
K through function f∗ : X × P(X) → [−n2, n2] as:

f∗(x, K) :=
∑
y∈X

s∗(x, y) · smm∗(x, K). (10)

If x is mostly similar to K and compares to the rest of the objects in X mostly
the same as the objects in K then f∗(x, K) will be high.

Finally we define the fitness of a partition, with respect to the crisp simi-
larity relation, as the outcome of the clustering method through f∗

P : O(X) →
[−n2, n2], where O is the set of all possible partitions of X :

f∗
P (K) :=

∑
K∈K

∑
x,y∈K

s∗(x, y) +
∑

K1 �=K2∈K

∑
x∈K1,y∈K2

−s∗(x, y). (11)

As the clustering result will be a partition, we wish to maximize this fitness
function and therefore will use it as the criterion to be optimized.
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4 Clustering Algorithm

The exact algorithmic approach to find the best partition would be to enumerate
all of them and select the one that maximizes the fitness function defined above.
However, this approach is not feasible even for small problems. The number of
partitions for a problem of size n is given by the Bell number for which an upper
bound of

(
0.792·n
ln(n+1)

)n
has been recently given in [4].

Therefore we structure our algorithmic approach in the following four steps:

1. Elicit the thresholds and weights on each attribute from a human agent.
2. Construct the bipolar-valued similarity relation and its associated Condorcet

similarity graph according to this preferential information.
3. Find the cluster cores.
4. Expand the cores and achieve a complete partition.

The first step is not fully covered in this paper, however this parameter elicitation
step is crucial and is one of the distinctive features of our approach. We are
currently exploring this step thoroughly. It is inspired from preference elicitation
techniques used in multiple criteria decision aid to obtain the preferences of the
decision maker (see [24] for a large review of such methods). It should be based
both on a direct induction of the parameters and an indirect one, trying to
exploit holistic judgements of the human actor on the similarity or dissimilarity
of some objects well-known to him.

In the direct elicitation process, the human actor is asked to assign numerical
values to the various discrimination thresholds and the importance weights of the
attributes, according to his expertise or his perception of the underlying data.
Via an indirect process, this information can at any time be complemented by
overall judgements of the human actor on some objects. They can be, among
others, of the following forms :

- I consider that objects a and b are overall similar (or dissimilar);
- I consider that objects a and b are more similar (or dissimilar) than c and d

are.

These judgements are then included as linear constraints on the overall similarity
caracteristic functions in a linear program whose goal is to determine a set
of discrimination thresholds and importance weights in accordance with these
inputs (see [22] for a similar approach in multiple criteria decision aid). Note
again that this step should be carried over only a small sample of the original
dataset.

The second step is straight-forward and derives from the definitions in the
above section.

In the third step, we may use two resolution strategies: exact enumeration of
all the maximal cliques and selection of the fittest ones as potential cluster cores,
or a population-based metaheuristic approach.

For the exact approach we use the Bron-Kerbosch algorithm [8], with the
pivot point improvement from Koch [18]. We then evaluate the fitness of each
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maximal clique and compute the neighbourhood matrix from which we retrieve
the maximal cliques that are the local maxima of the fitness function. As previ-
ously mentioned, the number of maximal cliques in a graph can be exponential
[23], making the use of exact approaches for large or even medium clustering
problems rapidly intractable.

To overcome this operational problem, we use a population-based meta-
heuristic close in structure to evolutionary strategies [28]. As such, the meta-
heuristic contains 4 steps: initialization, selection, reproduction and replacement.
Each individual in the population is a maximal clique in the Condorcet similar-
ity graph. Our aim is to discover all maximal cliques that are local maxima of
our fitness measure.

In the initialization step we, first, iteratively generate maximal cliques that
do not overlap with each other. After each object has been covered by at least
one maximal clique, the rest of the population is then generated randomly.

The selection step has a large number of potential variations. We have opted
after several tests for the rank-based roulette wheel method.

The reproduction step is based on a mutation operator specifically designed
for maximal cliques. The maximal clique that will generate a new individual in
the population is incrementally stripped with a given probability of its objects
and then grown by adding other objects until the property of maximality is
reached. The generated population is of equal size with the old one.

In the replacement step, all maximal cliques in the current population that are
local maxima of the fitness measure, based however on the limited exploration
of their neighborhoods that has been done at previous iterations, are kept in the
new population. The rest of the individuals to be kept are selected at random,
in order to maintain a good exploration of the search space.

The last step orders all the objects that were not included in a core based
on their best fitness to be added to a core. The majority margins heuristic, in
fact, tells us how many relations are in accordance with the decision to add the
object to a particular core, therefore iteratively taking the best pair of object and
core and adding that object to the core is well justified considering our goals to
extract a partition that is in most accordance to the original similarity relation.

5 Results

We would like to present some results on the 2010-11 Times Higher Education
World University Ranking data [1]. The dataset contains 199 universities eval-
uated on 13 separate indicators designed to capture a broad range of activities,
from teaching and research to knowledge transfer. These elements are brought
together into five attributes on scales from 0 to 100: Teaching environment (T),
International mix (I), Industry income (Ind), Research (R) and Citations (C).

We do not wish to rank the universities, as it could be easily misunderstood,
but to find clusters of similar universities according to two persons’ viewpoints.
Let’s consider person A to be a student who is more interested in the teaching
environment and international side of the universities, and let person B be a
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Table 1. Weights extracted to reflect two persons’ viewpoints)

Person T I Ind R C

A 0.31 0.42 0.10 0.10 0.05
B 0.05 0.10 0.10 0.42 0.31

postdoc who is more interested in looking at the research environment charac-
terising each university. For each person we will find the set of clusters which
make most sense according to their viewpoints.

Due to the fact that each attribute is constructed and brought to the same
scale, we take as thresholds σ = 5%, δ = 10%, δ+ = 50% of the scales range for
each attribute. We then select a set of weights in accordance with each person’s
point of view as seen in Table 1.

0

100

T I Ind R C
0

100

T I Ind R C
0

100

T I Ind R C
0

100

T I Ind R C

Fig. 5. Person A cluster box plots

For person A we find 4 clusters for which we present the boxplots of the
objects inside them in Figure 5. We notice how we have grouped together uni-
versities with close evaluations on the second attribute which was deemed as
most important for person A. In the first cluster we find universities with high
evaluations on the International attribute (I), medium-high values in the second,
medium-low in the third, and very low in the last. The Teaching attribute (T)
also differentiates well the clusters, with progressively lower evaluations from the
first to third clusters, while slightly higher on the last.

In the case of the second point of view we find 6 clusters where universities are
grouped together mostly based on the fourth attribute, Research (R), as seen in
Figure 6. Also the last attribute, Citations (C), is well defining for each cluster.

As we wish that the clustering result would contain clusters of objects that
are all similar to each other and dissimilar from the rest, we could model this
by a similarity relation that contains +1 values between objects inside the same
cluster and −1 values between objects in different clusters. To measure the qual-
ity of the results we use the fitness of a partition that we defined in Section 3. We
compute this fitness accroding to the similarity relation defined by each point
of view that we have modeled. We also compare our results to some well-known
algorithms like K-means [20], Single-Link and Complete-Link Agglomerative
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Fig. 6. Person B cluster box plots

Table 2. Fitness of clusterings according to two persons’ viewpoints

Person A POV Person B POV

GAMMA-S for A 0.784 0.707
GAMMA-S for B 0.763 0.853

K-Means 0.710 0.698
SL AHC 0.204 0.213
CL AHC 0.682 0.728

PAM 0.704 0.791

Hierarchical Clustering [15] and Partitioning Around Medoids [17]. For all of
these, we give them as input the number of clusters we have found with our
approach.

We further present some results on a few well-known datasets such as the Iris,
Wines and Breast Cancer datasets from the UCI Machine Learning Repository
[12]. Each of these datasets comes, based on the analysis of some experts on the
corresponding problem, with the set of clusters we should obtain. Therefore a
good criterion for evaluation is the Jaccard Coefficient [14] in order to measure
how close the results of the clustering algorithms are to the desired clusters.

Due to the absence of the experts that proposed the clusters for each problem
we have used σ = 10%, δ = 20% and δ+ = 70% of the value range on each
attribute as thresholds and given equal significance to all attributes. We show,
however, on the Iris dataset which contains 150 objects defined on 4 attributes,
that if such an interaction were possible, we could have extracted a threshold
set that would bring the clustering results of GAMMA-S very close to the clus-
ters that were proposed by the experts. Therefore, with σ1 = 0%, σ2 = 33%,
σ3 = 25%, σ4 = 12% of the value ranges of each attribute and the dissimilarity
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Table 3. Average results on Jaccard Coefficient (standard deviations in brackets)

Algorithm/Dataset Iris Wines Breast Cancer

K-means 0.529 (0.118) 0.461 (0.100) 0.554 (0.130)
SL AHC 0.589 (-) 0.336 (-) 0.531 (-)
CL AHC 0.622 (-) 0.805 (-) 0.588 (-)

PAM 0.712 (0.007) 0.734 (0.000) 0.622 (0.025)
GAMMA-S 0.525 (-) 0.766 (-) 0.539 (0.028)

thresholds higher by 1% the Jaccard Coefficient of the GAMMA-S result would
be equal to 0.878.

Except for our algorithm, we have given the a priori knowledge regarding
how many clusters the outcome should have to the rest. The results come from
running every non-deterministic algorithm 100 times over each instance. For the
first two datasets, due to their small size, we have used the exact approach of
our algorithm.

We notice overall that GAMMA-S performs very well considering the assump-
tions we make. We also notice that if we would be able to extract preferential
information from a person who wants to cluster this data, we would get results
more in accordance with his point of view on the problem. In addition we neither
need to provide commensurable cardinal attributes nor an a priori number of
clusters.

6 Conclusions and Perspectives

We conclude that our clustering method does indeed give consistent results,
however without any requirements on the data, as all kinds of attribute types can
be considered. Furthermore, imprecision, uncertainties and even missing values
can easily be handled by the similarity relation defined in this article. There
are many improvements that could be done to increase the performance of our
approach, which will be explored in the future. At the moment we need to explore
elicitation techniques for the parameters of the model. We also wish to present
more extensive results on datasets on which we could have this interaction with a
real person. The complexity of the algorithm should be improved by fine-tuning
the meta-heuristic, while the final result our method proposes could be further
improved by means of a local search method.
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Abstract. Maximal frequent itemsets are one of several condensed rep-
resentations of frequent itemsets, which store most of the information
contained in frequent itemsets using less space, thus being more suit-
able for stream mining. This paper focuses on mining maximal frequent
itemsets approximately over a stream landmark model. We separate the
continuously arriving transactions into sections and maintain them with
3-tuple lists indexed by an extended direct update tree; thus, an efficient
algorithm named FNMFIMoDS is proposed. In our algorithm, we employ
the Chernoff Bound to perform the maximal frequent itemset mining in
a false negative manner; plus, we classify the itemsets into categories and
prune some redundant itemsets, which can further reduce the memory
cost, as well guarantee our algorithm conducting with an incremental
fashion. Our experimental results on two synthetic datasets and two real
world datasets show that with a high precision, FNMFIMoDS achieves
a faster speed and a much reduced memory cost in comparison with the
state-of-the-art algorithm.

1 Introduction

Frequent itemset mining is a traditional and important problem in data mining.
An itemset is frequent if its support is not less than a threshold specified by
users. Traditional frequent itemset mining approaches have mainly considered
the problem of mining static transaction databases. In these methods, trans-
actions are stored in secondary storage so that multiple scans over data can
be performed. Three kinds of frequent itemset mining approaches over static
databases have been proposed: reading-based[3], writing-based[15], and pointer-
based[18]. [14] presented a comprehensive survey of frequent itemset mining and
discussed research directions.

Many methods focusing on frequent itemset mining over a stream have been
proposed. [13] proposed FP-Stream to mine frequent itemsets, which was efficient
when the average transaction length was small; [22] used lossy counting to mine
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frequent itemsets; [7],[8], and [9] focused on mining the recent itemsets, which
used a regression parameter to adjust and reflect the importance of recent trans-
actions; [27] presented the FTP-DS method to compress each frequent itemset;
[10] and [1] separately focused on multiple-level frequent itemset mining and
semi-structure stream mining; [12] proposed a group testing technique, and [17]
proposed a hash technique to improve frequent itemset mining; [16] proposed an
in-core mining algorithm to speed up the runtime when distinct items are huge
or minimum support is low; [19] presented two methods separately based on the
average time stamps and frequency-changing points of patterns to estimate the
approximate supports of frequent itemsets; [5] focused on mining a stream over
a flexible sliding window; [20] was a block-based stream mining algorithm with
DSTree structure; [23] used a verification technique to mine frequent itemsets
over a stream when the sliding window is large; [11] reviewed the main techniques
of frequent itemset mining algorithms over data streams and classified them into
categories to be separately addressed. Given these algorithms, the runtime could
be reduced, but the mining results were huge when the minimum support was
low; consequently, the condensed representations of frequent itemsets including
closed itemsets[25], maximal itemsets[31], free itemsets[4], approximate k-sets[2],
weighted itemsets[28], and non-derivable itemsets[6] were proposed; in addition,
[26] focused on discovering a minimal set of unexpected itemsets.

The concept of maximal frequent itemsets(MFI ) was first proposed in 1998,
an itemset is maximal frequent itemset if its support is frequent and it is not
covered by other frequent itemsets. We will discuss the details in Section 2.
Maximal frequent itemsets are one of the condensed representations, which only
store the non-redundant cover of frequent itemsets, resulting in a space cost
reduction.

Many maximal frequent itemset mining algorithms were proposed to improve
the performance. The main considerations focused on developing new data re-
trieving method, new data pruning strategy and new data structure. Yang used
directed graphs in [35] to obtain maximal frequent itemsets and proved that
maximal frequent itemset mining is a �p problem. The basic maximal frequent
itemset mining method is based on the a priori property of the itemset. The
implementations were separated into two types: One type is an improvement
of the a priori mining method, a breadth first search[32], with utilizing data
pruning, nevertheless, the candidate results are huge when an itemset is large;
a further optimization was the bottom-up method, which counted the weight
from the largest itemset to avoid superset checking, also, the efficiency was low
when the threshold was small. Another one used depth first search[33] to prune
most of the redundant candidate results, which, generally, is better than the first
type. In these algorithms, many optimized strategies were proposed[34][31]: The
candidate group has a head itemset and a tail itemset, which can quickly built
different candidate itemsets; the super-itemset pruning could immediately locate
the right frequent itemset; the global itemset pruning deleted all the subitemsets
according to the sorted itemsets; the item dynamic sort strategy built heuristic
rules to directly obtain the itemsets with high support, which was extended by
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a further pruning based on tail itemset; the local check strategy got the related
maximal frequent itemsets with the current itemset.

Many stream mining algorithms for maximal frequent itemsets were proposed
to improve the performance. [21] proposed an increasing algorithm estDec+
based on CP-tree structure, which compressed several itemsets into one node
according to their frequencies; thus, the memory cost can be flexibly handled by
merging or splitting nodes. Furthermore, employing an isFI-forest data struc-
ture to maintain itemsets, [30] presented DSM-MFI algorithm to mine maxi-
mal frequent itemsets. Moreover, considering maximal frequent itemset is one of
the condensed representation, [24] proposed INSTANT algorithm, which stored
itemsets with frequencies under a specified minimum support, and compared
them to the new transactions to obtain new itemsets; Plus, [29] presented an
improved method estMax, which predicted the type of itemsets with their de-
fined maximal life circle, resulting in advanced pruning.

In this paper, we address this problem and propose a Chernoff Bound based
methodnamed FNMFIMoDS (FalseNegativeMaximalFrequent ItemsetMining
over Data Stream) on a stream landmark model.

The rest of this paper is organized as follows: In Section 2 we define the mining
problem with presenting the preliminaries of frequent itemsets, maximal frequent
itemsets, and Chernoff Bound method. Section 3 presents a naive method based
on Chernoff Bound. Section 4 illustrates the data structure and our algorithm in
detail. Section 5 evaluates the performance of our algorithm with experimental
results. Finally, Section 6 concludes this paper.

2 Preliminaries

2.1 Frequent Itemsets

Given a set of distinct items Γ = {i1, i2, · · · , in} where |Γ | = n denotes the
size of Γ , a subset X ⊆ Γ is called an itemset; suppose |X | = k, we call X a
k-itemset. A concise expression of itemset X = {x1, x2, · · · , xm} is x1x2 · · ·xm.
A database D = {T1, T2, · · · , Tv} is a collection wherein each transaction is a
subset of Γ , namely an itemset. Each transaction Ti(i = 1 · · · v) is related to
an id, i.e., the id of Ti is i. The absolute support (AS ) of an itemset α, also
called the weight of α , is the number of transactions which cover α, denoted
Λ(α, D(v)), Λ(α) in short, is {|T ||T ∈ D ∧ α ⊆ T }; the relative support (RS ) of
an itemset α is the ratio of AS with respect to |D|, denoted Λr(α) = Λ(α)

v . Given
a relative minimum support λ(0 ≤ λ ≤ 1), itemset α is frequent if Λr(α) ≥ λ.

2.2 Maximal Frequent Itemsets

A maximal itemset is a largest itemset in a database D, that is, it is not covered
by other itemsets. A maximal frequent itemset is both maximal and frequent
in D.

Definition 1. Given an relative support λ, an itemset α is maximal frequent
itemset if it is frequent and it is not covered by other frequent itemsets, denoted
Λr(α) ≥ λ ∧ �β|(β ⊃ α ∧ Λr(β) ≥ λ).
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2.3 Chernoff Bound

Given n independent value o1, o2, · · · , on, on+1, · · · according with Bernoulli trial
and probable value p, Pr[oi = 1] = p and Pr[oi = 0] = 1 − p is satisfied.
Let r be the actual value of Pr[oi = 1], then the expected value of r is np,

∀η > 0, Pr{|r − np| ≥ npη} ≤ 2e
−npη2

2 . Let r = r
n , Pr{|r − p| ≥ pη} ≤

2e
−npη2

2 . Let ε = pη; thus, Pr{|r − p| ≥ ε} ≤ 2e
−nε2

2p . Let δ = 2e
−nε2

2p , then
the average probable value of oi = 1 beyond the range of [p − ε, p + ε] with a

probability less than δ, in which ε =
√

2pln(2/δ)
n . That is to say, for a sequence

of transactions D = {t1, t2, · · · , tn, tn+1, · · · , tN} where n is the number of first
arrived transactions and n << N . The actual support Λr(X, D(N)) for itemset
X is within the range of [Λr(X, D(n)) − ε, Λr(X, D(n)) + ε] with probability
larger than 1 − δ.

The FDPM algorithm[36] substituted p with the minimum support λ, the
rationale is that λ is the minimum support, which is satisfied represents all the
other higher supports are also satisfied. For an instance, suppose λ = 0.1, δ = 0.1,
and ε = 0.01, according to Chernoff Bound, n ≈ 5991, i.e., for 5991 transactions,
the actual support of itemset I is between 0.09 and 0.11 with probability larger
than 0.9. [37] try to mine all the results with one stream scan: The stream is
split into sections, and the frequent itemsets from the previous section will be
used as the candidate itemsets of the next section, Chernoff Bound is also used
to guarantee the precision. As can be seen, both algorithms aim to obtain the
frequent itemsets. We will prove that the Chernoff Bound method can also be
effectively used in maximal frequent itemset mining based on our definition.

3 A Naive Method

As can be seen from our addressing problem, we can get a naive method to obtain
the maximal frequent itemsets over stream using Chernoff Bound. We can employ
FDPM method to mine the frequent itemsets, and use a traditional maximal
frequent itemset mining method to get the results for each arriving sections. The
drawback is, we have to store all the frequent itemsets and potential frequent
itemsets of the existing transactions, which may consume much more memory
and cannot achieve our destination, i.e., using maximal itemsets to save the
memory cost; on the other hand, if we only store the maximal frequent itemsets
instead of all frequent itemsets, we cannot guarantee the algorithm performing
with an incremental fashion since some itemsets information is missed.

4 FNMFIMoDS Algorithm

In this section, we will introduce the data structure and the detailed algorithm
based on our assumption, which will be verified by our experiments.
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4.1 Data Structure

We employ a 3-tuple < θ, Λr, � > list to store the data synopsis, in which
θ represents the itemset, Λr is the relative support, and � refers the itemset
category. The itemsets are split into six categories, which will be described in
detail after we present our rationale.

Given the minimum support λ, the probability parameter δ, and the dataset

D, if an itemset X satisfies Λ(X, D) ≥ λ +
√

2λln(2/δ)
n , we call X the actual

frequent itemset(AF ); if λ +
√

2λln(2/δ)
n > Λ(X, D) ≥ λ, then we call X the

shifty frequent itemset(SF ); if λ > Λ(X, D) ≥ λ−
√

2λln(2/δ)
n , then we call X the

possible frequent itemset(PF). Otherwise, X is called the infrequent itemset(IF).
For an itemset of one type, it may be covered or not covered by other type item-

sets. Consequently, we show all covering possibilities in Fig.1. In this figure, we
present the types of the covered itemset at the first column, and present the type
of the covering itemset at the first line. For example, if an itemset I is an actual
frequent itemset belonging to the type at column 1 and line 2, and it is covered by
an actual frequent itemset J belonging to the type at column 2 and line 1, then
we define I as a maximal frequent itemset(MF ); on the contrary, if it is covered
by a possible frequent itemset, then we define it as an un-maximal frequent item-
set(UMF ). Plus, if an itemset belonging to the left type cannot be covered by an
itemset belonging to the top type, we use⊗ to denote it; an example is, an possible
frequent itemset will never be covered by an actual frequent itemset. We classify
all itemsets into six categories w.r.t. their current types and future types, which
are the surrounding types of the current types in Fig.1.

Definition 2(Actual Un-Maximal Frequent Itemset). If an itemset X is an
actual frequent itemset, and it is covered by any other actual frequent itemsets,
it is called an actual un-maximal frequent itemset(AUMF ).

Definition 3(Actual Inter-Maximal Frequent Itemset). If an itemset X
is an actual frequent itemset and covered by shifty frequent itemsets, it is called
an actual inter-maximal frequent itemset(AIMF ).

AF UMF UMF MF

SF UMF MF

PF UMF

⊗

⊗ ⊗

AUMF

AIMF

PMF

AMF

SMF

SUMFPF IF∪ ∪ΦSFAF

Fig. 1. Covering Relationship
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Definition 4(Actual Maximal Frequent Itemset). If an itemset X is an
actual maximal frequent itemset, and it is covered by possible frequent itemsets,
infrequent itemsets or none itemsets, it is called an actual maximal frequent
itemset(AMF ).

Definition 5(Shifty Un-Maximal Frequent Itemset). If an itemset X is
a shifty frequent itemset and covered by shifty frequent itemsets, it is called a
shifty un-maximal frequent itemset(SUMF ).

Definition 6(Shifty Maximal Frequent Itemset). If an itemset X is a shifty
frequent itemset, and it is covered by possible frequent itemsets, infrequent item-
sets, or none itemsets, it is called a shifty maximal frequent itemset(SMF ).

Definition 7(Possible Maximal Frequent Itemset). If an itemset X is a
possible frequent itemset, it is a possible maximal frequent itemset(PMF ).

4.2 Mining Strategies

We will discuss the properties of our definitions, and present the pruning strate-
gies according to their properties as follows.

Strategy 1. If an itemset I is AMF, it can be output directly as the result,
and it may become a shifty frequent itemset, then we will reclassify it into SMF
category.

Strategy 2. If an itemset I is AUMF, it will not change to maximal frequent
itemset in recent future; thus, we can prune them from memory,also, we can
ignore processing it.

Strategy 3. If an itemset I is AIMF, it may become AMF if the itemsets
covering it become possible frequent itemsets, or become AUMF if the item-
sets covering it become an actual frequent itemset. Consequently, we have two
strategies to maintain actual inter-maximal frequent itemsets. One is used in
our paper, that is, we assume that most shifty frequent itemsets will maintain
their original type or become actual frequent, then we can prune the actual
inter-maximal frequent itemsets directly since they will be covered by at least
a frequent itemset; another is based on the contrary assumption, thus we will
store and process the actual inter-maximal frequent itemsets.

Strategy 4. If an itemset I is SMF, and it becomes an actual frequent itemset,
it is reclassified into AMF category, and all its subsets will be pruned no matter
what their original categories are; or, if it becomes a possible frequent itemset, it
is reclassified into PMF category, and its subsets may be reclassified from SUMF
to SMF.

Strategy 5. If an itemset I is SUMF, and it becomes and actual frequent
itemset, it is reclassified into AIMF and pruned; or, if it becomes a possible
frequent itemset, then it is reclassified into PMF category.
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Strategy 6. If an itemset I is PMF, and it becomes a shifty frequent itemset,
then it is reclassified into SUMF category or SMF category, if its subsets are
AMF, they will be pruned.

4.3 FNMFIMoDS

According to our mining strategies, we propose our algorithm FNMFIMoDS. As
can be seen from Alg.1, our algorithm can be separated into three parts.

First, we will generate the new itemsets based on the new arriving transac-
tions, with which we update the existed itemsets support. Second, we recompute
the new εn, prune the new infrequent itemsets, and reclassify each itemset. Fi-
nally, we can output the actual maximal frequent itemsets and the shifty max-
imal frequent itemsets as the results on demand of users. We will discuss it in
detail as follows.

Support Updating. When we update the itemsets support, the existed actual
un-maximal frequent itemsets and the actual inter-maximal frequent itemsets
has been pruned, but the fact is that they may occurs in the new arriving trans-
actions and they may be the new generated frequent itemsets. Consequently, if
they are actual un-maximal frequent itemsets, we use the the support of their
covering itemset as their supports; if they are actual inter-maximal frequent item-
sets, we use λ+ εn as their supports. Thus, it can be guaranteed that the actual
frequent itemsets fall into the adjacent type, i.e., the actual frequent itemsets
will become shifty frequent at most.

Indexing Data. To speed up itemsets comparison and results output, we will
build the index on the 3-tuples in F1. Since our aim is to reduce the memory
cost, the index will be as simple as possible. Consequently, we use an extended
lexicographical ordered direct update tree(EDIU tree) rather than a traditional
prefix tree or an enumeration tree. In our EDIU tree, the root node is the
itemset includes all distinct items, and all the descend nodes are the subsets. We
link each itemset with their subsets, which are sorted by their lexicographical
orders. The advantages of our index are as follows. First, the EDIU tree is
simple, only the proper itemsets are stored, the only added information is the
pointers between itemsets. Second, when we need to find or compare itemsets,
the redundant computing will be ignored. Third, when we prune some itemsets,
which is a frequent operation especially in our algorithm, the pruning efficiency
is high since most itemsets can be deleted in a cascaded matter.

5 Experimental Results

All experiments were implemented with C + +, compiled with Visual Studio
2005 running on Windows XP and executed on a Core2 DUO CPU 2.0GHz PC
with 2GB RAM.

We used 2 synthetic datasets and 2 real-life datasets, which are well-known
benchmarks for frequent itemset mining. The T10I4D100K and T40I10D100K
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Algorithm 1. FNMFIMoDS Function
Require: F1: Existing 3-tuples of frequent itemsets and potential frequent itemsets;

n1: The number of arrived transactions;
F2: New 3-tuples of frequent itemsets and potential frequent itemsets;
n2: The number of new arriving transactions;
λ: Minimum support;
ϕ: Probability;
ε: False negative parameter;

1: n2 = 2+2ln(2/ϕ)
λ

;[36]
2: for each n2 new arriving transactions do
3: obtain F2;
4: n1 = n1 + n2;
5: F1 = F1 ∪ F2;

6: ε =
√

2sln(2/ϕ)
n1

;

7: prune the new infrequent itemsets from F1;
8: for each 3-tuple I in F1 do
9: if I.� = PMF and I.Λr ≥ λ then

10: I.� = SMForSUMF ;
11: prune subset J of I from F1;
12: if I.� = SUMF and I.Λr ≥ λ + ε then
13: prune I from F1;
14: else if I.� = SUMF and I.Λr < λ then
15: I.� = PMF ;
16: if I.� = SMF and I.Λr ≥ λ + ε then
17: I.� = AMF ;
18: prune all subsets of I from F1;
19: else if I.� = SMF and I.Λr < λ then
20: I.� = PMF ;
21: decide the type of the subset J of I ;
22: if I.� = AMF and I.Λr < λ + ε then
23: I.� = SMF ;
24: output 3-tuple I if I.� = AMF ∨ I.� = SMF from F1 on demand;

datasets are generated with the IBM synthetic data generator. The KOSARAK
dataset contains the click-stream data of a Hungarian online news portal. The
MUSHROOM dataset contains characteristics from different species of mush-
rooms. The data characteristics are summarized in Tab. 1.

The estMax algorithm in [29] is a state-of-the-art method for mining maximal
frequent itemsets over stream; thus, we use it as the evaluated method for com-
parison. In estMax, without loss of generality, we configure the fixed parameter
Ssig = 0.1 and Serr = 0.01; also, we employ our presented naive algorithm as
another evaluated method. In our algorithm, we configure the Chernoff Bound
parameter as a fixed value, that is, δ = 0.1, which denotes a 10 percent proba-
bility for mistaken deleting the actual maximal frequent itemsets.
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Table 1. Data Characteristics

DataSet nr. avg. min. max. nr. trans.
of trans. trans. trans. of corr.

trans. length length length items

T10I4D100K 100 000 10.1 1 29 870 86.1

T40I10D100K 100 000 39.6 4 77 942 23.8

KOSARAK 990 002 7.1 1 2497 36 841 5188.8

MUSHROOM 8 124 23 23 23 119 5.2

5.1 Running Time Cost and Memory Cost Evaluation

As shown in Fig.2, when the minimum support decreases, the running time cost
of these three algorithms increase over all datasets. Our algorithm is the best in
runtime cost, the reason is that our algorithm prunes some useless computing
with classifying the itemsets, as well employs an EDIU tree to index itemsets.
The naive method is the worst in runtime cost, since we almost use no optimiza-
tions for it; nevertheless, the false negative technique reduces the comparing
count, thus the running time decreases, and the computing efficiency can reach
to that of estMax on the MUSHROOM dataset and T40I10D100K dataset.

As shown in Fig.3, our algorithm reaches to a much lower memory cost than
the naive method and estMax. That is because our method prune some infrequent
itemsets and almost all un-maximal frequent itemsets when the new transactions
arrive. Also, the memory cost of the naive method is lower than that of estMax,
since the naive method is a false negative algorithm, but estMax is a false positive
algorithm.

5.2 Precision and Recall

Our algorithm, the naive method and estMax are all approximate methods, but
with employing the Chernoff Bound method, our algorithm and the naive method
aremuch more efficiency in memory cost. On the other hand, some true results may
be deleted according to our error analysis. Since the error comparison of frequent
itemsets has been conducted in FDPM algorithm, here we use precision and recall
to present the approximation of the maximal frequent itemsets, which are defined
as follows: For an actual collection A and a computed one A′, the precision of A′ is
P = A∩A′

A′ , and the recall of A′ is R = A∩A′
A . The larger the precision and recall

,the closer between A and A′; as an example, when A = A′, P = R = 1.
As shown in Fig.4, the precisions of all the three algorithms are 100% over

different datasets, that is because they all can obtain the true maximal frequent
itemsets, nevertheless, our algorithm obtain the true results based on a least
number of frequent itemsets, which has been discussed in our memory cost ex-
periments. As shown in Fig.5, even though we set a probability of 10 percent to
be the wrong results, the experimental results are much better. Since the naive
method stores all the un-maximal frequent itemsets, it can obtain all the max-
imal frequent itemsets; further, the recall of our algorithm is almost the same
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to that of the naive method and estMax with a little lower, that is to say, our
algorithm mistaken deletes little real results.

6 Conclusions

In this paper we considered a problem, which is how to mine maximal fre-
quent itemset over stream using a false negative method, and then proposed
our method FNMFIMoDS. In our algorithm, we used Chernoff Bound to prune
the infrequent itemsets; plus, we classified the itemsets into categories to prune
the un-maximal frequent itemsets, which still can guarantee that we obtain the
proper itemsets; thus, our algorithm was able to perform in an incremental man-
ner. Furthermore, we employed an extended direct update tree to index the item-
sets, which can raise the computing efficiency. Our experimental results showed
that our algorithm was more efficient in memory cost and running time cost in
comparison with the state-of-the-art maximal frequent itemset mining algorithm.
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Abstract. Several researchers have illustrated that data privacy is an
important and inevitable constraint when dealing with distributed knowl-
edge discovery. The challenge is to obtain valid results while preserving
this property in each related party. In this paper, we propose a new ap-
proach based on enrichment of graphs where each party does the cluster
of each entity (instance), but does nothing about the attributes (features
or variables) of the other parties. Furthermore, no information is given
about the clustering algorithms which provide the different partitions.
Finally, experiment results are provided for validating our proposal over
some known data sets.

Keywords: Distributed clustering, Graph, Privacy-preserving data.

1 Introduction

Data mining is the process of extracting patterns from data and transforming it
into knowledge. It deals with a large field of research with some known problems
which are related to data: their huge quantity, high dimensionality and complex
structure. Furthermore, data can present an additional and important problem
concerning their availability and privacy. It talks about privacy-preserving data
mining (PPDM) which became an active area of research in the data mining
community since privacy issue gains significance and importance [10]. The prob-
lem becomes more important because of the increasing ability to store personal
data about users, and the increasing sophistication of data mining algorithms
to leverage this information [2]. PPDM finds numerous applications in surveil-
lance which are naturally supposed to be “privacy-violating” applications. The
key is to design methods which continue to be effective, without compromising
privacy. A number of techniques have been discussed for biosurveillance, facial
identification, customer transaction analysis, and identity theft. More detailed
discussions on some of these issues may be found in [16,23].

The last ten years have seen extensive work on PPDM. The problem
has been discussed in multiple communities such as the database community
[6,7,20], the statistical disclosure control community [3,1] and the cryptography
community[18]. In some cases, the different communities have explored parallel
lines of work which are quite similar.

J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 42–54, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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Most methods for privacy computations use some form of transformation on
the data in order to perform the privacy preservation. Typically, such methods
reduce the granularity of representation in order to reduce the privacy. This
reduction in granularity results in some loss of effectiveness of data management
or mining algorithms. This is the natural trade-off between information loss and
privacy. Some examples of such techniques are as follows:

– The randomization model : The randomization method is a technique for
privacy-preserving data mining in which noise is added to the data in order
to mask the attribute values of records [3]. The noise added is sufficiently
large so that individual record values cannot be recovered. Hence, techniques
are designed to derive aggregate distributions from the perturbed records.
Subsequently, data mining techniques can be developed in order to work
with these aggregate distributions.

– The k-anonymity model and l-diversity : The k-anonymity model [12]
was developed because of the possibility of indirect identification of records
from public databases. This is because combinations of record attributes can
be used to exactly identify individual records. In the k-anonymity method,
we reduce the granularity of data representation with the use of techniques
such as generalization and suppression. This granularity is reduced suffi-
ciently that any given record maps onto at least k other records in the data.
The l-diversity model [14] was designed to handle some weaknesses in the
k-anonymity model since protecting identities to the level of k-individuals
is not the same as protecting the corresponding sensitive values, especially
when there is homogeneity of sensitive values within a group.

– Distributed privacy preservation: In many cases, individual entities
may wish to derive aggregate results from data sets which are partitioned
across these entities. Such partitioning may be horizontal (when the records
are distributed across multiple entities) [5,13,27] or vertical (when the at-
tributes are distributed across multiple entities) [25,10,28]. While the in-
dividual entities may not desire to share their entire data sets, they may
consent to limited information sharing with the use of a variety of protocols.
The overall effect of such methods is to maintain privacy for each individual
entity, while deriving aggregate results over the entire data.

In this paper, we work in the most general setting, where we assume the data
is arbitrarily partitioned between several databases. This means that there is no
assumption neither on how the attributes of the data are distributed among the
parties (and in particular, this subsumes the case of vertically partitioned data)
nor on the clustering algorithms applied in the different parties. We propose a
new approach which proceeds under privacy constraints, where the clustering
algorithms are unknown, different and provide different partitions with different
number of clusters.
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2 Problem Statement

In this paper, we assume that there are r parties possess their private databases
respectively. They want to get the common benefit for doing clustering analysis
in the joint databases. For the privacy concerns, they need a private preserving
system to execute the joint clustering algorithm analysis. The concern is solely
that feature values associated with an individual data entity are not released.

Let r be the number of parties, each having different attributes for the same
set of entities. N is the number of the common entities. Each party Ωi (i = 1..r)
is then described by N × |Fi| matrix where Fi is the feature subset of Ωi. The
privacy constraints that we assume are:

– ∀i, Fi is only known by Ωi and not by any other Ωj (i �= j),
– ∀i, Ωi provides a partition Pi with an unknown clustering algorithm Ai,
– ∀(i, j); i �= j; Pi and Pj could have different number of clusters Ki and Kj ,

respectively.

Initially, one party Ωm has a partition Pm done with local known features Fm.
The problem aims to update Pm by the other parties using just their clustering
results Pj without any other information. So, Pm is considered as a main parti-
tion to be updated by the other secondary ones Pj under a privacy constrained
framework. Subsequently, the challenge is to know (1) how to preserve privacy
of data, independently of the clustering algorithm properties, (2) when an entity
x ∈ Ωm could or not move from its cluster in Pm because of the other parti-
tions (Pj) and (3) how we can maintain the partition of the main party when a
secondary one represents a noise. To deal with these issues, we propose a graph
based framework which will be presented in the next section.

3 Graph Enrichment Based Clustering Approach

3.1 Graph Construction

In this section, we introduce our algorithm to solve the graph enrichment prob-
lem. It works to improve the partition of a main party, denoted Pm, by consid-
ering the partitions of secondary parties {P1, P2, . . . , Pr}\{Pm}, under a privacy
preserving data scenario. In this context, only cluster labels are shared between
parties and the main one has only access to its data records for cluster analy-
sis. Our algorithm approaches the problem by first transforming the clustering
partitions (main and secondary ones) into a graph representation.

Construction 1. The data in the main party can be considered as a complete
edge-weighted graph Gm = {V (Gm), E(Gm)} where V (Gm) (|V (Gm)| = N) is
the vertex set and E(Gm) is the edge set. Vertices in Gm correspond to data
samples (entities) and edge-weights reflect similarity between pairs of linked
vertices. The graph Gm is represented with the corresponding weighted similarity
matrix, an (N × N) symmetric matrix Wm = {wm(e)|e = (vi, vj) ∈ E(Gm)}
initially computed according to the features of the main party subspace.
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The main partition Pm consists of Km clusters Cm,1, Cm,2, . . . , Cm,Km . Since
a clustering is a partitioning that maximizes intra-similarities and minimizes
inter-similarities among clusters, edges between two vertices within one clus-
ter are trivially small weighted (denoting high similarity), and those between
vertices from two clusters should be trivially large weighted (low similarity).
Subsequently, a threshold θ could be derived from the clustering Pm, as a real
number such that :

θ = min{wm(e)|e ∈ Cm,i, 1 ≤ i ≤ Km}. (1)

The data in the main party can be now depicted by an inferior threshold graph in
which vertices correspond to data samples and edges correspond to similarities
which are lower than θ. In other words, the inferior threshold graph (termed as
similarity graph in the sequel) is given by {V (Gm)} as vertex set and E<θ(Gm) =
{e = (vi, vj)|wm(e) < θ} as edge set.

As an illustration, Table 1 gives the similarity matrix for a data
set of 9 entities. Let Pm be a main partition having four clusters,
C1 = {x2}, C2 = {x1, x4}, C3 = {x3, x5, x7, x8, x9} and C4 = {x6}. The
threshold θ = 0.85 is deduced according to equation 1. Figure 1 (left) shows the
similarity graph obtained from Table 1 and θ.

Table 1. A weighted similarity matrix from a complete graph

xi x1 x2 x3 x4 x5 x6 x7 x8 x9

x1 0

x2 0.80 0

x3 0.90 0.70 0

x4 0.90 0.80 0.75 0

x5 0.80 0.80 0.90 0.60 0

x6 0.80 0.80 0.80 0.75 0.35 0

x7 0.85 0.90 0.85 0.90 0.90 0.25 0

x8 0.90 0.80 0.90 0.90 0.95 0.95 0.95 0

x9 0.60 0.92 0.85 0.85 0.85 0.85 0.85 0.85 0

Construction 2. Let Gs = {V (Gs), E(Gs)} be the unweighted graph repre-
senting the partition of a secondary party Ωs. Then, V (Gs) = V (Gm). Let Ps be
a secondary party with Ks clusters Cs,1, Cs,2, . . . , Cs,Ks . An edge (a, b) is added
in Gs for any pair of vertices a ∈ Cs,i and b ∈ Cs,j , with 1 ≤ i �= j ≤ Ks.
As an illustration, let suppose a secondary partition Ps with three clusters,
C1 = {x1, x4, x6}, C2 = {x2, x7, x8} and C3 = {x3, x5, x9}. Figure 1 (right)
shows the graph Gs obtained from Ps.

Subsequently, the graph Gm is weighted since the main party can compute
the similarities from the data, while the graphs Gs are not weighted and only
give representations of the partitions for the parties Ωs.
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Fig. 1. Graph construction: similarity graph of partition Pm with θ = 0.85 (left) and
secondary graph Gs of partition Ps (right)

3.2 Graph Updating

The objective for the main party is to improve its graph in order to obtain a
best partition. For that, we propose to sequentially enrich its graph by the ones
issued from the secondary parties. The principle is to update the weight (wm)
of any edge, in the main party graph, by considering its presence (or not) in
the secondary party graph. Thus, for any pair of vertices, we verify if the edge
between them exists (or not) in the graph Gm and in the graph Gs. If an edge
appears (or not) in both graphs, we consider that its presense (or not) must be
confirmed and then its weight must be updated in order to increase its difference
from the threshold θ. However, if an edge appears in Gm and does not in Gs (or
vice versa), its weight must updated by reducing the margin between its weight
and θ.

For that, we propose to use a fitness function (eq. 2), similar to the one
initially proposed in [17] for ensemble feature selection. Given a main party and
a secondary party graphs Gm and Gs, the updated weight wm(e) for each edge
e ∈ Gm is given by the following formula:

wm(e) = αwm(e) + (1 − α)w (2)

where w corresponds to a weight score computed on the main party graph and
used to increase (or decrease) the weight wm(e) as described before. α (0 ≤ α ≤
1) is a control parameter that is used to balance between wm(e) and w.

We define the weight score w as follows: If the edge e exists (resp. does not
exists) in both graphs Gm and Gs, then w is given by the minimum (resp.
maximum) of wm(e) and μ− (resp. μ+) given by the average weight of edges
in E<θ(Gm) (resp. E(Gm)\{E<θ(Gm)}). μ− (resp. μ+) will be used to more
reduce (resp. increase) the weight wm(e). The aim here is to more differentiate
its difference from θ and then confirm the presence (resp. absence) of e in Gm.
Otherwise, if the edge e exists (resp. not exists) in Gm and does not exists (resp.
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exists) in Gs, then w is given by μ+ (resp. μ−) to increase (resp. reduce) the
weight wm(e) allowing to e to be changed.

After wm(e) for all edges have been updated for a given value of α, the edge
set E<θ(Gm) may change since some edges can be added while other can be
removed. These insertions or deletions mainly concern the edges with a weight
closer (upper or lower) to the threshold θ. We refer to them by limit edges. Thus,
the secondary graphs, considered sequentially, allow to confirm or infirm the first
decision (of the main party) to keep or not these edges into the set E<θ(Gm).
The control parameter α is used then to balance between edge information from
the main and secondary partitions. Algorithm 1 details this graph enrichment
approach.

Algorithm 1. Graph updating
Input: The main and the secondary graphs Gm and Gs

1) From the graph Gm, we deduce:
◦ θ: the threshold of Gm,
◦ μ−: the average weight of edges in E<θ(Gm),
◦ μ+: the average weight of edges in E(Gm)\{E<θ(Gm)}.
2) Updating
for each edge e ∈ E(Gm) do

wm(e) = αwm(e) + (1 − α)w, where 0.0 ≤ α ≤ 1.0, and w is a weight determined
as follows:
if e ∈ E<θ(Gm) and e ∈ E(Gs) then

w = min{wm(e), μ−}
end if
if e /∈ E<θ(Gm) and e /∈ E(Gs) then

w = max{wm(e), μ+}
end if
if e ∈ E<θ(Gm) and e /∈ E(Gs) then

w = μ+

end if
if e /∈ E<θ(Gm) and e ∈ E(Gs) then

w = μ−

end if
end for
Output: Updated Gm with a new weighted adjacency matrix Wm.

It is important to note that this algorithm is applied dynamically with the
receipt of a secondary partition. The main party does not wait for receiving all
the possible secondary partitions, but it updates its graph when a second party
sent it its partition.

Note that the updating step in Algorithm 1 is computed in time O(N2) since
a new weight is computed for each edge of a complete graph on N vertices.

3.3 Graph Partitioning

The data to be clustered for the main party are depicted by a similarty graph.
Thus, the clustering problem can be formulated as a graph partitioning problem.
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Several feasible approaches are introduced in the graph literature to solve the
graph partitioning problem for data clustering [9,26,11,21]. They basically con-
sist in finding combinatorial structures within the similarity/dissimilarity graph.
In this study, we adopt spectral clustering approach in our scheme, with espe-
cially the algorithm in [21] .

In recent years, spectral clustering has become one of the most popular mod-
ern clustering algorithms. It is simple to implement, can be solved efficiently by
standard linear algebra software, and very often outperforms traditional cluster-
ing algorithms. This technique explores the eigenstructure of a similarity matrix
to partition samples (entities) into disjoint clusters, while considering samples
in the same cluster having high similarity and samples in different clusters hav-
ing low similarity. The spectral clustering can be viewed as a graph partitioning
task. For that, it requires the construction of a weighted graph that encodes the
similarity between data samples. Vertices in the graph correspond to data sam-
ples; the weight of the edge between two vertices is a function of the similarity
between the corresponding two data samples. The simplest and most straightfor-
ward way to construct a partition of this similarity graph is to solve the Min-cut
problem.

In our scheme we update a similarity matrix from the procedure explained in
Algorithm 1. This matrix is then presented as an input of the Algorithm2.

Algorithm 2. Spectral clustering
Input:The new weighted adjacency matrix Wm obtained from Algorithm 1, k the
number of clusters to construct, here k = Km.
1) Compute the unnormalized Laplacian L (L = D −Wm, D is the diagonal matrix
with Dii =

∑N
j=1 wm(i, j))

2) Compute the first k generalized eigenvectors u1, ..., uk of the generalized eigen-
problem Lu = λDu.
3) Let U ∈ RN×k be the matrix containing the vectors u1, ..., uk as columns.
4) For i = 1..N , let yi ∈ Rk be the vector corresponding to the ith row of U
5) Cluster the points (yi)i=1,...,N in R with the k-means algorithm [15] into clusters
Cm,1, ..., Cm,k.

Note that this algorithm uses the generalized eigenvectors of L, which corre-
sponds to the eigenvectors of the matrix D−1L = I −D−1Wm (I is the identity
matrix). So in fact, the algorithm works with eigenvectors of the normalized
Laplacian L, and hence is called normalized spectral clustering.

4 Experimental Results

In this section, six benchmark data sets (Glass, Lung, Soybean, Wisconsin, Wave
from [4], and Lsun from [24]) were selected to test the performance of our ap-
proach. Their characteristics are given in Table 2.

The evaluation of our approach was broken down into two parts: 1) effect of
the control parameter α on the quality of the returned graph enrichment based
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Table 2. Used data sets

Data sets #instances #features #labels Section

Glass 214 9 7 4.1
Lung 32 56 3 4.1
Lsun 400 2 3 4.1
Soybean 290 35 15 4.1
Wisconsin 699 9 2 4.1

Wave 5000 40 3 4.2

clustering partition, and 2) impact of adding noise partitions on enrichment
performance.

In our experiments, the Rand Index [19] was used to measure the accuracy of
a clustering solution and the normalized spectral clustering [21] was adopted as
the “basis” clustering algorithm.

4.1 Quality of the Obtained Partition

First, the quality of the updated main partition using our graph enrichment
based clustering approach was studied. For each data set, we created three dis-
joint partial views (through random selection of a third of features). The spec-
tral clustering was applied to generate the partitions (main and secondary). To
demonstrate the effectiveness of our graph enrichment based clustering approach,
the accuracy of the obtained clustering solution was compared with those of the
a) initial main partition, b) both secondary partitions, c) partition obtained on
the whole data set (for which the spectral clustering algorithm has access to
all features) and d) partition obtained using the consensus evidence accumula-
tion technique proposed in [8]. The latter consists in applying spectral clustering
algorithm on the co-association similarity matrix, which is obtained by simply
counting the fraction of clusters shared by each pair of samples in the main
partition and the secondary ones.

In order to test the effect of the control parameter α on the final solution, the
strategy explained before was repeated through increasing its value from 0.0 to
1.0. The results of these experiments are reported in Figure 2.

The following phenomena can be observed from this figure. First of all, the
spectral clustering performed on our updated similarity matrix is able to im-
prove the clustering quality of the main partition and can achieve better solu-
tions when compared with the consensus clustering approach. This confirms the
effectiveness of our new similarity matrix to quantify the good proximity be-
tween data samples in the context of vertically partitioned data when compared
to the co-association matrix in [8].

Another interesting phenomenon observed from Figure 2 is that the clus-
tering on all features is not always better than our privacy one. For example,
our approach outperforms the clustering on all features for Glass, Soybean and
Lung data sets, while consensus clustering approach tends to be poorer than the
clustering on all features, as reported in [22]. In our opinion, this is the most
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Fig. 2. Clustering accuracy under different control parameters

interesting result of this experiments since both combiner (consensus and our
one) have no feature information. A good example of this observation could
be given by Lsun data set shown in Figure 3. Remark in this figure that at
first glance the two dimensional problem cannot be decomposed into two one-
dimensionnal problems. In fact, the projection over the second dimension (Y)
provides two clusters. Moreover, the projection over the first dimension (X) the
structure of data is totally lost (no clusters). Hence, it is a real challenge to obtain
three clusters by combining the two partitions issued from X and Y respectively.
The problem seems to be exacerbated by higher dimensionality.

In our experiments on this data set, the main partition has been obtained on
X’s feature (looking solely at the horizontal axis) and the secondary partition
on Y’s feature (looking solely at the vertical axis). From the two dimensions
point of view, it is clear that the difference in the vertical axis dominates (we
note that the clustering accuracy of the secondary partition is better than the
main partition) but the partitionning problem with 3 clusters appears difficult.
However, these clusters have been obtained using our approach (the rand index
is equal to 1 for different values of α from 0.5 to 0.8) (Figure 2 (Lsun data set))
which is a very interesting issue.
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The other phenomenon observed from Figure 2 is that the performance of our
method is closely related with the value of the control parameter α. It should
be noted that this parameter is used to balance between edge information from
the main and secondary partitions for obtaining a good clustering. The value
1.0 of the control parameter α means that only main partition is employed
for similarity matrix updating, while the value 0.0 of the control parameter α
represents that only the edges from the secondary partition are considered for
the update. As observed from curves in Figure 2, values of the control parameter
in [0.6, 0.9] could achieve better accuracies. However, these results tell us that a
good enrichment should draw a good balance between edge information where
different data sets have different good control parameters.

4.2 Effect of Noise on the Enrichment Performance

The Wave data set has 40 variables where the last 19 ones are totally irrelevant
with mean 0 and variance 1. We conducted several experiments on this data set
in order to study the impact of adding noise partitions (as a secondary partition)
on the performance of our privacy clustering approach.

The spectral clustering was used again as the basis clustering algorithm. We
first performed the main clustering on the original 21 first variables; then a sec-
ondary partition obtained on the 19 irrelevant variables were added sequentially
to update the main partition using our approach and the procedure was repeated
five times. At each step, the clustering quality of our partition using three values
of the control parameter α (0.7, 0.8 and 0.9 according the results in Section 4.1)
was compared to the one returned by the consensus clustering approach in [8].
We report the results using Rand index in Figure 4.

The following conclusions can be drawn from these experiments: (1) the per-
formance of the consensus clustering deteriorated markedly after the first inser-
tion of noise partition, (2) although the quality of our clustering solution still
breaks down, its robustness to noise partitions is confirmed compared to the
consensus approach, especially for the first steps. However, this robustness is
closely related with the value of the control parameter α.
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5 Conclusion

In this paper we proposed a new graph based approach for privacy preserving
clustering. We discussed this approach for both, distributed privacy-preserving
mining and handling vertically partitioned data. The key assumption in our pro-
posal is that a privacy-preserving system should be composed of parties which
do not communicate any information to each other. In other words, each party
knows only its attributes and its clustering algorithm. To deal with this prob-
lem of privacy constraint, we developed a new framework on three steps. First,
we modeled all partitions by graphs since the data are not communicated to
each other. Second, we proposed a new algorithm for updating one graph (main
partition) by another one (secondary partition) and finally, we used spectral clus-
tering on the graph resulting from the combination. Applying this graph based
strategy on some known data sets, we showed that our approach outperforms
the clustering on all features. It is also better than the consensus paradigm and
clearly robust to the noise.
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Abstract. As a complementary system to Western medicine, Traditional 
Chinese Medicine (TCM) provides a unique theoretical and practical approach 
of treatment to diseases over thousands of years. Accompanying with the 
increasing number of TCM digital books in digital library, there is an urgent 
need to explore these resources by the techniques of knowledge discovery. We 
present a method for creating a network of herbs and partitioning it into groups 
of related herbs. The method extracts structured information from several TCM 
digital books, then a new method named Support and Dependency Evaluation 
(SDE) is presented for herbal combinational rule mining. The herbal network is 
created from the extracted dataset of paired herbs. The partitioning procedure is 
designed to extend FEC algorithm to deal with the weighted herbal network. 
Experiments demonstrate that the method proposed has the capability of 
discovering groups of related herbs. 

Keywords: Traditional Chinese Medicine (TCM), SDE, herbal combinational 
rule, group detection, FEC. 

1 Introduction 

Traditional Chinese Medicine(TCM) has carried a big weight in the health care for 
Chinese people, accompanying with a public interest in foreign countries[1]. Increasing 
users intend to learn TCM domain knowledge from digital books, so the automatic 
analysis of TCM digital books becomes useful. There are about 10,000 currently known 
herbs and a large number of related digital books in digital library(DL). A 
comprehensive study of a formula involving several herbs might require a researcher to 
be familiar with many digital articles. Merely locating all relevant books in a database 
by using a simple search would be inefficient and time consuming.   

Compared with western biomedicine, countless TCM practices in thousands of years 
accumulate numerous cases of combinatorial medicines as the form of formulae. TCM 
contains four data types, which are herb, formula, symptom and syndrome. The 
knowledge discovery research in TCM mainly adapts to exploring the relationship 
between those of four data types, such as syndrome differentiation[10], herbal 
combination rule[4], modeling of inquiry diagnosis[4], formula-syndrome relationship 
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mining[5] , syndrome-gene relationship discovery[9]so on. Shi [2] presents a novel 
search engine called Msuggest to provide the diverse semantic recommended herbs and 
book pages when a reader searching for herbal information in digital library. However, 
the recommended herbs from Msuggest are extracted through word co-occurrence in 
medicine dictionary, without through employing knowledge discovery techniques. 
Actually, the users want to learn quickly and effectively through the contents of each 
book, so we hope to extract the hidden knowledge from TCM digital book in our DL[2]. 

In this article, we present a method to find groups of related herbs based on herbal 
combinational rule mining. Combination of herbs can increase their medical 
effectiveness, or reduce the side effects of certain herb. The method creates a network 
of herbs from TCM digital books and partitions this network into groups. The herbs in 
each group are functionally related. This method can thus be a valuable tool that both 
summarizes available information and indicates some unknown interactional herbs. 
The groups thereby imply connections among herbs may be overlooked or that would 
require much time and effort to be found manually1. 

2 Method Overview 

For researchers in TCM direction, it is impractical to search different herbs and their 
combinational rules manually through literatures. The online digital books present a 
gold mine of available information. In fact, the ability extract structured information 
from different digital books is essential for the mining of herbal combination rule and 
other related mining tasks. 

In the beginning, we conduct structured information extraction from OCR 
documents of TCM books using language processing techniques. Then a new method 
named Support and Dependency Evaluation(SDE) is proposed to conduct 
combinational rule mining by extracting related paired herbs. Network is then created 
from these sets of herbs. In the network, each node represents a herb, and an edge 
connects two herbs if they represent as related paired herbs. To find groups of related 
herbs, we apply the algorithm of community detection to this task.  

It needs to note that group/community 2  detection for herbs is different from 
clustering, since the latter always focuses on clustering herb in terms of the same 
attribute, such as source, nature or efficacy. However, the groups/communities mean 
to imply connections among herbs, also including some herbs that may otherwise be 
overlooked or that would require much time and effort to be found manually. The 
relationship between them means that combination of two or more herbs can increase 
their original medical effectiveness or can eliminate the toxicity of one herb.  

Despite a long history of investigation, surprisingly, there is not a single universally 
accepted definition of the community. Computer scientists prefer to define 
community as “a group of vertices in which there are more edges between vertices 
within the group than to vertices outside of it”[11]. In the literature, algorithms 
developed to detect communities can generally be divided into three main categories: 

                                                           
1  It is important to note that the herbal groups in the results are not meant to perfectly 

reproduce reality in TCM. It simply provides a powerful method for organizing and 
presenting information from the literature.  

2 “Group” and “community” represent the same meaning in this article. 
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Modularity-based methods[16,17], Spectral algorithms[18], Methods based on 
statistical inference[19], and other alternative methods. Modularity-based methods 
always transform problem of the social network clustering to the optimization of 
predefined objective function such as modularity. However, Fortunato[12] has 
showed that modularity optimization may fail to identify modules smaller than a scale 
which depends on the total size of the network and on the degree of 
interconnectedness of the modules, so it is not a robust method for group detection of 
herbal network that may not contain large amount of nodes. Meanwhile, spectral 
algorithm has the limitation that it requires the prior knowledge of the number of 
groups, which is impossible to be obtained during our task.  

Yang [13] presented a method named FEC that is demonstrated to be fast, effective 
for both signed network and positive network. Thus, we adopt FEC algorithm for 
herbal group detection with slight modification. Because the relationship between 
herbs varies in intensity, the weight during them should not be directly assigned as 1. 
Thus, the procedure for creating herbal graph should calculate the weight between 
each two paired herbs. To effectively find the community, we extend the FEC 
algorithm to deal with weighted networks.  

In General, our proposed method for finding groups of related herbs contains three 
main phases: 1) Obtaining paired herbs dataset through combinational rule mining; 2) 
Creation of herbal network;  3) Group detection for herbal network. Our paper is 
organized as follows, in Section 3, the process of obtaining paired herbs set from 
digital books is introduced. The creation of herbal graph and the key technique for 
group detection is shown in Section 4. In Section 5, we provide discussions of 
experimental results, as well as utility and effectiveness of our method. Finally, we 
conclude with some potential extensions of our methodology in Section 6. 

3 Obtaining Dataset of Paired Herbs 

3.1 Data Preprocessing for TCM Digital Books 

How to extract structured information that can be used directly to knowledge 
discovery? Our paper proposes two steps for structured information extraction. Firstly, 
regular expression matching is employed to extract formula-herb structured 
information(Table 1) from TCM digital books. Subsequently, herbal name extraction 
is conducted by LJparser tool[3] with the method of importing symptom name 
dictionary before word segmentation(see red rectangles in Table 1).  

Table 1. Example of extracted formula-herb structured information 

Formula 桂枝汤 
Herbs 桂枝三两（9克）芍药三两（9克）炙甘草二两（6克） 

生姜三两（9克）大枣十二枚（7 枚） 

3.2 Combinational Rules Mining 

To use combinational medicines properly, one key issue is to realize the 
combinational rules of multiple herbs. The reason is that the potency of a single herb 
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is usually limited. But when two herbs are used together, they would interact with 
each other and display their superiority over a single herb in the treatment of diseases.  

When two herbs are frequently used in combination with each other, they are more 
likely to be paired drugs. Therefore, the Support attribute[7] and dependency 
relationship could be used to discover paired herbs. We propose a method of 
relationship mining named SDE(Support and Dependency Evaluation) as outlined in 
Algorithm 1, which is defined as follows: 

1 2support ( , )P h h=                               (1) 

1 2
1 2 1 2 2

1 2

( , )
( , ) ( , ) log

( ) ( )

p h h
D h h p h h

p h p h
=

                     (2)

1 2_ support ( , )SDE value D h hα β= +i i                  (3) 

We can conclude from the equations that SDE simultaneously reflects the Support 
attribute ( 1 2( , )p h h ) and Correlation attribute(the ratio of 1 2( , )p h h  to 1 2( ) ( )p h p h ). 

The proportion of Support attribute is highlighted, although it has been included 
within Correlation attribute. The algorithm outputs the dependency modes under the 
condition of _SDE value threshold> . We test our algorithm by varying the 

threshold from 0 to 0.01 with a step size of 0.005, then select the optimum threshold 
with best precision performance. Meanwhile, parameters ,α β  are chosen as 0.5 

from repeated experiments. Besides, an important step is carried out, that is, to 
remove Raidx Glycyrrhizae(甘草)  from each dependency mode. That is because 
Raidx Glycyrrhizaeis is frequently used in all kinds of formulas to decrease or 
moderate medicinal side-effects and to regulate actions of all other herbs.  

 
Algorithm 1. SDE(Support and Dependency Evaluation) 
Input: { | [1.. ]}ih i m∈  // ih  represents the ith herb 

Output: paired herbs set 
Method: 
1. scan the components for each formula; 
2. for each ( , )i jh h   

3.     compute the joint probability of herb ih  and jh , ( , )i jp h h ; 

4. end for 
5. for each ( , )i jh h  

6.     compute SDE value according to Eq.(2)~(3); 
7. end for 
8. for shreshold = 0 to 0.01 
9.     Compute the precision compared with Database of Paired Drugs(DPD); 
10. end for 
11. select the shreshold according to the value of precision; 
12. if SDE_value > threshold  and  , Raidx Glycyrrhizaei jh h ≠

 
 

13.     output the paired herbs; 
14. end if 
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4 Group Detection 

4.1 Herbal Network 

The creation of herbal graph from the dataset of paired herbs is performed 
following a well-known procedure[15]. Using a graph ( , )G N E , where N  is the 

number of vertices of the graph, and E  is the number of edges. Each vertex in the 
graph represents a herb, and an edge exists between two vertices if the herbs 
represents paired herbs. Some paired herbs would strengthen original efficacy of 
single herb, such as “Rhizoma Coptidis” (黄连) and “Scutellaria Baicalensis” (黄
芩); Some of them only alleviate the side effect of one herb, for example, the 
combination of “Pinellia ternate” (半夏) and “Gingembre” (生姜) can alleviate the 
toxicity of “Pinellia ternate”. Therefore, in consideration of the different strength of 
efficacy between herbs, we use weighted edges. The weight between herbs can also 
be considered the degree of influence a node has on the other node. We use this 
index to divide the network so that nodes which have higher influence on each other 
are grouped together. Rumi[14] define influence as the capacity to have an effect on 
some nodes. The total influence of herb i  on herb j  is thus dependent on the sum 

of all the weighted paths from herb i  to herb j . Here we just consider the 

situation of direct link from herb i to herb j ，denoted as 0( )i j→ , which is 

given by the element of adjacency matrix W whose elements ijW  are defined as: 
 

 
(4) 

 
 

Since the range of SDE_value always fall in the region of [0,0.1], we normalize it to 
[0 10]. 

The resulting graph has the property of complex network[21], which is scale free. 
A portion of the herbal network from classical TCM digital books (see Section 5.1) 
is illustrated Fig.2. The property of scale free means the resulting graph has a power 
law distribution in its Degree, that is, the number of vertices of Degree k  is given 
by * r

kC C k −= , where C  and r  are constant, r  is the power law exponent. The 
property of scale free is shown in Fig.1, where we plot the data on a log-log scale 
for herbal network. The number of vertices(y axis) is plotted against the degree of 
vertex(x axis) on a log-log scale. The Degree of vertices in herbal network falls in 
the region of [1,17]. The deviation from the power law for low vertex degree is 
typical.  

Such law graph shows that the herbal network created by our method satisfies the 
property of complex network. Hence, we believe that the algorithm of community 
detection can be applied to our task. 

( _ )*100 an edge from vertex to

0ij

SDE value if i j
W

otherwise

∃
= 
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Fig. 1. The number of vertices is plotted against the degree of the vertex on a log-log scale 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Extracted herbal network with a part number of paired herbs from《Fang Ji Ci Dian》 

4.2 Partitioning the Network into Groups 

There is no formal definition for a group of vertices within a network. A network can 
be said to have community structure if it consists of subsets of herbs, with many 
edges connecting herbal nodes of the same subset but few edges lying between 
subsets. Finding communities within a network is an efficient way to identify groups 
of related vertices. 

As mentioned in Section 2, the community discovery process we use is based on 
FEC algorithm, which has been shown to identify communities with high accuracy 
and low running time. FEC is presented with two phases that are Finding 
Community(FC) and Extraction Community(EC). The latter applies a cutoff criterion 
to the transformed adjacency matrix and divides it into two block matrices. The 
former transforms the adjacency matrix to compute their transition probability vector 
and sorts them for each row. Our method focuses on extending the FC phase to deal 
with weighed networks. In the following we describe the modified FC phase.  
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The FC phase adopts an agent-based approach to model the problem of finding the 
community that contains a specific node for signed network. The agent’s walk can be 
viewed as a stochastic process defined based on the links’ attributes. When the agent 
arrives at a node, it will select one of its neighbors at random and then go there. Let 

ijp be the probability of the agent walking from node i
 
to its neighbor node j . In a 

weighted positive network, this probability can be computed as follow: 
 

                                                                  (5) 
 
where ijW  represents the weight of link <i,j>, computed by Eq.(4). Then, let ( )l

tP i  
be the probability that agent starting from node i  can eventually arrive at a specific 
sink node t  with l  steps. The value of ( )l

tP i  can be estimated iteratively by  
                

(6) 
 
 

Agents that start from nodes within the community of the sink node should reach the 
sink node more easily within l  steps since more paths can be chosen. The parameter 
l  is set to 10 in our experiment that has been found to be sufficiently well for all 
experiments[13]. In the contrary, agents that start from nodes outside the community 
of the sink node would reach the destination more difficultly. Mathematically 
speaking, ( )l

tP i  should follow the property as  
 

(7) 

where tG  denotes the community where node t  is situated. Finally, the procedure 
for finding the community can be described as follows, which is similar with the steps 
described in [13]: 

1) Calculate ( )l
tP i  for each node i ; 

2) Rank all the nodes according to their associated value of ( )l
tP i . 

5 Experiments 

5.1 Experiments on Combinational Rule Mining 

We test on 4 classical TCM books 《Shang Han Lun》,《Fang Ji Xue》,《Jin Kui 
Yao Lue》,《Fang Ji Ci Dian》 (《伤寒论》, 《方剂学》,《金匮要略》,《方剂
词典》）from our digital library[6].  

Firstly, we conduct experiments on threshold selecting. The experimental results of 
threshold selection are showed in Fig.3, with the threshold varying from 0 to 0.1 with 
a step size of 0.005. The precision in axis of ordinates is presented as the percentage 
of generated paired herbs matching with the record in Database of Paired 
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Drugs(DPD)3. There exists great variety in the amount of paired herbs in each book, 
so the threshold should be set differently according to the experimental results.  
With the consideration of both returned number of paired herbs and performance  
of precision, we select 0.045, 0.03, 0.07, 0.055 as threshold for《Jin Kui Yao Lue》, 
《Shang Han Lun》,《Fang Ji Xue》, 《Fang Ji Ci Dian》respectively. 

 

Fig. 3. Experimental results of threshold selection 

The results of discovered top 10 paired herbs from book 《Shang Han Lun》are 
presented in Table 2. The second column indicates whether these discovered herbs exist 
in DPD(Database of Paired Drugs)3. Those records with field “Yes” substantiate the 
existence of paired herbs. The extracted paired herbs that are included in DPD can be 
extracted by knowledge discovery techniques. Furthermore, many paired herbs that do 
not exist in DPD are revealed with high SDE_value, such as “Agaric Polyporus” and 
“Rhizoma Alismatis”, “Peach Kernel” and “Tabanus Gadfly”. With TCM experts 
instructions, this case is not always false because some of combinations are highly likely 
to be paired herbs that are worthy of further analysis and verification. For instance, 
“Agaric Polyporus” and “Rhizoma Alismatis” can be combined for the treatment of  
 

Table 2. Discovered top 10 paired herbs from 《Shang Han Lun》 

Discovered paired herbs Exist in DPD SDE_value 
Agaric Polyporus, Rhizoma Alismatis(猪苓、泽泻) No 0.0521 

Anemarrhena Asphodeloides, Roundshaped Rice(知母、粳米) No 0.0442 
Sanguisuga, Tabanus Gadfly(水蛭、虻虫) Yes 0.0438 

Anemarrhena Asphodeloides, Gypsum Fibrosum(知母、石膏) Yes 0.0428 
Peach Kernel, Tabanus Gadfly(桃仁、虻虫) No 0.0387 
Tabanus Gadfly, Sanguisuga(桃仁、水蛭) No 0.0387 
Mangnolia officinalis, fructus aurantii immaturus(厚朴、枳实) Yes 0.0377 

Roundshaped Rice, Gypsum Fibrosum(粳米、石膏) Yes 0.0361 
Bupleurum Chinense, Scutellaria Baicalensis(柴胡、黄芩) Yes 0.0343 
Fossil Fragments, Ostracean(龙骨、牡蛎) Yes 0.0322 

                                                           
3 http://www.cintcm.com/cintcm_content/tcm_database/zhongyao_yaodui.htm 
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“dampness-heat” syndrome, with the symptoms “difficulty in micturition and dropsy”. 
Meanwhile, the combination of “Peach Kernel “and “Tabanus Gadfly” has synergistic 
action and the efficacy of removing blood stasis and resolving accumulation. It is 
observed that utilizing powerful computers and efficient algorithms in TCM could also 
promote the development of compatibility rule research. 

5.2 Experiments on Community Detection 

5.2.1   Evaluation Criterion 
We test our modified community mining algorithm based on FEC with the herbal 
network extracted from the above four classical TCM books so as to evaluate its 
effectiveness. To evaluate the group detection quality, we use the unsupervised 
metrics normalized cut(NCut). NCut is objective of the normalized cut algorithm. 
Given a community partition 1 2{ , ,..., }kC C C C= , the normalized cut is defined as 

1
1

( , )
( ,..., )

i

K
i i

k
i pqp C q

Cut C C
NCut C C

W= ∈

= 
                         (8) 

where iC  denotes the set of nodes that are not in iC  and 

,
( , )

i i
i i pqp C q C

Cut C C W
∈ ∈

=  . Obviously, the smaller the value of NCut is , the better 

the partitioning quality becomes. 

5.2.2   Sensitivity Analysis of Sink Node Selection 
During FC phase, the sink node is randomly selected. However, the sink node would 
influence the performance of the detection results. To illustrate the influence of 
different sink nodes, a benchmark social network of a US college football association 
in the 2000 season is used for evaluation. The network includes 115 nodes and 613 
edges representing football teams and games among those teams, respectively. All the 
115 teams are divided into 12 conferences. Generally, each conference naturally 
forms a community of the network. We select three vertices as sink node according to 
the rank of each vertex’s Degree, which has the lowest Degree, medium Degree and 
highest Degree, respectively. Fig.4a shows the adjacency matrix of the football 
association network. Fig.4(b-d) show the FEC output of the football association 
network selecting three different sink nodes. As shown in Fig.4, the communities 
extracted by FEC varies with different sink. In Fig.4(b), 13 blocks are identified , and 
11 blocks are identified in Fig.4(c). The number of the blocks mismatches the number 
of conference, except for the results in Fig.4(d), which is extracted by selecting the 
node with highest Degree as sink. It shows that selecting node with highest Degree 
can obtain better performance than other two kinds of sink nodes. 

5.2.3   Evaluation on Herbal Network 
The herbal network extracted from 4 classical TCM books is applied to the evaluation 
of finding groups of related herbs. The network includes 255 nodes and 1115 edges. 
To evaluate the effectiveness of our method, we compare the modified FEC algorithm  
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                   (a)                                        (b) 

 
                    (c)                                        (d) 

Fig. 4. Extracting communities from football social networks using FEC. (a) The adjacency 
matrix of football network. (b) The FEC output of football network selecting the node with 
lowest Degree as sink. (c) The FEC output of football network selecting the node with medium 
Degree as sink. (d) The FEC output of football network selecting the node with highest Degree 
as sink. 

 

with other related methods, such as GN algorithm, and original FEC algorithm[13]. It 
is important to note that the herbal network is represented as unweighted for those of 
related methods. In an unweighted network, ijW  is set to 1 if ∃  an edge from vertex 

i
 
to vertex j .  

As shown in Table 3, the performance shows that the extension of FEC to deal with 
weighted network can improve the performance of community detection for herbal 
network, although the improvement is not obvious. A total of 12 groups are detected 
in Fig.5, and each detected group is located in a block with the elements given the 
same color. To present the usefulness of our results, we discuss features of these 
communities. Used in conjunction with TCM digital books, these communities allow 
us to suggest connections between herbs of one group. Here we simply present two 
groups to demonstrate the features, as illustrated in Fig.6. 
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Table 3. Experimental results of different algorithms on herbal network 

Methods NCut 
GN 7.87 
FEC 8.43 

Extension of FEC  7.84 

 

 

Fig. 5. Groups detected by our method from herbal network 

                   
(a)  G8                            (b) G10 

Fig. 6. Two groups detected from herbal network 
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The detected group G8( “Garter Snake”(乌蛇)，“Mangnolia Officinalis”(厚朴), 
“Salvia Miltiorrhiza”(丹参), “Radix Rehmanniae”(地黄), “Radix Stemonae”(百部), 
“Monkshood”（川乌） , “Flos Sophorae”（槐花） ), contains the direct related 
paired herbs, such as “Mangnolia Officinalis” and “Garter Snake”, “Radix Stemonae” 
and “Salvia Miltiorrhiza”, “Radix Stemonae” and “Flos Sophorae” et al. However, 
there also exists relationship between some unconnected herbs, such as “Mangnolia 
Officinalis” and “Radix Rehmanniae”, “Mangnolia Officinalis” and “Radix 
Stemonae”. “Mangnolia Officinalis” and “Radix Rehmanniae” both have the efficacy 
of clearing away heat and toxic material. The combination of “Mangnolia Officinalis” 
and “cassia twig”(桂枝) has the efficacy of relieving cough，in the condition of 
severe cough, “Radix Stemonae” can be added for remedy. Additionally, we 
discovered that both directly connected to “Mangnolia Officinalis”, “Garter Snake” 
and “Salvia Miltiorrhiza” can be combined in a formula “Ge Gen Quan Xie Jiu ” for 
activating meridians to stop pain. It would be time consuming for a researcher to 
ascertain this connection manually from digital books.  

Here we present similar results from one other community(G10). During these four 
herbs, “semen momordicae”(木鳖子 ) ， “eaglewood”（沉香）， “Rhizoma 
Menispermi”（北豆根） and “ground beetle”（土鳖虫）, both of two herbs have 
pairwise correlation except  “semen momordicae” and “eaglewood”. Actually, those 
two herbs are associated for the remedy of dysentery of children[23], though they are 
seldom combined. Similar results can also be derived from “Cacumen biotae “(侧柏
叶 ) and “Smilax officinalis”(土茯苓 ). Although no literature has recorded their 
relation, both of these two herbs have the efficacy of restraining Sebum secretion, and 
have be used in cosmetics products, which demonstrate the latent relation between 
them. 

Hence, it is valuable to conduct further research for some unconnected herbs, 
although our results are not meant to perfectly model reality of TCM. Similar results 
can also be obtained from other detected groups. In general, group detection of related 
herbs not only cluster some herbs with intensive connection, but also imply 
connections among herbs may be overlooked or that would require much time to find 
manually. Meanwhile, this also provides the probability of combination of other 
unrelated herbs to the researchers for further study, which is known as new formula 
discovery[22].  

6 Conclusions 

This paper has briefly reported how we implement knowledge discovery from TCM 
digital books. Structured information(such as a formula with corresponding herbs) 
should be extracted before data mining. Combinational rule of paired herbs and group 
mining of herbal networks are what we conduct in our experiments. Our paper 
effectively produces a list of groups of functionally related herbs by the method of 
SDE. The identification of communities of herbal network allow researchers find 
some unknown paired herbs, and all the herbs in one group with indirect relationship 
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would be worthy of further study. The herbs within a community are weighted, which 
can be considered as the degree of influence a node has on the other node in our 
paper. The community detection method based on FEC produces better result than 
other general methods. 

The factor that most limits our result is the placement of man herbs in large 
communities in our results. Large communities are more difficult for us to discover 
potential paired herbs. For future work, we believe that subdivide large communities 
can make the results more effective. Additionally, it would be important to develop a 
universal structured information extraction platform for all kinds of TCM digital 
books. Meanwhile, the dosage information of each herb should be taken into 
consideration by the observing how the dosage change of some herbs could influence 
the curability of related syndrome and symptoms. 
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Abstract. Spatio-temporal datasets are often very large and difficult to analyse. 
Recently a lot of interest has arisen towards data-mining techniques to reduce 
very large spatio-temporal datasets into relevant subsets as well as to help 
visualisation tools to effectively display the results. Cluster-based mining 
methods have proven to be successful at reducing the large size of raw data by 
extracting useful knowledge as representatives. As a consequence, instead of 
dealing with a large size of raw data, we can use these representatives to 
visualise or to analyse the data without losing important information. In this 
paper, we present a new hybrid approach for reducing large spatio-temporal 
datasets. This approach is based on the combination of density-based and 
graph-based clustering. Drawing on the Shared Nearest Neighbour concept, it 
applies the Euclidean metric distance to determine the nearest neighbour 
similarity. We also present and discuss the evaluation of the results for this 
approach.  

Keywords: spatio-temporal datasets, data reduction, density-based clustering, 
shared nearest neighbours. 

1 Introduction 

Today, many natural phenomena present intrinsic spatial and temporal characteristics. 
Besides the applications concerned with climate change, the threat of pandemic 
diseases, and the monitoring of terrorist movements are some of the newest reasons 
why the analysis of spatio-temporal data has attracted increasing interest. Spatio-
temporal datasets are often very large and difficult to analyse [1][2][3]. Although 
visualisation techniques are widely recognised to be powerful in analysing these 
datasets [4], the techniques currently used in the existing applications are not adequate 
for decision-support systems when used alone [5]. Data Mining (DM) techniques 
have been proven to be of significant value for analysing spatio-temporal datasets 
[6][7]. It is a user-centric, interactive process, where DM experts and domain experts 
work closely together to gain insight on a given problem. However, several open 
issues have been identified ranging from the definition of techniques capable of 
dealing with very large datasets to the development of effective methods for 
interpreting and presenting the final results. An approach for dealing with the 
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intractable problem of learning from huge databases is to reduce this huge set to a 
small subset of data for analysis [2]. It would be convenient if large datasets could be 
replaced by a small subset of representative patterns so that the accuracy of estimates 
(e.g., probability density, dependencies, class boundaries) obtained from such a 
reduced set should be comparable to that obtained using the entire dataset. 

As there are many reduction techniques presented in literature such as sampling 
[8], data compression [9], scaling [10], etc., most of them are concerned with 
reducing the dataset size without paying attention to their spatial properties. Cluster-
based methods [5][11] have been proposed as feasible approaches to reducing very 
large dataset by representing large groups of data by different cluster properties such 
as cluster centres, cluster representatives, etc. Clustering is one of the fundamental 
techniques in DM. It groups data objects based on the characteristics of the objects 
and their relationships. It aims at maximising the similarity within a group of objects 
and the dissimilarity between the groups in order to identify interesting structures in 
the underlying data. Some of the benefits of using clustering techniques to analyse 
spatio-temporal datasets include: (1) the visualisation of clusters can help 
understanding the structure of spatio-temporal datasets; (2) the use of simple 
similarity measures to overcome the complexity of the datasets including the number 
of attributes, and (3) the use of cluster representatives to help filter (reduce) datasets 
without losing important and interesting information. Furthermore, we want to exploit 
the important aspect of spatio-temporal data (i.e., objects that are physically and 
temporally close tend to be "similar"). 

In [5][11] the authors presented a cluster-based data reduction strategy that is to be 
incorporated in a system of exploratory spatio-temporal data mining [10][12], to 
improve its performance on analysing very large spatio-temporal datasets. In [11] 
they implemented the popular centre-based clustering method known as K-medoids. 
This algorithm was chosen for its simplicity, however its representatives (medoid 
points) cannot reflect adequately all important features of the datasets because this 
technique is not sensitive to the shape of the datasets (convex). The approach 
presented in [5] constitutes a new solution based on a combination of density-based 
(DBSCAN [13]) and graph-based clustering (Shared Nearest Neighbour [14]). The 
use of DBSCAN core (or specific core) points as representatives performed much 
better than centre-based representatives with regards to the shape of the data in spatial 
datasets. DBSCAN was combined with the Shared Nearest Neighbour (SNN) 
Similarity algorithm in order to deal with the problem of differences in density. In this 
approach, SNN degree is used to determine core points. As mentioned in [5], it is 
efficient for cases with small or medium variations in density of different 
investigating areas. However, it could be an issue with large variations in density. 
Moreover, it is not flexible enough in merging sub-clusters to build main clusters in 
the application. Therefore, in this paper we introduce improvements to the previous 
solution by applying Euclidean metric instead of using SNN degree. We also compare 
this approach with other approaches in reducing real world large spatio-temporal 
datasets. 

The rest of the paper is organised as follows. In Section 2 we discuss related work 
with different approaches for reducing spatial-temporal datasets. We résumé the 
different approaches for reducing spatial-temporal datasets. In section 3, we present 
our new hybrid clustering algorithm, which is an extension of [5], based on the 
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Euclidean metric distance. Section 4 presents the evaluation of this approach on very 
large spatio-temporal datasets of hurricane Isabel [17]. In Section 5, we discuss future 
work and conclude. 

2 Related Work 

In spite of much research in the areas of spatio-temporal data analysis and data 
reduction such as [6][7][10][15], there is very little literature on data reduction based 
on DM techniques for spatio-temporal data. Until now, to the best of our knowledge, 
there are only our two approaches in this paradigm that were presented in [5][11]. In 
these papers, the authors studied the feasibility of using DM techniques for reducing 
large size of spatio-temporal datasets. As mentioned in the previous section, most of 
the current reduction techniques do not pay attention to spatial properties of the 
datasets. Hence, they propose to apply DM techniques to reduce the size of the 
datasets without losing important spatial information by retrieving essential 
knowledge from these datasets. The main idea is to reduce the size of the data by 
producing a smaller, knowledge-oriented representation of the dataset, as opposed to 
compressing the data and then uncompressing it later for reuse. The main reason is to 
reduce and transform the data so that it can be managed and mined interactively.  

In the first approach [11] the centre-based clustering technique used is K-Medoids. 
The k-medoids algorithm chooses the closest data object to the centre of the cluster as 
the cluster representative. This is very important as the technique uses the spatial and 
temporal attributes of the medoid points to visualise the clusters with their 
representatives (medoid points). This was the main advantage offered by k-medoids 
algorithm over other centre-based algorithms such as k-means, which would create 
new values for the centres based on all the members of their clusters but would have 
no spatial or temporal attributes. So the goal here is to find data objects where each 
object represents one cluster of raw data (i.e. a cluster representative). The 
experimental results show that the knowledge extracted from the mining process can 
be used as efficient representatives of huge datasets. However its representatives 
(medoids points) cannot reflect adequately all important features of the datasets as 
mentioned in section 1. 

In the second approach [5], the authors have combined the density-based and the 
graph-based clustering in their algorithm called snnDBS. They have chosen a density-
based method rather than other clustering method such as centre-based because it is 
efficient with spatial datasets as it takes into account the shape of the data objects 
[13]. However, there may be a performance issues when a simple density-based 
algorithm is applied on huge amount of spatial datasets including density variations. 
Indeed, the execution times as well as the choice of suitable parameters have direct 
impact on the complexity of density-based algorithms [2]. In this approach, a 
modified version of DBSCAN [13] is used because it is simple; it is also one of the 
most efficient density-based algorithms, applied not only in research but also in real 
applications. In order to cope also with the problem of density fluctuation, the authors 
combine DBSCAN with a graph-based clustering algorithm. Concretely, the SNN 
Similarity algorithm [14] is used to firstly build a similarity graph. Next, DBSCAN 
will be carried out based on the similarity degree. The advantage of SNN is that it 
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addresses the problems of low similarity and density variations. Another approach 
with a combination of SNN and DBSCAN was proposed in [16]. However, it is not in 
the context of data reduction and it did not take into account the problem of large 
sizes of the datasets in the context of memory constraint. A more detailed explanation 
on the combination of SNN and DBSCAN can be found in [5][16]. 

Both these approaches are incorporated in a spatio-temporal data mining 
framework [10][12]. This framework consists of two layers: mining and visualisation. 
The mining layer implements a mining process along with the data preparation and 
interpretation. The visualisation layer contains different visualisation tools that 
provide complementary functionality to visualise and interpret mined results. One of 
the main challenges for this framework is how to deal with the very large size of 
spatio-temporal datasets as they are too computationally complex for any traditional 
mining algorithm. Therefore in the mining layer we apply a two-pass strategy, where 
the goal is to reduce the size of that data by producing a smaller representation of the 
dataset so that it can be managed and mined efficiently. The purpose of the first pass 
is to group the data according to their similarity and represent these groups without 
losing any relevant information. Then for the second pass the objective is to apply 
mining technique such as clustering, association rules, etc., on the new data 
representatives to produce new knowledge and prepare for evaluation and 
interpretation. 

3 Hybrid Clustering Algorithm 

In this section, we propose a new metric to improve the snnDBS algorithm mentioned 
in the previous section. We analyse firstly the effect of large variety in density from 
the analysed datasets on the performance of this algorithm. Then, we present our new 
approach of density-based clustering that applies the Euclidean metric in determining 
the representative objects. 

3.1 Issues of SNNdegree 

There are two important remarks on the snnDBS algorithm. Firstly, the definition of 
SNNdegree of a point is based on the number of its shared neighbours. Secondly, the 
definition of a core point is based on the number of its neighbours that have a high 
SNNdegree. Thus, in this algorithm, the density of a point is based on the number of its’ 
nearest neighbours (greater than MinPts) that have a SNNdegree greater than a threshold ε. 

The issue raised from this approach is to determine the optimal threshold for the 
two parameters: MinPts and ε. As shown in [18], they can be set by using heuristics 
and experiments. However, in the case where there is a large variation in density, it is 
difficult to determine a good threshold. A fixed pair of parameters (MinPts,ε) would 
be an issue of quality of data reduction: if we apply a best value of parameters from a 
very dense area to a very low density area then we may obtain core points from the set 
of noise points and some clusters can be consequently created by noisy elements. The 
reason is that for the snnDBS algorithm ε just takes into account the number of points 
(nearest neighbours, shared neighbours) not the distance between them. Obviously, 
this issue leads to the creation of a large number of clusters. Therefore, this approach 
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is not good enough in merging sub-clusters [13] to build main, important clusters due 
to a large number of sub-clusters. Normally, different parameters which are applied to 
different areas of datasets would be considered as a solution such as the Optics 
algorithm [19]. However, the complexity of the algorithm and the execution time 
would cause other performance issues. 

3.2 New SNN-DBSCAN Algorithm 

In this section, we present a new density-based clustering algorithm snnMDBS which 
is also a combination of SNN and DBSCAN to solve the problem of density variation 
in the data. This algorithm uses a new density measure for the data, based on a user 
specified Euclidean metric radius and SNN similarity measure.  

In this algorithm, the density of a point is also based on the SNNdegree of its’ nearest 
neighbours. However, we propose a new definition of the nearest neighbours as well 
as the strategy of determining core points. In other words, we introduce a new 
definition for the density of a point that is based on SNNSum (the sum of SNNdegree for 
all its nearest neighbours). Moreover, the Euclidean metric is applied to determine the 
neighbourhood of a point, i.e. the SNNSum only takes into account the shared points 
in the neighbourhood within a radius ε of x. The use of the Euclidean metric for ε in 
the definition of nearest neighbours has proven to be efficient in density-based 
clustering algorithms [13]. 

Given (MinPts,ε) and a data point x: 

− For Nε (x): the neighbourhood within a radius ε of x, 
− For Nk(x): k-nearest neighbours of x, Nk(y): k-nearest neighbours of y, 
− if x ∈ Nk(y), y ∈ Nk(x) then SNNdegree (x,y) = count(n(x,y)) , n(x,y) ∈ Nk(x), n(x,y) ∈ 

Nk(y); else SNNdegree (x,y) = 0. 

− SNNSum (x) = 
=

n

i
iree xxSNN

1
deg )',( , ∀x’i ∈ Nε (x).  

x is a core point if: 
− SNNSum (x) ≥ MinPts, 

 

There are two important differences in the definition of core points between the 
snnMDBS and snnDBS algorithm [5]. Firstly, the SNNSum only takes into account the 
shared neighbours in the set of x’s neighbourhood with respect to the radius ε. This 
metric is used to reduce the large variation of densities for each point compared to the 
previous definition. Consequently, we can decrease the number of core points which 
are classified as noise objects. Fig. 1 shows how this new density measure performs 
on the point P1 with respect to its k-nearest neighbours (k=15). The number assigned 
to each neighbour is the SNNdegree between the neighbours and P1. The SNNSum is 
calculated by adding the SNNdegree of each neighbour inside the radius ε. P1 is then 
classified as a core point if SNNSum (x) ≥ MinPts.  
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Fig. 1. Density measure based on distance metric and SNN 

Using the snnDBS approach from [5], it has proven to be difficult to form clusters 
with points of different densities, as a consequence the resulting number of clusters 
was always very high. Secondly, in the case of snnMDBS, the last condition in the 
definition of a core point x (SNNSum(x)≥ MinPts) is stronger than the snnDBS 
algorithm in terms of the density and of the relationship with its neighbours because it 
takes into account not only the number of its neighbours but also their SNNSum (wrt. 
the ε). In the next section we will show the performance of this new approach as well 
as comparing it with existing approaches. 

4 Evaluation and Analysis 

In this section we evaluate firstly our new approach snnMDBS under different criteria. 
Next, we compare it with the approach snnDBS presented in [5] and then with the 
DBSCAN algorithm [14]. We apply fours criteria to evaluate this new approach:  (1) 
the ratio (called compression ratio) of data size before and after applying the 
algorithm; (2) finding the optimal parameters for the algorithm; (3) the number of 
clusters each algorithm produces; (4) the shape of the clusters produced by each 
algorithm. The reason for choosing these criteria has been discussed in [18].  

4.1 Experiment Setup 

The dataset is the Isabel hurricane data [17] produced by the US National Centre for 
Atmospheric Research (NCAR). It covers a period of 48 hours (time-steps). Each 
time-step contains several atmospheric variables. The grid resolution is 500×500×100. 
The total size of all files is more than 60GB (~ 1.25 GB for each time-step). Datasets 
of each time-step include 13 non-spatial attributes, so-called dimensions. In this 
evaluation, the dimensions QCLOUD (cloud moisture mixing ratio) and QICE (cloud 
ice mixing ratio) are chosen for analysis; the weight of the cloud water and ice 
measured at each point of the grid. The range of QCLOUD value is [0…0.00332] and 
for QICE value is [0…0.00054168125]. Totally, the testing datasets contains around 
25 million data points of four dimensions X, Y, Z and QCLOUD or QICE for each 
time step. The evaluation is carried out on six different time-steps: 2, 10, 18, 26, 34 
and 42. We also filter the NULL values and land values in the testing datasets. 
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4.2 Analysis 

As shown in Table 1, the compression ratio is always around 1:10 of the whole 
datasets. This is very important in the case of analysing very large datasets. If it can 
preserve the important information this would mean that users would only need to 
anlayse 10% of the whole datasets. 

The next issue that needs to be dealt with is the optimal values for the two 
parameters (MinPts,ε) of the algorithm snnMDBS. As this algorithm is a DBSCAN-
based algorithm, we can apply a similar approach proposed in [13] to determine the 
initial values for these two parameters. The difference is that we arrange data 
according to their snnSum rather than their k-distance and select an ε value that 
minimises the noise. We carried out brief tests with original DBSCAN on a testing set 
consisting of values for QCLOUD in time step 2. Taking into consideration the fact 
that we normalise the data values for DBSCAN we found that values between 0.01 
and 0.02 are good candidates for ε and that a value of 8 was a good candidate for the 
minimum SNNSum (MinPts) a dense point can have within its ε-radius.  

Next, we test these candidates for different time-steps of QCLOUD to determine 
the optimal pair of (MinPts,ε). The factors that affected this decision were the 
minimum number of noise points so that very little information would be lost, the 
maximum number of core points so that the shape of the data will be as close as 
possible to the original and the minimum number of clusters so that the maximum 
reduction rate can be achieved. 

Table 1 shows the results of the evaluation of snnMDBS algorithm for different 
time-steps of QCLOUD with (MinPts,ε) equal to (8, 0.01). The number of noise 
points is negligible compared to the dataset size (only 0.0007% of the whole datasets) 
as well as the number of the representatives (only 0.006%). We obtain moreover 
appropriate number of clusters. For example, in the case of time-step 2, the number of 
clusters is 115 of 946569 data points. This means that one cluster could have around 
8000 points (0.8% of the data). 

Table 1. Results for snnMDBS on different QCLOUD time steps 

Time step MinPts ε Dataset size Noise Representatives Clusters snnDBS-
Clusters1 

2 8 0.01 946569 34 103898 115 1552 
10 8 0.01 809244 728 87770 222 3470 
18 8 0.01 775150 846 82067 351 3683 
26 8 0.01 967519 1104 103087 425 4178 
34 8 0.01 1134109 1157 121266 356 4816 
42 4 0.01 1243338 1258 133247 447 4701 

 

                                                           
1 Number of clusters created by the algorithm snnDBS with its optimal parameters[18]. 
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(a) Time-step 2 

 

 
 

(b) Time-step 18 

 
(c) Time-step 42 

Fig. 2. 50 largest clusters produced by snnMDBS on QCLOUD 
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Fig. 3. 50 largest clusters produced by snnDBS on QCLOUD for time step 42 

Furthermore, Table 1 shows the comparison on the number of clusters created by 
the two algorithms: snnMDBS and snnDBS. Obviously, we have an important 
improvement in terms of reducing the number of clusters (up to 93%). As discussed in 
[18], a high number of clusters is a performance issue. The main reason for this poor 
performance by snnDBS compared with snnMDBS is the rigidity of its ε parameter 
based on the SNNdegree to merge sub-clusters. A good density measure of a core point 
by introducing the Euclidean metric for ε is important. This helped to limit the effect 
of high variation of densities in the dataset. Consequently, snnMDBS could form a 
stronger set of clusters resulting in smaller number of clusters. 

Fig. 2 shows the 3D views of the 50 largest clusters for three of the chosen 
QCLOUD time step (2, 18, 42) datasets produced by the snnMDBS algorithm with the 
parameter (MinPts, ε) taken from Table 1. Fig. 3 shows the 50 largest clusters 
produced by the snnDBS algorithm on QCLOUD time step 42 with its best parameter 
values [18]. In the graphs of both Fig. 2 and 3 the shape and movement of the 
hurricane is clearly visible. This is indicated by the distinct swirling shape in each of 
the graphs. The clear difference in the results of both algorithms is the clusters of the 
dense regions that indicate the structure of the hurricane and the size of cluster 49 
represented in black. This colour represents all clusters with the exception of the 49 
largest clusters. The graphs of snnDBS in Fig. 3 show a larger size for the black 
cluster 49 which contains the main structure of the hurricane. In Fig. 2 this is not the 
case, the cluster in black is insignificant in each of the graphs. The reason for this is 
that snnDBS is not efficient enough in merging sub-clusters, due to the lack of a good 
distance measure in determining its representatives.  

In order to evaluate the quality of the visual shape of the clusters produced by this 
snnMDBS algorithm, we also implemented the DBSCAN algorithm [13]. Fig. 4 is the 
3-dimensional views of the 50 largest clusters for three of the QCLOUD time step (2, 
18, 42) datasets produced by the DBSCAN algorithm. By observing this figure as 
well as comparing it to the Fig. 2, we recognize that the snnMDBS algorithm can 
preserve important information of QCLOUD. In other words, it preserves most of the 
important visual shapes comparing to the DBSCAN. 
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(a) Time-step 2 

 
(b) Time-step 18 

 
(c) Time-step 42 

Fig. 4. 50 largest clusters produced by DBSCAN on QCLOUD 
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Table 2 presents the results of snnMDBS on QICE. The data analysis for QICE is 
very different to that for QCLOUD as the size of QICE data is huge (5,224,696 for 
compared to 946,569 for QCLOUD). The similarity matrix used for calculating the k-
nearest neighbours is too large to fit in memory, so a spatial index structure (kd tree) 
was implemented to produce the similarity matrix more efficiently. It is clear that 
there is a similar improvement in the quality of results for snnMDBS on QICE as 
presented for QCLOUD in Table 1. The number of noise points and representatives 
are negligible compared to the overall dataset size and the number of clusters is much 
small than what was produced by DBSCAN.  

Fig. 5 shows the 3D view of the 50 largest clusters for QICE time step 18 and 42 
datasets produced by the snnMDBS algorithm with the parameters (minPts, ε) taken 
from Table 2. To evaluate the visual shape of Fig. 5 we compare it to the results of 
DBSCAN on the same data. The results are shown in Fig. 6. The visual shape of the 
resulting clusters for both algorithms is very similar, thus snnMDBS can preserves the 
same important visual information compared to DBSCAN. 

 

 
(a) Time-step 18 

 
(b) Time-step 42 

Fig. 5. 50 largest clusters produced by snnMDBS on QICE 
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(a) Time-step 18 

 
(b) Time-step 42 

Fig. 6. 50 largest clusters produced by DBSCAN on QICE 

Table 2. Results for snnMDBS on different QICE time steps 

Time step MinPts ε Dataset 
size 

Noise Representatives Clusters DBS- 
Clusters2 

2 50 0.0001 5224696 2823 721714 3 128 
10 50 0.0001 3244443 7199 420092 113 624 
18 50 0.0001 2195180 7789 278203 161 724 
26 50 0.0001 2278961 8338 287994 189 777 
34 50 0.0001 2523664 11050 318426 184 1050 
42 50 0.0001 2746494 13115 349181 256 1381 

                                                           
2 Number of clusters created by the algorithm DBSCAN with minPts value 4 and ε value 

0.0001 as its parameters. 
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We note from Table 2 nearly all data objects (approximately 90%) are gathered in 
three biggest clusters in time step 2. It shows that there is a slight difference of the 
ratio of cloud ice mixing in the early hours of the hurricane, but as time changes and 
the hurricane develops this ratio is dispersed. This is proved by the fact that as time 
changes the number of clusters increases. This would indicate that the density of 
QICE values is very high at the beginning, but decreases over time. Also we note that, 
compared to DBSCAN, there is a large reduction in the number of clusters produced 
by snnMDBS (an average ratio of 8:1). The reason for this is the use of a minimum 
SNNSum instead of the traditional minPts as a parameter to regulate the density 
strength of the clusters. From our experimentations it has been noted that a high value 
(>50) results in a larger number of noise and a low value (<50) results in less noise 
but a significant increase in the number of clusters. Consequently DBSCAN without 
this notion of minimum SNNSum produces a large number of small fragmented 
clusters compared to snnMDBS. 

5 Conclusion and Future Work 

In this paper, we presented an improvement of the algorithm described in [5] to 
reduce very large spatio-temporal dataset. This improvement was based on the 
addition of a Euclidean metric distance radius to determine the nearest neighbour 
similarity for each core point rather than just using the number of nearest neighbours 
of the core points. We compared the performance of this new approach against both 
the previous one [5] and DBSCAN algorithm [13] on a real-world spatio-temporal 
datasets. The experimental results show that the new definition for the density of a 
point greatly improves the clustering results of the SNN_DBSCAN-based algorithm. 
Besides, it also shows that knowledge extracted can be used as efficient 
representatives of huge datasets. Furthermore, we do not lose any important 
information from the data that could have an adverse effect on the result obtained 
from mining the data at a later stage. 

In the future we intend to provide a more extensive evaluation involving the 
analysis of more dimensions other than QCLOUD and QICE. Furthermore parallel 
and distributed techniques will also be studied to carry out our approach on both 
multi-core and distributed architecture in order to prove its. 
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Abstract. This study proposes a normal distribution-based over-sampling ap-
proach to balance the number of instances belonging to different classes in a data 
set. The balanced training data are used to learn unbiased classifiers for the 
original data set. Under some conditions, the proposed over-sampling approach 
generates samples with expected mean and variance similar to that of the original 
minority class data. As the approach tries to generate synthetic data with similar 
probability distributions to the original data, and expands the class boundaries of 
the minority class, it may increase the minority class classification performance. 
Experimental results show that the proposed approach outperforms alternative 
methods on benchmark data sets most of the times when implementing several 
classical classification algorithms. 

Keywords: imbalanced classification, over-sampling, normal distribution.  

1 Introduction 

Imbalance data sets [1] refer to those that the number of one class instances is far more 
than that of another class instances for each concept in the training data. It is quite 
common in practice and automatic concept learning from imbalanced data sets usually 
produces biased classifiers with high predictive accuracy on the majority class data, but 
poor predictive accuracy on the minority class data [2].   

Learning from imbalanced datasets has been explored extensively, and the existing 
works can be divided into data and algorithmic levels. The algorithm-level approaches 
use the original training data to construct new algorithms suitable to imbalanced data 
sets, and data-level approaches[3-6] generate new training datasets from the original 
datasets to make their class distribution approach balanced. As under-sampling may 
discard potentially useful data that could be important for classification, and 
over-sampling may change the original minority class sampling distribution. 

Over-sampling refers to the process of generating more training instances for the 
minority class to balance the class distribution. As research results show that 
over-sampling with replication does not significantly improve the classification  
accuracy of the minority class data. A novel approach SMOTE [7] is proposed to 
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overcome this issue. SMOTE is a linear over-sampling method which adopts linear 
interpolations between two near samples to generate synthetic samples. SMOTE ig-
nores the change of the underlying probability distribution of the minority class data 
after synthetic samples have been included in the training data. Borderline-SMOTE 
methods [8] in which only the minority samples near the borderline are over-sampled. 
Borderline-SMOTE produces little change in performance and sometimes hurts the 
generalization of an algorithm, as it changes the minority data distribution. Data-
Boost-IM [9] combined synthetic data generation and an ensemble learning algorithm 
to tackle the imbalanced data classification problem. Random Over-Sampling 
(RO-Sampling) is a non-heuristic method that aims to balance class distribution 
through randomly duplicating the minority class instances. After the minority class 
instances have been processed, there will be several exact copies of some minority class 
instances in the new training data set, and this increases the likelihood of occurring 
over-fitting. Combination of over-sampling and under-sampling is often performed to 
resolve the imbalance problems [10] [11].  

It is reported that under-sampling produces a reasonable sensitivity to changes in 
class distribution, and over-sampling often produces little or no change in performance 
as the training data distribution has been changed [12]. We just focus on the 
over-sampling approaches to handling imbalanced data classification, and ignore 
attribute processing methods [13] [14] in this work. 

All the above mentioned data processing methods, whether they perform 
over-sampling, under-sampling or combinations of the both on the original datasets, 
will result in changing the sampling distribution of the original data, thus leads to a 
biased classifier that is not quite suitable to classify the original data. 

We propose a novel over-sampling approach called normal distribution-based 
over-sampling (NDO-Sampling). To our knowledge, it differs from all the proposed 
over-sampling approaches in the related literature, such as non-heuristic over-sampling 
and heuristic over-sampling, and it neither performs linear interpolations between 
neighbors nor increases the number of minority class data with replacement, it generate 
synthetic samples through implementing a random walk starting from the original data 
point. Under some assumptions and when some conditions are satisfied, the expected 
value and the squared deviation of the synthetic samples can be proved to be probably 
approximate the same as that of the original minority class data. Our method decreases 
the risk of increasing the likelihood among instances in the minority class.  

We organize the paper as follows. Section 2 describes the evaluation metrics 
commonly used in imbalanced data classification. Section 3 presents the normal dis-
tribution-based over-sampling model, and proves two theorems concerning the mean 
and the squared deviation of the synthetic samples. Section 4 evaluates NDO-Sampling 
on broad data sets from different aspects. Section 5 concludes the paper. 

2 Performance Evaluation Metrics 

The overall accuracy on a test dataset is commonly used to evaluate the performance of 
a classifier. But for imbalanced data, as the accuracy is profoundly dominated by the 
minority class data, alternative evaluation metrics are employed. These appropriate 
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metrics include Area Under the ROC Curve (AUC), F-Measure, Geometric Mean 
(G-Mean), overall accuracy and the accuracy rate for the minority class. We refer 
minority class to positive class and majority class to negative class. After the four 
values TP(the number of true positive), FP(the number of false positive), TN(the 
number of true negative) and FN(the number of false negative) have obtained, preci-
sion and recall are calculated as TP/(TP+FP) and TP/(TP+FN) respectively, positive 
accuracy(pa) and negative accuracy(na) are calculated as TP/(TP+FN) and 
TN/(TN+FP)  respectively, and then F-Measure and G-Mean are defined as  

F-Measure=
precision)recall(β

precisionrecall)β(1
2

2

+×
××+

 . G-Mean= napa ×  . 

We set β to 1 in this paper. 
The above metrics represent different aspects of the learning algorithms, and are 

extensively used in the field of imbalanced data classification problems. F-measure 
[15] integrates precision and recall into a single metric, and measures how “good” a 
learning algorithm on the interested class. It is high when both the recall and precision 
are high. The ROC curve indicates a balanced classification ability of a classifier by 
considering the tradeoffs between TP Rate and FP Rate [16]. G-Mean [17] measures 
whether the accuracy on each of the two classes are maximized.  

We use F-measures for both majority class and minority class, the overall accuracy, 
G-mean and TP rate as the evaluation metrics in this work. 

3 The Normal Distribution Model 

The central limit theorem states that no matter what the real sampling distribution is, 
the sampling distribution of the mean approaches a normal distribution. This inspires us 
to create synthetic samples for the minority class without knowing the real sampling 
distribution. We aim to generate samples approximately obeying the real sampling 
distribution. After the newly generated samples are put together with the original 
minority class instances, these newly formed training data will keep the original sam-
pling distribution approximately unchanged.  

We first make the following attribute independence assumption: each attribute of the 
training data is considered as a random variable, and all the attributes are independent 
of each other. Given the m attributes, denoted as a1, a2,…, am, we have m random 
variables. Based on the given minority class data, we calculate the expected value and 
variance for each random variable, and the mean and the standard variance of  ai  are 

denoted as  μi  and  σi  respectively, where i∈{1,2,..,m}. 
Let μi′ denote the mean of the unknown underlying distribution governing random 

variable ai and σi′ be the standard deviation. We say that all the values of attribute ai 
for the minority training data are independent, identically distributed random variable 
values, because they represent independent experiments, and each obeying the similar 
underlying probability distribution. According the conclusion of central limit theorem, 



86 H. Zhang and Z. Wang 

we know that, as the number n of samples approaches infinite, the distribution  
governing the following random variable approaches a Normal distribution, with zero 
mean and standard deviation equals 1. 

  
n/σ
μμ

'
i

'
ii −

N(0,1)P⎯→⎯  .                        (1) 

n is the number of minority class instances. Inspired by (1), given the value ri of a 
random variable obeying distribution N(0,1), we have the following equation: 

      n/σrμμ '
iii

'
i •−=  .                         (2) 

In (2), μi is the mean of attribute ai for the given training minority class data, and we 
consider it as the representative of the original minority class data. μi′ is the mean of 
attribute ai for the unknown minority class data, and we consider it as the representative 
of the unknown minority class data. So for any instance and its given value of ai, we 
can generate a synthetic value for this attribute through the following calculation. 

          n/σraa '
iii

'
i •−= ,   }{1,2,...,mi ∈  .                  (3) 

In (3), ai′ is a new value of attribute ai. σi′ is unknown, we use σi to approximate it, and 
obtain equation (4)  

  n/σraa iii
'
i •−= ,    }{1,2,...,mi ∈  .                 (4) 

We call (4) a normal distribution model. Based on this model, we propose a normal 
distribution-based over-sampling approach. 

We obtain two conclusions from (4). 

Theorem 1. As n approaches infinite, the expected mean of the random variable values 
of attribute ai obtained using (4) equals μi. 

Theorem 2. The expected standard deviation of the random variable values of attribute 
ai obtained using (4) equals σi as n approaches infinite. 

The conclusions of the above two theorems (duo to the limit to the range of pages, the 
related proofs were not shown in this paper) tell us, if we generate a synthetic value for 
each attribute according to (3), we get m synthetic values, and the m values form a 
vector, which can be considered as a synthetic training instance. Given the 
over-sampling rate, we create required number of instances for the minority class, and 
construct a classifier using the minority class training data together with the synthetic 
data. As the expected mean and the expected squared deviation of the synthetic samples 
equal the mean and the standard deviation of the original minority class data corres-
pondingly, the constructed classifier will be suitable to the training data well and will 
be an unbiased classifier. 
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4 Experimental Results 

All the experiments are conducted on 8 benchmark datasets extensively used in  
classification tasks. These datasets are selected from the UCI Machine Learning  
Repository1 and are summarized in table 1. They have different data sizes and degrees of 
skew, and come from different domains, thus making the experimental results much more 
convincing. We do several sets of experiments in order to evaluate NDO-Sampling from 
different aspects. We use TP rate, F-measure, G-mean and overall accuracy to evaluate 
the results of our experiments, and study the impacts of varying imbalance ratios. In the 
first set of experiments, we employ three baseline classifier algorithms to compare 
NDO-Sampling with SMOTE and RO-Sampling. These algorithms are C4.5, NB (Naive 
Bayes) and KNN(k=3). Each experiment is done 10 times independently for each base-
line algorithm, and in each time, a ten-fold cross validation is applied. The end results for 
each algorithm are the average of the 10 independent ten-fold cross validation experi-
ments. In the second set of experiments, we study the impacts of different over-sampling 
approaches on multi-class classification problems.  

The minority class is over-sampled at 100%, 200% and 300% of its original size, and 
the number of nearest neighbors is set to 5 for SMOTE. For the Glass, Satimage, 
Segment-challenge and Vehicle, we choose the smallest class as the positive class and 
convert the rest of the classes into a single class as the negative class to increase the 
degree of skew. The datasets are described in table one. 

Table 1. Summary of datasets (including dataset, number of instances, number of minority class 
instances, number of attributes and minority class label) 

dataset # of inst. 
# of min. 

inst.(%) 
# of feat. target 

Breast-w 699 241(34.48) 9 class=malignant 

Diabetes 768 268(34.90) 8 class=tested positive 

Glass 214 9(4.21) 9 type=tableware 

Ionosphere 351 126(35.90) 34 class=b 

Satimage 6430 625(9.72) 36 class=2. 

Segment-challenge 1500 205(13.67) 19 class=brick face 

Sonar 208 97(46.63) 60 class=Rock 

Vehicle 846 199(23.52) 18 class=van 

We use Weka2 to implement the experiments. Results for the above data sets are shown 
in table 2. Different baseline algorithms are executed at different over-sampling rates. 
We use F-min to denote F-measure for the minority class, F-maj to denote F-measure 
for the majority class, O-acc. to denote the overall accuracy, Alg. to denote algorithms, 
NDO, SMO and RO to denote the over-sampling strategies normal distribution 
over-sampling, SMOTE and random over-sampling respectively, and O.S to denote 
Over-Sampling strategies in the following tables and figures. 
                                                           
1 http://www.ics.uci.edu/~mlearn/MLRepository.html 
2 http://www.cs.waikato.ac.nz/ml/weka 
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Table 2. (1). Results on 8 datasets with continuous attributes 

(over-sampling rate at 100% and 200%) 

dataset Alg. O.S 100% 200% 

   F-min 

(%) 

F-maj 

(%) 

O-acc(

%) 

G-mean

(%) 

TPrate 

(%) 

F-min 

(%) 

F-maj

(%) 

O-acc

(%) 

G-mean 

(%) 

TPrate 

(%) 

Breast-w C4.5 NDO 93.12 96.24 95.14 95.23 95.52 92.95 96.10 94.98 95.22 96.02 

SMO 92.80 96.11 94.95 94.83 94.47 92.71 96.02 94.85 94.89 95.02 

RO 92.39 95.94 94.71 94.35 93.22 92.14 95.73 94.47 94.37 94.05 

NB NDO 94.38 96.89 95.99 96.35 97.51 94.38 96.89 95.99 96.35 97.51 

SMO 94.38 96.89 95.99 96.35 97.51 94.38 96.89 95.99 96.35 97.51 

RO 94.38 96.89 95.99 96.35 97.51 94.38 96.89 95.99 96.35 97.51 

3-NN NDO 95.94 97.77 97.12 97.45 98.51 96.39 98.00 97.42 97.96 99.75 

SMO 96.36 98.01 97.42 97.73 98.76 96.50 98.08 97.52 97.90 99.17 

RO 95.56 97.62 96.90 96.88 96.82 95.21 97.38 96.61 96.82 97.51 

Diabetes C4.5 NDO 67.31 78.52 74.08 74.61 76.49 66.43 77.04 72.73 73.71 77.31 

SMO 66.30 77.78 73.22 73.73 75.50 64.84 74.50 70.44 71.98 78.11 

RO 60.52 76.88 70.83 69.06 64.05 60.18 75.66 69.79 68.70 65.42 

NB NDO 65.93 79.73 74.58 73.57 70.49 66.74 77.78 73.36 74.07 76.60 

SMO 66.27 80.25 75.09 73.84 70.15 65.59 76.71 72.22 73.01 75.87 

RO 65.57 79.95 74.65 73.26 69.15 65.35 77.36 72.61 72.93 74.00 

3-NN NDO 65.03 75.61 71.26 72.38 76.57 74.42 78.38 76.56 79.83 97.69 

SMO 65.14 76.12 71.66 72.56 75.87 65.73 73.68 70.23 72.37 81.84 

RO 60.07 74.21 68.66 68.40 67.54 60.54 69.69 65.71 67.55 75.37 

Glass C4.5 NDO 94.74 99.76 99.53 99.76 100.00 94.74 99.76 99.53 99.76 100.00 

SMO 94.74 99.76 99.53 99.76 100.00 94.74 99.76 99.53 99.76 100.00 

RO 94.74 99.76 99.53 99.76 100.00 94.74 99.76 99.53 99.76 100.00 

NB NDO 68.44 97.93 96.12 97.95 100.00 66.91 97.78 95.84 97.81 100.00 

SMO 69.44 98.18 96.57 94.65 92.59 71.64 98.44 97.04 93.05 88.89 

RO 64.86 97.85 95.95 92.50 88.89 60.76 97.43 95.17 92.11 88.89 

3-NN NDO 73.30 98.55 97.24 93.70 90.00 74.69 98.49 97.15 98.50 100.00 

SMO 73.85 98.61 97.35 93.20 88.89 69.57 98.27 96.73 92.89 88.89 

RO 71.64 98.44 97.04 93.05 88.89 62.16 97.69 95.64 90.48 85.19 
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Table 2. (1). (Continued) 

Ionosphere C4.5 NDO 86.71 92.72 90.60 89.38 85.48 86.40 92.82 90.60 88.78 83.17 

SMO 85.45 91.73 89.46 88.72 86.24 86.43 91.76 89.74 90.02 91.01 

RO 87.60 93.26 91.26 90.01 85.98 83.99 90.92 88.41 87.54 84.66 

NB NDO 82.34 89.62 86.92 86.47 84.92 82.63 89.84 87.18 86.66 84.92 

SMO 80.54 87.79 85.00 85.32 86.51 81.44 88.56 85.85 85.99 86.51 

RO 77.09 84.46 81.48 82.54 86.77 76.74 83.95 81.01 82.25 87.30 

3-NN NDO 85.79 92.78 90.43 87.90 80.48 95.57 97.40 96.72 97.10 98.49 

SMO 90.61 94.97 93.45 92.18 88.10 95.02 97.05 96.30 96.75 98.41 

RO 82.11 91.43 88.41 84.52 74.07 84.00 92.03 89.36 86.34 77.78 

Satimage C4.5 NDO 63.38 95.56 92.08 81.61 70.56 68.70 96.05 92.99 86.50 79.20 

SMO 63.39 95.64 92.20 81.07 69.44 63.91 95.58 92.13 82.23 71.68 

RO 55.57 95.18 91.30 72.98 56.00 57.25 95.25 91.45 74.77 58.88 

NB NDO 47.98 88.78 81.54 84.18 87.60 47.59 88.57 81.23 84.03 87.68 

SMO 48.87 89.40 82.44 84.15 86.35 48.76 89.32 82.33 84.16 86.51 

RO 47.96 88.81 81.58 84.10 87.36 47.52 88.50 81.13 84.06 87.89 

3-NN NDO 68.90 95.74 92.50 89.27 85.44 74.67 96.21 93.41 96.28 100.00 

SMO 72.17 96.08 93.12 92.52 91.79 71.40 95.58 92.34 94.98 98.40 

RO 67.18 95.75 92.47 86.26 79.25 65.55 95.08 91.39 88.12 84.27 

Segment- 

challenge 

C4.5 NDO 97.23 99.56 99.24 98.59 97.71 97.82 99.65 99.40 98.97 98.39 

SMO 96.92 99.51 99.16 98.27 97.07 97.96 99.68 99.44 98.65 97.56 

RO 96.86 99.50 99.13 98.61 97.89 96.84 99.50 99.13 98.26 97.07 

NB NDO 65.47 91.79 86.73 89.55 98.37 66.55 92.22 87.38 89.23 99.02 

SMO 62.44 89.69 83.82 88.91 92.03 61.90 89.41 83.42 89.36 98.54 

RO 61.24 89.08 82.96 89.06 98.04 61.67 89.22 83.18 89.38 98.87 

3-NN NDO 97.91 99.66 99.42 99.35 99.24 97.82 99.65 99.39 99.62 99.95 

SMO 97.44 99.59 99.29 99.11 98.86 97.53 99.60 99.31 99.33 99.35 

RO 96.90 99.50 99.13 99.16 99.19 96.54 99.43 99.02 99.30 99.67 

Sonar C4.5 NDO 82.90 80.62 81.83 81.77 94.43 84.40 82.07 83.32 83.21 96.80 

SMO 78.15 77.94 78.04 78.22 84.19 81.75 80.72 81.25 81.39 90.03 

RO 70.63 76.48 73.88 73.21 67.35 72.70 76.67 74.84 74.60 71.82 
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Table 2. (1). (Continued) 

 NB NDO 71.85 63.77 68.32 67.31 86.70 73.90 65.13 70.14 68.81 90.62 

SMO 70.40 64.67 67.79 67.37 82.13 70.41 65.03 67.95 67.59 81.79 

RO 70.86 64.78 68.11 67.60 83.16 71.14 64.77 68.27 67.70 83.85 

 3-NN NDO 85.96 85.96 85.96 86.16 92.16 89.23 88.43 88.85 88.98 99.07 

SMO 88.31 88.61 88.46 88.65 93.47 87.66 87.34 87.50 87.69 95.19 

RO 87.31 87.99 87.66 87.82 91.07 86.54 86.54 86.54 86.74 92.78 

Vehicle C4.5 NDO 88.47 96.25 94.34 93.64 92.36 87.17 95.70 93.56 93.39 93.07 

SMO 86.80 95.72 93.54 92.39 90.28 86.40 95.56 93.30 92.30 90.45 

RO 86.76 95.79 93.62 91.95 88.94 86.96 95.91 93.77 91.80 88.27 

NB NDO 55.66 72.06 65.72 72.71 91.46 56.63 71.98 65.96 73.50 94.47 

SMO 56.26 72.35 66.12 73.27 92.63 56.27 71.87 65.76 73.18 93.63 

RO 54.52 71.93 65.29 71.72 88.44 55.20 71.82 65.41 72.28 90.62 

3-NN NDO 86.40 95.26 92.97 93.64 94.92 88.36 95.78 93.80 95.86 100.00 

SMO 87.00 95.56 93.38 93.64 94.14 86.97 95.42 93.22 94.22 96.15 

RO 85.29 94.98 92.51 92.44 92.29 84.48 94.43 91.80 92.82 94.81 

Table 2 (2). Results on 8 datasets with numerical attributes(over-sampling rate at 300%) 

dataset Alg. O.S 300% times of win 

   F-min 

(%) 

F-maj

(%) 

o-acc.

(%) 

G-mean

(%) 

TPrate 

(%) 

F-min 

(%) 

F-maj

(%) 

O-acc

(%). 

G-mean

(%) 

TP rate 

(%) 

Breast-w C4.5 NDO 93.04 96.13 95.02 95.36 96.47 2 2 2 2 3 

SMO 93.52 96.46 95.42 95.52 95.85 1 1 1 1 0 

RO 92.40 95.83 94.61 94.71 95.02 0 0 0 0 0 

NB NDO 94.38 96.89 95.99 96.35 97.51 - - - - - 

SMO 94.38 96.89 95.99 96.35 97.51 - - - - - 

RO 94.38 96.89 95.99 96.35 97.51 - - - - - 

3-NN NDO 96.39 98.00 97.42 97.96 99.75 - - - 2 2 

SMO 96.39 98.00 97.42 97.92 99.59 2+- 2+- 2+- 1 1 

RO 95.44 97.48 96.76 97.16 98.48 0 0 0 0 0 

Diabetes C4.5 NDO 66.86 77.76 73.39 74.16 76.94 3 3 3 3 1 

SMO 66.34 73.72 70.49 72.80 83.33 0 0 0 0 2 

RO 60.84 76.26 70.44 69.27 65.80 0 0 0 0 0 
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Table 2. (2). (Continued) 

 NB NDO 66.44 74.95 71.32 73.24 81.38 2 1 1 1 2 

SMO 66.33 74.48 70.96 73.03 81.97 1 1 1 1 1 

RO 66.39 76.14 72.09 73.50 78.98 0 1 1 1 0 

3-NN NDO 73.53 76.92 75.34 78.70 98.13 2 2 2 2 3 

SMO 67.82 73.55 70.96 73.73 87.69 1 1 1 1 0 

RO 61.43 68.79 65.49 67.81 78.73 0 0 0 0 0 

Glass C4.5 NDO 94.74 91.53 99.59 99.22 99.59 - - - - - 

SMO 94.74 94.74 99.76 99.53 99.76 1+- 1+- 1+- 1+- - 

RO 94.74 94.74 99.76 99.53 99.76 - - - - - 

NB NDO 68.44 64.98 97.58 95.47 97.61 0 0 0 2 3 

SMO 69.44 71.64 98.44 97.04 93.05 3 3 3 1 0 

RO 64.86 64.00 97.77 95.79 92.42 0 0 0 0 0 

3-NN NDO 73.30 73.77 98.41 97.01 98.43 1 2 2 3 3 

SMO 73.85 67.57 98.02 96.26 94.49 2 1 1 0 0 

RO 71.64 65.75 97.94 96.11 92.58 0 0 0 0 0 

Ionosphere C4.5 NDO 86.22 92.80 90.54 88.54 82.46 2 2 2 0 0 

SMO 85.50 90.87 88.79 89.48 92.06 0 0 0 2 3 

RO 83.22 90.82 88.13 86.65 82.01 1 1 1 1 0 

NB NDO 82.91 90.07 87.44 86.86 84.92 3 3 3 2 0 

SMO 82.71 89.45 86.89 86.98 87.30 0 0 - 1 1 

RO 76.62 83.74 80.82 82.13 87.57 0 0 - 0 2 

3-NN NDO 95.42 97.31 96.61 97.01 98.49 2 2 2 2 1 

SMO 95.04 97.04 96.30 96.86 98.94 1 1 1 1 2 

RO 84.99 92.43 89.93 87.22 79.37 0 0 0 0 0 

Satimage C4.5 NDO 67.20 95.70 92.40 86.67 80.16 2 2 2 3 3 

SMO 65.13 95.59 92.17 84.08 75.20 1 1 1 0 0 

RO 57.04 95.30 91.53 74.17 57.81 0 0 0 0 0 

NB NDO 47.15 88.34 80.89 83.84 87.68 0 0 0 1 3 

SMO 48.82 89.31 82.32 84.27 86.77 3 3 3 2 0 

RO 47.49 88.48 81.10 84.05 87.89 0 0 0 0 2 
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Table 2. (2). (Continued) 

 3-NN NDO 74.18 96.11 93.23 96.18 100.00 2 2 2 2 2 

SMO 69.51 95.06 91.50 95.02 99.63 1 1 1 1 1 

RO 64.87 94.80 90.94 88.73 86.08 0 0 0 0 0 

Segment- 

challenge 

C4.5 NDO 97.75 99.64 99.38 99.07 98.63 2 2 2 2 2 

SMO 97.18 99.55 99.22 98.66 97.89 1 1 1 0 0 

RO 97.24 99.56 99.24 98.53 97.56 0 0 0 1 1 

NB NDO 67.19 92.47 87.75 89.41 91.76 3 3 3 3 2 

SMO 61.15 89.03 82.89 89.01 98.54 0 0 0 0 0 

RO 60.81 88.78 82.56 88.98 99.02 0 0 0 0 1 

3-NN NDO 97.59 99.61 99.33 99.59 99.95 3 3 3 3 3 

SMO 97.45 99.59 99.29 99.38 99.51 0 0 0 0 0 

RO 96.23 99.38 98.93 99.24 99.67 0 0 0 0 0 

Sonar C4.5 NDO 84.17 81.14 82.79 82.51 98.14 3 3 3 3 3 

SMO 82.12 79.93 81.09 81.07 93.13 0 0 0 0 0 

RO 69.86 75.15 72.76 72.28 67.70 0 0 0 0 0 

NB NDO 73.89 65.02 70.10 68.73 90.72 3 1 3 2 3 

SMO 70.43 65.39 68.11 67.81 81.44 0 1 0 0 0 

RO 70.33 63.20 67.15 66.43 83.51 0 1 0 1 0 

3-NN NDO 89.27 88.49 88.89 89.03 99.07 2 2 2 2 3 

SMO 88.65 87.93 88.30 88.45 97.94 1 1 1 1 0 

RO 87.94 87.70 87.82 88.01 95.19 0 0 0 0 0 

Vehicle C4.5 NDO 86.70 95.57 93.36 92.90 92.06 3 3 3 3 3 

SMO 85.69 95.35 92.99 91.67 89.28 0 0 0 0 0 

RO 85.55 95.33 92.95 91.46 88.78 0 0 0 0 0 

NB NDO 56.46 71.73 65.72 73.30 94.47 2 1 1 1 2 

SMO 56.45 71.90 65.84 73.34 94.14 1 2 2 2 1 

RO 56.38 71.71 65.68 73.24 94.30 0 0 0 0 0 

3-NN NDO 88.12 95.67 93.66 95.76 100.00 2 2 2 3 3 

SMO 87.29 95.45 93.30 94.82 97.82 1 1 1 0 0 

RO 84.87 94.49 91.92 93.40 96.31 0 0 0 0 0 

Note: “n+-” denotes winning n times, and drawing with the other two approaches the left 3-n 
times; ‘-’ indicates drawing with the other one or two over-sampling approaches 
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The results described in table 2 reveal that the performance of each over-sampling 
strategy varies when implementing different baseline algorithms on a same data set, 
and the over-sampling rate influences the performance of an over-sampling approach 
too. We select dataset Diabetes as an example, if the over-sampling rate is set to 100%, 
NDO-Sampling outperforms SMOTE and RO-Sampling in terms of the listed five 
evaluation metrics when using C4.5 as the baseline classifier, but SMOTE performs the 
best in terms of the first four metrics when NB is executed, and NDO-Sampling win in 
term of TP rate. When the baseline algorithm is fixed to 3-NN, we find that SMOTE 
outperforms NDO-Sampling on the first four metrics when the over-sampling rate is set 
to 100%, but it lost when the over-sampling rate is set to 200%. The results reveal that 
the metric values are influenced by both the over-sampling rate and the classification 
algorithm. The above phenomenon occurs on almost all the datasets listed in table two.  

The results shown in table 2 indicate that NDO-Sampling performs well against 
imbalanced data sets with continuous attributes. In many cases, our over-sampling 
strategy yields results in terms of the F-measure for minority, the G-mean and TP rate 
comparable or slightly higher than that produced by the other two approaches. It also 
achieves good results when the F-measure for majority class and the overall accuracy 
are considered. For the highest dimensional data set Sonar, the five metrics surpass that 
of SMOTE and random over-sampling all the time when C4.5 is conducted, the mi-
nority class F-measure, the overall accuracy and TP rate surpass that of SMOTE and 
random over-sampling all the time when NB is conducted. Our approach lost in terms 
of the five metrics only when the over-sampling rate is at 100% when implementing 
3-NN. For the highly imbalanced data set Satimage, NDO-Sampling yields good results 
in terms of the five metric when C4.5 is implemented except that, it lost in terms of both 
of the F-measures and the overall accuracy when the over-sampling rate is set to 100%. 
SMOTE performs well when NB is conducted. When 3-NN is conducted, 
NDO-Sampling wins two times in terms of the five metrics except when the 
over-sampling rate is at 100%.  

In order to facilitate the analysis of the results on the 8 data sets, we summarized the 
numbers of wins in table 2 for the three over-sampling approaches and show the results 
in table 3. 

Table 3. Number of wins for 8 datasets with continuous attribute when implementing c4.5, NB 
and 3-NN 

Alg. O.S F-min F-maj O-acc. G-mean TP rate 

C4.5 NDO 20 17 16 16 15 

SMO 3 3 3 5 5 

RO 1 1 1 2 1 

NB NDO 11 8 9 9 11 

SMO 8 10 9 7 3 

RO 0 2 1 2 5 

3-NN NDO 13 14 14 18 18 

SMO 10 9 9 6 5 

RO 0 0 0 0 0 
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The results described in table 3 show that NDO-Sampling outperforms both SMOTE 
and RO-Sampling in terms of the F-measures of both the minority and majority class, 
the overall accuracy, G-mean and TP rate when C4.5 and KNN (k=3) are conducted. 
NDO-Sampling outperforms both SMOTE and RO-Sampling in terms of the four 
evaluation metrics (F-measure for minority, Overall accuracy, G-mean and TP rate) 
when NB is conducted, it only loses to SMOTE in F-measure for majority.  

RO-Sampling performs worst among the three over-sampling strategies regardless 
of what classification algorithms are implemented. It loses all the time when 3-NN is 
conducted, because when RO-Sampling is employed to generate synthetic samples, it 
just duplicates the original samples randomly, and no real new samples are generated. 
When implementing NDO-Sampling and SMOTE to generate synthetic samples for the 
minority class, newly generated samples may become the nearest neighbors of a newly 
coming pattern, thus resulting in the increasing of the classification accuracy of KNN. 

From the experimental results described in tables from table two and table three, we 
can conclude that NDO-Sampling has good potential in handling imbalanced data 
regardless of what learning algorithms have been used. NDO-Sampling also has good 
potential in handling imbalanced datasets with discrete attributes. Duo to the limit to 
the range of pages, the related work was not shown in this paper. 

In order to evaluate the performance of NDO-Sampling on multiple-class classifi-
cation problems, we conduct experiments on the original data set Satimage. Different 
over-sampling approaches are implemented on the class with the least number of 
samples. As the metrics such as G-mean, F-measure and TP rate have no meanings for 
multi-class classification problems, we just obtain the overall classification accuracies 
when different baseline algorithms are executed at different over-sampling rates. The 
averaged results of three experiments are shown in figure one. 

 

Fig. 1. Overall accuracies of multiple class classification on Satimage for different 
over-sampling strategies 

For any given classification algorithm, obvious differences are not found in the 
overall accuracies at different over-sampling rates from figure two, because 
over-sampling is implemented on the minority class and the overall classification 
accuracies are mainly dominated by the other classes. Different over-sampling strate-
gies obtain different classification accuracies, and NDO-Sampling performs the best 
most of the time. 
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5 Conclusions 

Compared with SMOTE, NDO-Sampling reduces the computational complexity 
greatly, as it does not need to perform the nearest neighbor algorithm, a 
time-consuming approach, to obtain the k  nearest neighbors before creating synthetic 
samples. SMOTE generates synthetic samples on the line between two neighbors, it can 
be considered as a linear interpolation approach. The newly generated samples does not 
hold the conclusions of the theorem one and two simultaneously, a necessary condition 
for the synthetic data and the original data to obey the same probability distribution. 
Random over-sampling re-samples the original minority class data with replacement, it 
is at the risk of over-fitting, but NDO-Sampling can avoid increasing the likelihood of 
occurring over-fitting. The key idea of NDO-Sampling is that it generates synthetic 
data that share an approximately similar probability distribution with that of the orig-
inal minority data. In this paper, we just focus on the approach of over-sampling the 
minority class and ignore what a specific learning algorithm is conducted on the data 
sets. In our future work, considerations will be taken on algorithm-related normal 
distribution over-sampling approaches, such as just performing NDO-Sampling on the 
border samples for some specific algorithms. 
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Abstract. There is a surge of community detection on complex network
analysis in recent years, since communities often play special roles in the
network systems. However, many community structures are overlapping
in real word. For example, a professor collaborates with researchers in
different fields. In this paper, we propose a novel algorithm to discover
overlapping communities. Different from conventional algorithms based
on node clustering, our algorithm is based on edge clustering. Since edges
usually represent unique relations among nodes, edge clustering will dis-
cover groups of edges that have the same characteristics. Thus nodes
naturally belong to multiple communities. The proposed algorithm ap-
ply a novel genetic algorithm to cluster on edges. A scalable encoding
schema is designed and the number of communities can be automatically
determined. Experiments on both artificial networks and real networks
validate the effectiveness and efficiency of the algorithm.

Keywords: community detection, overlapping community, genetic
algorithm, link community.

1 Introduction

Nowadays, community detection, as an effective way to reveal the relationship
between structure and function of networks, has drawn lots of attention and been
well developed. To do so, networks are modeled as graphs, where nodes represent
objects and edges represent the interactions among them. Community detection
divides a network into groups of nodes, where nodes are densely connected in-
side, while sparsely connected outside. However, in real world, objects often have
multiple roles. For example, a professor collaborates with researchers in different
fields, a person has his family group as well as friends group at the same time,
etc. All of these objects represent the interaction between communities and then
play an important role in the stability of the network. In community detection,
these objects should be divided into multiple groups, which is known as overlap-
ping. Overlapping community detection still remains a challenge in community
detection.

Until now, lots of overlapping communities have been proposed, which can be
roughly divided into two classes, node-based and link-based overlapping com-
munity detection algorithms. The node-based overlapping community detection
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c© Springer-Verlag Berlin Heidelberg 2011
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algorithms [1,2,3,4,5,6,7,9], classify nodes of the network directly. The link-based
algorithms cluster the edges of network, and map the final link communities to
node communities by simply gather nodes incident to all edges within each link
communities [8]. All of these algorithms contribute to overlapping community
detection, however, they still have disadvantages. For example, the coverage of
CPM [2] largely depends on the feature of the network , etc.

In this paper, we propose a genetic algorithm to detect overlapping com-
munity with link clustering, which is named Genetic algorithm for overlapping
Community Detection ( GaoCD ). The algorithm first finds the link communi-
ties by optimizing objective function partition density D [8], and then map the
link communities to node communities based on a novel genotype representation
method. The number of the communities found by GaoCD can be automatically
determined, without any prior information. Experiments on both artificial net-
works and real networks are designed to validate the algorithm. Experiment on
artificial networks shows that GaoCD work well on networks with typical over-
lapping structure. Experiments on real networks compare GaoCD with ABL [8]
and GA-NET+ [9]. It is shown that GaoCD always achieves higher partition
density D and finds denser communities.

The paper is organized as follows. In the next section, we introduce the re-
lated works. Section 3 describes the new genetic algorithm we propose, includ-
ing framework, objective function, genetic representation, and operators. The
experimental results are illustrated in Section 4. Finally, Section 5 concludes the
paper.

2 Related Work

Many algorithms have been developed to detect overlapping communities in
complex networks, such as CPM [2], CONGA[5], GA-Net+ [9], etc. Among them,
CPM is the most famous and widely used. However, CPM has a strict community
definition and is not flexible enough for real network. When the network is too
dense, CPM finds giant clique communities, however, when the network is too
sparse, it finds no cliques at all. And thus, the coverage of CPM largely depends
on the feature of the network, providing no global prospective for the whole
network.

GA-Net+ [9], proposed by Pizzuti, first adopts genetic algorithm to detect
overlapping communities. It proposes a method to transfer node graph to line
graph, in which nodes present edges of the node graph, while edges present
adjacent relationships of edges of node graph. The line graph is then used as
the input of the genetic algorithm, and in each generation, the line graph is
transferred to node graph to evaluate the fitness. After selection, the graph
is transferred again for the next iteration of GA. The transfer between line
graph and node graph costs much computation and decreases the effectiveness.
GaoCD is also a genetic algorithm, but it clusters edges of the network, with
different genotype, objective function and operators. Instead of community score
[9], GaoCD adopts partition density D to evaluate the quality of the partition.
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What’s more, the partition found by GaoCD coverages the whole network and
provides a global view of the structure of the network.

Recently, link based methods are proposed to detect overlapping communi-
ties. Based on the thought that each edge plays an unique role in the network,
Ahn, Bagrow and Lehmann [8] first propose a link-based algorithm, clustering
the edges of the network. They define the similarity of edges and an evaluation
function for link community, partition density D. The algorithm first calculates
the similarity of all edges of the network and assign each edge to its own commu-
nity. At each step, the method chooses pairs of edges with the largest similarity
and merges their respective communities until all edges belong to a single clus-
ter. Then, the history of the clustering process is stored in a dendrogram, and
the partition with the largest partition density D is chosen as the final result.
As shown is section 4, this algorithm tends to find small communities and can
not provide global view of the structure of the network.

There are other algorithms for overlapping community detection,such that the
SCP of Kumpula [10], Lancichinetti’s algorithm [7], etc. All of them need prior
information, or have coverage problem, or suffer of efficiency.

3 The New Genetic Algorithm for Community Detection

In this section, we discuss our algorithm in detail,including the framework of the
algorithm, objective function, the crucial genetic representation and operators.

3.1 Framework of the Algorithm

Genetic algorithm , derived from evolutionary biology, is a searching technique
to find exact or approximate solutions for optimization problems. The GA algo-
rithms are implemented as computer simulation, in which a population of ab-
stract representations of candidate solutions to an optimization problem evolves
towards approximate solutions, based on the production and selection schema.
The framework of GaoCD is described in Algorithm 1.

To effectively apply genetic algorithm to solve overlapping community detec-
tion problem, we design a new kind of genetic representation, encoding the edges
of the network and a specific decoding schema taking the edge feature into con-
sideration. The genetic representation and operation designed effectively reduce
the search space and thus improve the searching effectiveness.

3.2 Objective Function

GaoCD is a link-based algorithm, which finds link communities. For this rea-
son, the novel genetic algorithm chooses link community evaluation function,
partition density D, as the objective function. Partition density D is raised by
Ahn in [8], evaluating the link density within the community, as described in
Equation (1).

D(c) =
mc − (nc − 1)

nc(nc−1)
2 − (nc − 1)

(1)
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Algorithm 1. Main framework of GaoCD
1: procedure GAOCD(size, gens, pc, pm)
2: //size is the size of the population.
3: //gens is the running generation.
4: //pc and pm are the ratio of crossover and mutation, respectively, with pc ∈

[0, 1], pm ∈ [0, 1] and pc + pm = 1.
5: Pt = Φ
6: for each i in 1 to size do
7: gi = generate individual()
8: evaluate(gi); Pt = Pt ∪ {gi}
9: end for

10: for each gen ← t in 1 to gens do
11: i = 0; Pt+1 = Φ
12: while i < size do
13: randomly select two individuals from Pt, gj and gk, j, k ∈ [1, size]
14: generate random value r ∈ [0, 1]
15: if r < pc then
16: g

′
j , g

′
k = crossover(gj, gk)

17: else g
′
j = mutate(gj); g

′
k = mutate(gk)

18: end if
19: i = i + 2
20: evaluate(g

′
j); Pt+1 = Pt+1 ∪ {g′

j}
21: evaluate(g

′
k); Pt+1 = Pt+1 ∪ {g′

k}
22: end while
23: selection(Pt+1, Pt ∪ Pt+1)
24: end for
25: return P [1]
26: end procedure

generate individual() //initialize an individual according to the genetic rep-
resentation schema.

evaluate(g) //evaluate the fitness of g individual according to objective func-
tion partition density D.

crossover(gj, gk) //crossover genetic operator.
mutate(gj) //mutation genetic operator.
selection(Pt+1, Pt ∪ Pt+1) //The selection step of the genetic algorithm. First

select size individuals with maximum fitness from Pt ∪ Pt+1 ,and then fill in Pt+1

one by one in decreasing order according to fitness value.

Define P = {P1, · · · , PC} as a partition of the network’s links into C subsets.
mc = |Pc| is the number of links in subset c. nc = |Ueij∈Pc{i, j}| represents the
number of nodes incident to links in subset c. Dc refers to the link density of
subset c. The partition density D is the average of Dc over all communities,
weighted by the fraction of links present in each:

D =
2
M

∑
c

mc
mc − (nc − 1)

(nc − 2)(nc − 1)
(2)
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As we can see that partition density D only considers the link density within
the community, different from the common community definition that a com-
munity should be densely intra-connected and sparsely connected with the rest
communities. For overlapping communities, this definition make no sense, as Fig.
1 shows. In this figure, there are three obvious communities, all of which are
cliques. Because all of the communities are overlapping, with node 0 as common
node, each community is densely intra-connected, while not sparsely connected
with other communities.

Fig. 1. A classical network containing overlapping communities

3.3 Genetic Representation

In this section, we describe the genetic representation in detail, including the
encoding and decoding phase.

Encoding Phase. For those genetic algorithms for community detection which
encoding the nodes of the network, we refer to them as node-based, such as
GACD [11], GA-Net+ [9]. Different from the node-based genotype, GaoCD en-
codes the links of the network. In this link-based representation, an individ-
ual g of the population consists of m genes {g0, g1, · · · , gi, · · · , gm−1} ,where
i ∈ {0, · · · , m− 1} is the identifier of edges, m is the number of edges, and each
gi can take one of the adjacent edges of edge i. According to graph theory, two
edges are adjacent if they share one node in undirected graph. For example, in
Fig. 2 (a), edge 0 has four adjacent edges, 1, 5, 2, 6, and one possible value for
g0 is 1, as shown in Fig. 2 (b).

Decoding Phase. The decoding phase transfers an genotype to partition,
which consists of link communities. Gene gi of the genotype and it’s value j
is interpreted that edge i and edge j have one node in common, and should be
classified to same component. In the decoding phase, all components of edges are
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Fig. 2. Illustration of the genetic representation;(a) A simple network for encoding;(b)
A possible genotype for the network in (a) and the corresponding decoded partition

found, and all edges within the component constitute a link community. Accord-
ing to link-based algorithm, by Ahn [8], overlapping communities are contained
simply by gathering the nodes incident to all edges for each link community.
However, it is not suitable for our algorithm, which restrain that each link com-
munity contains more than one link for the purpose of full coverage. We raise a
fine tuning schema to deal with a special kind of edges, which is called Bridge
Edge.

Bridge Edge is defined as the edge connecting two communities, as Fig. 3 (a)
edge (3, 4) shows. It is obvious that Fig. 3 contains two absolute communities,
both of which are cliques. Because the bridge edge must belong to one unique
link community, then the bridge edge could to classified to any of the two cliques,
as shown in Fig. 3 (b) and (c). By simply gathering the nodes incident to edges
of link community to form node community, we obtain overlapping communities
shown in Fig. 3 (b) and (c) respectively, which obviously opposite to our purpose.
To avoid this problem, we raise fine tuning method.

Fine tuning adjust the node membership of node community obtained by
simple mapping schema. It is designed for nodes which have multi membership.
The method first finds the list of nodes which have multi membership, and
then for each node i in the list, it tests that whether node i contributes to
the communities ci1, ci2, · · · , cin by adding to them, where cij is community
containing node i. Here, we adopt average degree of the community to evaluate
the contribution. The definition of average degree is as follows:

AD(c) = 2 ∗ |E(c)|
|c| (3)
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(a) reasonable partition (b) one possible unreason-
able partition

(c) the other possible unrea-
sonable partition

Fig. 3. Illustration of bridge edge problem(edge of red color represents bridge edge);(a)
A sample network containing bridge edge (3, 4); (b) A possible partition found by
the simple mapping schema from link community to node community, with node 3
classified to both communities. (c) The other possible partition found by the simple
mapping schema from link community to node community, with node 4 classified to
both communities.

where c is a community, E(c) is the number of edges in the community, and
|c| is the number of nodes of the community.If adding to the community makes
|AD(c)| increase, we suppose that the node contributes to the community. If node
i contributes to community cij , then the community stays the same(note that the
community contains the node originally), otherwise, the node is removed from
the community. If average degrees of all the n communities the node belongs to
decrease with the node in, the least decreased community stay same, while others
remove the node from the community. In Fig. 3 (b), node 3 is overlapping and
contained in community No.1 and community No.2. Because node 3 decreases the
|AD(c)| of community No.1, while increases the |AD(c)| of community No.2, then
node 3 should be removed from community No.1, which is the most reasonable
partition. In Fig. 3 (c), node 4 decreases the |AD(c)| of community No.2, while
increases the |AD(c)| of community No.1, and then node 4 would be removed
from community No.2.

3.4 Operators

In GaoCD, we assume that the network is a simple undirected connected graph.
According to the genetic representation, we further raise the corresponding op-
erators. Both the crossover and mutation ensure that the edge corresponding to
gene i is incident to edge i. Suppose that we have two genotypes g1 and g2, and
in the crossover phase, a random value i is generated. If the value of the ith
gene of them are j and k respectively, through crossover, the value of ith gene
exchanged, which makes the ith gene of genotype g1 is k, and the ith gene of
genotype g2 is j. Because ith edge is incident to both edge j and edge k accord-
ing to the generation of g1 and g2, the crossover has no effect on the principle
that the edge of gene i should be incident to the ith edge of the network. In the
mutation phase, each random value is generated for each parent, please notice
that the values may not equal. If the value generated is i for genotype g1, and
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the ith edge is incident to edge i1, · · · , in, then the ith value of g1 is replaced
by ik, k ∈ 1, · · · , n. Fig. 4 shows the operation of network in Fig. 2 (a).

3.5 Discussion

GA is a search technique for optimization problem. When applied to specific
problem, it is essential to design a appropriate genotype, including the encoding
schema and decoding schema. The encoding schema we design ensures the algo-
rithm covers the whole network, leaving no isolated nodes. The decoding schema
of GaoCD probably deal with the bridge edges of the network, which improves
the accuracy. What’s more, the encoding schema reduces the search space from
O(EE) to O(dE), where d is the number of incident edges of each edge, E is the
length of genotype, d << E. Reducing the search space makes GaoCD search
the more accurate solution with less consuming time.

4 Experiments

In order to test the effectiveness of GaoCD, we design experiments on artificial
networks and real networks respectively. The experiment on artificial networks
evaluate the ability of GaoCD to discover the overlapping nodes on different
kinds of networks. The experiment on real networks compares GaoCD with ABL
[8] and GA-NET+ [9]. All of the experiments are carried out on a 2.66GHz and
2G RAM Pentium IV computer.

4.1 Experiments on Artificial Networks

We first use artificial networks to test the performance of our algorithm. Fig. 5
includes several artificial networks, each of which represents a type of network
structure. Testing all these tiny networks provide a view of the complicated net-
works with similar structure. In Fig. 5, each color represents one community. We

Fig. 4. Illustration of operators. (a) shows two genotypes of the population; (b) is one
possible crossover of parent genotype of (a); (c) show a possible mutation for each
parent genotype;
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can see that network a and network c contain bridge edges which should not be
divided into either of the communities in theory, GaoCD successfully distinguish
the bridge edges and deal with them properly. Network b is a hierarchical core
network, a node could be the core of a community, and at the same time, it
belongs to another core community with another node as the core. In network
d, GaoCD correctly divided the sharing nodes of the two cliques to both them.
Overall, GaoCD correctly finds the overlapping communities for all kinds of net-
works, and ensures all nodes of the networks are covered in the partition, leaving
no absolute nodes.

(a) network a (b) network b (c) network c (d) network d

Fig. 5. Four typical kinds of networks

4.2 Experiments on Real Networks

In this section, we first validate GaoCD on real networks with partition density
D as the evaluation function, compared with ABL and GA-NET+. And then,
we investigate the partition found by GaoCD by analyzing the community sizes
of the partition. At last, an intuitive view is given for the partition found by
GaoCD.

As stated by Ahn [8], when overlap is pervasive, each community has many
more external than internal connections, the common definition is not suitable.
Here we adopt partition density D as the evaluation function, which only consid-
ers the link density inside the community. Here, we validate GaoCD on several
common data sets, as described in Table 1.

Table 1. Real networks

karate(N1) polbooks(N2) dolphins(N3) football(N4) lesmis(N5)

Nodes 34 105 62 115 77
Edges 78 441 159 613 254

As shown in Fig. 6, for all real networks, GaoCD has the highest partition
density D, which means that the partition found by GaoCD is denser than ABL
and GA-Net+ does. To further investigate the quality of the partition found by
GaoCD, we analyze the community size distribution of the communities for all
real networks. For communities with size two contains single link, representing
bridge edges or isolated nodes, which do not contribute to partition density D.
We classify the communities into three classes, the first contains communities
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Fig. 6. Comparison of GaoCD, ABL, GA-Net+, relative to partition density D for real
networks

with sizes varying from three to five, and second from six to ten, communities
larger than ten belong to the third class. Fig. 7 shows the ratio of all three
classes over all communities, respectively. It is easy to see that ABL tends to
find small communities, with size from three to five. For almost all networks,
GaoCD has larger values for ratio in middle and large classes. Overall, ABL
tends to find tiny communities, and can not reflect the whole structure of the
network. While GaoCD, on the contrast, finds denser communities in all sizes,
capturing macrostructure as well as the microstructure of the network.

Fig. 8 show the partitions found by GaoCD. Fig. 8 (a) is the co-purchasing
network of books about US politics by the online bookseller Amazon.com. Nodes
represent books, and the edges betweens nodes represent frequent co-purchasing
of books by the same buyers. It is obvious that the network constitutes of two
large communities, with each of them surrounded by small ones. Node 6, node
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Fig. 7. Comparison of GaoCD, ABL, GA-Net+, relative to partition density D for real
networks
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(a) polbooks

(b) dolphins

Fig. 8. Partitions found by GaoCD.(a) is for network polbooks, and (b) for network
dolphins.

58 and node 3 are nodes with obvious overlapping membership. Fig. 8 (b) is
a social network of frequent associations between 62 dolphins in a community
living off Doubtful Sound, New Zealand. The network fell into two parts because
of the living of SN100. GaoCD successfully distinguish the special role of SN100,
finding SN100 as the core of a community, connecting nodes from other different
communities. Removing SN100, the core of the community, makes other nodes
of the community unconnected, which then splits the networks.

5 Conclusion

In this paper, we propose a genetic algorithm for overlapping community de-
tection, optimizing partition density D. Different from those node-based over-
lapping community detection algorithms, GaoCD utilizes the property of the
unique role of links and applies a novel genetic algorithm to cluster on links.
The genetic representation and the corresponding operators significantly reduce
the search space and make the number of the communities determined auto-
matically. Moreover, GaoCD covers all nodes of the networks, no matter the
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network is dense or sparse. To validate our algorithm, experiments on artificial
networks and real networks are carried out, respectively. Both of them show
that GaoCD finds overlapping structure successfully. Compared with ABL and
GA-Net+, GaoCD finds denser communities , which reflects the macrostructure
as well as the microstructure of the network.
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Abstract. It is non-trivial to formulate a query that can precisely describe the 
goal of an informational search task. Query reformulation based on the query 
clustering approach addresses this issue by expanding a new query with related 
existing queries that were generated by other users. However, the query cluster-
ing approach is unable to cluster queries that are intrinsically related but neither 
contain common terms nor return common clicked Web page URLs. More im-
portantly, it does not address the issue of ranking retrieved results according to 
their relevance to the search goal. In this paper, we present new query reformu-
lation approach based on a novel probabilistic topic model to discovering the la-
tent semantic relationships between the queries and the URLs. It can not only 
discover related queries that cannot be clustered by existing query clustering 
approaches but also rank retrieved results according to the similarities of proba-
bility distributions over the latent topics among the queries and the URLs. The 
results of our experiments have shown that this approach can significantly im-
prove the performance of an informational search task in terms of search accu-
racy and search efficiency. 

1 Introduction 

An informational search task is intended to find information about a topic [12]. In 
contrary to a navigational search task, which is intended to find specific resources that 
the user has already had in mind (e.g., searching for books written by a specific 
author) and can be completed by generating a single or couple of easy-to-formulate 
queries, an informational search task usually requires to generate a set of queries and 
click to view a number of Web pages retrieved by each query. The main reason is that 
the user performing an informational search task is unlikely an expert in the topic 
domain and consequently it is non-trivial for them to formulate a query to precisely 
describe the task goal. As such, they have to iterate between generating queries and 
view the retrieved results until they have acquired the information that matches the 
task goal, i.e., results relevant to the topic, through the trial-and-error search process. 

If a query does not precisely describe the goal of an informational search task, re-
trieving the results only matching the query terms and ranking them simply according 
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to the term frequency cannot achieve the task goal. As informational tasks are getting 
common in Web search, it is imperative that a query can retrieve Web pages that are 
relevant to the search goal, regardless of term match, and that are ranked according to 
their relevance to the search goal, regardless of term frequency. 

One of the major technologies to addressing this issue is query reformulation [11]. 
Recent research has been focusing on the query clustering approach through analyz-
ing the click-through information in query logs. The approach can be illustrated by a 
bipartite graph [3] in Fig 1, where vertices in the left set {q1, q2, q3, q4} represent que-
ries composed of terms, e.g., query q1 is composed of a set of terms {t11, t12, …., t1m}, 
vertices in the right set {u1, u2, u3, u4} represent Web page URLs, and a solid edge 
between qx to uy represents uy has been clicked by the user who issued qx, while a 
dashed edge represents uy is relevant to qx according to the search goal but it is not 
retrievable by qx through matching terms. 

 

Fig. 1. Bipartite graph representation of click-through data 

There are two main query clustering techniques. One is based on the similarity be-
tween queries measured by Levenshtein edit distance [15], as queries with common 
terms are likely to be related. In Fig 1, queries q1 and q2 are placed in the same cluster 
C1 using this technique because both queries contain a common term t12. The other is 
based on the relationships between queries and Web pages [3], as queries returning 
common clicked URLs or similar Web page contents are likely to be related. In Fig 1, 
queries q2 and q3 are placed in the same cluster C2 using this technique because both 
queries return a common clicked URL u3. 

However, this approach is unable to cluster queries that are intrinsically related but 
neither contain common terms nor return common clicked URLs. In Figure 1, sup-
pose q4 = “how to speed up windows xp”, q1 = “anti virus update”, q2 = “security 
system virus”, and q3 = “download service pack 2”. Neither will q4 be clustered into 
C1 nor into C2 because it does not contain any term in common with those used by the 
queries in C1 or return any clicked URL in common with those clicked by the users 
who generated the queries in C2, although q4 is intrinsically related to both q1 and q3 

because in reality many users who generated q4 also generated q1 or q3. 
More importantly, the query clustering approach does not address the issue of 

ranking retrieved Web page URLs according to their relevance to the goal of an in-
formational search task. URLs are usually ranked according to the “popularity” – the 
number of clicks in a cluster [2]. Although some ranking techniques are available, 
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they are independent of the query clustering approach and generally do not rank re-
sults according to the task goal. 

In this paper, we present a new query reformulation approach that is different from 
query clustering. The cornerstone of the new approach is a novel topic model to dis-
cover the latent semantic relationships between the queries and the URLs retrieved by 
the queries. The topic model is based on the statistics of co-occurrence of query terms 
and URLs, and a variety of topics are derived to measure the similarity among the 
queries based on their probability distributions over these topics. The novelty of this 
approach is twofold. One is that it can discover related queries that cannot be clus-
tered by the query clustering approach, because it measures the relevance of queries at 
the term level (i.e., the probability of terms being associated with the same topic), 
while the query clustering approach does that at the query level (i.e., comparing que-
ries in their entireties in order to find out common terms or URLs). In our approach, 
the queries are related if they have similar probability distributions determined by the 
probability distribution of each term in the queries. The other novelty of the approach 
is that it can rank the retrieved Web page URLs according to their relevance to the 
goal of an informational search task based on the similarity of the probability distribu-
tions among the URLs and the queries over all latent topics. Further, we model the 
process of informational search with social tags (e.g., social bookmarks) to infer us-
ers’ actual goals so that more relevant topics could be derived. 

We have conducted a set of experiments to validate this approach and the results 
have shown that our approach can improve the performance of an informational 
search task in terms of search accuracy and search efficiency defined in Section 4. 

The rest of the paper is organized as follows. The related work is discussed in Sec-
tion 2. Section 3 presents the topic model and its application to informational search. 
The experiments and their results are discussed in Section 4. Finally, Section 5 con-
cludes the paper with our major contributions and planned future research work. 

2 Related Work 

Query reformulation has been studied extensively. One of the earliest notions is 
Rocchio’s classic query reformulating scheme [11], where query terms were re-
weighted based on feedback relevance. Recent research efforts include local context 
analysis based on pseudo-relevant documents [17] (e.g., top-ranked documents), 
mining term association rules for automatic global query reformulation based on 
selected corpus [13] (e.g., TREC collections). These efforts share one thing in 
common: they do not exploit the real search activities performed by real users, e.g., 
the queries they generated and the URLs they clicked.  

User interactions recorded in user logs have been used to improve the performance 
of query reformulation [6]. In particular, recent research has been focusing on cluster-
ing queries based on the click-through information in query logs in order to discover 
the relevance of the queries frequently submitted to a search engine. The objective is 
to expand a new query with related existing queries that were generated by other us-
ers. In Beeferman’s work [3], a bipartite graph was first constructed from the  
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click-through data to represent the queries and the retrieved documents and a graph-
based agglomerative iterative clustering method was then used. In Baeza-Yates’ work 
[2], a weighted graph derived from the query-click bipartite graph was used to infer 
the semantic relations among the queries in a vector space. Wen’s work [15] used a 
density-based method to estimate the similarity between queries by combining query 
content and click-through information. Although these research efforts have exploited 
the real search activities performed by real users, some intrinsically related queries 
still could not be clustered together because they analyze query relevance at the query 
level and queries in their entireties are generally sparse. In contrast, our approach 
analyzes query relevance at the term level and therefore it can discover more related 
queries because terms are less sparse than queries.  

Moreover, they do not rank the Web page URLs retrieved by the queries in a clus-
ter according to their relevance to the general search goal of that query cluster. In-
stead, queries in the same cluster are treated equally and each query’s results are 
ranked individually. Optimizing or re-ranking search results from multiple queries by 
analyzing click-through data is a separate research endeavor independent of query 
clustering [16, 18], such as “learning to rank” with Neural Network or Support Vector 
Machine. For example, in Joachims’s work [8], a ranking function could learn from 
the implicit feedback in a search engine’s click-through data to provide personalized 
ranking of search results. In contrast, ranking of search results from multiple queries 
according to their relevance to the general goal of an informational search task is built 
into our query reformulation approach using the same probabilistic topic model. 

Our topic model is extended from LDA (Latent Dirichlet Allocation) [5] - a proba-
bility-based language model that can be used to find the latent semantic relationships 
between the words in a document. LDA and its extensions and variants have emerged 
as a useful family of models with many interesting applications mainly for natural 
language processing. Recently, there are some attempts to use LDA for information 
retrieval. For example, Wei and Croft [14] incorporated LDA into a language model-
ing framework to improve the performance of ad-hoc retrieval. 

Our model RTU-LDA (Relevance for Terms and URLs) is a significant extension 
to the original LDA. In particular, our model has a hierarchical structure for recording 
an informational search process: a document comprises a number of queries; each 
query is associated with a number of clicked URLs; and each URL is labeled by a 
number of social tags. 

3 The Probabilistic Topic Model for Query Reformulation 

In this section, we will systematically present our topic model for query reformulation 
in informational search tasks, including the topic model, estimation of parameters in 
the model, and retrieval and ranking of URLs according to their relevance to the 
queries based on the probability distributions over the topics derived from the model. 
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3.1 Topic Model with Social Tags 

As a significant extension of LDA, our topic model RTU-LDA allows a document to 
be hierarchically structured and tagged with any number of labels. Each document 
records a user’s informational search activity: first choosing terms to formulate a 
series of related queries, then clicking some of the retrieved URLs to view the Web 
pages, and finally adding some tags to annotate some of the viewed Web pages. 

The graphical representation of the RTU-LDA model is shown in Fig 2, where the 
notations are given in Table 1: 

 

Fig. 2. RTU-LDA’s graphical representation 

Table 1. Notations used in RTU-LDA 

Symbol Description Symbol Description 
K number of topics z, c Topic 
qt query term Ld number of query terms in document d 
u Web page URL Md number of URLs in document d 
t Tag Nd number of tags in document d 
θ document’s topic distribution η query term hyperprior 
π topic’s query term distribution γ URL hyperprior 
ψ topic’s URL distribution β tag hyperprior 
φ topic’s tag distribution   
N number of documents; each document is composed of the click-through information 

and the tags for the clicked URLs collected from an informational search process 

 
In RTU-LDA, query terms, URLs, and tags are all observed variables, while the 

hidden variable – the latent topic - can be discovered by the observation of tags in the 
training process. The generative process of a document can be abstracted from an 
informational search process: first selecting tags that can express the user’s search 
goal, then selecting URLs labeled with these tags, and finally selecting query terms 
used to retrieve these URLs. URLs not labeled with any tag and terms not associated 
with any clicked URL are selected with the probabilities specified by a distribution. 

Formally, RTU-LDA assumes each document d has topic proportions θd that are 
sampled from a Dirichlet distribution. For each topic z, a collection of tags td are se-
lected from a topic-specific multinomial distribution φz. Topic c is sampled from top-
ics dN

ndnd zz 1}{ ==  with a multinomial distribution, in which
d

kd

N

N
kcp == )( , where Nkd is 
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the number of tags that are assigned to topic k in the dth document. For each topic c, a 
collection of URLs ud are sampled from a topic-specific multinomial distribution ψc, 
and a collection of query terms qtd are sampled from a multinomial distribution πc. 

RTU-LDA assumes the following generative process for a collection of docu-
ments, each of which has the structure of D

dddd qtut 1)},,{( =
. 

1. Draw topic proportions θd ~ Dirichlet(α) 
2. For each tag tdn, n = 1, …, Nd, 
  (a) Draw topic zdt ~ Multinomial(θd);  (b) Draw tag tdn ~ Multinomial(ϕzdn) 
3. For each URL udm, m = 1, …, Md, 
 (a) Draw topic 

dmc ~Multinomial( K
k

d

kd

N

N
1}{ =
); (b) Draw URL 

dmu ~Multinomial(
dmcψ ) 

4. For each query term qtdl, l = 1, …, Ld, 
  (a) Draw topic 

dmc ~ Multinomial( K
k

d

kd

N

N
1}{ =
); 

  (b) Draw query term 
dlqt ~ Multinomial(

dmcμ ) 

Based on the model, the likelihood of all query terms D
ddqtQT 1}{ ==  being associated 

with specific topics is the joint distribution of all variables (observed and hidden): 

),,|(),|()|(),|()|(),,,|,,,,( ηγβαηγβα UCQTpCUpZCpZTpZpQTUCTZp =  

where D
ddzZ 1}{ == , D

ddtT 1}{ == , D
ddcC 1}{ == , and D

dduU 1}{ == . 

3.2 Estimation of Parameters 

Inference of all latent topics Z from existing documents entails learning the model 
parameters θ, φ, ψ, π - the distributions over topics, tags, et al - respectively. 

Although exact computation of these parameters is intractable, several approxima-
tion methods have been proposed to solve similar parameter estimation problems. We 
adopt Gibbs Sampling [7] - a special case of Markov-chain Monte Carlo methods that 
estimate a posterior distribution of a high-dimensional probability distribution - to 
solve the parameter estimation problem in the RTU-LDA model. The sampler draws 
from a joint distribution p(x1, x2, x3, …, xn) assuming the conditionals )|( ii xxp ¬

 are 

known, where ),...,,,...,( 111 niii xxxxx +−¬ = . 

We derive the Gibbs sampler’s update equation for the hidden variables from the 
joint distribution and arrive at: 
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where )(
)(,

⋅
⋅¬iN is a number excluding the current position assignments of 

iz , e.g., 
)(
,

it
jiN¬
is the number of tag 

it generated by the jth topic excluding the current position, 

)( iu
tM is the total number of tags associated with URL 

iu , and )(
,
iu
jiM¬
is the number of 

tags associated with URL ui that are assigned to topic zj excluding the current posi-
tion. Similarly, )( iqt

uL  is the total number of URLs that can be retrieved by a query in-

cluding query term
iqt  and )(

,
iqt
jiL¬
is the number of corresponding URLs that are assigned 

to topic zj excluding the current position. 
For any simple sample, we can estimate θ, φ, ψ, π using: 
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3.3 Retrieval and Ranking of URLs 

Based on the RTU-LDA model, we can compute the probability of each query being 
associated with each of the topics according to the probability of each term of the 
query being associated with the topic. Given a query q composed of N terms, i.e., q = 
{qt1, qt2, …, qtn}, the probability of q being associated with all K topics T = {T1, T2, 
…, Tk} can be expressed as a N×K matrix: 
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We then get the probability distribution of q over all K topics using the Bayes law: 
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Another query q' = {qt'1, qt'2, …, qt'm} is related to q if they have similar probability 
distributions over the topics, which can be measured using the Kullback-Leibler  

Divergence:  =
= K

k
k

k
k qTp
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qTpqqD

1 )|(
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Therefore we can reformulate an imprecise query with related existing queries 
through discovering the relevance between two queries based on their KL-divergence 
computed by formula (1). Queries are related if their divergence value is small, i.e., if 
their query terms have similar probabilities of being associated with the same topic. 

The probability of URL u being associated with all the K topics is: 

[ ])|()|()|()|( 21 kTupTupTupTup =  
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We also get the probability distribution of u over all K topics: 
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The relevance between q and u is measured by their similarity of probability distribu-

tions over the topics:  =
= K

k
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k
k qTp

uTp
uTpquD

1 )|(
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log)|()(       (2) 

If q’s terms and u have similar probabilities of being associated with all topics, 
URL u is likely to be relevant to query q. 

We then use the weighted Borda count method [1] as a rank aggregation method to 
combine the URL list retrieved through the RTU-LDA model with the lists retrieved 
by a conventional search engine. A score is computed and assigned to each candidate 
URL according to the URL’s position in each ranked lists and all candidate URLs are 
then ranked according to their total scores. 

In summary, retrieval and ranking using our model are through the following steps: 

1) When a user generates a new query, it will be reformulated with related existing 
queries discovered using (1). The terms of these queries have high probabilities 
of being associated with the topic that the terms of the new query are about. 

2) The URLs associated with these queries will be discovered using formula (2). 
3) Ranking scores will be computed and assigned to each of the URLs retrieved at 

step 2) as well as by a conventional search engine. 
4) All URLs are ranked according to their scores. Top ranked URLs are those that 

have the highest probabilities of co-occurrence in the topic that the terms of the 
new query are about. 

4 Experiments 

We have conducted a set of experiments to validate that: 1) the proposed query 
reformulation approach based on the RTU-LDA topic model can retrieve more 
relevant results than alternative approaches, and 2) the retrieved results can be ranked 
according to their relevance to the goals of users’ informational search tasks. 

Our experimental data is derived from two real-world datasets: query logs from a 
commercial search engine AOL and a social annotation dataset from Delicious. The 
experiments compare our approach with the following alternative approaches: 

1) Baseline approach: the approach used by the AOL search engine to retrieve and 
rank results. It is worth clarifying that because AOL’s retrieval and ranking 
techniques are not public, the baseline approach is actually derived from logs. 

2) Query-clustering approach: this approach uses a query-clustering algorithm 
similar to the one proposed in [2] to cluster semantically connected queries. The 
degree of similarity between two queries is decided by the fraction of common 
terms in the clicked URLs. The URLs returned by all the queries in a cluster are 
ordered according to the number of clicks occurring to them, which leads to the 
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popularity ranking of URLs. The new ranking of URLs is boosted by combing 
the popularity ranking and the original ranking returned by the search engine. 

3) Learning-to-rank approach: for a sequence of queries generated by a user, this 
approach uses the algorithm developed in [10] to generate preference judgments 
about the relative relevance of the documents retrieved by an individual query 
and also those retrieved by different queries in the sequence. The ranked retrieval 
function is learned from the preference judgments using a ranking SVM. 

4.1 Datasets 

The AOL query logs used in the experiments contain about 20 million search queries 
from 657,426 users [9]. For each query, the URLs clicked by the user and the ranking 
of each clicked URL on the result list were recorded in the logs. We first removed the 
stop words and stemmed the query terms. For the purpose of preserving privacy and 
removing noises in the training process, we only kept those queries that contain no 
rare terms (i.e., terms occurred less than five times). 

Because our objective is to compare the performance of the proposed probability-
based approach with alternative ones in terms of supporting informational search 
tasks, we randomly chose 100 users from the dataset and manually extracted two 
informational search tasks accomplished by each user as the test dataset, i.e., 200 
informational search tasks in total for the experiments. Each task is composed of a set 
of inter-related queries {q1, q2, …, qn} (n > 1) and a list of URLs [u1, u2, …, um] (m > 
1) retrieved by the set of queries and ranked according to their relevance to the goal of 
the user’s informational search task (the relevance judgments were provided by the 
participants of these experiments). Well-defined metrics are used to evaluate the per-
formance of each approach in accomplishing these tasks. 

The remainder of the query logs were used for training the model and the algo-
rithms. For the probability-based approach, a user’s query terms and clicked URLs 
are treated as a document, which might be labeled with social annotations. The social 
annotation dataset used in the experiments is DeliciousT140 from Zubiaga [19], 
which was created with data retrieved from the social bookmarking site Delicious and 
various Web sites. This dataset contains 144,574 unique URLs and 67,104 different 
corresponding social tags retrieved from Delicious on June 2008. For a document 
containing a set of query terms and URLs, if a URL could be retrieved from this  
social annotation dataset, all its associated tags would be used as the labels of the 
document for training. 

4.2 Methodology 

The experiments were conducted to evaluate the performance of our approach and 
alternative approaches in terms of the model quality and the retrieval quality. 

For the model quality, we compared the proposed model with the existing LDA 
and sLDA [4] models, in terms of the ability to identify latent topics for discovering 
the relevance between URLs and query terms. The LDA model is based on the co-
occurrence probabilities of the query terms and URLs. The click-through data is 
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treated as a bag-of-words document, where “words” are query terms or URLs. The 
sLDA model selects one tag for each document as the label for supervised training. 
The most popular tag among all the tags of the document’ annotation is selected. 

To evaluate the quality of a model, we measure its performance in discovering the 
relevance between the URLs and a query’s terms using the perplexity of held-out 
query-related URLs for the query. Perplexity is widely used in language modeling and 

can be defined as follows [19]:  
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test document, q is a query in the test document, Nq is the set of URLs that are related 
to q, and )|( quP is the probability of URL u being associated with query q inferred. 

As perplexity is algebraically equivalent to the inverse of the geometric mean per-
word likelihood, a low perplexity represents high performance. As LDA-based mod-
els are sensitive to the number of topics, we can optimize the models by analyzing the 
influence of perplexity using different topic numbers. 

For the retrieval quality, we compared the retrieval results of our approach with 
those of the baseline, query-clustering, and learning-to-rank approaches, in terms of 
the ability to retrieve and rank URLs that are relevant to a search goal. 

A number of methodologies and metrics have been used to evaluate the quality of 
retrieval. In these experiments, we specifically want to evaluate how the retrieved 
results have satisfied the goal of an informational search task in terms of search accu-
racy and search efficiency. 

Search Accuracy. We measure the search accuracy using the following metrics: 

(1) Relevance accuracy: given the search results of the test dataset, we measure how 
many relevant documents have been retrieved. It should be pointed out that the rele-
vance is relative to the overall goal of an informational search task rather than to each 
individual query used in the search process. Evaluation metrics of Precision, Recall 
and MAP (Mean Average Precision) are used to measure relevance accuracy. 

Precision is the fraction of retrieved documents that are relevant, while Recall is 
the fraction of relevant documents that have been retrieved. 
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Recall and Precision usually contradict each other. An informational search task 
would have a low Recall if retrieved results were only those that match some of the 
query terms. Our approach can retrieve more results that are relevant to a search goal, 
thus achieving high Recall, while keeping reasonable high Precision at the same time. 

To reflect the overall performance of a search system, MAP provides a single-
figure measure of quality across Recall levels. For a single information need, Average 
Precision is the average of precisions computed at the point of each of the relevant 

documents in the ranked sequence: 
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documents relevant to the query, and Posr is the position of the rth relevant document 
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in the list of all resultant documents. MAP has been shown to have especially good 
discrimination and stability. 

(2) Ranking accuracy: given the search results of the test dataset, we measure how 
accurately these results are ranked according to the relevance to the search goal. 
Again, the relevance is relative to the overall goal of an informational search task 
rather than to each individual query used in the search process.  

Normalized Discounted Cumulative Gain (NDCG) is used to measure ranking ac-
curacy. For every rank position k in the ranked list, NDCG is defined as follows: 
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121
)( , where S(p) is the relevance score of the document at posi-

tion p in the ranked list and Zk is a normalization factor. 

Search Efficiency. Search efficiency measures how effective the queries are. In par-
ticular, an informational search task would have a high search efficiency if the user 
generated few queries but each query retrieved many relevant documents. 

The following SE (Search Efficiency) metric is defined to measure search  
efficiency: 
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1

)(
1 , where N is the total number of queries generated by 

the user to achieve their search goal and Runk(qi) is the number of relevant URLs in 
each query’s top-k retrieved results. To obtain the statistical significance in measuring 
the search efficiency, we choose queries from the test dataset randomly in three dif-
ferent orders and calculate the average SE scores. 

4.3 Results 

Model quality. Fig 3 shows the perplexity tested on the held-out sample of each of 
the LDA-based models for different topic numbers K = 20, 50, 100, 150, 200, 250, 
300. It is clear that for any fixed number of latent topics K, the RTU-LDA model has 
achieved the lowest perplexities, indicating that it is most capable to discover the 
latent relevance between URLs and query terms among the three LDA-based models. 

 

Fig. 3. The perplexities of different models for K = 20, 50, 100, 150, 200, 250, 300 
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The high perplexity of LDA is probably due to the polysemy of query terms and 
the ambiguity of queries in informational search tasks. For example, given the top ten 
words associated with a single topic learned by LDA: “home”, “speed”, “monitor”, 
“real”, “free”, “race”, “estate”, “window”, “furniture”, and “download”, LDA will 
probably infer that the queries of “home estate” and “speed up windows” are related. 
In contrast, RTU-LDA will derive one topic where “home” and “estate” are top words 
and another topic where “window” and “download” are top words. 

Fig 3 also shows that the perplexity of RTU-LDA becomes steady when the num-
ber of topics reaches 200. Therefore we set K=200 as the number of topics for deriv-
ing latent topics and estimating parameters. To be consistent, we set the same model 
hyper parameters (α=50/K, β=0.1) for all models in the experiments. 

 
Precision and recall. Fig 4(a) shows the precision-recall graph of the four approach-
es. It can be seen that RTU-LDA-based approach outperforms the baseline approach 
in most cases except at the low recall level. Because our objective is to retrieve more 
documents that are relevant to the goal of an informational search task, we expect 
high precision at the high recall level. The baseline approach is not able to achieve 
high recalls due to the fact that the search engine has only retrieved the documents 
that match some of the query terms. 

The query clustering approach has improved the recall through retrieving more 
documents that are relevant to the search goal. However, since it only clustered que-
ries with common terms in the clicked URLs, documents with latent relevance to the 
queries could not be retrieved. Therefore this approach’s precisions are worse than 
RTU-LDA’s, either at low or high recall levels. The learning to rank approach is bet-
ter than the baseline because it can include documents originally not present in the 
initial search results through learning. However, it is not easy to� infer preference 
judgments from query logs. Compared to the RTU-LDA-based approach, this ap-
proach’s performance is worse especially at high recall levels, probably because the 
ranking SVM is more dependent on the proper preference judgments and the training 
data, while RTU-LDA is a generative probabilistic model and can deal with unseen 
queries more accurately. 

Table 2 shows the MAP scores of the four approaches, which further illuminate 
that our approach has significantly improved the overall precision of informational 
search tasks, as compared to the query clustering and learn to rank approaches. 

Fig 4(b) shows the NDCG@k (k=1, …, 10) of the four approaches. It is clear that 
RTU-LDA has achieved the best ranking accuracy in terms of the relevance of the 
retrieved URLs to the search goals, while the baseline is the worst and the other two 
approaches generally outperform the baseline. RTU-LDA uses the discovered latent 
semantic relationships between URLs and query terms to identify the URLs that are 
most relevant to the search goal. Ranking in the query clustering approach is only 
based on URL popularity, which cannot accurately reflect the relevance between 
URLs and query terms. The learning to rank approach, albeit using the rank SVM to 
learn ranked retrieval functions, mainly evaluates the ranking functions based on click 
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counts. Therefore both approaches tend to rank frequently clicked URLs higher, while 
RTU-LDA ranks the results based on the inferred latent relevance between URLs and 
query terms, thus achieving high ranking accuracy. 

Search efficiency. Table 2 also shows the SE values of the four approaches. It can be 
seen that RTU-LDA has achieved a significant 36.8% improvement over the baseline, 
while the query clustering and learning to rank approaches have achieved 25.7% and 
28.1% improvements over the baseline respectively. Generally speaking, compared to 
a baseline search engine, an RTU-LDA-based search engine requires significantly less 
number of queries - with each query retrieving significantly more relevant results - to 
achieve the goal of an informational search task. Therefore, the user can save a lot of 
time reformulating imprecise queries, clicking URLs and viewing Web pages that are 
irrelevant to their search goal at all. 

Fig 5 shows the retrieved results of the query “windows safety & security” using 
the AOL and an RTU-LDA-based search engines respectively. It is clear that AOL 
only retrieved Web pages that matched some of the query terms, while RTU-LDA 
retrieved other Web pages that do not match any query term at all. More importantly, 
Web pages retrieved by RTU-LDA are all relevant to the search goal, while only the 
second one on AOL’s list is relevant to the search goal. RTU-LDA can infer search 
goals by discovering the latent semantic relationships between query terms and 
clicked URLs. In this example, because the Web pages retrieved by RTU-LDA are 
those which were annotated by the “computer” tag and whose URLs have been 
clicked most frequently by the users who generated such query terms as “windows”, 
“safety”, and “security”, RTU-LDA can derive a latent topic on “computer” to infer 
the search goal for “computer windows security”. If the search goal were something 
about “home window safety”, the query would be something like “home window 
safety” or “safe window film”. In that case, RTU-LDA would derive a different latent 
topic on “home” to infer that search goal. In conclusion, by retrieving and only re-
trieving Web pages that are directly relevant to search goals, RTU-LDA can achieve 
high search efficiency. 

 

 

Fig. 4. (a) P-R graph of the four approaches   (b) NDCG@k of the four approaches 
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Fig. 5. Left: results from AOL; Right: results from RTU-LDA 

Table 2. The MAP and SE (Search Efficiency) scores of the four approaches 

Approaches MAP SE 
Baseline 0.2204 2.53 
Query Clustering 0.2536 3.18 
Learning to Rank  0.2627 3.24 
RTU-LDA 0.2779 3.46 

5 Conclusions and Future Work 

In this paper, we discussed the issues related to query reformulation in supporting 
informational search tasks. The query clustering approach to query reformulation can 
cluster queries based on their lexical similarity or common clicked Web page URLs. 
But many intrinsically related queries could not be clustered due to the sparse nature 
of the query space. Moreover, the retrieved URLs are not ranked according to their 
relevance to the goal of an informational search task. 

The proposed approach is based on a novel RTU-LDA topic model to discover the 
latent semantic relationships between query terms and URLs. In this approach, not 
only can related queries be discovered based on the similarity of probability distribu-
tions over topics, but also the retrieved URLs can be ranked based on the similarity of 
probability distributions of the URLs and the queries. The performance of the pro-
posed approach was evaluated by conducting experiments on real-world datasets. The 
results have shown that the model can accurately discover the latent semantic rela-
tionships between queries and URLs. Our approach thereby outperforms alternative 
ones such as the baseline, query clustering approach, and learning to rank approach in 
terms of both the search accuracy and the search efficiency. 

We are currently investigating a further improvement of ranking accuracy by har-
nessing sentiment tags as the quality of Web pages can be indicated by these tags. We 
are also working on optimizing our topic model and the training algorithms as the 
time and space complexities are crucial for online Web search. 
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Abstract. With the increasingly emerging Web services, QoS-aware ser-
vice selection is an active research area on Web services composition. It
is a complex combinatorial optimization problem, which solves how to
find a best composition plan that maximizes user’s QoS requirement.
In this paper a QoS-aware Web services selection model is proposed us-
ing AND/OR Graph after discussing the QoS critera. The model is not
only capable of dealing with sequence relations and fork relations, but
also capable of dealing with parallel relations between services, and the
multi-objective constraint function is defined to meet the QoS. Further-
more, a novel service selection algorithm is proposed based on the ant
colony optimization. Finally, the algorithm is tested for the performance.

Keywords: Web Services, Quality of Service, AND/OR Graph, Ant
Colony Optimization.

1 Introduction

Web services are defined as self-contained, self-describing, modular applications
that can be published, located, and invoked across the Web. In service-oriented
computing (SOC), Web services are fundamental elements of distributed and
heterogeneous applications. With the development of theory and technology of
Web Service, the users will demand more value added and informative services
rather than those offered by single, isolated Web services. Therefore, Web ser-
vices composition is a main method of implementing service reuse [1]. So devel-
opers and users can solve complex problems by composing available elementary
services. Take an integrated financial management Web service as an example,
it can be created by composing more specialized Web services for payroll, tax
preparation, and cash management.

In addition, there are many different Web services available that could pro-
vide the same service function. However, these services have different Quality of
Service(QoS) including execution price, execution duration, and availability etc.
In order to satisfy the global QoS requirement of users, the best services must
be selected from numerous candidates to compose a more complex service.

Obviously, the QoS specification and description are very important, and some
researchers have studied on the QoS modeling. QoS criterion serves as a key
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index for discriminating candidate Web services and Web service compositions
with identical functionality. Cardoso etc. [2] propose the factors which QoS value
model should have cost, time and reliability. Zeng etc. [17] describe the factors
which QoS value model should have execution price, execution duration, reputa-
tion, successful execution rate and availability. In reference [17] the reputation is
a real number, and Claro etc. [3] propose some improvement reputations based
on fuzzy numbers. Hu etc. [6] describe the factors of QoS value as execution cost,
execution time, availability and reliability. Zhang etc. [18] add the composoabil-
ity factor, and use the reliability factor to substitute the successful execution
rate. Wan etc. [10] describe the factors of QoS value as execution price, execu-
tion duration, reliability and availability. Xiong etc. [14] describe the factors of
QoS value as cost, availability, reliability, successful execution rate. Observing
the different QoS criteria, we can see that the criteria mainly are about service
price, execution during, availability and so on. Therefore, in this paper, we will
mainly consider the five factors proposed by Zeng etc. [17].

The composite service is not a simple combination of many services. Relations
between them will affect the quality and implementation of the composite service.
Besides, not only the relations between services input and output parameters,
but also the parallel relations or the fork relations between elementary services
should be considered, too. For example, to rank and optimize composition, Lecue
[8] uses the semantic similarities between output and input parameters of web
service and other criteria such as quality of service. On the other hand, the fork
relations or sequence relations are considered in literature [13][5] [9] [11] [12] [16].
However, there are few literatures to mention how to deal with parallel relations
even if parallel relations are discussed in different ways. It is easy to remind
us thinking the parallel and fork relations as AND/OR relations. Thus, Lang
and Su [7] present a formalization of the Web service composition problem as
a search problem in an AND/OR graph, where the information provided in a
service request are represented as an AND/OR graph, where AND/OR nodes
are the services and the input/output documentary, respectively. However, the
approach neglects the QoS and the human interference needed. Thus, we will
propose a novel QoS-aware Web services composition model using AND/OR
graph, where AND nodes and OR nodes mean the parallel relation and the fork
relation between services, respectively.

As we have discussed, Web service selection problem is formulated as a multi-
objective optimization problem. Ant colony optimization (ACO)[4], is a novel
nature-inspired metaheuristic for the solution of hard combinatorial optimization
(CO) problems. The main idea of ACO is to model the problem as a search
for a minimum cost path in a graph. Artificial ants walk through this graph,
looking for good paths. Each ant has a rather simple behavior so that it will
typically only find rather poor-quality paths on its own. Better paths are found
as the emergent result of the global cooperation among ants in the colony. ACO
approach has been demonstrated by successful applications in a variety of hard
combination optimization problems such as traveling salesman problems, vehicle
routing problem, constraint satisfaction problem, machine learning, etc [15].
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Inspired by the character of ant colony optimization, more researchers [13][5]
[9] [11] have focused on solving the service selection problem with ACO, which
only consider the sequence relation between services. Wang etc. [12] take into
account the fork relation between service. Zheng and Luo [19] present a QoS-
aware Web services selection algorithm based on Ant Colony System, which is
applied to Web services composition with selection and concurrent execution
path, and present the concept of utility function of QoS which is the objective
function of their algorithm, but the utility function is mono-objective problem
with QoS constraints. Thus, we will describe a QoS-aware Web service compo-
sition selection algorithm using AND/OR graph based on ACO in this paper,
which considers not only the sequence relation, but also the fork relation as well
as the parallel relation between services, and define the multi-object function as
the heuristic information.

The rest of this paper is structured as follows. First, we introduce some ba-
sic concepts about the quality criteria and the logical relation between services.
A composite service selection model is proposed based on AND/OR graph in
section 3, and the services selection problem is formed as a multi-objective op-
timization problem. Then a novel Web service composition selection algorithm
using ACO is devised. The experiment results in Section 5 show that the novel
algorithm is valid and reasonable. Some conclusions will be given in Section 6.

2 Basic Concepts

The quality criteria of elementary services and the logical relation between ser-
vices will be discussed in this section.

2.1 Quality Criteria for Elementary Web Service

If a Web service includes one function(operation), it is called an elementary Web
service, and Web service for short, an elementary Web services is formalized as
a triple tuple as follows.

Definition 2.1 (Web Service). A Web service (WS) is defined as a tuple: WS =
(S, C, Q), where S denotes the basic information descriptions of the Web service,
such as the name of Web service, commercial entities of Web service and textual
descriptions of Web service; C denotes function descriptions of the Web service,
including the service interface parameters, pre-conditions and post-conditions;
Q denotes the factors of quality of the service.

Generally, Q is denoted as a array: Q = (q1, q2, ..., qn), where qi (1 ≤ i ≤ n)
means quality criteria such as execution price of the Web service, execution
duration, successful execution rate, reputation and availability, etc.

Web services interact through message, which is defined as the interface pa-
rameter of Web services[17].

Definition 2.2 (Interface Parameters of Web Services). The interface parameter
of Web services is defined as a binary group Parameter=(I, O).
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Here, I is the set of input parameters, I={i1, i2, ..., in}; O is the set of output
parameters, O={o1, o2, ..., om}. The elements of I and O are described as the
triple: (M, T, U), where M denotes the meaning of parameter, T denotes the
type of parameter, U denotes the unit parameter.

Generally speaking, an elementary service includes many physical services(PS
for short), each of the physical services can achieve the same function by itself.
In other words, there are many service providers can provide the same commer-
cial service, which is also called the physical service, and the different physical
services have different QoS property values. The goal of Web service selecting is
to choose elementary service, and physics services is bound when executing the
services composition.

In this paper, the five generic quality criteria[17] for elementary services(WS)
will be considered, which are execution price(qpr(WS, op)), execution duration
(qdu(WS, op)), reputation(qrep(WS)), successful execution rate(qrat(WS)) and
availability(qav(WS)).

Thus, the Quality of Service (QoS) criterion for an elementary service WS is
defined as Q(WS, op) = (qpr(WS, op), qdu(WS, op), qrep(WS), qrat(WS),
qav(WS)).

2.2 Meta-control Logical Relation Between Services

A composite service combine some elementary Web services according to the
logic to achieve the service requirement. In order to express convenient, two
virtual elementary services are given as the start point and the end point of the
composite service, expressed as WS0 and WSn+1, respectively.

Definition 2.3 (Composite Web Service). A composite Web service(CWS) is
defined as a tuple: CWS=(WS, CR).

Here WS is called a composite service, which is a set of elementary services.
WSi is an elementary Web service, namely WS = (WS0, WS1, · · · , WSi, · · · ,
WSn, WSn+1). Elementary services and composite service are Web services as
well, the difference is merely on the size of the granularity.

CR is a set of the control logical relation between services. For two components
WSi and WSj , there exists one of the four following relations between them,
which is called meta-control logical relation between WSi and WSj . The relation
also is described in Figure 1.

– Sequence Relation: For two component services WSi and WSj , if WSj is
executed after WSi, we call that there is a sequence relation between WSi

and WSj , expressed as ControlRelation(WSi ·WSj), and shown in Part(1)
of Figure 1.

– Iteration Relation: For a component services WSi, if WSi is executed for
many times, we call that there is an iteration relation of WSi, expressed as
ControlRelation(!WSi), and shown in Part(2) of Figure 1.

– Parallel Relation: For two component services WSi and WSj , which have
the same foregoing service WSs, if both of them need to be executed, we
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call that there is a parallel relation between WSi and WSj , expressed as
ControlRelation(WSi ∧ WSj), and shown in Part(3) of Figure 1.

– Fork Relation: For two component services WSi and WSj , which have
the same foregoing service WSs, if only one of them need to be executed,
we call that there is a fork relation between WSi and WSj , expressed as
ControlRelation(WSi ∨ WSj), and shown in Part(4) of Figure 1.

(1) (2)

(3)

WSjWSi WSi

(4)

WSi

WSj

WSs

WSi

WSj

WSs

Fig. 1. Meta-control Logic Relation Between Services

Obviously, the iteration relation is a special case of the sequence relation when
the pre-service and the post-service are the same one. Therefore, we just need
to discuss the other three meta-controlled logical relations from now on.

3 Composite Service Model Using AND/OR Graph

In this section, we will describe the composite service model based on the
AND/OR graph and formalize the composite service selection problem.

3.1 AND/OR Graph for Composite Services

There are some solutions to deal with parallel relations or fork relations, but
there are few solutions to dispose both parallel relations and fork relations in
the current composite service models.

As we have seen in Figure 1, there is a logical AND relationship among the
parallel relation services, and there is a logical OR relationship among the fork
relation services. Thus, we decide to use AND/OR graph to form the composite
services model. That is, the parallel relation is expressed by “AND” logic, and
the fork relation is expressed by “OR” logic.

Obviously, we can represent a composite service as an AND/OR Graph, where
a vertex is a Web service WSi, and the direction of an edge means the data
logical relation between the two adjacent vertices. Generally speaking, a vertex
is called an AND vertex if whose succeeding vertices are parallel to each other,
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and a vertex is called an OR vertex if whose succeeding vertices are fork to each
other.

In other hand, there are more than one meta-control logic relation in most
cases. Considering a mixed relationship, that is, there are parallel relation and
the fork relation among the successors of a service vertex, we can transfer the
mixed relationship to meta-control logic relations. Then we just need to discuss
the model including meta-control logic relations.

Let us take Figure 2 as an example to explain the transfer method. In the part
(1) of Figure 2, WSj and WSp are AND logical vertices, but WSq is OR logical
with WSp or WSj . We just need to add a new vertex, WSs, as the previous point
of the AND vertices. Then, there just leave the meta-control logical relations in
the part (2) of Figure 2.

(1) (2)

WSp

WSi

WSj WSq

WSi

WSs

WSj WSp

WSq

Fig. 2. The Transfer Method for Mixed Logical Relation

Here is an example to illustrate a Web composite service system structured
by an AND/OR graph in Figure 3. In the example, the combination of Web Ser-
vice (CWS) composes of 20 elementary services, two virtual services denoting the
start and the end as WS0 and WS21, respectively. That is CWS={WS0, WS1, ...,
WS20, WS21}. There are lots of choices from the start elementary service to the
end elementary service. In addition, there are some logical relationships among
the elementary services. Some are AND services, and some are OR services.

From Figure 3, we can see that there are one meta-control logic relation
between arbitrary component services WSi and WSj as well as the data logic
relation denoted by the directed arrows. For example, there are three choices
from WS1 to WS2, WS3 and WS4, and they are the OR logic to each other.
Both WS5 and WS8 must be executed after WS4, and they are the ANDlogic
to each other.

On the other hand, there are usually more than one physical services for a
web service WSi. Namely, WSi={PSi1, PSi2, ..., PSi|PSi|}, where |PSi| denotes
the number of the physical service for WSi. Figure 4 is a schematic diagram of
physical services, which is based on the edges from elementary services WS1 to
WS2 as an example in Figure 3. Suppose there are m physical services for each
elementary service. There exist paths from each physical service of WS1 to all
physical services of WS2, formed a complete directed bipartite graph.
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WS10

WS0
WS1

WS2 WS3 WS4

WS5

WS6 WS7 WS8

WS9

WS11

WS12

WS13 WS14 WS15

WS16

WS17

WS18

WS19

WS20
WS21

Fig. 3. A Composite Service System Based on AND/OR Graph

WS1PS1,2

WS2

PS1,2 PS1,m

PS2,2PS2,1 PS2,n

Fig. 4. Schematic Diagram of Physical Services

3.2 Description of Composite Service Selection Model

Given G(N, E, W ) is an AND/OR graph, where N is a set of the vertex, E is a
set of the edge, W is a set of the edge weight. The mathematical model of muti-
objective services composition optimization with QoS constraints is described as
follows.

Objective functions: ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

min(qpr(P ))
min(qdu(P ))
max(qrep(P ))
max(qrat(P ))
max(qav(P ))

(1)
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Constraint conditions: ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

qpr(P ) < Pr
qdu(P ) < Du
qrep(P ) > Rep
qrat(P ) > Rat
qav(P ) > Av

(2)

Where Pr, Du, Rep, Rat and Av denote constant values of the execution price,
the execution duration, the reputation, the successful execution rate and the
availability, respectively.

The execution duration and the execution price used are negative criteria,
i.e., the higher the value is, the lower the quality is. And the reputation, the
availability and the reliability are positive criteria, i.e., the higher the value is,
the higher the quality is. There is a cumulative relationship between the negative
criteria, and there is a multiplication between the positive criteria.

Normalize the multi-objection in equation (1), and we distribute the QoS
values to the edges of the directed graph. That is, the goal of searching is to find a
minimal weight path. If there are two edges with the same weight, choose the first
edge. As we have discussed, the five factors are divided into the negative criteria
and the positive criteria. In other words, the higher the prices and the execution
durations are, the longer the distance is. On the contrary, the higher the positive
criteria, the shorter the distance is. Thus, we can define the distance(weight) of
edge < i, j >∈ E as the follows.

dij =

{
Rep×Rat×Av×(pri+prj)×(dui+duj)

Pr×Du×repi×repj×rati×ratj×avi×avj
, < i, j >∈ E

∞, else
(3)

4 Web Service Composition Selection Algorithm Based
on ACO

Literature [18], [16] and [19]consider both the parallel relation and fork relation
between services in the composite services, but the problem of composite service
selection is transferred to a mono-objective optimized function with QoS con-
straints. Literatures [13], [5], [9], [11], [12]solve the composite service selection
problem with ACO, however they just consider the sequence relation between
services.

Thus, we will propose a QoS-aware Web service composition selection algo-
rithm using AND/OR graph based on ACO in this section, QCS-AND/OR-ACO
algorithm for short. The algorithm considers not only the sequence relation, but
also the fork relation as well as the parallel relation between services. In addi-
tion, the services selection is formed as a multi-objective optimization problem
as discussed in the last section.

We set ants in the start service vertex in the composite service based on
AND/OR graph. The task of each ant is to find a path, which satisfies the
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muti-objective composition optimization functions and the QoS constraint con-
ditions, from the start vertex to the end vertex. If ants arrive at an OR vertex,
they visit one of the next service vertices according to the transition rules, and if
ants arrive at an AND vertex, they visit all the succeeding service vertices. Every
ant update the local pheromone when it passes an edge. After the colony com-
plete an iteration, the global pheromone is updated. The algorithm is described
in Algorithm 1.

The Ant Colony System differs from the previous ant system because of the
three main aspects[4]. The key of the QCS-AND/OR-ACO algorithm is the state
transition rule, the global updating rule and the local updating rule.

Transition Rule. Let P k
ij denotes the state transition probability, that is, the

ant k moves from service i to service j in the t times iteration.
q is a random variable, q0 is a constant, q ∈ [0, 1], and q0(0 ≤ q0 ≤ 1).

allowedk is the set of the nodes (physical services) allowed to visit by the ant k.
When an ant k arrives at an OR vertex, allowedk is composed of the physical
services in the all succeed vertices(services), and the ant chooses one node to
visit according to the following transition rule. When an ant arrives at an AND
vertex, the allowedk is the union of the composed of the physical services in
every succeed vertices(services), the ant must choose one node to visit from
every succeed vertices. The transition rule is given as follows.

P k
ij =
{

arg maxl∈allowedk
[τil]α[ηil]β if q < q0

J otherwise (4)

where J , a random variable, is computed by the following probability distribution
equation.

J =

{
[τij]

α[ηij ]
β

suml∈allowedk
[τil]α[ηil]β

l ∈ allowedk

0 otherwise
(5)

ηij = 1
dij

is the heuristic information, dij is computed according to Equation
(3). τij is the pheromone intensity of the path between service i and j, α is a
parameter controlling the importance of the pheromone, and β is a parameter
controlling the importance of heuristic information.

Local Pheromone Updating Rule. The ant updates the pheromone on the
passing edges according to the following equation.

τij = (1 − ρ)τij + ρτ0 (6)

where τ0 is the initial pheromone level, ρ (0 < ρ < 1) is the pheromone decay
parameter.



A QoS-Aware Web Services Selection Model Using AND/OR Graph 133

Algorithm 1. QoS-aware Web Service Composition Selection Algorithm
Using AND/OR Graph Based on ACO

Input: G = (N, E, W ).
Output: a service path GS.
begin

Step 1: Initially
τij(0)=const; t = 0;
LSk = ∅; //local solution
TSk = ∅; //temp solution
GSt, GS′

t = ∅; //global solution
Set M , T ; //the number of ants, and the number of maximum iteration
Step 2: Construct solution
while GS = GS′

t or t = T do
for k = 1, k ≤ M , k + + do

Set ants on the starting vertex WS0; currentnode = WS0;
while currentnode! = ∅ do

Update allowedk;
if currentnode is an OR vertex then

According to Equation (4) to choose PSij from all candidate
services;
LSk = LSk ∪ PSij ;
According to Equation (6) to update the pheromone on the
passing edges;
currentnode = currentnode ∪ PSij ;

end
else

for ∀WS ∈ allowedk do
According to Equation (4) to choose PSij from all
candidate services;
LSk = LSk ∪ PSij ;
currentnode = currentnode ∪ PSij ;

end
According to Equation (6) to update the pheromone on the
passing edges;

end

end
if LSk is superior to TSk then

TSk = LSk;
end
LSk = ∅;

end
choose the best one from all of TSk to GS′

t;
TSk = ∅;
According to Equation (7) to update the pheromone;
t++;
if GS′

t is superior to GS then
GS = GS′

t;
end

end
Step 3: Output the path GS.

end
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Global Pheromone Updating Rule. After an iteration, the pheromone up-
dated by the following equation.

τij = (1 − ρ)τij + ρΔτij

Δτij =
m∑

k=1

Δτk
ij

Δτk
ij =
{

1
Lk

(i, j) ∈ Lk

0 otherwise

(7)

where Lk denotes the length of optimal execution path in this iteration.

5 Experiments and Analysis

5.1 Example Analysis

The advantage of the proposed method is processing both sequence relations
and fork relations as well as parallel relations.

Let us take the composite service system in Figure 3 as an example again, to
explain how the QCS-AND/OR-ACO algorithm to find a path which satisfy the
multi-objective optimal functions and the constraint conditions.

For the virtual services WS0 and WS21, we set the five factors of QoS to be
0, 0, 1, 1 and 1 for execution price, execution duration, reputation, successful
execution rate and availability, respectively.

Let PSi,j denotes the j-th physical service of the i-th elementary service, and
PSi,j(A, B, C, D, E) means that A, B, C, D, E are the five QoS factors of PSi,j

as execution price, execution duration, reputation, successful execution rate and
availability, respectively. And set the ultimate values of the constrain conditions
as Rep = 4, Rat = 10, Av = 10, Pr = 5, Du = 4.

Suppose we have the following QoS values:
PS0,0(0, 0, 1, 1, 1), PS1,1(8, 9, 8, 8, 9), PS4,1(2, 3, 4, 5, 6), PS5,0(3, 2, 1, 8, 9),
PS9,0(3, 5, 4, 8, 8), PS8,1(1, 1, 8, 9, 8), and etc.

For example, when the ant visits the WS4, it steps on the 1-th physical service
now, then it choose the 0-th physical service of the WS5 according to Equation
(4). Actually, the weight of the edge, d[4, 1][5, 0], be calculated by Equation (3).
That is, d[4, 1][5, 0] = Rat × Av × Rep× (du4,1 + du5,0) × (pr4,1 + pr5,0)/
Pr × Du × rep4,1 × rep5,0 × rat4,1 × rat5,0 × av4,1 × av5,0 = 0.0578703.

In the example, we can obtain an optimal composite service path, which is
confirmed by the brute force searching.

5.2 Experimental Results

In order to evaluate the approach, the QCS-AND/OR-ACO algorithm is pro-
grammed in Visual C++ 6.0 and running in a PC, which is 2.60GHz and 1.96G
Memory.

There are 4 services instance system, denoted by SI1, SI2, SI3, SI4. The num-
ber of elementary services in the composite service system SI1, SI2, SI3 and SI4
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are 10, 20, 30 and 40, respectively. The number of candidate physical services
for each elementary service can be different in practice. We set the number is 20
simply in the experiments. The service execution price and execution duration
is a integral data which is generated randomly between 1 and 100 respectively,
reputation is a integral data which is generated randomly which is from 1 to
10, successful execution rate and availability of a Web service is a float which is
generated randomly between 0 and 1. Here, α = 2.0, β = 5.0, ρ = 0.1, q0 = 0.9;
Rep = 2, Rat = 0.6, Av = 0.5, Pr = 300, Du = 100. Each experiment is tested
10 times, and the average results are calculated as the result of the experiment.

Experiment 1. In this paper,a QoS-aware Web services selection model is pro-
posed using AND/OR Graph. The model is capable of dealing with sequence
relations and fork relations, as well as parallel relations between services. In or-
der to show that the new method is valuable, the approach in literature [12] is
used here, where only fork relations and sequence relations between services are
considered. The results are recorded in Figure 5 and Table 1, where CPU running
time in seconds which start from ants start to search a path, not considering the
time of data processing, Ite and Dist means the number of iterations and the
distance of the path, respectively.

Fig. 5. Comparison of the CPU Time

Table 1. Comparison of the Distance

SI Literature[12] QCS-AND/OR-ACO
Ite Dist Ite Dist

SI1 3.6 1.598631 2.0 0.039413
SI2 4.7 1.525001 2.8 0.093870
SI3 2.8 2.459177 2.3 0.065158
SI4 6.1 2.479946 2.9 0.054923

From Figure 5, we know that the CPU running time of QCS-AND/OR-ACO
algorithm is more high-efficiency than the algorithm in Literature [12]. From
Table 1, we know that the distance of the best optimal path obtained by QCS-
AND/OR-ACO algorithm is shorter than the algorithm in Literature [12]. That
is, to process sequence relations and fork relations, the new algorithm is better
than the algorithm in Literature [12].

Experiment 2. In order to show that the new method is capable to deal with
the parallel relations in the web composite service system, more experiments
are tested. That is, we change some vertices in different proportions to be AND
vertices, namely to be parallel relations, in the service instance system, SI4,
which has 40 × 20 vertices. Then, the QCS-AND/OR-ACO algorithm is tested
on the changed service instances. The results of experiment are in Table 2.

From Table 2, we can see that the new algorithm is not only deal with the
sequence relations and fork relations, but also good at dealing with the parallel
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Table 2. Research on the Different Proportion of AND Vertices in SI4

Proportion of CPU time Distance of the
AND vertices best optimal path

0% 0.0313 0.054923
2.5% 0.0342 0.054078
5% 0.0404 0.054177
10% 0.0437 0.058206
20% 0.0466 0.028575

relations. Furthermore, with the increasing of the proportion of the AND nodes,
the CPU running time and the distances are reasonable.

6 Conclusion and Future Work

QoS-aware service selection is a complex combinatorial optimization problem,
which solves how to find a best composition plan that maximizes user’s QoS
requirement. Firstly, this paper presents the QoS criteria for composite ser-
vices after discusse relations between elementary services. Secondly, a QoS-aware
Web services selection model is proposed using AND/OR graph, which considers
not only sequence relations, but also parallel relations as well as fork relations
between elementary services. Then, the composite services selection model is
formed and the muti-objection functions defined. Finally, this paper proposes a
QoS-aware Web service composition selection algorithm using AND/OR graph
based on ACO, and the distance between physical services is used as the heuris-
tic information. Experimental results show that the novel algorithm is valuable.
How to improve the efficiency of the algorithm is our further work.
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Abstract. Most users play two roles in micro-blog, namely, author and
reader of tweets. Facing diverse users and mass user-generated contents
in micro-blog, identifying and ranking influential authors who post topic-
specific high-quality contents is a challenge. In this paper, we present
a way to measure the quality of tweets, which accordingly determines
the influence of their authors. The quality of the tweet is evaluated
according to the topic focus degree, the retweeting behavior, and the
topic-specific influence of the users who retweet it. In this way, the re-
lationships between two micro-blog users extend beyond the traditional
following (i.e., friend-follower) relationship to have more that are es-
tablished indirectly and dynamically through tweets. We explore the use
of these enriched relationships and present a tweet-centric topic-specific
author ranking in micro-blog. To enable timely mass data processing on
a daily or even hourly basis, we implement our ranking method using
MapReduce framework. Some evaluation experiments have been con-
ducted based on a large-scaled real dataset from Tencent micro-blog,
which has the largest number of users (over 200 millions) in China.
The result shows that our author ranking approach outperforms the
PageRank-based and HITS-based approaches significantly in terms of
ranking accuracy and quality.

Keywords: Micro-blog, topic-specific, tweet, reader, author, ranking.

1 Introduction

1.1 Motivation

Micro-blog, a novel social network service, has spread rapidly over the world
and been accepted by hundreds of millions of people. In micro-blog, the contents
posted by users are no longer called blogs but tweets, which are short texts within
the limit of 140 characters, and the contents can be anything that the users want
to share, such as the state of their mind, what they are doing or seeing, hot news,
funny jokes or videos, and so on. Besides, people can follow any other users
whom they are interested in, and share or forward their contents without their
permission. Such contents sharing or forwarding activity is also called retweeting,
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which is the most pervasive user behavior in micro-blog nowadays. Since micro-
blog is much more open than some other social network services like facebook,
the speed of information diffusion among micro-blog users is incredible, and
users’ interaction becomes unprecedentedly easy and unimpeded.

Users in micro-blog are diverse, including organizations, companies, news me-
dia, celebrities, domain experts, individual users, and so on. Most of the users
play two roles, author and reader of tweets. There is a demand to identify in-
fluential authors who post high-quality topic-specific tweets from a variety of
micro-blog users. Consider the following scenarios.

1) For an NBA fan, besides obtaining the game information from the sports
channel in micro-blog, s/he may be more interested in the opinions written
by authoritative authors on the NBA games, and want to interact with them
further.

2) For one who wants to have an overview picture of Libya Crisis, news media
in micro-blog may be insufficient. A war correspondent who posted original
tweets about live situations of Libya may be more attractive

3) A policeman may want to trace influential authors of certain tweets related
to a crime in micro-blog to get some clues for case detection.

The aim of this study is to investigate techniques for topic-specific author rec-
ognizing and ranking in micro-blog.

So far, there are some work with respect to finding influential users in micro-
blog, where authors and readers are uniformly treated as users without distinc-
tion, and users ranking is largely based on the links between users according to
the following relationship (i.e., friend and follower relationship) [9]. However,
the following relationship may not be the most important factor for recogniz-
ing topic-specific influential users due to the following four reasons. First, some
following relationships may be just because users know each other, not because
they have common interests in topics. Second, the following relationship does
not distinguish the closeness degree of interest between two users on for a spe-
cific topic. Third, the following relationship does not reflect the difference of
user behaviors, such as whether a follower retweets his/her friend’s tweet either
with or without comments; how much interest a user has in a topic. Fourth, the
most important reason is that the establishment of the following relationships
often lags behind new topics. For instance, when a war or an earthquake broke
out, an eyewitness (an ordinary individual micro-blog user with few followers)
may post many valuable tweets about the sudden event. In this case, the diffu-
sion of valuable information through multi-hop retweeting is much faster than
the establishment of the following relationships. Thus, relaying on the following
relationships is inadequate for user ranking [8].

1.2 Our Work

To overcome the deficiencies, we propose a tweet-centric approach for topic-
specific author recognizing and ranking in micro-blog. The main idea is to cap-
ture more inherent relationships in the triangle of author user, tweet, and reader
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user, and employ these rich relationships beyond users’ static following rela-
tionship in authors’ ranking. To this end, we build a weighted directed user-tweet
model consisting of two types of nodes, namely, user node and tweet node. For a
tweet, we distinguish user’s role into author or reader explicitly. The edge from
a user node to a tweet node means the user retweets the tweet (as reader), while
that from a tweet node to a user node means the tweet belongs to the user (as au-
thor). A weight is bounded with each edge; the weight on user-to-tweet edges re-
flect whether the reader retweets the tweet with or without comments, while that
on tweet-to-user edges distinguish the contributions of different-quality tweets to
the influence of authors. In this way, users’ relationships are dynamically estab-
lished through real user-generated tweets and users’ reaction behaviors, rather
than directly through the static following relationships.

In the model, tweet score, author score, and reader score are defined to quanti-
tatively measure the quality of a tweet, the influence of an author, and the topic
focus of a reader, respectively. 1) The topic focus score of a user as reader (reader
score) is the statistic percentage of topic-specific tweets s/he has retweeted. 2)
The influence score of a user as author (author score) is determined by the qual-
ity of his/her originally posted tweets. 3) The quality score of a tweet (tweet
score) is subject to the retweeting behaviors of its readers (i.e., with or without
comments), as well as the interest and influence scores of its linked users (which
may also be readers or authors of other tweets). This is based on two obser-
vations. First, a tweet retweeted by readers with comments intuitively attracts
more attentions than those without comments, since people will not comment
a tweet unless it is interesting enough. Second, a tweet retweeted (forwarded)
by other influential authors or interested readers on the topic appears to have
better quality than those retweeted by less influential and interested users.

Computation of the scores of tweets and users are iterative until all user
scores are converged. Then users are ranked according to their influential scores
as authors. We implement our ranking method using the MapReduce framework,
ensuring mass micro-blog data processing within acceptable time, for example,
on a daily or even hourly basis. We have conducted some experiments on a real
large Micro-blog data from Tencent, which owns the largest number of users
in China (over 200 millions). The experimental result shows that our author
ranking approach outperforms the PageRank-based and HITS-based approaches
in terms of ranking accuracy and quality.

In summary, the contributions of the study lie in the following two aspects.

1. We propose a tweet-centric approach to rank topic-specific influential authors
in micro-blog. Different from the existing user ranking methods based on the
simple following relationships between users, our approach captures more
inherent relationships among tweets, authors, and readers in micro-blog,
and explores the use of these rich dynamic relationships in ranking authors
specifically.

2. We implement our author ranking algorithm using MapReduce framework,
enabling timely identification of influential authors in the mass micro-blog.
We evaluate the approach on the real large micro-blog data from Tencent,
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and analyze the daily author ranking results on different kinds of topics. Our
experimental result shows that our author ranking method outperforms the
PageRank-based and HITS-based approaches in terms of ranking accuracy
and quality.

The remainder of this paper is organized as follows. In Section 2, we review some
closely related work and highlight the differences of our work from the existing
ones. In Section 3, we describe our user-tweet interaction model. Details of the
topic-specific author ranking algorithm are given in Section 4. We describe our
performance study in Section 5, and conclude the paper in Section 6.

2 Related Work

Some work on user ranking in micro-blog came out in the last few years.
TunkRank [7] and TwitterRank [9], which are both variants of PageRank [4],
measured the influence of users in Twitter based on a user graph constructed
according to following relationships. The difference between them is that Twit-
terRank introduces topic similarity between a user and his/her followers. IP-
Influence [6] is a related algorithm similar to HITS [3], considering passivity
of users, a measure of how different it is for other users to influence them. An-
other interesting approach leveraged probabilistic clustering and Gaussian-based
ranking based on user features analysis [5].

TURank [10] measured the influence of users using ObjectRank [1] based
on a user-tweet graph, which is most similar to our approach. The user-tweet
graph used in this algorithm contains three relationships, following relationships
between users, parent-child relationships between tweets, and posting-posted re-
lationships between users and tweets. Different from these algorithms, we focus
on topic-specific author ranking and our approach is based on a user-tweet graph
according to retweeting relationships from readers to tweets and belonging re-
lationships from tweets to authors, which emphasizes real interaction between
users and tweets.

In our approach, the relationships between users are established through real
tweets dynamically and indirectly, instead of directly using static following rela-
tionships, and some implicit user features are incorporated into our graph-based
approach, which help improve the accuracy and effectiveness.

3 A User-Tweet Interaction Model

The user-tweet interaction model is the foundation of our author ranking ap-
proach. It is a weighted directed user-tweet graph G = (V, E). V is a set of
nodes which are of two kinds. Let VT = {t1, t2, . . . , tm} be the set of tweet
nodes representing tweets, and VU = {u1, u2, . . . , un} be the set of user nodes
representing users. V = VT ∪ VU . Here, tweet nodes only represent those orig-
inal tweets, whose quality and popularity determine the influence degrees of
their authors. E = EU→T ∪ ET→U is a set of edges of two type as well, where
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EU→T = {eu→t
1 , eu→t

2 , . . . , eu→t
p } is a set of edges from user nodes to tweet

nodes, representing users respond to the tweets by retweeting with or without
comments; and ET→U = {et→u

1 , et→u
2 , . . . , et→u

q } is a set of edges from tweet
nodes to user nodes, representing the authorship of the tweets.

For an edge eu→t ∈ EU→T from a user node to a tweet node, a weight is
bounded according to whether the reader user retweets the tweet with or without
comments.

Weight(eu→t) =

⎧⎪⎨
⎪⎩

1 if retweeting with comments
1
2 if retweeting without comments
0 otherwise.

(1)

It measures the contribution of a reader’s behavior to the quality of a retweeted
tweet. Retweeting with comments shows user’s more interest in the tweet than
without comments.

Also for an edge et→u ∈ ET→U from a tweet node to a user node (i.e., author
node), the associated weight value signifies the contribution of the tweet to
the influence degree of its author. Intuitively, more readers retweet the tweet,
implying higher quality the tweet has, thus more influential the author is.

Weight(et→u) =
InDegree(t)

C
(2)

where InDegree(t) is the in-degree of node t, representing tweet’s retweeting
number, and C is an adjustable positive integer, which could be set as the total
number of user nodes in the user-tweet graph.

Figure 1 shows a user-tweet graph example.

Fig. 1. A user-tweet graph example
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4 Topic-Specific Author Ranking

Readers’ interest behavior towards a tweet implies the quality of the tweet,
which then determines the influence level of its author. To perform topic-specific
influential authors’ ranking, we first compute scores of tweet/user nodes in the
directed weighted user-tweet graph. Here, the score of a tweet node reflects the
quality of the tweet. The score of a user (as reader) node measures the topic-
focus degree of the reader, and the score of a user (as author) node reflects the
influence degree of the author. The computation process is iterative until all
scores are converged.

4.1 Reader Score Reflecting Reader’s Topic-Focus Degree

Consider there are two readers retweeting the same tweet. One of them only
retweets tweets of the same topic, while the other retweets tweets of various
topics. Obviously, on this topic, the voting of the former to the quality of the
tweet has more referenced values than that of the later. We define the following
reader score to measure the topic focus degrees of users as reader.

ReaderScore(u) =

{
α × RelatedOutDegree(u)

OutDegree(u) if OutDegree(u) > 0

0 otherwise.
(3)

where OutDegree(u) is the total number of tweets retweeted by user u, and
RelatedOutdegree(u) is the number of topic-related tweets retweeted by u. α
is an adjustable basic reader score uniform for every user, which is set to the
inverse of the number of users who post or retweet tweets on the topic in this
study. The greater the value of ReaderScore is, the more the reader user focuses
on the topic.

4.2 Tweet Score Measuring Tweet’s Quality

The score of a tweet is determined by the scores of users who respond to it. A
random surfer model on the user-tweet graph is used to compute the score of
tweet t ∈ VT .

TweetScoren+1(t) = p× 1
|VT | +(1−p)×

∑
u∈VU

(Weight(eu→t)× UserScoren(u)
OutDegree(u)

)

(4)
Here, TweetScoren+1(t) is the score of tweet t computed in the (n+1)-th itera-
tion. p is the probability that a random surfer jumps to a random tweet instead
of following the directed edges in the user-tweet graph, which is generally set to
0.15. |VT | is the number of topic-related tweets. OutDegree(u) is the number of
topic-related tweets retweeted by user u. UserScoren(u) is the score of the user
computed in the n-th iteration.
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4.3 User Score Containing Reader Score and Author Score

The user score during iteration consists of two parts, reader score and author
score. We have defined the reader score of a user in Formula 3. Next we define
the author score.

AuthorScoren+1(u) =
∑
t∈VT

(Weight(et→u) × TweetScoren+1(t)) (5)

Here, AuthorScoren+1(u) is the author score of the user computed in the (n+1)-
th iteration. TweetScoren+1(t), the score of original tweet posted by this author,
has been given in Formula 4. So the computation of AuthorScoren+1(u) corre-
sponds to the observation that the influence of an author on the topic is deter-
mined by the quality of his/her original tweets.

Now the user score can be obtained through linear combination of reader score
and author score as follows.

UserScoren+1(u) = ReaderScore(u) + AuthorScoren+1(u)

= α × RelatedOutDegree(u)
OutDegree(u)

+
∑
t∈VT

(Weight(et→u) × TweetScoren+1(t))

(6)

Algorithm 1. Topic-specific author ranking in micro-blog
Input: A topic-specific user-tweet graph G = (V, E), where V = VT ∪ VU

Output: A ranked list L of authors
1: p ← 0.15; // the probability of a random surfer jumping in Formula 4
2: α ← 1/|VU |; // the basic reader score in Formula 3
3: for each user u ∈ VU do
4: ReaderScore(u) ← α × RelatedOutDegree(u)

OutDegree(u)
;

5: UserScore0(u) ← 1.0; // initial user score
6: end for
7: n ← 0; // iteration indicator
8: repeat
9: for each tweet t ∈ VT do

10: TweetScoren+1(t) ← p× 1
|VT | + (1− p)

∑
u∈VU

(Weight(eu→t)× UserScoren(u)
OutDegree(u)

);

11: end for
12: for each user u ∈ VU do
13: AuthorScoren+1(u) ← ∑

t∈VT

(Weight(et→u) × TweetScoren+1(t));

14: UserScoren+1(u) ← ReaderScore(u) + AuthorScoren+1(u);
15: end for
16: n ← n + 1;
17: until UserScore convergence
18: L ← Rank(AuthorScore(u));
19: return L;
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4.4 Author Ranking

Note that UserScore in Formula 6 is the score of user during iteration process,
considering the contributions of users both as reader and as author. But when
the iteration process is completed, AuthorScore is used as the final ranking score
of user, due to the observation that the influence of a user is determined by the
quality of the original tweets posted by him/her. Algorithm 1 shows the core
pseudocode of the approach.

We implement the algorithm using MapReduce framework to ensure the ef-
ficiency of large-scaled data processing. The first step is to construct a topic-
specific user-tweet graph. Then the scores of tweets and users are computed
iteratively until all scores are converged. At last, users are ranked by sorting
their author scores.

Topic-related tweets can be simply extracted through keyword matching. Use-
ful information related to these tweets are stored in a file for constructing the
user-tweet graph, including authors, responders, behavior types of responders,
and so on. In other words, the user-tweet graph exists in the form of a file. This
file is placed on HDFS (Hadoop Distributed File System) as the input file of the
following iterative processing.

5 Experiments

Our evaluation experiments were carried out on a hadoop cluster with 60 nodes,
each with one 2.13GHz Intel Xeon Quad-Core processor, 32GB memory, and
12*146GB disks. The operation system is SUSE Linux Enterprise Server
10(x86 64). The hadoop version is 0.20.9.

Data set is from Tencent Micro-blog, which has more than 200 million users.
We collected the information of all the tweets in the period of March 19th, 2011
to June 19th, 2011, a complete dataset of four months. The tweets are stored by
date. The data file per day has approximately 4GB, and is placed on HDFS.

5.1 Empirical Evaluation of Author Ranking

We perform the topic-specific author ranking on three different topics - 1) NBA
Finals, 2) Libya Crisis, and 3) DNF (Dos Not Finish, a popular online game)
based on the data from June 1 to June 7. Table 1 shows each of the top 10
authors.

Topic 1 (“NBA Finals”). NBA is the official account of NBA in Tencent
Micro-blog. qq nba is the specific channel of Tencent focusing on NBA games.
titanduanxu, zhangweiping714, yugayujia, and yangyi are all professional basket-
ball analysts working for CCTV (China Central Television) or Sports Weekly.
linan10 is the assistant coach of the national basketball team, who was once a
famous basketball player in China. The three remaining users, yu hua, bifeiyu,
and sutongjs went to USA and watched NBA final games live. They are all well-
known professional writers with a large number of followers. Although their jobs
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Table 1. Top 10 influential authors on three hot topics

Topic 1 (“NBA Finals”) Topic 2 (“Libya Crisis”) Topic 3 (“DNF”)

NBA qiuyongzhengABC dnf
yu hua t news LyTouch
bifeiyu laorong hunangame
qq nba ktingstyle jsgame
titanduanxu qqnews dnfcity
linan10 ludashi dnfradio
zhangweiping714 C911001840 FoxySnow
yugayujia video qqgames
sutongjs simapingbang wb592319498
yangyi zhanmin shuang2

are not about basketball, NBA games are their common hobby and their tweets
about NBA Finals have high-quality.

Topic 2 (“Libya Crisis”). At the top of the list is qiuyongzhengABC, who is a
war correspondent who stayed in Libya and posted many valuable tweets about
Libya situation. t news, qqnews, and video are all information media, broadcast-
ing current news over the world. The six remaining users are active individual
users who tweet about current affairs and express personal opinions. Among
them, laorong and ktingstyle pay more attention to Libya Crisis; C911001840
is interested in military affairs; and simapingbang and zhanmin are both media
workers. Some opinions of them are sharp and strong, and motivate others to
retweet and comment.

Topic 3 (“DNF”). dnf, dnfcity, and dnfradio are official accounts of the DNF
game, focusing on its different aspects. TG-hunan, TG-jiangsu, and qqgames are
game channels of Tencent. The four remaining users are active individual users
related to the DNF game. LyTouch works in the game department of Tencent,
and often releases some interesting information about DNF. shuang2 is a popular
DJ of DNF official broadcasting. FoxySnow and wb592319498 are both senior
players of DNF, and FoxySnow is a popular DJ of a game club radio as well.

From the results of these experiments, it can be seen that the effectiveness of
our approach is satisfactory intuitively. In the next subsection, some results of
rating and comparison are shown to quantify the effectiveness further.

5.2 Effectiveness of Author Ranking

Most existing graph-based algorithms for user ranking in micro-blog are variants
of two classic algorithms, PageRank and HITS. In order to quantitatively exam-
ine the effectiveness of our approach, which is developed specifically for author
ranking, we did comparison with the PageRank and HITS based approaches.

User’s PageRank. This approach is based on a user graph constructed ac-
cording to the following relationships. Vertices refer to users, instead of pages in
the original PageRank. Following relationships between users take the place of
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hyperlink between pages. This approach has been used to compute the authority
scores of users by [2].

User-tweet HITS. This approach is based on a bipartite graph whose vertices
are composed of two independent sets, users and tweets. If a user retweets a
tweet, there is an edge between the user node and the tweet node. During the
iteration process, users are taken as hubs, while tweets are taken as author-
ities. When iteration is completed, total scores of original tweets are used as
corresponding authors’ scores to measure the influence of users.

We conducted artificial rating over top 5 users obtained by the two reference
algorithms and our approach on three different topics. The rating score of a
user ranges from 1 to 5, which is determined by the relevance and quality of
the contents generated by the user. 22 people, students, and employees of IT
companies aging from 20 to 30 years old , took part in the rating. Each of them
just rated the given users for their interested topics. We received 8 ratings for
“NBA”, 11 for “Libya Crisis”, and 11 for “DNF”. Figure 2 shows the comparison
results.
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Fig. 2. Rating results comparison

As shown in Figure 2, for each topic, the average rating score of top 5 users from
our approach is much higher than that from the other two methods. It is worth not-
ing that the average follower number of top 5 users from User’s PageRank is the
most for all the three topics, but the corresponding rating scores are the lowest
for the other two topics out of three. In particular, for the topic “Libya Crisis”, al-
though the average follower number of top 5 users from our approach is much fewer
than that from the other two methods, the corresponding average rating score is
the highest. This proves that the influence of a user on a specific topic is not nec-
essarily proportional to his/her follower number.

5.3 Efficiency and Analysis of Timely Author Ranking

Sometimes, real-time author ranking is necessary, specially for a sudden event.
It is meaningful to recognize the most relevant and influential authors as soon as
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possible. For a long-standing topic, people may also want to find interesting au-
thors at different stages. For example, Libya crisis suddenly got intensified when
NATO carried out an air strike on March 20, 2011. Besides the authoritative
news media, it is significant to find those individual users who originally tweet
about the live situation in Libya. Timely author ranking solution on a daily or
even hourly basis is very much desirable. Table 2 shows the daily ranking lists
of top 5 authors on the “Libya Crisis” topic from March 19, 2011 to March 21,
2011 obtained by our approach.

Two authoritative news media, t news and qqnews, appeared in the list of top
5 authors for all the three days. This is reasonable because people need to get
news about “Libya Crisis” from authoritative news media. Particularly, on March
20 when NATO carried out an air strike in Libya, author qiuyongzhengABC,
ranked in the second place, is a war correspondent who posted many valuable
tweets about Libya situation; and on the following day, the war correspondent
ascended to the first in the author list given by our algorithm. From the result of
this experiment, it can be concluded that timely author ranking of our approach
is effective.

Furthermore, we examine the stability of the ranking results on different top-
ics. We conducted daily author ranking on the four topics (“NBA Finals”, “Libya
Crisis”, “DNF”, and “iPhone”) from June 1, 2011 to June 7, 2011. For each top
10 authors from two adjacent days, the percentage of common authors (pcu) is
used to measure the stability between the two days. Figure 3 shows the experi-
mental results for seven consecutive days.

It shows that the greater the pcu is, the more stable the topic is. The most sta-
ble topic is “NBA Finals”, whose pcu is above 40%, even reaching 50%. “Libya”
takes the second place, whose pcu ranges from 30% to 50%. The most unsta-
ble topic is “iPhone”, whose pcu is less than 10% throughout the seven days.
“DNF” is different from the other three topics. Sometimes it is stable enough
with a pcu reaching 50%; and sometimes it is quite unstable, whose pcu drops
down to zero. These are due to the following reasons. “NBA Finals” is the most
stable topic, because NBA games are a popular long-term sporting event, and
some professionals or experts have been there for a long time, for example, bas-
ketball analysts. “Libya Crisis”, as an international event, has lasted for several
months, which is similar to “NBA Finals”. So the authors of this topic is also
stable, including news media and correspondents. The stability of “DNF” is in-
consistent largely because business operation of game manufacturer leads to this
uncertainty. As a popular electronic product, “iPhone” is quite a user-unstable

Table 2. Daily author ranking on the topic of “Libya Crisis”

March 19, 2011 March 20, 2011 March 21, 2011

ktingstyle qqnews qiuyongzhengABC
t news qiuyongzhengABC niudao
qqnews t news gemagazine
christopherjing ktingstyle qqnews
mil − qq huangdoc t news
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Fig. 3. Stability of daily author ranking results

topic because there is no official account or commercial operation of “iPhone”
in Tencent Micro-blog.

5.4 Effect of Weight Settings in the User-Tweet Graph

We introduced Weight(eu→t) reflecting reader u’s retweeting behavior to the
quality of tweet t, and Weight(et→u) reflecting tweet t’s contribution to the
influence of author u in the user-tweet graph. This aims to highlight the authors
whose tweets are high-quality and popular, rather than those who post high-
quantity but relatively low-quality tweets. We examine the effect of their settings
on our topic-specific author ranking.

The left half of Table 3 shows the author ranking lists on the topic “NBA Fi-
nals” on June 1, 2011 under uniform and different weight settings from readers
to tweets. Here, the uniform weight setting means that retweeting with/without
comments is treated in the same way without distinction. That is, Weight(eu→t)
is consistently set to 1 for retweeting behaviors. A different weight setting is 0.5
for retweeting without comments and 1 for retweeting with comments. With a
uniform weight setting, bifeiyu ranks before NBA, and yugayujia ranks before
zhangweiping714, which contrary to the rank result under different weight set-
tings. bifeiyu is a famous writer, and NBA games are just his off-hour hobby;
while NBA is the official account of National Basketball Association in Tencent

Table 3. Effect of Weight(eu→t) and Weight(et→u)

Weight(eu→t) on topic “NBA Finals” Weight(et→u) on topic “Libya Crisis”

uniform different uniform different

bifeiyu NBA haowenhu qqnews
NBA bifeiyu qqnews qiuyongzhengABC
qq nba qq nba t news t news
yugayujia zhangweiping714 qiuyongzhengABC ktingstyle
zhangweiping714 yugayujia ktingstyle huangdoc
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Micro-blog, focusing on various information about NBA games. Both zhangweip-
ing714 and yugayujia are well-known basketball analyst working for CCTV. But
zhangweiping714 provides live analysis for NBA Finals in USA, whose tweets
are more attractive for NBA fans. Obviously, the later is more reasonable than
the former. From this experiment, it can be concluded that distinguishing user
behaviors is necessary and effective to recognize more authoritative users for a
specific topic.

The right half of Table 3 shows the ranking lists of top 5 authors on the
topic “Libya Crisis” on March 20, 2011 under uniform and different weights
from tweets to authors. For the uniform weight setting, Weight(et→u) = 1;
while for the different weight setting, Weight(et→u) = InDegree(t)

C (C is set
to the total number of user nodes in the user-tweet graph). haowenhu ranks
fist in the list obtained with a uniform setting. He posted a lot of low-quality
tweets about Libya on March 20, 2011, and even plagiarized some tweets from
qiuyongzhengABC, who is a war correspondent staying in Libya but only rank
fourth in the list. In contrast, in the list obtained with different weight settings,
the spammer haowenhu is kicked out from the top 5 users, and the real war
correspondent qiuyongzhengABC ascends to the second place. Obviously, the
latter is better than the former. So it is effective to recognize real influential
authors, and exclude spammers through the edge weights from tweets to users.

6 Conclusion

In this paper, we propose a tweet-centric approach for topic-specific author rank-
ing in micro-blog, which is based on a directed weighted user-tweet graph. The
influence of an author is determined by the quality of tweets s/he has posted,
which is in turn determined by the retweeting behaviors of their readers. We
present a way to quantify the quality score of a tweet and influence score of an
author. Implementation of the topic-specific author ranking algorithm is based
on MapReduce framework, feasible to mass data processing and timely author
ranking. Experimental result with the large-scaled real micro-blog from Tencent
shows that our approach outperforms the PageRank and HITS based approaches
in ranking accuracy.

We plan to combine this approach with event tracking and management in
micro-blog, which could be convenient for reviewing historical events in the fu-
ture. Applying the topic-specific author ranking to personalized tweet and author
recommendation and tracking is also an interesting topic to be explored in the
future work.
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Abstract. This paper deals with dimensionality and sample length re-
duction applied to the tasks of exploratory data analysis. Proposed tech-
nique relies on distance preserving linear transformation of given dataset
to the lower dimensionality feature space. Coefficients of feature transfor-
mation matrix are found using Fast Simulated Annealing - an algorithm
inspired by physical annealing of solids. Furthermore the elimination or
weighting of data elements which, as an effect of above mentioned trans-
formation, were moved significantly from the rest of the dataset can be
performed. Presented method was positively verified in routines of clus-
tering, classification and outlier detection. It ensures proper efficiency of
those procedures in compact feature space and with reduced data sample
length at the same time.

Keywords: dimensionality reduction, sample reduction, linear transfor-
mation, fast simulated annealing, cluster analysis, classification, outlier
detection.

1 Introduction

Modern data analysis has in its disposal a variety of methods based on both
traditional and modern statistical techniques reinforced by soft computing pro-
cedures. Here, beside classical tools like fuzzy logic, neural networks and genetic
algorithms, recent metaheuristics like particle swarm optimization, ant colony
algorithms or bees optimization are frequently in use. Proper connection of al-
gorithms’ advantages enables their effective application in problems of contem-
porary knowledge engineering and data mining in particular. The subject of
presented research is a concept of using nature-inspired Simulated Annealing
algorithm [7] for the purpose of data dimensionality and sample size reduction.

Recently, the subject of data analysis are more and more frequently high di-
mensional datasets with huge sample lengths. It is a result of growing amount
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of information stored in data warehouses. Extraction of knowledge from such
datasets is a very complicated task. Difficulties include mainly limitations of
computer systems’ performance when considering huge samples and method-
ological obstacles of high dimensional data analysis. The latter is connected
with properties of such datasets referred in bibliography as “curse of dimen-
sionality” (this term was used for the first time by Bellman in the context of
control systems design) [21]. It includes exponential grow of sample size needed
to achieve proper efficiency of data analysis with increasing dimensionality, so
called “empty space phenomenon” and vanishing of distances between close and
distant points when using typical Minkowski norm.

To overcome above-mentioned problems adequate reduction procedures were
developed. Sample length reduction is performed usually by means of sampling
techniques [2] or advanced data condensation routines [14] and its expected result
is mainly speeding up calculation time associated with data mining process.
Dimensionality reduction can be performed in numerous ways. Let X to denote
n × m data matrix:

X =
[
x1 x2 ... xm

]
(1)

columns of which represent n dimensional sample elements for given probabilistic
variable. Each dimension of such variable will be referred later in this paper as
a feature. The aim of dimensionality reduction is a data transformation to a
new N × m sized form, where N is significantly smaller than n. This can be
achieved either by selecting most N significant features (feature selection) or by
construction of a new set of N features based on the initial ones (i.e. by feature
extraction). The second case is more general and will be considered in this work.

Among feature extraction procedures one can distinct: linear methods where
synthesis of resulting dataset Y is performed by linear transformation:

Y = AX (2)

with A being a transformation matrix of size N × n and nonlinear techniques
where data transformation can be described by a nonlinear function g : Rn →
RN (or if such functional relationship does not exist). Details of feature transfor-
mation are usually established using some criterion which ensures maintaining
critical data properties. It can be derived either from some general data charac-
teristics (in unsupervised manner) or from the result of considered data analysis
task (supervised feature extraction). One of the most widely used universal lin-
ear techniques of feature extraction is the principal components analysis (PCA).
Conversely, multidimensional scaling (MDS) constitutes a typical representa-
tive of traditional nonlinear methods [6]. Studies on performance of routines
belonging to both of above mentioned classes prove that even though nonlinear
techniques possess more advanced mathematical background, they obtain often
worse results in case of real-life datasets [12]. Apart from the performance the
ability to create implicit mapping, which afterwards can be easily generalized to
new data elements acquired dynamically, is also important in practical analytical
tasks [10].
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This paper introduces a new universal method of linear dimensionality re-
duction for use in exploratory data analysis. Dimensionality reduction is ac-
complished here by means of distance preserving linear transformation. The el-
ements of the transformation matrix are to be determined using Fast Simulated
Annealing. Additionally sample elements which as an effect of transformation
significantly change their position could be eliminated or given lower weights. It
can later serve in improvement of data analysis performance or sample length
reduction.

The paper is organized as follows. Methodological preliminaries of the intro-
duced method and its detailed description will be presented in the following
Sections. As the performance of the technique under consideration was tested
in clustering, classification and outlier detection procedures their short descrip-
tion will be given as well, followed by experimental results obtained in numerous
testing trials. Finally some concluding remarks on the introduced method and
planned further research will be given.

2 Methodological Preliminaries

2.1 Basic Exploratory Data Mining Tasks

First consider a problem of outlier detection. Such procedure is usually performed
at the start of data exploration process to remove those elements from the sam-
ple which are found to be not representative. Usually it is performed by means of
statistical approaches, e.g. using Grubbs test or Local Outlier Factor algorithm [3].
Measuring the performance of given procedure is difficult as usually it is not known
in advance which element of the sample is atypical. However, if such knowledge is
available, then the performance of the algorithm can be measured by:

Iout =
co

m
(3)

where co is a number of correctly classified elements - either as an outlier or
normal sample data point.

The task of cluster analysis is equivalent to such division of available data
elements into subgroups (clusters) that elements belonging to each cluster are
similar to each other and, at the same time, there is a significant dissimilarity
between different clusters’ elements. Numerous procedures have been developed
to solve this problem. Among others K-means and DBSCAN algorithms can
be named as popular ones [23]. If it is needed to compare different clustering
solutions (or there exists a knowledge about cluster assignment) it is possible to
use appropriate clustering indices e.g. Rand index:

IRand =
a + b(

m
2

) (4)

with a and b being a number of data pairs which have been assigned to the same
and different clusters in the both of analyzed solutions. If cluster number is
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fixed, one can also try to form confusion matrix, align it properly to find cluster
correspondence and calculate cluster preservation index Iclust [16].

Finally let us consider the task of classification, that is designating element x̃ ∈
Rn from the testing set to one of the fixed class with known set of representative
patterns, similar to (1) (i.e. training set). Classification is often performed using
instance-based learning methods e.g. k-nearest neighbor algorithm, along with
more sophisticated statistical or computational intelligence procedures [19]. The
efficiency of classification is evaluated by measuring its accuracy:

Iclass =
l

m
100% (5)

that is by a number of testing dataset elements l properly assigned to available
classes, given as a ratio of overall dataset length. When precise division of the
dataset into testing and training part is not explicitly given, one can use k-fold
cross-validation, i.e. split available data into k sets and use one for evaluating
purposes and the rest – for classifier learning. Whole process is usually repeated
k times, although different variants of such validation can be found in the bibli-
ography of the subject. Nevertheless in the case of cross-validation the average
accuracy Iclass is usually reported as a final result.

2.2 Fast Simulated Annealing

Simulated Annealing (SA) is a heuristic algorithm which can be used in vari-
ous optimization problems. Its idea is based on metallurgic annealing process.
The SA algorithm incorporates iterative local search with individual acceptance
criterion. By means of this criterion current algorithm’s solution is established,
typically with usage of solution quality index from two consecutive iterations and
variable decreasing in time parameter called temperature of annealing. Moreover
it is assumed that non-zero probability of worse solution acceptance should be
enforced. This probability ought to decrease in time and enable the algorithm to
escape from pitfalls of local minima. In most generic variants of the SA algorithm
Metropolis rule is used as above mentioned criterion [7].

The algorithm in particular application demands specifying few functional
elements like generation of initial and neighbor solutions, initial temperature
and scheme of its changes, solution quality index and finishing criterion. Some
general remarks concerning these issues were made in [15]. It is worth to mention
as well that SA can be effectively used in continuous optimization with specific
variants of the algorithm developed precisely for that purpose, e.g. Boltzmann
Annealing, Fast Simulated Annealing and Adaptive Simulated Annealing [5].

Fast Simulated Annealing (in short: FSA), used in dimensionality reduction
algorithm described here, is a strategy which employs random moves obtained by
using multidimensional Cauchy distributed random numbers [18]. Global conver-
gence of the algorithm to the optimal solution as iteration number t approaches
infinity, is maintained by using conservative logarithmic annealing temperature
schedule.
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3 Algorithm Description

3.1 Dimensionality Reduction

Concept of the dimensionality reduction technique from n to predetermined N -
dimensional space is based on linear transformation (2), given in detail by:⎡

⎢⎢⎢⎣
y11 y12 ... y1m

y21 y22 ... y2m

...
...

...
yN1 yN2 ... yNm

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

a11 a12 ... a1n

a21 a22 ... a2n

...
...

...
aN1 aN2 ... aNn

⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣

x11 x12 ... x1m

x21 x22 ... x2m

...
...

...
xn1 xn2 ... xnm

⎤
⎥⎥⎥⎦ . (6)

Elements of transformation matrix A are found using Fast Simulated Annealing
technique. Solution is represented as a vector:

z = [a11, a12, ..., a1n, a21, a22, ..., a2n, ..., aN1, aN2, ..., aNn]T ∈ RnN . (7)

Solution quality index is given in the form of cost which is going to be minimized
as a result of FSA algorithm. It can be represented in the form of:

g(z) =
m−1∑
i=1

m∑
j=i+1

(dij − δij(z))2 (8)

or

g(z) =
1∑m−1

i=1

∑m
j=i+1 dij

m−1∑
i=1

m∑
j=i+1

(dij − δij(z))2

dij
(9)

where dij and δij are distances (predominantly Euclidean) between sample points
i and j in the initial and reduced feature space respectively. Both indices should
enable achieving minimal difference of distances between sample elements in ini-
tial and reduced feature spaces, with additional emphasis put on small distances
in the second cost function. Such formulations of solution quality indices are
referred to as raw stress (8) and Sammon stress (9). Both were already used in
nonlinear procedures of Multidimensional Scaling [4].

Initial solution is determined either randomly or by using feature selection
algorithm presented in [13], with the second strategy being represented by two
different variants. In general this alternative deterministic technique is based on
the idea of feature space partition into clusters containing features which are
similar to each other, with maximum information compression index being used
as a similarity measure. Feature space clustering is performed using k-nearest
neighbor algorithm, where k equal to n−N should be assumed. As a result ap-
proximately N clusters are obtained. It is worth mentioning that a result of such
initial solution’s determination instead of being strictly fixed is customized to a
real data structure. First approach of employing this feature selection algorithm
to initial solution generation is based on N most representative features. The
transformation matrix is formed in a way to retain them. It is achieved by using
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1 and 0 properly as an indicative weights in the structure of A. Second strategy
based on approach presented in [13] involves creating reduced feature set by lin-
ear combination of features included in each of “feature clusters”. To implement
it, the solution of feature selection is stored in auxiliary vector v ∈ Rn. Each
element of v characterizes the number of cluster to which corresponding feature
from the initial feature space was assigned. This vector is then transformed into
transformation matrix A using following rule: aij = 1 if vj = i and aij = 0
otherwise.

Initial temperature of FSA is determined from preliminary set of pilot runs
and it ensures approximate 0.7 probability of worse solution acceptance in the
introductory phase of the algorithm. Annealing ends after fixed number of it-
erations and as its result matrix A minimizing solution quality indices (8) or
(9) and transformed dataset Y are obtained. In the case of classification task
the reduction is performed for training dataset and reduced evaluation set is
synthesized using transformation matrix formed as a result of such procedure.

3.2 Weighting and Sample Length Reduction

Linear transformation of feature space in the form presented in the previous Sub-
section can seriously affect some data elements’ relative position. Consequently
the performance of data mining procedures in the reduced feature space can
deteriorate significantly. As a countermeasure it is proposed to associate with
each sample element a positive weight wi normalized to ensure

∑m
i=1 wi = m.

Those weights are to be calculated using auxiliary parameters:

w∗
i =

1∑m
j=1,j �=i (dij − δij)

2 , (10)

and performing normalization:

wi =
mw∗

i∑m
i=1 w∗

i

(11)

for i = 1, ..., m. Introduction of weights allows to take into account deforma-
tions in a relative data structure. Data elements with higher weights could then
be treated as more adequate. Furthermore, one can use them as well to elim-
inate some data elements from the sample. It can be performed by removing
instances with associated weights fulfilling following condition: wi < W where
W ∈ (0, +∞) and then normalizing all weights (11). One can achieve in this way
simultaneous dimensionality and sample length reduction with W serving as a
data compression ratio.

4 Experimental Results

Proposed technique was verified for data exploration procedures based on four
multidimensional example datasets taken from the UCI Machine Learning
Repository [20].
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Data dimensionality reduction routine was compared with PCA and unsu-
pervised feature selection based on Evolutionary Algorithms [16] (first, best
performing, variant of this algorithm was selected for this comparison). The
latter was chosen for this study, because it employs Sammon stress as solution
quality index. Heuristic procedure of Simulated Annealing as well as referenced
techniques were executed in 10 independent trials (similarly to [16]). Each run
was performed using 1000000 iterations as a stopping condition. Reduced fea-
ture space size N was selected according to [16], with the exception of V ehicle
dataset for which standard PCA-based intrinsic dimensionality estimation was
employed.

Table 1 summarizes results obtained for classification performed using five-
fold cross validation and the nearest-neighbor classifier. Reported values include
classification accuracy in the initial feature space, six variants of the FSA-based
algorithm with different cost function and initial solution generation, as well as
classification accuracy Iclass obtained by referenced algorithms. It is important

Table 1. Dimensionality reduction for nearest-neighbor classification

Glass WBC
m=214, n=9, N=4 m=683, n=9, N=4

6 classes 2 classes
Accuracy [%] Accuracy [%]

Average Std. dev. Average Std. dev.
Initial FS 69.0 7.7 95.6 2.2
Raw, Linear combination 61.2 8.7 95.7 1.7
Raw, Feature selection 63.6 6.5 96.0 1.6
Raw, Random 62.1 7.7 96.0 1.4
Sammon, Linear combination 62.1 9.4 96.2 1.4
Sammon, Feature selection 64.5 4.4 95.9 1.5
Sammon, Random 61.4 9.9 96.0 1.2
EA-based [16] 64.8 4.4 95.1 0.8
PCA 57.6 9.9 96.3 1.8

Wine Vehicle
m=178, n=13, N=5 m=846, n=18, N=5

3 classes 4 classes
Accuracy [%] Accuracy [%]

Average Std. dev. Average Std. dev.
Initial FS 72.6 3.9 64.8 3.1
Raw, Linear combination 70.6 6.3 57.9 5.0
Raw, Feature selection 70.6 6.0 55.7 3.9
Raw, Random 76.0 5.1 66.4 3.9
Sammon, Linear combination 68.6 4.0 57.9 5.1
Sammon, Feature selection 70.9 6.0 56.2 6.4
Sammon, Random 75.4 6.1 64.9 3.5
EA-based [16] 72.8 1.0 60.8 [N=9] 1.5
PCA 70.9 8.4 46.9 5.5
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to stress that for EA-based technique reduced feature set is synthesized using
both training and testing sets. In the case of the algorithm being described here
out-of-sample extension is used. It allows to transform testing set using trans-
formation matrix synthesized for the training set. Nevertheless, results obtained
are comparable to the ones achieved by referenced techniques. It can be noticed
however, that it is difficult to select in advance which variant of the algorithm
will reach highest-performance.

To test the possibility of sample size reduction classifier based on the kernel
density estimators (KDE) was used [9], as its structure is very easy to modify
to include weights [8]. In the considered case weighting scheme alone does not
have a positive effect on classificator’s performance. It can be used though to
eliminate elements which as an effect of dimensionality reduction have a negative
impact on data mining process. Elimination of elements with weights lower than
0.5 leads in some cases to the improvement of classification accuracy (see Table
2). It is predominantly observed when the sample size is too small to perform
KDE-based classification reliably in the initial, high dimensional feature space.
It confirms well-known fact that kernel density estimation is seriously affected
by the curse of dimensionality [17].

Table 2. Dimensionality and sample size reduction for KDE-based classification

Glass WBC
Accuracy [%] Accuracy [%]

Average Std. dev. Average Std. dev.
Initial FS 60.5 7.6 95.0 2.0
PCA 52.6 8.9 93.0 2.8
Reduced 63.8 10.5 92.4 2.4
Reduced + Sample size reduction 67.6 7.7 95.5 2.1
(Sample elements removed [%]) (8.7) (1.8) (10.3) (2.1)

Finally cluster analysis and outlier detection experiments were performed.
The preservation of cluster structure was indicated by cluster preservation index
Iclust. In the case of outlier classification, its preservation was measured by (3).
Values of both indices were reported for selected datasets in Table 3). Again,
the technique under consideration achieved high accuracy of datasets structure
preservation, comparable (or even better) to the one achieved by EA-based
technique.

Table 3. Dimensionality reduction with cluster and outlier preservation

Glass WBC
Preserved [%] Preserved [%]

Average Std. dev. Average Std. dev.
Cluster preservation Reduced 71.2 9.7 98.1 0.4

EA-based [16] 69.3 4.9 94.7 2.3

Outlier Preservation Reduced 95.4 0.9 88.1 1.1
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5 Conclusion

This paper introduces new dimensionality and sample reduction technique de-
signed for tasks of exploratory data mining. Introductory studies on method’s
performance prove that it offers promising solution quality in reference to the
state-of-art principal components analysis procedure and similar heuristic based
feature selection strategy. One should note however it is not specifically suited
and designed for very high dimensional problems with huge sample sizes, as the
optimization phase of FSA has significant computational complexity. Its leads
to exponential growth of computation time with increasing m. Nevertheless the
method under consideration can be still used for data visualization and formu-
lation of convenient data transformation, which can be later used in the data
acquisition process. What is more, the possibility of practical implementation is
significantly increased by employing simultaneous sample size reduction.

Further studies on the subject will concern various improvements in Fast Sim-
ulated Annealing scheme (e.g. statistic termination criterion of the algorithm).
As Simulated Annealing can be effectively parallelized (refer to [1] and [11]) this
area of research is going to be explored as well. It will allow the algorithm appli-
cation for larger datasets. In addition prospective research will concern further
improvements in sample size reduction scheme and its usage in various standard
data mining algorithms.
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Abstract. The rise of blogs, forums, social networks and review websites
in recent years has provided very accessible and convenient platforms for
people to express thoughts, views or attitudes about topics of interest. In
order to collect and analyse opinionated content on the Internet, various
sentiment detection techniques have been developed based on an integra-
tion of part-of-speech tagging, negation handling, lexicons and classifiers.
A popular unsupervised approach, SO-LSA (Semantic Orientation from
Latent Semantic Analysis), uses a term-document matrix to detect the
semantic orientation of words according to their similarities to a prede-
fined set of seed terms. This paper proposes a novel and subsymbolic
approach in sentiment detection, with a level of accuracy comparable
to the baseline, SO-LSA, using a special type of Artificial Neural Net-
works (ANN), an auto-encoder called Recursive Auto-Associative Mem-
ory (RAAM).

Keywords: Recursive Associative Memory, Artificial Neural Network
in Natural Language Processing, Sentiment Detection, Semantic Clus-
tering.

1 Introduction

The rise of blogs, forums, social networks and review websites in recent years has
provided very accessible and convenient platforms for people to express opinion
about topics of interest.

The techniques used to extract and explore such worthwhile information is
often referred to as Subjectivity and Sentiment Detection. Such techniques in
general rely on lexical, syntactic information, negation handling rules, and fi-
nally classifiers such as Support Vector Machines (SVM) [10]. Another popular
spectrum in sentiment detection is the unsupervised approaches of Semantic
Orientation through Association (SO-A) [15]. Assuming that the semantic ori-
entation of a lexical unit is similar to that of its neighbours, SO-A is often based
on statistical measuring of co-occurence and contextual usages of words, such as
Ponitwise Mutual Information (PMI) and Latent Semantic Analysis (LSA) [3].
� Corresponding author.
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Because of its ability in dealing with high dimensionality of the term-document
vector space, SO-LSA gains its popularity due to its simple, unsupervised na-
ture and the ability of processing large volumes of structured and unstructured
text. However it has some drawbacks. Firstly, it requires a large corpus for the
results to be statistically valid. Secondly, its performance is highly dependent
on the selection of the right seed terms. In addition, the meaning of a word
captured through LSA, is the “average meaning” of all usages of the word in the
corpus. Therefore, it cannot differentiate multiple meanings of a word based on
its context. For example, the word pretty in “This is pretty bad” and “She is
pretty” carry different meanings and perform different semantic roles. SO-LSA
is not capable of dealing with such ambiguity, fundamentally due to the bags of
words document model. The bags of words model, represents text as collection
of words ignoring their order and positions in sentences. Subsequently, vector
space models relies solely upon the lexical occurrences of words, thus having
difficulty disambiguating words according to context within finer granularity.
Associating words of similar syntactic or semantic roles is also challenging for
such techniques.

The aim of the subsymbolic approach proposed in this paper is to achieve the
same advantages of SO-LSA when compared to the classical approaches in the
literature, yet trying to overcome some of its limitations as mentioned above and
finally trying to model the ability of human brain in storing knowledge and rea-
soning based on experiences expressive of sentiment. The intuition behind this
research is that not only words that have explicit positive or negative directions
such as adjectives and adverbs can carry sentiment, but also some apparently
factual words might carry sentiment as well. In other words, a word, no matter
what part-of-speech it assumes in a sentence, brings contextual information that
is specific to an individual. The training process of this research is to assert posi-
tive/negative experiences and then develop distributed representations of lexical
units that carries hyper dimensional information, where sentiment is entrenched
in. To achieve these goals, we use a distributed model called Recursive Auto
Associative Memory (RAAM), first introduced by Pollack [13] in 1990.

RAAM is a neural network and an auto-encoder, a system that can process
input sentences represented as trees and operates at the tuple, noun phrase,
verb phrase and sentence level. Given RAAM’s acknowledgment of sentence
structure, ordering, roles of words and its ability of clustering based on syntactic
and semantic similarities, in this paper, for the first time we investigate RAAM’s
ability in sentiment detection. We designed two mechanisms, first using a single
RAAM and then an ensemble of two RAAMs. The ensemble of two RAAMs is
able to outperform SO-LSA with 70.7% accuracy versus 63.05% on the same
dataset. In addition we report on the observed capability of RAAM in semantic
clustering and polysemy disambiguation.

This paper is structured as follows. Section 2 discusses the state of the art.
Section 3 introduces the structure of our system. Section 4 explains the data
gathering process. Section 5 discusses neural networks role in semantic
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clustering and how clustering is used for sentiment detection with some results
and evaluations. Finally, the paper concludes in Section 6.

2 Related Work

2.1 Sentiment Detection

The most well known approaches in sentiment detection start with opinion detec-
tion, also known as subjectivity classification. Adjectives and adverbs are usually
determined as good indicators of subjectivity. Once a subjective text is identi-
fied, a classifier can be used for sentiment detection [9,11,17]. In our research, we
assume that the data to be processed are all subjective. That includes sentences
with implicit or explicit sentiment.

Classification. Many of the tasks in sentiment detection are approached using
classification techniques [10]. The main challenge in sentiment detection is find-
ing the right features. Features can be based on presence of terms [17], n-grams
[12], part-of-speech [16], syntax or negations [6].

Semantic Orientation. Another group of tasks in sentiment detection is based
on identifying the semantic orientation of words. This can be achieved using a
variety of techniques, for instance, generating lexicons or using statistical in-
formation about the words in documents. SentiWordNet [4] is an example of
such specific lexicons made for sentiment detection. It is based on WordNet [5],
a large English lexicon. Esuli and Sebastiani [4] associated entries in WordNet
with scores of subjectivity, positivity and negativity. Turney and Littman [15]
use the co-occurrence of words to infer the semantic orientation of them. For
this purpose, they use PMI and LSA. PMI finds the co-occurrence of words by
querying a search engine. LSA uses a term-document matrix. This matrix is
then being processed by Singular Value Decomposition (SVD) in order to find
statistical relations between words.

To employ LSA for sentiment detection, Turney and Littman [15], firstly select
two sets of words, one positive and one negative.

– P, a set of words with positive semantic orientation, for example good,
nice, excellent, positive, fortunate, correct,and superior.

– N, a set of words with negative semantic orientation for example bad, nasty,
poor, negative, unfortunate, wrong, and inferior.

Secondly, they measure the strength of association between every word in the
document to the positive and negative set using the equation below.

SOLSA(w) =
∑
pεP

LSA(w, p) −
∑
nεN

LSA(w, n)
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When LSA(word1, word2) is positive, word1 and word2 are associated with each
other. A higher LSA value represents closer association between the two words.
When LSA(word1, word2) is negative, one word always appear in the absence
of the other (low association). If the value of SOLSA(w) is greater than zero,
the word w has positive semantic orientation otherwise it has negative semantic
orientation. Finally the average semantic orientation of all the words in the
sentence (other than the stop words) are aggregated to determine the positivity
or negativity of a sentence.

2.2 Artificial Neural Networks in Natural Language Processing

Artificial Neural Networks, also referred to as Connectionism or Parallel Dis-
tributed Representation, are models that have also been applied to natural lan-
guage processing [2,7,8].

Recent work by Collobert and Weston [2], describes a single convolutional
neural network capable of producing part-of-speech tags, noun phrase and verb
phrase chunking, determining named entities, semantic roles and detecting se-
mantically similar words from a given sentence through a unified architecture
called deep neural network.

Deep neural network is based on the philosophy that natural language process-
ing is a complicated task and if we want to perform a complex task, a complex
system is required [2]. This is what we adopt in this research such that we move
away from LSA and instead investigate the capabilities of more complex systems.

Using Artificial Neural Networks for the purpose of Natural Language Pro-
cessing has a long history. The most related work to RAAM is FGREP, Forming
Global Representations with Extended back-Propagation [7], dated back to 1988.
FGREP is an auto-encoder and a model of subsymbolic processing that learns
compressed representation of data through an encoding mechanism and uses
dimensionality reduction to capture deeper correlations among entities, objects
and their associated attributes.

FGREP, and in general, auto-encoders, can only process fixed sized represen-
tations. Therefore connectionist NLP systems are facing the question of how
to feed a sentence with variable length to such an architecture. To address
this shortcoming Collobert and Weston [2] proposed word tag and sentence tag
likelihood and Pollack [13] proposed representing sentences as tree structures
that could be transformed into recursive distributed representations of fixed size
called Recursive Auto Associative Memory. RAAM is an auto-encoder that re-
lies upon the compositionality nature of the natural language. Compositionality
refers to the fact that language contains structural information that is hidden
under the surface [18]. In particular, RAAM assumes that the input is a triplet
of Action, Agent and Object.

3 System Design and Methodology

As illustrated in Figure 1, our system takes volumes of subjective text either
positive or negative as inputs. Firstly, negation handling is carried out in the
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Fig. 1. System Design and Methodology

preprocessing task. Secondly we use a syntactic parser to produce the input data
for the ensemble of two RAAMs. The parser begins by looking at the sentences
based on their structure and syntax and determining where Subject (Agent),
Predicate (Action), and Object in each chunk of text is located and how they
all relate to one another.

Once the syntactic trees are generated, RAAM is used to learn the associations
between the input triplets and generate a semantic space which could be visually
observed by providing the outputs of the hidden layer to the R statistical package.
The final step is sentiment analysis. For a given test sentence, our model simply
compares the semantic orientation of a chunk of text to the positive and negative
semantic spaces. We find this generalisation and similarity detection capability
of RAAM very appropriate for sentiment detection. In fact, in general, this can
be beneficial to any tasks that need to semantically splitting a corpus in two or
multiple parts.

3.1 Implementation of RAAM

The overall structure of our RAAM network is a kn-n-kn feed forward neural
network with full connections between neighbour layers (Figure 2). Each word
k has a fixed size representation (n bits) or n number of neurons. The number
of words depends on the tree structure. In this research we used k=3 since the
structure of trees are ACTION AGENT OBJECT triplets. We also used n bits for
word representations based on the size of our lexicon. For instance to cover a
dictionary with maximum size of 1024, we require at least 10 bits to represent a
given word in binary.

Suppose that a tree T is defined as either a triplet of {P, L, M, R} or ε
(empty) where P is Parent; L, M and R are Left, Middle and Right children
and each of them can be a tree T respectively. T is a leaf node if (left, middle
and right) children of T are ε (empty). T is a root node if parent of T is ε
(empty).



Recursive Auto-associative Memory in Sentiment Detection 167

We used the encoding mechanism in the following algorithm, adopted from
Wong [18], to transform a tree T into fixed size representations.

encode T;

if T has children

encode L; encode M; encode R;

else

look up for the code of T in the lexicon;

feed L, M and R to the input and the desired output of RAAM;

get values of the hidden layer and use as the representation of parent;

Fig. 2. RAAM model structure adopted from [1]

For instance, considering the sentence The movie had stunning animation,
the input of RAAM will be a nested tree as shown in Figure 3. In order to
convert stunning animation to a triplet, we use mod to represent a modifier.

Fig. 3. Triplet tree for sentence: The movie had stunning animation

Once RAAM is trained with the triplet mod animation stunning as shown
in Figure 4 (a), the value of the hidden layer is captured and used for training
the entire sentence as described in Figure 4 (b).

3.2 A Single RAAM

We first performed the task of semantic clustering and sentiment classification
using only one RAAM. Since there are many cases that positive and negative
words in natural language appear within the same grammatical structure, for
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Fig. 4. RAAM Training, a two step process for sentence The movie had stunning

animation

example good and bad in sentences Movie is good and Movie is bad, one
RAAM fails to differentiate between positivity and negativity by putting positive
and negative words in the same clusters. To overcome this shortcoming, we
specified extra bit(s) of sentiment to indicate positivity (1.0) and negativity
(-1.0) of each triplet in a sentence. As we will discuss more in section 5.2, it
did not achieve a very high accuracy. This led us to propose an ensemble of two
RAAMs.

3.3 A RAAM Ensemble

In order to use RAAM in sentiment detection, we propose an ensemble of two
RAAMs as shown in Figure 5. One RAAM for testing and training a positive
corpus and one other for testing and training a negative corpus. In order to
measure the sentiment of a test chunk which can be a triplet, a noun phrase,

Fig. 5. Sentiment Detection using RAAM Model
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a verb phrase or the entire sentence, we feed them into the both positive and
negative RAAMs. For each input triplet, we compare the absolute sum of the
errors generated from both RAAMs. Less error with positive RAAM comparing
to the negative RAAM indicates the similarity of the test unit to the positive
corpus. We use the same logic for the negative RAAM and the negative corpus.
Less error with negative RAAM comparing to the positive RAAM indicates the
similarity of the test unit to the negative corpus, and vice versa.

3.4 Triplet Tree Generation

Since the input of RAAM is a triplet tree, in order to convert an actual sentence
like The movie has stunning animation to (has movie (mod animation
stunning)) automatically, we use the Stanford parser1 and a triplet extrac-
tion algorithm adopted from Rusu et al. [14]. The predicate, subject, object and
their attributes are extracted from a sentence to make up a triplet compatible
to RAAMs required input structure which is ACTION AGENT OBJECT.

For handling negations, we use simple bi-gram features. The word not or any
other negation modifier plus the next word will be considered as a new word, for
example not-like or seldomly-interesting. For instance the sentence I do
not like Audrina will be preprocessed as I do not-like Audrina.

4 Data Collection and Parameter Determination

Sentences input to RAAM are represented as triplets. As a result, the sentiment
being detected is at the triplet level, including simple triplets, noun and verb
phrases and sentences.

The benchmark data available from previous experiments for example by Pang
and Lee2 are mostly at the document and snippet3 level, there is also the need
of co-reference resolution because the subjects are often left out which results
in ill-formed sentences. Movie review being positive for instance does not mean
that every sentence in that document is positive. To avoid co-reference resolution
of the ambiguity brought in by long documents, we choose not to use Pang &
Lee’s benchmark movie review data instead we resort to use movie reviews from
Twitter. Twitter is a micro-blogging social networking website that has a large,
up to date, rich and rapidly growing data bank in the form of text messages.
The advantage of using Twitter reviews is that a tweet is 140 characters at the
most which suits our sentiment detection approach at the sentence level. In order
to extract data from twitter, we used Twitter search engines like tweetfeel4 to
gather opinionated and labeled movie reviews.

We evaluate our system based on a corpus made of 2000 sentences, with half
positive and half negative sentences having implicit or explicit sentiments.
1 http://nlp.stanford.edu/software/lex-parser.shtml
2 http://www.cs.cornell.edu/people/pabo/movie-review-data/
3 a paragraph, a few lines of text.
4 http://www.tweetfeel.com
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To use the binary representation of words as the inputs of a neural network,
we convert zeros to -1.0 and ones to 1.0 (double) for the network with sigmoid
function that works in the interval of [-1.0, 1.0]. Therefore a word like beautiful
with binary representation (1 0 1 0 1 0) will be converted to (1.0 -1.0 1.0
-1.0 1.0 -1.0) as the input and the desired output pattern. We stop the train-
ing for each RAAM when the absolute sum of the errors reached the number of
triplets multiplied by error size of 0.01.

5 Experiments and Results

5.1 Similarity Detection

The cluster dendrograms shown in Figure 6(a) to (d) demonstrate some of the
capabilities of RAAM in capturing a combination of lexical, syntactic and se-
mantic similarities of triplets. In order to produce these dendrograms, we used
the R statistical package. The data used for cluster analysis is the output of the
hidden layer of RAAM for each triplet after the training phase was completed.

Figure 6(a) shows RAAM’s ability in clustering sentences that are structurally
similar. The left word was is the same but the network clusters HarryPotter
and cast together slightly separated from action and ending as attributes of
a movie. Figure 6(b) demonstrates the ability of our system to cluster based
on the similarity of verbs created and did and similar concept and structure
of the entire sentences and also the nested triplets. In Figure 6(c), the entire
cluster has the general meaning I thought the movie was good. The sentence
with ID 1612 has 3 triplets while the others have two. The nested phrase the
movie is good is the same with the nested triplets of the other sentences. In
Figure 6(d), the clustering is based on the similarity of the structures and nested
triplets while the movie and actress concepts are in separate clusters.

5.2 Sentiment Detection

The ability of RAAM in grouping similar entities and structures as described
in section before, could help when more additional data is not provided for

(a) Grouping: Cast and Movie Attributes (b) Grouping: Action Verbs

(c) Similarity independent of Structure Size (d) Grouping: Movie and Actress

Fig. 6. Sentence Structure Similarity and Semantic Similarity
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training. Assuming the sentences The actress wears cute glasses, and The
actors wear nice hats, it can predict the sentiment of a sentence like Mary
and John wear nice glasses as positive. In other words, it is able to represent
knowledge beyond the training set [13].

To estimate the performance of RAAM in sentiment detection, we used 10
folds cross validation. Data was divided into 10 folds with each folds containing
randomly selected sentences from the dataset. Figure 7(a), illustrates the accu-
racy, precision, recall and true negative rate of a corpus with 2000 sentences, half
positive and half negative. It describes only a single RAAM results in sentiment
detection. The average accuracy for the 10 folds is only 59.25%. Figure 7(b)
is the results of our proposed RAAM ensemble. We compare our achievement
against SO-LSA as the baseline. We used the Java implementation of LSA from
the S-Space package 5. To implement SO-LSA, we wrote an interface to calcu-
late the semantic orientation of each word in a corpus with the defined positive
and negative seed terms from LSA generated semantic space based on cosine
similarity. Firstly we used two sets of words, ignoring their frequency:

P={good, funny, awesome, cute, love}
N={bad, sad, awful, stupid, hate}
Secondly we only selected the top five positive and negative words based on their
frequency considering the same range of frequency for the pairs of positive and
negative.

P={awesome, amazing, pretty, cute, fun}
N={boring, terrible, horrible, lame, awful}
We achieved the best accuracy for SO-LSA based on the second experiment.
As for the dimension of LSA (the size of the semantic space), we found out
that the best performance is achieved by dimension sizes of 10 (75%) and 7
(75.5%) on the entire corpus. The dimension size in LSA is also comparable to
the representation size of 10 of our RAAM.

We measured the accuracy of RAAM in sentiment detection based on the
aggregation of the errors of all the triplets in a sentence generated from positive
and negative RAAM or only the triplets that are one complete sentence, ignoring
their nested triplets. Aggregating the errors of all triplets of a sentences increases
the true positives and true negatives. So we use this measure in calculating
precision, recall, accuracy and true negative rate in Figure 7.

In Figure 7(b), on average we achieved 70.7% accuracy for the ensemble of
two RAAMs. In this figure, we have also the average results of SO-LSA for 10
folds (when LSA is blind to 10% of the data like RAAM). In this experiment,
RAAM appears to be 7% more accurate.

5 http://code.google.com/p/airhead-research/
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Fig. 7. 10-Fold Results for Recall, Precision, Accuracy and True Negative Rate

5.3 Results on Ambiguous Words

In our movie review corpus, sentences may carry both implicit and explicit sen-
timents. Words can be ambiguous, for example, the word pretty is used as
intensifiers in Table 1, while in general, it can also have the positive meaning of
nice looking. For instance, Table 1 demonstrates how RAAM and SO-LSA
classified some of the sentences into positive and negative.

Comparing to the basic SO-LSA, RAAM is able to capture structures with
words that do not have explicit sentiment but as a group of words, together they
have positive and negative meanings. For example the sentence I must watch
the show has no sentiment according to SO-LSA (the verb watch is neutral).

One other capability of RAAM is classifying based on roles and entities. Af-
ter training with The movie made me cry as positive and She made me cry
as negative, the testing sentences Shrek made me cry was detected as positive
however You make me cry was detected as negative because Shrek is a movie
and You is closer to She as a pronoun.

RAAM also makes generalisations on the sentiments associated with objects
and entities just like an individual’s mind. In our training data, positive reviews
about Shrek for example, were twice as much as negative ones. Our analysis
showed that RAAM knows Shrek as a positive entity.

Table 1. RAAM versus SO-LSA in Sentiment Detection

Sentence RAAM SO-LSA

It was pretty good + +

It was pretty boring - +

It was pretty horrible - +
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6 Conclusion and Future Work

In this research we designed mechanisms of using RAAM for sentiment detection.
As the first attempt on subsymbolic sentiment detection we achieved an accu-
racy comparable to the popular SO-LSA. With subsymbolic natural language
processing we can cluster the part of the speech that share similarities, both
syntactically and semantically. The results are still preliminary and the current
ensemble is only capable of binary classification. Currently, we are working to
extend this work to analyse the ability of RAAM in multi-class classification,
in particular, to classify stock forum postings into buy, strong buy, hold, sell,
strong sell, etc.

Acknowledgement. The authors are grateful to Australia China Council on
the partial financial support from the Australia-China Grant of ACC00003 (2011-
2012).
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Abstract. In social annotation systems, users label digital resources by using 
tags which are freely chosen textual descriptions. Tags are used to index, anno-
tate and retrieve resource as an additional metadata of resource. Poor retrieval 
performance remains a major problem of most social tagging systems resulting 
from the severe difficulty of ambiguity, redundancy and less semantic nature of 
tags. Clustering method is a useful tool to address the aforementioned difficul-
ties. Most of the researches on tag clustering are directly using traditional clus-
tering algorithms such as K-means or Hierarchical Agglomerative Clustering on 
tagging data, which possess the inherent drawbacks, such as the sensitivity of 
initialization. In this paper, we instead make use of the approximate backbone 
of tag clustering results to find out better tag clusters. In particular, we propose 
an APProximate backbonE-based Clustering algorithm for Tags (APPECT). 
The main steps of APPECT are: (1) we execute the K-means algorithm on a tag 
similarity matrix for M times and collect a set of tag clustering results 
Z={C1,C2,…,Cm}; (2) we form the approximate backbone of Z by executing a 
greedy search; (3) we fix the approximate backbone as the initial tag clustering 
result and then assign the rest tags into the corresponding clusters based on the 
similarity. Experimental results on three real world datasets namely MedWorm, 
MovieLens and Dmoz demonstrate the effectiveness and the superiority of the 
proposed method against the traditional approaches. 

Keywords: Approximate backbone, Tag clustering, Social annotation systems. 

1 Introduction 

With the development of Web2.0 application services, tag-based services, e.g., 
Del.icio.us1, Last.fm2, and Flickr3, have undergone tremendous growth in the past 
                                                           
* Corresponding author. 
1 http://del.icio.us  
2 http://www.last.fm  
3 http://flickr.com 



176 Y. Zong et al. 

years. Tags are simple, uncontrolled and ad-hoc labels that are assigned by users to 
describe or annotate any kind of resource [1]. The low technical barrier of social tag-
ging systems and the easy use of tagging have attracted a large amount of research 
interest. The user-contributed tags are not only an effective way to facilitate personal 
organization but also provide a possibility for users to search for needed information. 

Recently tagging has been widely used in social annotation systems for many ap-
plications [2-4]. The common usage of tags in these systems is to add the tagging 
attribute as an additional feature to re-model users or resources over the tag vector 
space, and in turn, making tag-expanded collaborative filtering recommendation or 
personalized recommendation. However, as the tags are of syntactic nature, in a free 
style and do not reflect sufficient semantics, the problems of redundancy, ambiguity 
and less semantics of tags are often incurred in all kinds of social tagging systems. 
For example, for one resource, different users will use their own words to describe 
their feeling of likeness, such as “favorite, preference, like” or even the plural form of 
“favorites”; and another obstacle is that not all users are willing to annotate the tags, 
resulting in the severe problem of sparseness. In order to deal with these difficulties, 
recently clustering methods have been introduced into social tagging systems to find 
meaningful information conveyed by tag aggregates. The aim of tag clustering is to 
reveal the coherence of tags from the perspective of how resources are annotated and 
how users annotate in the tagging behaviors. Undoubtedly, the tag cluster form is able 
to deliver user tagging interest or resource topic information in a more concise and 
semantic way, which, in some extent, to handle the problems of tag sparseness and 
redundancy, in turn, facilitating the tag-based recommender systems. Thus this de-
mand mainly motivates the research of tag clustering in social annotation systems. In 
general, the tag clustering algorithm could be described as to: (1) define a similarity 
measure of tags and construct a tag similarity matrix; (2) execute a traditional cluster-
ing algorithm such as K-means [5], or Hierarchical Agglomerative Clustering [6] on 
this similarity matrix to generate the clustering results; (3) abstract the meaningful 
information from each cluster and do recommendation. Although the experimental 
results have shown the success of these algorithms, the inherent drawbacks of the 
traditional clustering algorithm, such as the sensitivity of initialization and high com-
putational cost etc, are the main reason, which affects the performance of the pro-
posed tag clustering algorithms.  

In order to alleviate the inherent drawbacks of tag clustering algorithms, in this pa-
per, we propose an APProximate backbonE-based Clustering algorithm for Tags 
(APPECT). The motivation of our method is based on the phenomenon that the com-
mon part of several clustering results, derived by executing a traditional clustering 
algorithm for several times, captures the most significant entities within a clustering 
process from the perspective of optimization. Using this common part, particularly 
coined Approximate Backbone is able to improve the clustering results [7].  In the 
context of tag clustering, we especially extract the approximate backbone, i.e., the 
core tags to form the initial tag clusters and conduct the tag clustering. 

The main steps of APPECT are: we firstly define a similarity measure for tags by 
considering the resource and user aspects simultaneously and construct a similarity 
matrix SM; secondly, we execute a traditional clustering algorithm on SM for M times 
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to obtain a collection of clustering results Z ={C1,C2,…,CM};  thirdly, we design an 
algorithm, FIND_AB based on greedy search method to find out the approximate 
backbone from Z; eventually, we fix the approximate backbone as the initial cluster-
ing results, and assign the rest tags to the most appropriate clusters based on the simi-
larity. In order to evaluate the effectiveness of the proposed approach, we conduct 
experiments on three real world tagging datasets. The contributions of our work are as 
follows: 

• we define a similarity measure for tags by considering the resource and users as-
pects simultaneously; 

• we introduce the concept of approximate backbone for tags that can capture the 
core tags to form various tag clusters from the multiple execution of traditional 
clustering, and devise a greedy search algorithm to form the approximate back-
bone; 

• we propose a new approximate backbone based clustering algorithm for tags, in 
which we make use of the approximate backbone of tags; 

• we conduct comparative experiments on three real world datasets to evaluate the 
effectiveness of the proposed algorithm. 

The remainder of this paper is organized as follows. We review the related work in 
Section 2 and introduce the preliminaries in Section 3. The details of APPECT algo-
rithm are discussed in Section 4. Experimental evaluation results are reported in Sec-
tion 5. Section 6 concludes this paper and outlines the future work. 

2 Related Work 

In the past years, many studies have been carried out on tagging clustering. [5, 6] 
demonstrated how tag clusters serving as coherent topics can aid in the social recom-
mendation of search and navigation. Astrain et al. firstly combines a syntactic similar-
ity measure based in a fuzzy automaton with ε -moves and a cosine relatedness 
measure, and then design a clustering algorithm for tags to find out the short length 
tags [8]. In general, tags lack organizational structure limiting their utility for naviga-
tion. Simpson proposes a hierarchical divisive clustering algorithm to release these 
influence of the inherent drawback of tag data [9]. In [10], an approach that monitors 
users’ activity in a tagging system and dynamically quantifies associations among 
tags is presented and the associations are then used to create tags clusters. Zhou et al. 
propose a novel method to compute the similarity between tag sets and use it as the 
distance measure to cluster web documents into groups [11].  

In [12] topic relevant partitions are created by clustering resources rather than tags. 
By clustering resources, it improves recommendations by distinguishing between 
alternative meanings of query. While in [13], clusters of resources are shown to im-
prove recommendation by categorizing the resources into topic domains. A frame-
work named Semantic Tag Clustering Search, which is able to cope with the syntactic 
and semantic tag variations, is proposed in [14]. P. Lehwark et al. use Emergent-Self-
Organizing Maps (ESOM) and U-Map techniques to visualize and cluster tagged data 
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and discover emergent structures in collections of music [15]. State-of-the-art me-
thods suffice for simple search, but they often fail to handle more complicated or 
noisy Web page structures due to the key limitations. Miao et al. propose a new me-
thod for record extraction that captures a list of objects in a more robust way based on 
a holistic analysis of a Web page [16]. In [17], a co-clustering approach is employed, 
that exploits joint groups of related tags and social data resources, in which both so-
cial and semantic aspects of tags are considered simultaneously. The common charac-
teristic of aforementioned tagging clustering algorithm is that they use a traditional 
clustering algorithm on tag dataset to find out the similar tag groups. In [18], howev-
er, the authors introduce FolksEngine, a parametric search engine for folksonomies 
allowing specifying any tagging clustering algorithm. In the similar way, Jiang et al, 
make use of the concept of ensemble clustering to find out a consensus tag clustering 
results of a given topic and propose tag groups with better quality [19].  

The efficient way which improves tag clustering result is to use the common parts 
of several tag clustering results. Approximate Backbone, the intersection of different 
solutions of a dataset, is often used to investigate the characteristic of a dataset [20-
22]. Zong et al. use approximate backbone to deal with the initialization problem of 
heuristic clustering algorithm [7]. In this paper, we firstly define approximate back-
bone to capture the common tags among the tag clustering results derived by execut-
ing a traditional clustering algorithm several times on a tag similarity matrix. And 
then fix approximate backbone as the initial tag clustering result, and assign the rest 
tags into the one with highest similarity. 

3 Preliminaries 

3.1 Social Tagging System Model 

In this paper, our work is to deal with the tagging data. A typical social tagging sys-
tem has three types of objects, users, tags and resources which are interrelated with 
one another. Social tagging data can be viewed as a set of triples [23]. Each triple (u, 
r, t) represents a user u annotates tag t to resource r. A social tagging system can  
described as a four-tuple, where exists a set of users, U; a set of tags, T ; a set of re-
sources, R; and a set of annotations, AN. We denote the data in the social tagging sys-
tem as D and define it as D =< U,R,T,AN >. The annotations are represented as a set 
of triples contains a user, tag and resource defined as: AN ⊆  <u, r, t> : u∈U, r∈R, 
t∈T . Therefore a social tagging system can be viewed as a tripartite hyper-graph [24] 
with users, tags and resources represented as nodes and the annotations represented as 
hyper-edges connecting users, resources and tags. 

3.2 Similarity Measure 

In the framework of tag clustering, the tag similarity plays an important role. In real 
applications, in order to compute the similarity, we usually start from the tripartite 
graph of social annotations to compose a two-dimensional, e.g., the resource-tag  
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matrix by accumulating the frequency of each tag along users. In this expression, each 
tag is described by a set of resources, to which this tag has been assigned, i.e., 
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Definition 1 only considers the relationship between tags and resources, however the 
relation between users and tags was neglected. Tags are freely used by users to reflect 
their opinions or interests on various resources. If we simultaneously consider the 
similarity of tags from both resource and user perspective, a complete relationship 
between tags will be captured. 

To realize this, we build another user-tag matrix from the tripartite graph by using 
the similar approach, i.e.,
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t , which could be determined by the occurrence frequen-

cy. Definition 2 gives the similarity of tags on users. 
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Furthermore, the similarity of tags is defined as the line combination of 
Simr and Simu , as defined in Definition 3. 

Definition 3. Given two tags 
i

t and 
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t , ( , )
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Simr t t ,and ( , )
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larity between  
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where 0 1α≤ ≤ is a tuning factor for ( , )
i j

Sim t t . If 0α = , the similarity only accounts 

the importance from the user aspect, otherwise, the contribution of resource aspect 
dominates the similarity, i.e. when 1α = . For whole tags, we calculate the similarity 
between each tag pair according to Definition 1-3, and a similarity matrix 

N N
SM ×

is 

constructed. 
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3.3 Approximate Backbone of Tag Clustering Results 

Most tag clustering algorithms utilize traditional clustering algorithms, such as K-
means, on the tag similarity matrix to conduct the tag clustering result C. As known, 
clustering is an unsupervised learning process. One execution of the traditional clus-
tering algorithm on tag set could be regard as one knowledge extraction process, and 
the clustering result is the learning result of tag data. If we use the common informa-
tion of several clustering results derived by running a traditional clustering algorithm 
on tag dataset to initialize the clustering algorithm, the more robust clustering result 
will be obtained. In this section, we introduce the concept of approximate backbone to 
capture the common information from several tag clustering results. Assume that a 
traditional clustering algorithm is run for M times on tag similarity matrix and a tag 
clustering result collection 1 2{ , ,..., }MZ C C C= is generated, where, , 1,...,mC m M=  
denotes the tag clustering result of the m-th clustering, the common part of Z is de-
fined as the approximate backbone of tag clustering results. 

Definition 4. Given a collection of tag clustering results 1 2{ , ,..., }MZ C C C= , where 

1 2
{ , ,..., }m m m m

K
C C C C=  denotes the m -th clustering result, and , 1,...,m

k
C k K= denotes 

the k -th cluster in the m -th clustering result. The approximate backbone of Z  is 
defined as
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ditions: 
(1)  | | 2

k
ap ≥  and (2) all elements in 1,...,

k
ap k K=  must be co-occurred among 

Z  for M  times. 
According to Definition 4, the common part of Z  is captured. 

4 The Details of APPECT 

In this section, we first propose an algorithm with greedy search for capturing the 
approximate backbone from the tag clustering collection Z, and then we discuss the 
details of APPECT, at last, we analyses the time cost of APPECT. 

4.1 Capture the Approximate Backbone 

In order to capture the approximate backbone of tag clustering result collection Z , we 
propose an algorithm named Find_AB (Find Approximate Backbone by using Set 
intersection operation). We assume that each cluster m

k
C Z⊂  is consisted by tag id, 

e.g., m

k
C ={#2,#5,…,#338}. In the tag clustering result collection, there are K

M
C  poss-

ible combinations of clusters. Each cluster m

k
C must be intersected with the other clus-

ters in ' , ' 1,..., , 'mC m M m m= ≠ , so the whole traversal search method is very time 

consuming. In this section, we thus design the algorithm Find_AB via greedy search. 
Algorithm 1 shows the main steps of Find_AB. 
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Algorithm 1. Find_AB 

Input: tag clustering result collection Z  

Output: approximate backbone of Z , 
1 2
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AP Z ap ap ap=  

(1) ( )AP Z ← ∅ ; 

(2)  Randomly select a baseline mC from Z  ; 
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k
AP Z AP Z ap=  ;} 

(4) return ( )AP Z ; 

 
Algorithm Find_AB shown in algorithm 1 gives the main steps of finding the  

approximate backbone set ( )AP Z . The first step is to randomly select a baseline par-
tition from Z . Each cluster of the baseline partition will be intersected with all the 
clusters in the rest partitions, as shown in step 3, and the data objects co-occurring in 
the same cluster are find out. The intersection of data objects in each cluster will be 
regard as the ( )AP Z  and then returned.  

4.2 Details of APPECT 

After the approximate backbone of tag clustering result collection Z  is generated, 
we fix them as the initial clustering result, that is, ( )

init
C AP Z← . We define the tags in 

cluster , 1,...,
k init

C C k K⊂ =  as the core tags, because they are co-occurred in 

M times clustering. And eventually, we assign the rest tags into the corresponding 
clusters based on the highest similarity to the cluster centers. 

The main steps of APPECT are shown in algorithm 2. 
 

Algorithm 2. APPECT 

Input: the tag similarity matrix, SM , executing times, M ; 

Output: the tag clustering result, C ; 

(1) generate tag clustering result collection, Z , by executing a traditional clustering 
algorithm for M  times; 

(2) find the approximate backbone ( )AP Z from Z  by running Find_AB; 

(3) fix approximate backbone of Z  as the initial clustering result, that is, 
( )

init
C AP Z← ; 

(4) Assign the rest tags into the corresponding clusters in 
init

C  based on the highest 

similarity; 

(5)  return
init

C C←  ; 
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Algorithm 2 consists of three main steps: firstly, we generate the tag clustering re-
sult collection Z by running a traditional clustering algorithm, such as, K-means, on 
the similarity matrix SM. The main aim of this step is to prepare sufficient tag cluster-
ing result for finding the substantially co-occurred tags. Secondly, according to Defi-
nition 4, we find out the co-occurred tags which are conveyed by the approximate 
backbone AP(Z). In this step, we use a greedy search method to capture the co-
occurred tags by running the Find_AB algorithm. At last, we first fix the approximate 
backbone AP(Z) as the initial clusters, and then assign the rest tags into the corres-
ponding clusters with the highest similarity.  

4.3 Time Analysis of APPECT 

The first step of APPECT executes a traditional clustering algorithm for M times to 
generate the tag clustering result collection Z . Assume that the running time of a tra-
ditional clustering algorithm is ( )O ⋅ , it needs ( )M O× ⋅  time cost for the M  times 
running.  In the second step of APPECT, the approximate backbone of Z is derived 
by executing Find_AB and its time cost is ( )O MK . At last, we assign the rest tags 
into corresponding clusters with the highest similarity and the time cost at most is 

( )O NK .  
According to the above discussion, the total time cost of APPECT is 

( ) ( ) ( )M O O MK O NK× ⋅ + + , where M is the number of running time, N is the number 
of tags, K  is the number of clusters and ,K N M N<< << . The last two parts of the 
time cost have the linear relationship with M , N  and K , so the main time cost of 
APPECT depends on the first part, i.e., ( )M O× ⋅ . In real experiments, we execute the 
K-means algorithm to generate Z. In this situation, the time cost of APPECT is 

( ) ( ) ( )M O tNK O MK O NK× + + , where t N<<  is the iterative number of K-means. 

5 Experiments and Evaluations 

To evaluate our approach, we conducted experiments on three real world datasets: 
MedWorm4, MovieLens5 and Dmoz6. We performed the experiments using an Intel 
Core 2 Duo CPU (2.4GHz) workstation with 4G memory, running Windows XP. All 
algorithms were implemented in Matlab 7.0. 

5.1 Data Sets 

The first dataset is extracted from the crawled MedWorm article repository during 
April 2010. After stemming out the entity attributes from the data, four data files, 
namely user, resource, tags and quads, are obtained as the source datasets. Here we 
only use the fourth data, which presents the social annotations where each row  
                                                           
4 http://www.medworm.com 
5 http://www.movielens.org  
6 http://www.michael-noll.com/dmoz100k06/ 
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denotes a user u annotates resource r by using tag t. The second dataset is MovieLens 
which is provided by GroupLens. This dataset consists of three files - movies.dat, 
rating.dat and tags.dat. The tags.dat has the same format as the quads in MedWorm 
dataset, which we utilize to conduct the experiments. The last dataset dmoz100k06 is 
a large research dataset about document metadata based on a random sample of 
100,000 web documents from the Open Directory combined with data retrieved from 
Delicious.com/ Yahoo!, Google, and ICRA. For our study, we use the tagging data 
available at del.icio.us, one of the most popular social bookmarking services. The data 
from del.icio.us was collected over a period of three weeks in December 2006. This 
dataset contains 13,771 documents with 25,311 tags by 5,016 users. The statistical 
results of these three datasets are listed in Table 1. These three datasets are pre-
processed to filter out some noisy and extremely sparse data subjects to increase the 
data quality. Lin [25] has indicated the fact that the distributions of tags, resources 
and users are subject to power distribution. This observation is justified by the statis-
tical results of these three datasets shown in Table 1. 

Table 1. Statistics of Experimental Datasets 

Property MedWorm MovieLens Dmoz 
Number of users 949 4,009 5,016 
Number of resources 261,501 7,601 13,771 
Number of tags 13,507 16,529 25,311 
Total entries 1,571,080 95,580 97,587 
Average tags per user 132 11 123 
Average tags per resource 5 9 11 

5.2 Evaluation Metrics 

The aim of tag clustering is to assign the tags serving for the similar function into the 
same cluster. Here we assume that a better tag cluster is composed of similar tags, 
which are dissimilar to tags belonging to other different tag clusters. In particular, we 
use Similarity and Dissimilarity to validate our method. 

Definition 5. Given the tag clustering result 1 2{ , ,..., }KC C C C= , its similarity is de-

fined as  
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Definition 6. Given the tag clustering result 1 2{ , ,..., }KC C C C= , its dissimilarity  is 
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According to the requirement of tag clustering, it is obvious that the higher Simi-
larity value and smaller Dissimilarity value indicate better tag clustering results. 

5.3 Experimental Results and Discussions 

The first step of APPECT is to generate a tag clustering result collection by running a 
traditional clustering algorithm on the similarity matrix for M times. The number of M 
will have a direct impact on the quality of tag clustering results. In order to reveal this 
relationship, we conduct experiments on three datasets shown in Table 1 and the ex-
perimental results are shown in Fig. 1(a), (b). From the SimiM(C) plot in Fig. 1(a), we 
can find that the SimiM(C) plots of three datasets significantly change when M in-
creases from 2 to 5 with step 1, while these plots gradually stabilize with M varying 
from 6 to 10. Likewise, in Fig. 1(b), the changes of DissimiM(C) of these three data-
sets exhibit the similar varying trends with SimiM(C), that is, three curves are dramat-
ically descending with M increasing from 2 to 5, and they change slightly after M>5.  
The change trends of SimiM(C) and DissimiM(C) have shown that the quality of tag 
clustering result does not heavily rely on the running times of K-means algorithm 
after an appropriate execution number is reached. In the other words, when the ap-
proximate backbone of Z has captured enough common information of tag clusters, 
the capability of approximate backbone on improving the tag clustering becomes 
diminished.  According to the above discussion, we should select a proper M value 
which not only guarantees the quality of tag clustering result, but also, optimizes the 
time cost of APPECT.  In the rest experiment, we set M as 5 based on the results of 
Fig. 1. 

 
(a)  SimiM(C) (b) DisimiM(C)

Fig. 1. The SimiM(C) and DisimiM(C) changes with the increase of M 

In order to illustrate the relationship between α and the clustering results, i.e., Si-
miM(C) and DissimiM(C), we conduct experiments on three real world data sets un-
der α  changing from 0 to 1 by step 0.1. The clustering results are shown in Fig. 2. 

From Fig. 2(a), we can find that the SimiM(C) values of three datasets are reaching 
higher when α  changing between [0.4 0.6] than in other ranges. And the same phe-
nomenon on DisimiM(C) is observed in Fig. 2(b). This observation implies that the 
user and resource feature contribute almost evenly to the similarity measure, i.e., α  
varying in the range of [0.4, 0.6]. According to the experimental result, in this paper, 
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(a) SimiM(C) (b) DisimiM(C)

Fig. 2. The SimiM(C) and DisimiM(C) changes with the tuning parameter of α  

we set α =0.5. Our proposed tag clustering algorithm aims to capture the tag groups 
with higher SimiM(C) value and lower DissimiM(C) value. We conduct the compara-
tive studies of K-means, Single-link [26] and APPECT on three real world datasets in 
terms of SimiM(C) and DissimiM(C). Since we use a combined similarity measure 
which takes the resource aspect and user aspect to define the similarity of tags, we 
also carry out comparisons of three clustering algorithms on different similarity 
measure matrices, e.g., K-means(Simr) denotes that we run K-means algorithm on the 
similarity matrix derived by Definition 1, and K-means(Sim) indicates that we ex-
ecute K-means on the similarity matrix generated by using Definition 3, and so on. 
For each tag dataset, we first execute the K-means algorithm on two different simi-
larity measures for M=5 times to obtain the tag clustering result collection, Z; and 
then, we calculate the SimiM(C) and DissimiM(C) according to Define 4 and 5, re-
spectively and the tag clustering result with the highest SimiM(C) and the lowest Dis-
simiM(C) value in Z is saved as the tag clustering result of K-means; at last, we form 
the approximate backbone of Z, and use it to find the tag clustering result of APPECT. 
For single-link clustering, we execute it on two different similarity matrix of three tag 
dataset to generate the corresponding K clusters and then calculate the clustering re-
sult quality in terms of SimiM(C) and DissimiM(C). The experimental results are 
shown in Fig. 3. 

 
(a) SimiM(C) (b) DisimiM(C)

Fig. 3. The comparison of SimiM(C) and DissimiM(C) of three clustering algorithms with  
different tag similarity measures on three datasets 
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For each clustering algorithm, we see that the quality of tag clustering results using 
Simr is consistently lower than those of Sim, i.e., the SimiM(C) values using Simr are 
smaller than those using Sim for each compared clustering algorithm, while the Dis-
simiM(C) values are larger than those of Sim. The reason to this is because that the 
combined similarity measure is able to better capture the overall similarity for the tag 
clustering. Furthermore, the tag clustering result of APPECT on the three datasets are 
better than those of K-means and Single-link. As such we can conclude that the com-
bined similarity measure benefits the similarity computation and the common core 
tags captured by the approximate backbone have a significant effort on improving the 
clustering quality of tags. 

Fig. 4(a) and (b) give the improvement comparisons of SimiM(C) and Dissi-
miM(C), respectively. We can find from Fig. 4(a) that the SimiM(C) of APPECT has 
increased by at least 9.7% in comparison to those of K-means on three datasets. In 
particular, the improvement on MoiveLens dataset is most significant. Similarly, the 
SimiM(C) of APPECT has an almost 10% increase against those of Single-link. Fig. 
4(b) shows the improvements of DissimiM(C) of APPECT –K-means and APPECT-
Single-link. The results shown in Fig. 4 reveal that the total quality of APPECT has a 
nearly 35% overall (considering both the improvement of SimiM(C) and Dissi-
miM(C)) improvement than those of K-means and Single-link on three datasets. 

 
(a) SimiM(C) (b) DisimiM(C)

Fig. 4. The improvement comparisons of SimiM and DissimiM between APPECT and K-
means, Single-link on three datasets 

In order to evaluate the efficiency of three compared clustering algorithms, we 
compared the CPU time of them, and the results are shown in Fig. 5. According to the 
CPU time lines in Fig. 5, the K-means algorithm has the lowest time cost, which de-
pends on the tag set size. For our algorithm, we first need generate Z by running K-
means for M times and then find out the approximate backbone. So the time cost of 
APPECT is nearly M times than K-means. There have two ways to deal with the time 
cost of APPECT: (1) If we have the tag clustering result Z archived in offline stage, 
then APPECT could run more faster; (2) using the parallel computation method is 
another option for reducing the time cost of APPECT. The time cost of single-link 
algorithm is ( )2O N , so it is the most computational expensive one.  
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Fig. 5. Comparisons of CPU time of three clustering algorithm on three datasets 

6 Conclusion and Future Work 

Under social tagging systems, a typical Web2.0 application, users label digital data 
sources by using tags which are freely chosen textual descriptions. Tags are used to 
index, annotate and retrieve resource as an additional metadata of resource. The poor 
retrieval performance remains a major problem of most social tagging systems result-
ing from the severe difficulty of ambiguity, redundancy and less semantic nature of 
tags. Clustering is a useful tool to deal with these difficulties. Inspired by the common 
information of tag clustering results collection Z derived by running a traditional clus-
tering algorithm for several times has the potential in improving the quality clustering 
results, we propose a new clustering algorithm for tags, named APPECT.  We first 
define the approximate backbone to describe the common information of Z; and then, 
devise an algorithm, named Find_AB based on the greedy search to capture the ap-
proximate backbone from Z to form the initial clusters; at last, the complete tag clus-
ters are built up by assigning the rest tags into the corresponding initial clusters, based 
on the highest similarity. Experimental results on three real world datasets have 
shown that APPECT has the superiority in improving the quality of tag clustering. 
Future work could focus on reducing the time of cost of the proposed algorithm. 
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Abstract. We propose a new framework for bi-clustering gene expression data 
that is based on the notion of co-similarity between genes and samples. Our 
work is based on a co-similarity based framework that iteratively learns similar-
ity between rows using similarity between columns and vice-versa in a matrix. 
The underlying concept, which is usually referred to as bi-clustering in the do-
main of bioinformatics, aims to find groupings of the feature set that exhibit 
similar behavior across sample subsets. The algorithm has previously been 
shown to work well for document clustering in a sparse matrix representation. 
We propose a variation of the method suited for analyzing data that is 
represented as a dense matrix and is non-homogenous as is the case in gene ex-
pression. Our experiments show that, with the proposed variations, the method 
is well suited for finding bi-clusters with high degree of homogeneity and we 
provide empirical results on real world cancer datasets. 

Keywords: Gene Expression Analysis, Bi-clustering, Co-similarity.  

1 Introduction 

The widespread use of microarray technologies during the last decade have enabled 
researchers to measure expression level of a large number (typically thousands) of 
genes under a number (typically in the hundreds) of different experimental samples 
(conditions). The resulting data is often represented as a matrix, called a gene expres-
sion data matrix, with rows usually representing an experimental condition, columns 
usually representing a gene and each cell of the matrix represents the intensity level of 
a given gene under a particular experimental condition. Each entry of the matrix cor-
responds to a numeric representation of the expression or activity of a particular gene 
under a given experimental condition, generally called sample. Applications of mi-
croarrays are quite wide, for instance the study of gene expression in yeast under dif-
ferent environmental stress conditions or the comparisons of gene expression profiles 
for tumors from cancer patients in order to find groups of genes that may exhibit simi-
lar patterns.  

One usual goal in the analysis of such matrices is to extract the gene expression 
patterns inherent in the data and thus find potentially co-regulated genes. By compar-
ing gene expression in normal and diseased cells, microarrays may be used to identify 
disease genes and targets for therapeutic drugs. 
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Many unsupervised learning techniques such as self organizing maps (SOM) [1], 
k-means [2], and hierarchical clustering [3] have been used for gene expression analy-
sis. Clustering algorithms have proved useful for grouping together genes with similar 
functions based on gene expression patterns under various conditions or across differ-
ent tissue samples. All of the above work is focused on clustering genes using condi-
tions as features. These techniques, however, may fail to discover patterns if a cluster 
of features are active in only a subset of samples.  

In the last decade a new group of algorithms, known as bi-clustering algorithms, 
that tends to find patterns in gene expression across only a subset of conditions have 
been widely used [4–8].  An example of a bi-partition would be {a; b; c}, and {d; e} 
for objects, and {1; 4; 5}, {2; 3}, for features. This bi-clustering indicates that the 
commonality of objects from the partition {a; b; c}, is that they tend to share similar 
values among the feature group {1; 4; 5}. Similarly, features in {2; 3} can be used to 
characterize objects in {d; e}. Bi-clustering algorithms have been well studied in the 
context of gene expression data analysis because it provides valuable information 
about putative regulation mechanisms and biological functions since they are good in 
finding local patterns and have been shown to outperform traditional clustering algo-
rithms in bioinformatics, for instance see [9]. Similarly, several bi-clustering algo-
rithms have been proposed in other domains, such as in text mining [10], [11], in 
social networking[12], etc. Such algorithms have, however, not been tested for the 
task of bi-clustering genes and vice versa.  

One such approach to bi-clustering has been recently proposed by [13], where the 
authors have used the concept of co-similarity to produce bi-clusters for solving a 
similar problem in text mining. Their algorithm, named χ-Sim, utilizes the concept of 
higher-order correlations between words and documents to generate two similarity 
matrices, each built on the basis of the other. The concept of ‘higher-order’ co-
occurrences has been investigated in [14] among others, as a measure of semantic 
relationship between words. The motivation behind χ-Sim is the exploitation of the 
dual nature of problem i.e. the relationship between groups of words that occur in a 
group of documents. Thus, documents are considered similar and hence grouped to-
gether, if they contain similar words and words in turn are considered similar and 
therefore grouped together, if they occur in similar documents. The concept can be 
expressed in the form of iterative mathematical equations which can then be solved to 
arrive at a solution. 

Our work in this paper is motivated by the work of [13]. We feel that the domain of 
text clustering and gene expression analysis have significant similarity and thus, algo-
rithms developed for one domain can be exploited, albeit with modifications, into the 
other. The χ-Sim algorithm is well suited for data coming from a text corpus that is 
homogenous and usually discrete as occurs with textual data represented using the 
Vector Space Model (VSM) [15]. This, however, is not usually the case for gene ex-
pression data where different intensity levels might be present across experiments and 
between different genes. To this end, we employ several pre-processing techniques 
and modify the algorithm proposed by [13] necessitated by the nature of our data.  

The rest of the paper is organized as follows. Section 2 introduces the basic con-
cept of the χ-Sim algorithm as described by [13]. In section 2.2, we highlight the 
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potential shortcomings of using χ-Sim on gene expression data and proposes pre-
processing and modification steps in the algorithm. Detailed empirical results substan-
tiating the usefulness of co-clustering are provided in Section 3. In section 4, we give 
a brief survey of the related work. Finally we conclude with a summary of our work 
and provide directions in Section 5. 

2 The χ-Sim Algorithm 

Throughout this paper we use the classical notation: matrices (in capital letters) and 
vectors (in small letters) are in bold.  

Let D be the data matrix representing a corpus having r rows and c columns; Dij 
corresponds to the intensity of the jth gene in the ith sample. di represents the row vec-
tor corresponding to gene i and dj represents the column vector corresponding to sam-
ple j. DT and di

T denote the transpose of the matrix D and document vector di respec-
tively. SR and SC represent the square and symmetric matrices of similarity between 
rows and similarity between columns of sizes r x r and c x c respectively with SRij 
∈[0,1], 1≤i,j≤r and SCij ∈[0,1], 1≤i,j≤c. A*B represents the matrix multiplication 
between two matrices A and B while A⊗B denotes their Hadamard product.  

2.1 The Algorithm 

The χ-Sim algorithm is a co-similarity based approach which builds on the idea of 
generating simultaneously the similarity matrices between genes and between sam-
ples, each of them iteratively built on the basis of the other. We describe here the 
similarity between two genes (the similarity between samples being symmetrical). To 
calculate the similarity between two genes i and j, in addition to comparing the sam-
ples shared between the two genes, we also compare their ‘similar’ samples.  

Thus all samples in document di are compared to all samples in document dj. The 
product is defined as a measure of similarity similar to the cosine measure. However, 
when comparing samples with different indices, say Dik and Djl, their product is 
weighted by the similarity value between the samples k and l given by SCkl.  

Mathematically speaking, the similarity measure is given by SRi,j=di*SC*dj
T 

where dj
T denotes the transpose of the vector dj and the symbol ‘*’ denotes a matrix 

multiplication. The algorithm starts with two matrices SR and SC initialized to the 
identity matrix I. In the absence of any prior knowledge about the similarity between 
any pair of genes, only the similarity value between a gene (or condition) with itself is 
considered as maximal and all other values are put to zero. SR and SC are then itera-
tively computed each one based on the other. Thus, genes are termed similar if they 
share similar conditions. Conditions, in turn are considered similar if they are up or 
down regulated in similar genes. This is termed as a co-similarity approach (as op-
posed to co-clustering which form hard clusters of the genes and conditions).  
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Fig. 1. (a) A bi-partite graph view of the matrix D. The square vertices represent genes and the 
rounded vertices represent samples, and (b) some of the higher order co-occurrences between 
genes in the bi-partite graph.  

We now present a graph theoretical interpretation of the algorithm which would 
enable us to better understand the working of the algorithm. Consider the bi-partite 
graph representation of a data matrix in Fig. 1(a) having 6 genes d1-d6 and 6 condi-
tions w1-w6. The genes and samples are represented by rectangular and oval nodes 
respectively and an edge between a gene i and a condition j in the graph corresponds 
to the entry Dij in the matrix. There is only one order-1 path between genes d1 and d2 
given by

221
2212 dwd DD ⎯→⎯⎯→⎯ . Hence the similarity value SR12 is given by the 

product D12D22. Note that since the SC matrix is initialized as identity, at the first 
iteration, SR12 corresponds to the dot product between d1 and d2 (since SCkl=0 for all 
k≠l). The matrix SR(1) = D*DT thus represents the order-1 paths between all pair of 
genes di and dj, i=1..r and j=1..r. Each element of SR(1) and SC(1), denoted by 

(1)
ijSR and (1)

ijSC respectively is given by 

 (1) 

[ ](1)
ij ik kj

1

SR D D   , 1,
c

k

i j r
=

= ∀ ∈  (2) 

Genes d1 and d4 do not have an order one path but are linked by d2 and d3. The simi-
larity value contributed via the document d2 can be explicitly represented 
as

44221
44242212 dwdwd DDDD ⎯→⎯⎯→⎯⎯→⎯⎯→⎯ . From Eq. (1), the sub-path w2→d2→w4 can be 

represented as (1)
2 4SC , which is the first order path between w2 and w4 given by SC(1), 

and the contribution of d2 in the similarity of 1
4 1SR via d2 can be written as 

D12* 1
4 2SC *D44.  

This is a partial similarity measure as d2 is not the only gene that forms a link be-
tween d1 and d4. The similarity via d3 (see fig 1(b)) is given by D13SC1

34D44. The full 
similarity measure between d1 and d4 is thus given by D12SC1

24D44 + D13SC1
34D44. 

This similarity can be represented as SR(2)=D*SC(1)*DT which corresponds to the SR 
matrix at the second iteration. Hence similarity matrix SR(2) at the second iteration 
corresponds to paths of order-2 (the similarity matrix between samples is similarly 

[ ](1)
ij ik kj

1

SC D D   , 1,
r

k

i j c
=

= ∀ ∈
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given by SC(2)=DT*SR(1)*D). Computing similarities this way, however, can result in 
an unbalanced scale since different vectors can have different lengths. Therefore, we 
normalize the values SRij by |di| * |dj| where |di|=Σk=1..c (Dik) and |dj| Σk=1..c(Djk). Hence 
the generalized algorithm to find similarity measure at iteration n is given by: 

 

Algorithm χ-Sim 
Input: Document by term matrix D, No. of iterations n; 
Step 1: Initialize matrices SR(0) = I , SC(0)=I 
Step 2: for t=1 to n 
        SC(t)=DT.SR(t-1).D⊗NC with NCij = 1/(|di|.|dj|)  (3) 
        SR(t)=D.SC(t-1).DT⊗NR with NRij = 1/(|di|.|dj|)  (4) 
        Set diagonal of SR(t) and SC(t) to 1 

Note that as a result of the L1 normalization used, the values of the matrix SR (or SC) 
are always bounded between 0 and 1 with 0 signifying no similarity (no connected-
ness between the two objects in order n paths in the graph) and 1 signifying maximum 
similarity.  

2.2 χ-Sim as a Bi-clustering Algorithm 

As mentioned previously, bi-clustering is the simultaneously clustering of rows and 
columns to identify row clusters that have some correlation with a certain column 
clusters. In this section, we describe how χ-Sim can be used as an algorithm to dis-
cover bi-clusters in non-homogeneous data such as gene expression data.  

χ-Sim generates two similarity matrices – the row similarity matrix, SR, and the 
column similarity matrix, SC. The bi-clustering effect is achieved since each the simi-
larity matrices, SR and SC, is built on the basis on the other, thus implicitly taking 
into account a feature selection. Applying the χ-Sim algorithm for bi-clustering gene 
expression data directly, however, poses a problem in performing comparisons. 
Genes, for instance, have different intensity profiles. For instance, if one gene’s inten-
sity ranges from 1-50 while another genes intensity ranges between 10000-20000, 
then comparing these genes can result in rather skewed and meaningless similarities, 
particularly since the basic operation of χ-Sim is the dot product. Thus, genes having 
higher intensities will generate greater similarity, which might lead to undue and un-
desired high similarity values. 

Data transformation, sometimes referred to as normalization or standardization, is 
necessary to adjust individual hybridization intensities of genes profiles such that 
intensity values between different genes are balanced and a comparison between them 
becomes meaningful [6], [16]. Transformation of raw data is considered an essential 
element of data mining since the variance of a variable determines the importance of 
that feature. We consider two types of transformation as discussed below: 

Column Standardization. This is a classical technique in data analysis usually re-
ferred to as centering or scaling. Column Standardization (CS) involves taking the 
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difference between intensity values of a gene from the mean in units of standard devi-
ation. Mathematically speaking, column standardization is defined as 

  , 1.. , 1..ij j
ij

j

D
D i m j n

μ
σ
−

= ∀ ∈ =    (5) 

Where 
1

1 m

j ij
i

D
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1
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D
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σ μ
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Row Standardization. Similarly, Row Standardization (RS) is defined as  
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ij
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Usually, one needs to perform either row standardization or column standardiza-
tion in order to transform the data. In some cases, row standardization followed by 
column standardization or bi-normalization might be needed. However, we are in a 
case where we need to compare pair of rows in order to determine the similarity be-
tween columns, and compare pair of columns so as to compute the similarity between 
rows as given in equations (3) and (4) respectively. Therefore, using either of equa-
tions (5) or (6) will only solve our problem partially.  

As a result, we propose using both types of transformations given in (5) and (6) 
while maintaining two sets of the original dataset, D. Let a row normalized matrix, 
transformed using equation (5), be denoted as DR while a column normalized matrix, 
transformed using equation (6), be denoted as DC. Then, equations (3) and (4) can be 
re-written as  

        SC(t) = (DR)T.SR(t-1). (DR) ⊗ NC with NCij = 1/(|di|.|dj|)     (7) 

        SR(t)= (DC).SC(t-1). (DC)T⊗NR with NRij = 1/(|di|.|dj|)    (8) 

Thus, by modifying the system of equations, we can now compare pair of rows and 
pair of columns using the appropriate normalized matrices. Of course, the overhead is 
that now we have to maintain separate copies of the dataset. The rest of the algorithm 
is unchanged as described previously in section 2.1. We will refer to this modified 
version of χ-Sim as χ-SIMmod. 

3 Experimentation  

In order to validate the quality of bi-clusters generated by our algorithm, we used 2 
real datasets that have been widely used in the literature and are publicly available. 
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3.1 Experimental Methodology 

Colon Cancer. This dataset contains expression levels for 6500 human genes across 
62 samples used by Alon et al [17]. The dataset corresponds to Colon Adenocarcino-
ma specimen collected from several patients, while normal tissues were also obtained 
from some of these patients. We selected the top 2000 genes with highest intensity 
across the samples. The resulting dataset contains 2000 genes and across 40 tumorous 
and 20 normal colon tissues. Note that this dataset do not contain negative values and 
only 1909 of the 2000 genes are unique. We further preprocessed the data by remov-
ing genes with |max/min| < 15 and |max - min| < 500 leaving a total of 1096 genes. 

Leukemia. This dataset was used by Golub et al. [18] and contains 7129 genes across 
72 samples. The dataset corresponds to RNA extracted from bone marrow samples of 
patients with leukemia at the time of diagnosis. About 47 samples were suffering 
from Acute Lymphoblastic Leukemia (ALL) while 25 samples were suffering from 
Acute Myeloid Leukemia (AML). We first used a floor value of 100 and a ceil value 
of 16000. Only genes with |max/min| < 5 and |max - min| < 500 were selected leaving 
a total of 3571 genes. The preprocessing steps applied here have been used to enable 
direct comparison with the results of Cho et al. [6].  

The experimentation was run as follows: Each of the dataset was taken and the pre-
processing was applied, resulting in a reduced matrix with only the selected genes 
across all the samples. The modified χ-Sim algorithm was run on the data matrix us-
ing Matlab and Agglomerative Hierarchical Clustering using Wards linkage was ap-
plied to the resulting similarity matrices. The number of sample clusters was set as the 
real number of clusters whereas the number of gene clusters was set to 100 (as in [6]). 
The top k bi-clusters were chosen as gene clusters with the greatest homogeneity 
across the sample clusters. 

3.2 Sample Cluster Analysis 

Our first analysis attempts to verify the quality of the sample clusters.  We take the 
sample clustering from the generated bi-clusters and evaluate the accuracy of the 
samples. The accuracy measures the number of samples that were correctly grouped 
together in one bi-cluster as a percentage of the total samples in the dataset. For in-
stance, the two sample categories for the colon cancer dataset are those samples that 
have tumor and those that do not have tumor. We report the results based on 

1. applying no transformation (pre-processing) at all; and 
2. Applying both row and column transformation (as discussed in the previous 

section; see equations (7) and (8)) 

The results are reported in table 1 below. 

Table 1. Accuracy of sample clustering in the bi-clusters 

NT RS + CS 

Colon 0.8871 0.9032

leukemia 0.9583 0.9722
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As can be seen from the table, without any transformation (i.e. baseline χ-Sim), on-
ly 88.71% of the samples are correctly clustered together. However, when applying 
the χ-SIMmod algorithm, the accuracy of the sample clusters rises to 90.32%. A similar 
increase in the accuracy is observed in the case of leukemia dataset.  

3.3 Gene Cluster Analysis 

Unlike the condition clusters, we do not have a priori knowledge of the gene clusters. 
One way to analyze the gene clusters is by visually analyzing the profiles of genes 
that are clustered together in the bi-clusters. Ideally, we would like genes clustered 
together to exhibit similar profile behaviors under the condition clusters. Thus, plot-
ting the bi-clusters give us a visual reference to the “profile” of the bi-cluster and the 
constituent genes. This approach has been employed previously to judge the quality of 
the generated bi-clusters, for instance by [5], [6], [17] among many others.  

In order to report the best bi-clusters, we generated several bi-clusters and report 
the top k bi-clusters that exhibit similar profiles amongst the samples. The result for 
the top 2 clusters (k=2) for colon cancer dataset and leukemia dataset is shown in 
Figure 2. The x-axis corresponds to the tissues while the y-axis shows the intensity 
level of the gene. The figure clearly illustrates that χ-SIMmod captured homogenous 
gene expression patterns in the gene clusters. Two bi-clusters representing a healthy 
tissue and tumor tissues for colon cancer dataset are shown in figure 2(a) and (b) 
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Fig. 2. Top 2 bi-clusters generated by applying the modified χ-Sim algorithm on (a) colon 
cancer dataset of tumor tissues, (b) colon cancer dataset of normal tissues; and (c) leukemia 
dataset with AML, (d) leukemia dataset with MLL. 
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respectively. As mentioned in [17] and [6], ribosomal genes usually have higher in-
tensities in tumor samples and comparatively lower intensities in non-tumor (normal) 
samples. In fact, most of the ribosomal protein genes given in [17] can be found in 
two clusters.  

Similarly, for the leukemia dataset, Figure 2(c) represent bi-cluster corresponding 
to genes profiles of AML while figure 2(d) corresponds to gene profiles of MLL. We 
can see that χ-SIMmod is able to discover bi-clusters that have several genes behaving 
similarly over a large number of experimental conditions. For instance the bi-cluster 
shown in figure 2(a) contains only 16 genes showing similar behavior across all 42 
conditions. Similarly, we also discover bi-clusters have many genes showing similar 
characteristics across different conditions, for instance in figure 2(c) where 27 genes 
show similar behavior across 25 conditions. 

4 Related Work 

Several algorithms for clustering of gene expression data have been proposed in the 
literature most algorithms were designed keeping bi-clustering of gene expression 
data in mind. Several kinds of bi-clusters have been identified and algorithms 
proposed that are able to identify them (see for instance [19] for common bi-clusters 
and a survey of algorithms proposed in the literature.). Perhaps the earliest and most 
well-known algorithm for finding bi-clusters in gene expression data was proposed by 
[5] that finds sub-matrices with the minimal squared residue. This algorithm however 
uses a greedy approach to find bi-clusters and does not take the overall similarity 
between genes and samples into account.   

Tanay et al. [20] proposed an algorithm, known as the Statistical-Algorithmic Me-
thod for Bi-cluster Analysis (SAMBA) to discover bi-clusters. The model is based on 
a data matrix corresponding to a bipartite graph and uses statistical models to solve 
the problem by identifying bi-cliques in the graph. Depending upon whether a gene is 
up-regulated or down regulated, the corresponding edges are assigned a weight. The 
Order Preserving Sub Matrix (OPSM) technique proposed of Ben Dor et al. [21]  
assumes a probabilistic model of the data matrix. They define a bi-cluster as a group 
of rows such that the expression values in all features increase of decrease simulta-
neously. 

The Bimax algorithm was used as a reference method in a comparative study of bi-
clustering algorithms by [4]. The algorithm uses on 0’s and 1’s which can be obtained 
by discretization as a prior preprocessing step. A bi-cluster is then defined as a sub-
matrix containing all 1’s i.e. a set of genes that are up-regulated in a set of conditions. 

More recently, a Minimum Sum Squared Residue Co-Clustering algorithm was 
proposed by Cho et al. [6] that do not take into account a correspondence between 
row and column clusters as such, but consider sub-matrices formed by them with the 
overall aim to minimize the sum of squared residue within the sub-matrix. Cho et al. 
proposed an algorithm that is based on algebraic properties of a matrix. The algorithm 
runs in an iterative fashion and on each iteration, a current co-clustering is updated 
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such that sum of squared residue is not increased. In other samples, the algorithm 
monotonically decreases and converges towards a locally optimal solution.   

5 Conclusion 

We provide an extension and adaptation of the χ-Sim algorithm for bi-clustering gene 
expression datasets. It has been successfully demonstrated that the proposed χ-Sim 
algorithm does perform bi-clustering and its results are better than other contemporary 
traditional techniques. The quality of the results was verified by bi-clustering several 
publicly available cancer data sets, and analyzed the results of both the gene and sam-
ple clusters.  

Our work is also significant in that we have used an algorithm that was fundamen-
tally developed for text clustering and adapted it to perform bi-clustering of gene 
expression data. This is an interesting scenario and one needs to further investigate if 
other co-clustering algorithms can be adapted for bi-clustering problem and vice versa 
and this will form a major part of our future work.  
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Abstract. Bag-of-words is the most common-used method in text min-
ing tasks and many other applications. However, this method has some
obvious shortcomings, such as ignoring semantic information. While in
document analysis, semantic information always plays a more important
role than individual words. To tackle this problem, we need to borrow
semantic information from ontologies to learn the text information bet-
ter. An expert-edited ontology is usually well structured and is more
authoritative than an online cyclopedia. On the other hand, due to the
costly editing, it is rather difficult for expert-edited ontologies to keep
up with a deluge of new words. In this paper, we propose a method to
construct a Chinese ontology to keep the carefully-designed structure of
an expert-edited ontology, meanwhile embody new vocabulary from an
online cyclopedia. We name the enhanced ontology as Chinese Concept
Encyclopedia (CCE) and employ it in some text mining applications.
The experimental results show that CCE outperforms the expert-edited
ontology Chinese Concept Dictionary (CCD).

Keywords: CCD, CCE, Ontology Integration.

1 Introduction

With the development of the Internet, the era of great explosion of information
has already come. Knowledge discovery and data mining are useful tools to ravel
out information blast, and semantic information will definitely be very helpful
to understand documents better. To learn to get the semantic information, ad-
equate background knowledge is necessary. And ontologies always play the role
of the provider of background knowledge in document analysis.

Chinese words are formed by individual pictographic characters, and usually
contain two or three characters. Twenty thousand characters construct more
than ten million Chinese words. Bag-of-words method always only gets the
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surface meaning of words but is powerless to get the deeper level of semantic
information.

Researchers have made great effort for semantic repository construction and
maintenance. There are plenty of Chinese ontologies available, such as HowNet[1]
and Chinese Concept Dictionary (CCD)[3]. CCD has a similar structure with
WordNet and is widely used in text mining. The basic component of CCD is
concept. A concept is represented by a synset, and usually with a gloss. Between
concepts, various kinds of semantic relations hold, such as antonymy, hyponymy
and holonymy, etc.

Although CCD has many good properties, it is rather static and its capability
of containing new words is poor compared with online cyclopedias. With the
springing up of new words, the costly way of manual editing and maintenance
is sometimes powerless. Thus, enriching CCD with information extracted from
online cyclopedias is worthwhile and beneficial.

As a product of web 2.0, the collaborative way of editing and the huge quan-
tity of editors makes Baidu Baike the most famous Chinese on-line cyclopedia.
According to the statistics, there are over 3000 new entries being added to Baidu
Baike, and about 10,000 entries are edited every day. By the year 2011, Baidu
Baike included 3,439,372 entries, with about 1 million created before 2008.1 We
believe that integrating CCD with Baidu Baike will be rewarding. In this paper,
we propose a method to construct a new ontology named as Chinese Concept
Encyclopedia (CCE). CCE keeps the carefully-designed structure of CCD and
has the character of a dynamic capability of containing new words due to the
information extracted from Baidu Baike as well. As other semantic reposito-
ries, CCE can be applied in many applications such as query reformulation, text
mining, web page ranking, etc.

Because of the collaborative way of editing, the hierarchy of Baidu Baike is
not as authoritative as that of an expert-edited ontology. However, the category
information provides important clues for the integration. The descriptions and
the tags marked by users of the entities in Baidu Baike also help us to add the
entities into CCE.

As far as we know, this work is the first attempt to build a Chinese language
knowledge database using Internet Cyclopedia.

The remainder of this paper is organized as follows. We review the related
works in Section 2. The details of the integration of CCD and Baidu Baike are
described in Section 3. The experimental results are shown in Section 4. Finally,
we conclude our work in Section 5.

2 Related Work

2.1 Chinese Concept Dictionary

At present time, Natural Language Processing (NLP) is focusing on the process-
ing of content information, of which a WordNet-like Chinese Concept Dictionary
1 http://baike.baidu.com/view/1.htm
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can be considered as an important building block. With the development of NLP,
semantic ontologies become more and more important.

Chinese Concept Dictionary (CCD) is developed by Institute of Computa-
tional Linguistics, Peking University. It is a WordNet-like semantic lexicon of
contemporary Chinese and is structured from the viewpoint of Computational
Lexicography [3]. CCD is bilingual and is compatible with WordNet, but it does
not mean that CCD is same with WordNet. As a matter of fact, there are differ-
ences between Chinese and English in the organization structure and processing
method.

In CCD, concepts are used as basic units. Concepts are defined as synsets
and a variety of relations are defined between synsets, such as holonymy and
hyponymy. Labeled tree is used as the basic description of hyponymy hierarchy.
The basic concept categories are the 25 categories in the fundamental level of
WordNet. And inferior categories are derived from the superior ones. All the
attributes of words are summarized from Chinese Grammar Information Dictio-
nary, which is a traditional Chinese dictionary.

CCD contains more than 66,000 noun concepts, 12,000 verbs and 21,000 con-
cepts of adjunct word. As an important Chinese semantic repository, CCD is
widely used in many applications.

2.2 English Concept Cyclopedia Enhancement

WordNet is one of the most widely-used lexical databases for English. Many
researchers have already proposed numbers of methods to enhance WordNet.

Kevin Knight and Steve K. Luk propose a method to enhance WordNet to
use it in knowledge-based machine translation (KBMT) system. They merge
more than 70,000 various online dictionaries, semantic networks, and bilingual
resources, and construct a new ontology[4].

For the shortage of not expressing the distinction between compatible versus
incompatible co-hyponyms and polysemy versus homonymy, Sara Mendes and
Rui Pedro Chaves enrich WordNet with qualia information. Such an enrichment
is to take place, so what is semantically specified for a hyperonym is shared by
its hyponyms, keeping synsets as simple as possible[7].

Wikipedia2 as a well-known on-line cyclopedia has drawn a lot of attention
from academic researchers in recent years. Jiang et al construct an enhanced on-
tology, WorkiNet[2], by integrating the information of Wikipedia into WordNet.
This ontology is the combination of expert-edited ontology and web cyclopedia.
The performance of WorkiNet in text mining is competitive.

Many algorithms are developed to harvest lexical resources, but few orga-
nize the mined terms into taxonomies. According to Zornitsa Kozareva’s work, a
semi-supervised algorithm[5] is proposed, that uses a root concept, a basic level
concept, and recursive surface patterns to learn automatically from the Web
hyponym-hypernym pairs subordinated to the root, meanwhile a Web based
concept positioning procedure to validate the learned pairs’ is-a relations is

2 http://www.wikipedia.org
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proposed. Comparing to WordNet, it discovers many additional ones lacking
in WordNet.

Another work of Elisabeth Wolf is also aimed on Wikipedia. They propose
a method to convert Wikipedia to a sense inventory[10]. An aligned sense in-
ventory of both resources has two major benefits: the coverage of senses can
be increased and enhanced information about aligned senses can be obtained.
Sangno’s work examines and proposes the automatic generation of concept hi-
erarchies using WordNet[6]. The automatic generation of hierarchies makes the
generation process more efficient than an manually built one. A new ontology
YAGO[8] is proposed by Fabian M. Suchanek It’s automatically derived from
Wikipedia and WordNet, and it has high coverage and precision.

3 Construction Methodology for CCE

CCD, the edition of 2009, contains 66,590 concepts. As an expert-edited on-
tology, its capacity is to some extent very large. However, compared with the
enormous new words emerging on the web, this number is not that compelling.
To keep CCD fresh, we propose a method to merge entities of Internet Chinese
Cyclopedias such as Baidu Baike into it automatically and construct a new on-
tology, named as CCE. For each entity, we use its category information as an
important clue to figure out its position in the new ontology. If the entity is a
polysemant word, it will be attached to all of its hypernyms.

3.1 Notation and Definition

Ontology. Concepts are basic units of CCD. Each one refers to a set of synony-
mous words. Various kinds of semantic relations exist between concepts, such
as holonymy and hyponymy. We mainly focused on hyponymy relation in this
paper.

Definition 1. Chinese Concept Dictionary concept: A CCD concept π is a two-
tuples 〈SynSet, HypoSet〉, where SynSet is the synonym set of π, and HypoSet is
its hyponym set. We refer to the items with π.SynSet and π.HypoSet respectively.

Entities are instantiations of a kind of ontology appearing on web. In this paper,
we define an “Entity” as a word collected by Baidu Baike.

Definition 2. Baidu Baike Entity: A Baidu Baike Entity φ is a triple 〈term,
disc, CateSet〉, where term denotes the title of φ,disc is the description of φ ,
CateSet is the set of categories which are tagged by users, and RelateSet is the set
of related entities of φ. We refer to the items with φ.term, φ.disc, and φ.CateSet
respectively.

For instance, φ, the article “Apple”3: φ.term is “apple”, φ.disc is “Apple is a
kind of fruit...”, φ.CateSet is {“movie”, “brand”, “fruit”, “computer brand”,

3 http://baike.baidu.com/view/1331.htm
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“Rosaceae”}. We make the ontology instantiation by building a semantic tree,
whose node represents every entity. And nodes which represent semantic con-
cepts are also the basic units of CCE.

Definition 3. Chinese Concept Encyclopedia Node: A node π is a tetrad 〈SynSet,
hype, HypoSet, depth〉, where SynSet denotes the semantic concept of π, hype is
the hypernym of π, and HypoSet is the set of its hyponym concepts, depth shows
the node’s depth in the semantic tree.

For instance, π, the entity “network”4: π.SynSet is “network”, π.hype is “com-
munication”, π.HypoSet is {“web site”, “broadcast network”, “Internet”, etc.},
π.depth is 7.

3.2 The Structure of Baidu Baike

Baidu Baike is the most famous Chinese online cyclopedia, which is collabo-
ratively edited by millions of users. By Sept. 2010, Baidu Baike has already
contained 2,559,745 entities, with about 1.5 million created in the recent two
years.

Baidu Baike has a 3-level hierarchical structure. The top two levels are the
words that can be used as categories. All the entities are categorized and then
attached under the categories. The categories in the first level are “People”, “Cul-
ture”, “Art”, “History”, “Technique”, “Life”, “Geography”, “Society”, “Sport”,
“Nature”, “Science” and “Economy”. Each main Category has several secondary
classifications. Take “People” as an example. Its secondary classifications are
“Scientist”, “Virtual characters” and other eight categories.

Fig. 1. Structure of Baidu Baike

4 http://baike.baidu.com/view/3487.htm
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CCD is expert-edited, so the relation between entities is quite accurate. Baidu
Baike classifies entities into different categories by giving tags for each entity.
Most of the categories are tagged by users collaboratively. Ordinary users cannot
do this job as accurately as experts, so redundancy and inaccuracy exist in Baidu
Baike’s hierarchy. For example, the word “Inception” and “Movie” are both the
hyponym of “entertainment”. As we know Inception is a part of movie, so in
the new ontology, “Inception” is a hyponym of “movie”, meanwhile “movie” is
a hyponym of “entertainment”. If this entity is in CCD, we may say “inception”
is both “Movie” and “Entertainment”’s hyponym. When it comes to the con-
struction of CCE, we will analyze “Inception”’s categories first. It is easy to find
“Movie” is the hyponym of “Entertainment”, so we only put “Inception” into
the HypoSet of “Movie”.

Fig. 2. Structure of Chinese Concept Dictionary

CCE inherits the structure of CCD. We set “things”, “Position” and other
six categories under the root. And all the entities will be organized in a tree-like
structure, where each node represents an entity.

3.3 Method for Ontology Generation

We will use the category information of an entity as an important clue to figure
out its position. The main idea is to find a path from root to the subject entity.
That is to say, this algorithm will figure out all the ancestors of the entity
recursively.

The method can be divided into two steps: expanding category and integrating
entity. In the first step, we expand the fundamental structure of CCD with the
entities in the top two levels of Baidu Baike, which are elaborately designed and
structured and are more static compared with other entities in Baidu Baike.
In the second step, utilizing the category information, we find an appropriate
position for each of the entities in the third level of Baidu Baike.
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Expanding the Main Categories. As we know, all the Baidu Baike entities
are in a three-level structure. In the expanding category step, we will use the
entities in top two levels to enhance the fundamental structure of CCD.

All the 12 concepts of the first layer of Baidu Baike’s categories have been
in CCD. So we just need to add the second layer of the categories. We denote
these Baidu Baike entities as an entity set Φ, and all the concepts in CCD as a
set Π , which is the fundament of CCE. In this step, we need to find appropriate
hypernym concept for each entity in the second layer of Baidu Baike, and put the
entity to the hyponym set of its hypernym. To find the appropriate hypernym
concept of an entity, we can use the category information as clues. Since the
categories of Baidu Baike are manually edited by the editors, and a category can
provide higher level abstraction of an entity, we believe that using categories as
the hypernyms of entities in the second level of Baidu Baike is feasible. If an
entity in the second level has more than one categories, we add the entity into
the hyponym set of every concept containing any of the categories.

For instance, the entity “chemist” does not appear in CCD, but its superior
entity “People” exists in CCD, so we put “Chemist” into the hyponym set of
“People”.

Algorithm of expanding the main categories;
foreach i, φi of Φ do

foreach j, φj of φi.CateSet do
find π from Π where φj .term ∈ π.SynSet;
create a CCE node πn〈φi.term, π.entity, ∅, π.depth + 1〉;
put πn into π.HypoSet;

This step uses näıve method, however, this algorithm ensures most entities of
Baidu Baike can find their hypernyms in the construction processing of CCE.

Integrating Entities into CCE. In the entity integrating step, our target
is to figure out the appropriate position of entities appearing in the third level
of Baidu Baike. Generally speaking, the categories can be still served as clues
for finding the hypernyms. However, the situation is more complicated than
that of the entities in the second level. We should first make sure whether it
is a polysemant or not. If the answer is yes, we should select the most suitable
categories as the entity’s hypernyms.

First we download all the Baidu Baike entities and store them as an entity set.
Then we extract all the entities which appear in category set of other entities
and mark them as Φ1, the remaining ones that does not appear in the category
of any entity are denoted as Φ2. Ψ0 denotes the entity set of CCE. Then we add
Φ1 and Φ2 into Ψ0 respectively.

The iteration is to shift entity from Baidu Baike entity set to entity set of CCE
until no one in Baidu Baike entity set can be moved into CCE entity set. In this
step, the situation is more complicated than that in the expanding step because
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the category information given by the editors is not as high quality as that of
the entities in the second level of Baidu Baike. For each entity in Baidu Baike
entity set, we check its category set, if there are more than one categories appear
in the same path in CCE, we consider the one with the maximum depth as the
candidate rather than the other shallower ones and attach the entity under the
candidate node in order to avoid loops in CCE.

The main idea of this step is to recursively add entities from Baidu Baike into
CCE that can find an appropriate position in CCE. When there is a new entity
to be added into CCE, we hope that we can find the adding position as precisely
as possible. So if more reasonable candidates for the adding position is provided,
the integrating quality is more likely to be improved. And when an entity πa is
in the category set of another entity πb, if we add πa first, πa will be an extra
candidate for the adding position of πb. Thus we add the entities appearing in
the category set of others first, then we turn to the remaining entities until there
is no entities in Baidu Baike that can be add into CCE.

For instance, the category set of the entity “Apple” is {“fruit”, “computer
company”, “company”, “movie”, “French movie”, ...}. We find “company” is the
ancestor node of “computer company” in CCE, so we delete “company” from
this set. For the same reason, “movie” is deteled. Then we create CCE entity
“Apple” and add this node under “computer company” and “French movie”. The
concept “fruit” in CCD has the hypernym “apple”, so we do not add “apple” to
“fruit” repeatedly.

Integrating Entities into CCE;
while no more Baidu Baike entity is edited do

foreach φi of Φ1 do
foreach φp, φq of Φi.CateSet do

if φp is the hyponym of φq then
Dislodge φp from Φ1.CateSet

foreach j, φj of φi.CateSet do
find π from Π where φj .term ∈ π.SynSet;
create a CCE node πn〈φj .term, π.entity, ∅, π.depth + 1〉;
put πn into π.HypoSet;

foreach φi of Φ2 do
foreach φp, φq of Φi.CateSet do

if φp is the hyponym of φq then
Dislodge φp from Φ1.CateSet

foreach j, φj of φi.CateSet do
find π from Π where φj .term ∈ π.SynSet;
create a CCE node πn〈φj .term, π.entity, ∅, π.depth + 1〉;
put πn into π.HypoSet;
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3.4 Semantic Distances and Similarity

The depth of π is defined as follow:

depth(π) =
{

0 if π is root,
depth(π.Hypernyn) + 1 otherwise,

(1)

The depth of the root is 0, for other concept, their depth depends on their parent
node. The smaller the depth is, the more general the concept is.

The distance of two entities can be defined as the shortest path between them.
That is the sum of the distances between them and their common ancestor entity.

The shortest path length between two concepts is defined as follows:

len(π1, π2) = minπ∗∈Π((depth(π1) − depth(π∗)) + (depth(π2) − depth(π∗)))
= minπ∗∈Π(depth(π1) + depth(π2) − 2 × depth(π∗))

(2)
π∗is the lowest super-ordinate (or most specific common subsumer) of π1 and
π2.

It is observed that the similarity between deeper concepts should be higher
than the shallower ones which share the same shortest path length because the
deeper ones are more specific while the shallower ones are more general[9]. Based
on this observation, we define the semantic similarity between two concepts[2]:

sim(π1, π2) =
log len(π1,π2)

depth(π1)+depth(π2)

log(2(maxπ∈CCEdepth(π) + 1)
(3)

4 Experiments

4.1 Experiment Setup

We download about 2,800,000 Baidu Baike entities in September 2010. And the
edition of CCD that we use is that of Sept. 2009, which contains 66,590 Chinese
words. Using the method described in Section 3, we add 1,791,620 individual
entities from Baidu Baike and finally construct an new ontology CCE with more
than 2,000,000 concepts.

In the experiments, we employ both CCD and CCE in document classification,
document clustering, and blog comment analysis.

4.2 Case Study of CCE

To evaluate the structure and content information of CCE, we invite three vol-
unteers, who make their own evaluation respectively.

We randomly select 100 nodes from CCE, which is added from Baidu Baike to
CCD. Then the volunteers give each of them a score according to their semantic
relations with their hypernyms. If an entity is added to an appropriate concept
and the semantic relationship between them matches hyponymy perfectly, this
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case will be put into Excellent. If the matching quality is a little lower, it will
be put into Good. If the relation between the entity and the concept is not that
strong, but still reasonable in some sense, it will be put into Fair. If the case is
difficult to judge, we will put it into Neutral. Finally, the wrong cases are left to
Bad. Each volunteer gives a score for every node, then we average all scores and
round the average score to its nearest grade as the final result.

The results are shown in Table. 1.

Table 1. Case Study

Excellent Good Fair Neutral Bad

35% 22% 22% 9% 12%

And the results in different categories are presented in Table 2.

Table 2. Case Study in Specific Category

Categories Amount Excellent Good Fair Neutral Bad

Material object 59 44.07% 22.03% 20.34% 5.08% 8.48%

Physiology psychology andfeeling 20 20.00% 15.00% 20.00% 15.00% 30.00%

Knowledge and others 21 23.81% 28.57% 28.57% 14.29% 4.76%

We examine the cases in Bad and find that most cases are polysemants.
According to the algorithm depicted in Section 3, when it comes to polysemants,
we will add them to all of their superior entities. However, some superior entities
can be considered as higher level abstraction of their son node but not the
hypernyms of the words. Especially in the domain of physiology and psychology,
there is usually big difference between the meanings of the same word. So the
qualities between different domains of the new ontology are sometimes varied.

4.3 Document Classification

In this section, we apply CCE in document classification, and compare its per-
formance with that of CCD.

Our data set is crawled from Sohu News5 from October to December in 2009.
The documents are categorized into automobile, economy, education, health,
IT, career, house, military and culture. In education, career and house, there are
few documents and most of them are quite short. To guarantee data scale and
documental validity, we chose automobile, economy, health, IT and military five
categories. In each category, we sample 1000 documents randomly.

Then we use Näıve Bayes classification algorithm. And we use CCD and CCE
as the semantic repository for term segmentation respectively. Then we get the
following results.
5 http://news.sohu.com
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To examine the effect of binary classification, we choose 300 documents from
economy and health. We randomly select 270 documents as the training data
and the remainder 30 documents are used for testing. And the results are shown
in the second row as “binary”. In the third row “multicase”, we choose 300
documents from economy, health, automobile, IT and military. 270 documents
are taken as training set as well. The results are given in Table 3.

Table 3. Precision Rate of Classification

CCD CCE

Binary 93.3% 96.7%

Multicase 86.7% 93.3%

We can draw the conclusion that CCE can improve the performance of classi-
fication. The reason is that CCE contains abundant vocabulary; especially new
vocabulary appearing on the Internet. For the news containing more new words,
CCE shows better performance.

4.4 Document Clustering

We use the dataset which is used in Section 4.3 and sample 20 articles in each
category randomly.

We apply K-means algorithm with the distance between two vectors defined
by ourselves which measures the semantic relationship between two document
fragments.

First, we use CCD and CCE as the semantic repository for term segmentation
respectively. Then we calculate the tf-idf of the word set of each article and and
pick out the top 20 words with the maximum tf-idf value of each article.

Then we use tf-idf as the weight of each word and calculate the semantic
distance between two article fragments by the following formula:

distance(Article1, Article2) = ΣiΣjlog(sim(word1i, word2j)∗tfidfword1i∗tfidfword2j ).
(4)

We define purity to evaluate the performance of clustering. Let G = {g1, g2,}
denote the cluster set generated by K-Means, and C = {c1, c2, ...} denote the
pre-defined category information of the documents, which can be used as the
criterion for the clustering result, D={d1, d2, ...} denote the set of documents.
To compute the purity, we define the most frequent original category ci appearing
in gk as the category ci ranged to. Then the purity is measured by the number
of correctly assigned documents divided by the number of documents. Formally:

Purity =
1

| D | Σkmaxi | gk ∩ ci | . (5)

Finally we use k-means for clustering and compare the purity of clustering
results.
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We sample two experiment sets from data set randomly. For each sampling,
we run three times, then calculate the average purity. The results are shown in
Fig. 3.

Fig. 3. Clustering purity

4.5 Relevance Analysis in BlogSphere

In blog system, a lots of comments will be posted by visitors at the end of blog
contents. However, numbers of the comments do not have much relevance to the
blogs. In this section, we propose an algorithm to analysis the relevance between
comments and blogs.

We use 80 blog posts from Sina6, Baidu7, Sohu8 and IFeng blog9 web sites.
For each blog, we randomly select 20 comments from its comment list.

We define the relevance as follows: when a comment is related to persons,
places, events or things appearing in the blog post, this comment is considered
to be highly related to the blog post. According to this principle, we define 1
to 5 five grades to measure the relevance degree of each comment with its blog
post.

First, we use CCD and CCE to segment blog post and all of their comments
into individual words.

Then we calculate the similarity between each pair of words. The similarity
between comment and blog content can be derived from the word similarity with
the word frequency. The formula for the similarity calculation between comment
and content is defined as follows:

Sim1(cont, comn) =
Πwordi,wordjsim(wordi, wordj)

n1 ∗ n2
/MaxSim, (6)

6 http://blog.sina.com/
7 http://hi.baidu.com/
8 http://blog.sohu.com/
9 http://blog.ifeng.com/
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where wordi ∈ word set of blog content, wordj ∈ word set of comment. sim(wordi,
wordj) is the semantic similarity between wordi and wordj that is calculated
using CCD and CCE as the semantic database. MaxSim is the maximum value
of the sim values between the each pair of words of which one is from the blog
content set and the other is from the comment set.

In consideration of the short comment, frequency information may be biased.
So we propose another formula to calculate the similarity.

Sim2(cont, comn) =
Σwordi,wordj log(Pwordj ∗ sim(wordi, wordj)

n
/MaxSim,

(7)
where n is the amount of word set of comments, Pwordj is the probability of
wordj in the content.

We invite 4 volunteers to give correlation grades (1 to 5) for each comment.
Finally, we define Ecc1 and Ecc2, to represent the eccentricity of Sim1 and Sim2
on the base of the given scores.

Ecc1 =
1
n

Σi(
sim1i

sim1average
− GivenScorei

GivenScoreaverage
)2, (8)

Ecc2 =
1
n

Σi(
sim2i

sim2average
− GivenScorei

GivenScoreaverage
)2. (9)

The results are shown in Table 4. Values in CCD1 and CCE1 are calculated by
formula 6, and those in CCD2 and CCE2 are calculated by formula 7. CCD1
and CCD2 are calculated with CCD as the lexical database, while CCE1 and
CCE2 are calculated with CCE.

Table 4. Eccentricity of Analysis

Blog Website CCD1 CCE1 CCD2 CCE2

Sina 0.5710 0.4926 0.4905 0.3411

Sohu 0.2724 0.2286 0.2213 0.1942

Ifeng 0.7080 0.4950 0.5492 0.4113

Baidu 0.4950 0.5996 0.3865 0.4651

The results show that in most cases, the analysis results calculated with CCE
is closer to the results given by human being. For numbers of blog posts in Baidu
Blog, the comments are more like a sort of chatting, so the relevance between
the comments and the blog posts is weak.

5 Conclusion and Future Work

In this paper, we propose a method for ontology integration. We construct a new
Chinese ontology, Chinese Concept Encyclopedia (CCE). CCE keeps the well-
designed structure of an expert-edited ontology, meanwhile borrows abundant
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information from an online cyclopedia. Compared to an expert-edited ontology,
CCE can keep up with the emergence of new words automatically. We use the
category information as clues to figure out the hypernyms of the new words to
be added. From the results of some case study, we can see that the new words
are added reasonably most of the time. As a semantic repository, CCE can be
used in many text mining and document analysis tasks. Our experimental results
show that CCE can get competitive or even better performances than CCD due
to a wide coverage of new words.
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Abstract. Cluster ensembles aim to generate a stable and robust con-
sensus clustering by combining multiple different clustering results of a
dataset. Multiple clusterings can be represented either by multiple co-
association pairwise relations or cluster based features. Traditional clus-
tering ensemble algorithms learn the consensus clustering using either
of the two representations, but not both. In this paper, we propose to
integrate the two representations in a unified framework by means of
weighted graph regularized nonnegative matrix factorization. Such inte-
gration makes the two representations complementary to each other and
thus outperforms both of them in clustering accuracy and stability. Ex-
tensive experimental results on a number of datasets further demonstrate
this.

Keywords: Cluster Ensembles, Weighted Graph Regularization, NMF.

1 Introduction

It is well recognized that different clustering methods may produce different
clustering results on a given data set. The reason for this is that each clustering
algorithm has its own bias resulting from different criteria. Therefore, cluster en-
sembles have emerged in recent years as a technique to overcome such problems
[1,2,3,4]. This technique is also known as clustering ensemble [5], clustering ag-
gregation [6] or consensus clustering [7]. It reconciles multiple clustering results
of a data set into a single consolidated clustering using a consensus function.

Cluster ensembles contain two key components, i.e. a representation of input
clusterings and a consensus function. Two representations are currently widely
used; one is multiple co-association matrices [2,4] and the other cluster based
features [1]. To the best of our knowledge, current cluster ensembles approaches
learn their consensus functions using either of the two representations, but not
both. On the one hand, the multiple co-association matrices contain pairwise re-
lationships of different clusterings and the averaged co-association matrix can be
seen as the consensus similarity of input clusterings. On the other hand, a dataset
can be represented using cluster based features, which contain connections be-
tween data points and clusters. Although both the co-association matrices and

J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 215–228, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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cluster based features can be used independently to obtain consensus clustering,
algorithms that make use of them simultaneously should be able to generate
more meaningful clustering structures; similar idea has also been explored in
clustering problem [8].

Besides, each partition may have different clustering performance. It is also
required to automatically identify better clusterings from all partitions. One
natural idea is to assign different weights to input clusterings based on there
contributions for the cluster ensembles [2,4].

Based on the above observations, in this paper we propose a Weighted Graph
regularized Nonnegative Matrix Factorization (WGNMF) model for cluster en-
sembles by integrating the above two representations into a unified framework
and learn the weights of different clusterings. The basic idea is as follows: We
construct two matrices; one is a consensus affinity matrix from multiple co-
association matrices and the other is a cluster feature matrix from cluster based
features. These two matrices are used in a regularization process, where we learn
an implicit consensus function from the cluster feature matrix by nonnegative
matrix factorization (NMF) while the factorization procedure is regularized with
the consensus affinity matrix. In our WGNMF model, the weights of input clus-
terings are learned during the factorization process. We empirically evaluate
WGNMF model over benchmark data sets, which demonstrates that it outper-
forms existing approaches using only one of the above two representations.

The rest of paper is organized as follows. Section 2 reviews related work on
cluster ensembles. Section 3 presents our WGNMF model. Section 4 reports the
experimental results, and Section 5 concludes the paper with some future work.

2 Related Work

We briefly review some related work on cluster ensembles. Previous work on
learning consensus functions are mainly based on the two representations of
input clusterings: the multiple co-association matrices and the cluster based
features.

One popular strategy of building consensus functions is to utilize multiple
co-association matrices [9] (also known as connectivity matrices in [7,2,4]). The
averaged co-association matrix coming from input clusterings can be seen as a
new data matrix in a new feature space or a similarity matrix, and thus tradi-
tional approaches operated on data matrix or similarity can be deployed. Had-
jitodorov et al. [10] showed that good clustering results can be obtained by run-
ning Kmeans on the averaged co-association matrix. Li et al. used nonnegative
matrix factorization (NMF) on the averaged co-association matrix to generate
the final consensus clustering. Li and Ding [2] proposed to learn the weighted
co-association matrix within an NMF procedure. Wang et al. proposed general-
ized weighted cluster aggregation (GWCA) [4] to learn the consensus function by
minimizing the sum of the Bregman divergence between the consensus function
and all of the co-association matrices.

Another different strategy is to construct consensus functions implicitly from
the representation of cluster based features. These implicit consensus functions
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can be roughly grouped in two categories. The first category is graph based
approaches in which a graph is constructed from the cluster based features
and some graph partition algorithms are used for the final consensus cluster-
ing. Strehl et.al. [1] proposed three graph-based approaches: Cluster-based Sim-
ilarity Partition Algorithm (CSPA), HyperGraph Partition Algorithm (HGPA),
and MetaClustering Algorithm (MCLA). In CSPA, A binary similarity matrix
is constructed and specific algorithms like METIS [11] is used to partition the
graph. HGPA utilizes the HMETIS [11] algorithm to partition the hypergraph
where each hyperedge represents a cluster of an input clusterings. MCLA col-
lapses related hyperedges and assigns each object to the collapsed hyperedge in
which it participates most strongly. Fern and Brodley [12] proposed the hybrid
bipartite graph partition algorithm, which partitions the bipartite graph using
spectral graph partition algorithms. Al-Razgan and Domeniconi [9] proposed
an approach to partitioning a weighted similarity graph. The second category
makes use of probabilistic graphical models. Topchy et al. [13] proposed a prob-
abilistic model using a finite mixture of multinomial distributions in the space
of input clusterings. Wang et al. [3] proposed an generative probabilistic model
Bayesian cluster ensembles (BCE) for cluster ensembles, which is derived from
Latent Dirichlet Allocation (LDA) [14].

3 WGNMF

We first introduce some notation and briefly review NMF [15] which is used
to learn the consensus function implicitly form cluster based representation.
We then describe our WGNMF model which integrates multiple co-association
matrices and the representation of cluster based features within the process of
NMF. We also present specific optimization techniques for WGNMF.

3.1 Notation

Given a data set of n points and a collection of m clustering solutions P =
{P1,P2, . . . ,Pm}. Each clustering solution Pc for c = 1, . . . , m is a partition of
the data set. A partitioning of these n points into k clusters can be represented
as a set of k clusters {C1, . . . , Ck} or a label vector Pc ∈ Rn, where k is the
number of clusters. Note that the number of clusters k in different Pc could be
different.

The cluster-based representation [1] can be constructed as follows. For each
clustering Pc, we construct the binary membership indicator matrix Hc ∈ Rn×k,
where each column corresponds a cluster and each row is a point. Hc

ij = 1
if the point i is assigned to cluster j in partition c, and Hc

ij = 0 otherwise.
The concatenated matrix X = (H1, H2, . . . , Hm) is used to represent the data
matrix in a new feature space.

The co-association matrix [7] of partition Pc is defined as a n × n squared
matrix W c, where W c

ij = 1 if points i and j are assigned to the same cluster,
and W c

ij = 0 otherwise.
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Example 1. Suppose we have 5 samples and 2 clusterings each with 3 clusters.
Then we have 2 partitions P1 = [1, 1, 2, 3, 3] and P2 = [2, 3, 3, 1, 1]. The cluster-
based representation X and the co-association matrices W 1 for P1 and W 2 for
P2 of these samples are given below.

X =

⎡
⎢⎢⎢⎢⎣

1 0 0 0 1 0
1 0 0 0 0 1
0 1 0 0 0 1
0 0 1 1 0 0
0 0 1 1 0 0

⎤
⎥⎥⎥⎥⎦ W 1 =

⎡
⎢⎢⎢⎢⎣

1 1 0 0 0
1 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 1 1

⎤
⎥⎥⎥⎥⎦ W 2 =

⎡
⎢⎢⎢⎢⎣

1 0 0 0 0
0 1 1 0 0
0 1 1 0 0
0 0 0 1 1
0 0 0 1 1

⎤
⎥⎥⎥⎥⎦

3.2 NMF and Extensions

Non-negative Matrix Factorization [15] is a factorization algorithm focused on
the analysis of nonnegative matrix. Given a nonnegative matrix X ∈ Rn×d

+ ,
where each row of X is a data point, NMF approximates X using two low-rank
nonnegative matrices U ∈ Rn×k

+ and V ∈ Rd×k
+ . There are two cost functions

commonly used to measure the quality of the approximation. The first one is
the square of the Euclidean distance between two matrices

O1 = ||X − UV T ||2F (1)

where || · ||F is Frobenius norm. The second one is the divergence between two
matrices

O2 = D(X||UV T ) =
n∑

i=1

d∑
j=1

(Xij log
Xij

Yij
− Xij + Yij) (2)

where Yij = UiV
T

j .
Recently, Cai et al. [16] proposed Graph regularized NMF (GNMF). It aims at

learn a compact representation which uncovers the hidden semantics and simul-
taneously preserves the intrinsic local geometric structure. The basic assumption
behind is that if two data points are similar, then their low dimensional repre-
sentations are also close to each other.

3.3 Weighted Graph Regularized NMF

In subsection 3.1, we obtained a matrix X = (H1, H2, . . . , Hm) from the cluster
based representation of input clusterings. Here, we use NMF to find two low-
rank matrices U and V to approximate it. Due to the close connection between
NMF and clustering, the obtained U can be used to extract the final consensus
clustering.

To obtain a better approximation of X by U and V , inspired by [16], we
incorporate the multiple co-association matrices {W c}m

c=1 into NMF. To apply
this idea in cluster ensembles, we define a consensus graph, where the affinity
matrix Ŵ is constructed by linearly combining the given multiple co-association
matrices
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Ŵ =
m∑
c

αcW
c

m∑
c=1

αc = 1, αc ≥ 0

where αc, c = 1, 2, . . . , m, is the weight associated with partition Pc. Recall that
the co-association matrix of W c for Pc can be seen as a binary similarity matrix,
and it defines a coarse affinity graph. We expect that the weighed combination
of multiple co-association matrices can better capture the similarities between
data points. The learned weights also provide clues to select individual input
cluterings. The reason is that an input clustering with larger weight contributes
more to the consensus affinity graph and the final clustering.

Given the above definition of consensus affinity graph, we can use the following
two functions to measure the smoothness of the low dimensional representation
of data points:

R1 =
1
2

m∑
c=1

∑
i,j

αcW
c
ij ||Ui − Uj ||2

=
m∑

c=1

αc

⎛
⎝∑

i

Dc
iiUiU

T
i −
∑
i,j

W c
ijUiU

T
j

⎞
⎠

=
m∑

c=1

αc

(
tr(UT DcU) − tr(UT W cU)

)

= tr(UT (
m∑

c=1

αcL
c)U) (3)

and

R2 =
1
2

m∑
c=1

∑
i,j

αcW
c
ij (D(Ui||Uj) + D(Uj ||Ui))

=
1
2

m∑
c=1

∑
i,j

∑
l

αcW
c
ij(Uil log

Uil

Ujl
+ Ujl log

Ujl

Uil
) (4)

where tr(·) denotes the trace of a matrix and D is a diagonal matrix with
Dc

ii =
∑

j W c
ij . Lc = Dc − W c is called the graph Laplacian.

Combining the weighted affinity graph together with the above smoothness
functions with NMF leads to our Weighted Graph regularized Non-negative
Factorization (WGNMF) model: If the Euclidean distances is used, WGNMF
minimizes the following objective function:

O1 = ||X − UV T ||2 + λtr(UT (
m∑

c=1

αcL
c)U)

s.t. U ≥ 0, V ≥ 0,
m∑

c=1

αc = 1, αc ≥ 0 (5)
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If the divergence is used, WGNMF minimizes the following objective function:

O2 =
n∑

i=1

d∑
j=1

(Xij log
Xij∑k

l=1 UilVjl

− Xij +
k∑

l=1

UilVjl)

+
λ

2

m∑
c=1

n∑
i=1

d∑
j=1

k∑
l=1

αcW
c
ij(Uil log

Uil

Ujl
+ Ujl log

Ujl

Uil
)

s.t. U ≥ 0, V ≥ 0,
m∑

c=1

αc = 1, αc ≥ 0 (6)

where the regularization parameter λ ≥ 0 controls the smoothness of the low
dimensional representations.

3.4 Optimization

In O1 (Eq. (5)) and O2 (Eq. (6)), there are 3 unknown variables, U , V and α.
When two of them are fixed, the subproblem of computing the optimal value
for the other variable is easy to solve. Hence, O1 and O2 can be solved by
iteratively updating U , V and α, so that the value of the objective functions
gradually decrease. This process can be viewed as a ”block coordinate descent”
process [17]. We describe this process for O1 and O2 separately.

Minimizing O1. When α is fixed, the optimization problem of computing U ,
V becomes

L = tr(XXT ) − 2tr(XV UT ) + tr(UV T V UT )

+ λ
m∑

c=1

αctr(UT LcU) + tr(ΦUT ) + tr(ΨV T ) (7)

where Φ and Ψ are the lagrange multiplier for the nonnegative constraints.
Notice that the above optimization problem is equivalent to GNMF [16] with

a combined Laplacian matrix. Thus, the estimation for U and V will be exactly
same as that in GNMF with a combined Laplacian matrix. It is [16]:

Uil = Uil
(XV + λ(

∑m
c=1 αcW

c)U)il

(UV T V + λ(
∑m

c=1 αcDc)U)il
(8)

Vil = Vil
(XT U)il

(V UT U)il
(9)

When U and V are fixed, the optimization problem for α is equivalent to solving
the following problem

minα

m∑
c=1

αctr(UT LcU), s.t.
m∑

c=1

αc = 1, αc ≥ 0 (10)
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which is a linear programming problem and can be efficiently solved. However,
the solution will always be

αc =

{
1, if c = argminc tr(UT LcU)
0, otherwise

(11)

To avoid this trivial solution, we propose to add one regularization term to (10)
and solve the following problem

minα

m∑
c=1

αctr(UT LcU) + λ2||α||2, s.t.
m∑

c=1

αc = 1, αc ≥ 0 (12)

where λ2 ≥ 0 is a tradeoff parameter. In this way, we will solve a quadratic
programming (QP) problem with respect to α when U and V are fixed.

Minimizing O2. When α is fixed, the optimization problem of computing U ,
V becomes

L =
n∑

i=1

d∑
j=1

(Xij log
Xij∑k

l=1 UilVjl

− Xij +
k∑

l=1

UilVjl)

+
λ

2

m∑
c=1

n∑
i=1

d∑
j=1

k∑
l=1

αcW
c
ij(Uil log

Uil

Ujl
+ Ujl log

Ujl

Uil
)

+ tr(ΦUT ) + tr(ΨV T ) (13)

Similarly, the above optimization is equivalent to GNMF-KL [16] with a com-
bined Laplacian matrix. We give the linear system for update U

⎛
⎝∑

j

vjlI + λ(
∑

c

Lc)

⎞
⎠ul =

⎡
⎢⎢⎣

u1l

∑
j(x1jvjl/

∑
l u1lvjl)

u2l

∑
j(x2jvjl/

∑
l u2lvjl)

. . .
unl

∑
j(xnjvjl/

∑
l unlvjl)

⎤
⎥⎥⎦ (14)

The above linear system can be solved either by the matrix inverse or some
efficient iterative algorithms. The correspond update rule for V is given below.

Vjl = Vjl

∑
i(XijUil/

∑
l UilVjl)∑

i Uil
(15)

When U and V are fixed, a similar QP problem with respect to the weights α
becomes

minα

m∑
c=1

αc

⎡
⎣ n∑

i=1

d∑
j=1

k∑
l=1

W c
ij(Uil log

Uil

Ujl
+ Ujl log

Ujl

Uil
)

⎤
⎦+ λ2||α||2

s.t.
m∑

c=1

αc = 1, αc ≥ 0 (16)
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Algorithm 1. Minimizing O1 and O2

Input: Partitions {Pi}m
i=1, the number of clusters k and regularization parameter λ

Output: U , V and α
1: Construct m co-association matrix {W c}m

c=1

2: Initialize U , V and set α = [1/m, 1/m, . . . , 1/m]T

3: repeat
4: Compute the weighted graph Laplacian based on α
5: Update Uil according to Eq. (8) for O1 or (14) for O2

6: Update Vjl according to Eq. (9) for O1 or (15) for O2

7: Update α by solving the QP programming in Eq. (12) for O1 or (16) for O2

8: until convergence
9: return U , V and α

The whole process of estimating the low-rank matrices U , V and the combina-
tion weights α is described in Algorithm 1.

The above learning algorithm will converge. In each iteration the objective
function value always decreases. On the one hand, when U and V are fixed,
WGNMF solves a quadratic programming problem. On the other hand, when α
is fixed WGNMF boils down to GNMF, the update rules of U and V are similar
to the update rules in GNMF and therefore Cai’s [16] proof can also be applied.

4 Experiments

In this section, we conduct experiments on a number of real-world datasets to
evaluate of the effectiveness of the proposed method.

4.1 Datasets

We use a variety of datasets (see Table 1) to evaluate the accuracy of the pro-
posed method. The number of classes is ranged from 3 to 40, the number of
samples ranged from 47 to 2340, and the number of dimension ranged from 4 to
21839. Details are as follows:

– Five datasets (Iris, Glass, Ecoli, Soybean, Zoo) are from UCI data repository
[18].

– The COIL dataset is an image library from Columbia with 20 objects. The
images of each objects were taken 5 degrees apart as the object is rotated
on a turntable and each object has 72 images.

– The ORL dataset is a face database from Olivetti Research Laboratory. It
consists of 400 face images with 40 people (10 samples per person). The im-
ages were captured at different times and have different variations including
expressions (open or closed eyes, smiling or non-smiling) and facial details
(glasses or no glasses).

– The WebACE dataset is from WebACE project and has been used for docu-
ment clustering. It contains 2340 documents consisting of news article from
Reuters new service of 20 different categories collected in October 1997.
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Table 1. Descriptions of datasets.

Data sets Samples Dimensions Classes

Iris 150 4 3
Glass 214 9 6
Ecoli 336 7 8
Soybean 47 35 4
Zoo 101 18 7
COIL 1440 1024 20
ORL 400 1024 40
WebACE 2340 21839 20
Tr11 414 6429 9
Tr12 313 5804 8

– Tr11, Tr12, these datasets are derived from the TREC 1 collection , which
are often used in document clustering.

The size of each image in COIL and ORL is 32× 32 pixels, with 256 grey levels
per pixel. Thus, each image is represented by a 1024-dimensional vector.

4.2 Evaluation Criteria

In the experiments, we set the number of clusters equal to the number of classes k
for all the cluster ensembles algorithms. To evaluate their performance, we com-
pare the clustering results generated by these algorithms with the true classes
by computing two performance measures, Clustering Accuracy (Acc) and Nor-
malized Mutual Information (NMI) [1].

For a sample xi, the cluster label assigned by the algorithm is denoted as ri,
and ground true label is yi. The accuracy is defined as follows:

Acc =
∑n

i=1 δ(yi, map(ri))
n

where n is the total number of samples and δ(x, y) is the indicator function that
equals 1 if x = y and equals 0 otherwise, and map(ri) is the permutation map-
ping function that maps the obtained labels ri to the equivalent label from the
data set. The best mapping function can be found by using the Kuhn-Munkres
algorithm [19]. The value of Acc equals 1 if and only if the clustering result
and the true label are identical. Larger values of Acc indicate better clustering
performance.

Given a clustering P and the true partitioning Y (class labels). The number
of clusters in P and classes in Y are both k. Suppose ni is the number of objects
in the i-th cluster, nj is the number of objects in the j-th class and nij is the
number of objects which belongs to the i-th cluster and j-th class. NMI between
P and Y is calculated as follows [1]:

1 http://trec.nist.gov

http://trec.nist.gov
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NMI(P ,Y) =

∑k
i=1

∑k
j=1 nij log n·nij

ni·nj√∑k
i=1 ni log ni

n

∑k
j=1 nj log nj

n

The value of NMI equals 1 if and only if P and Y are identical and is close to
0 if P is a random partitioning. Larger values of NMI indicate better clustering
performance.

Table 2. Experimental Results in Clustering Accuracy

Kmeans KC CSPA HGPA MCLA BCE GWCA WGNMF-Euc WGNMF-KL

Iris 0.81 0.85 0.87 0.62 0.89 0.89 0.89 0.89 0.89

Glass 0.42 0.49 0.43 0.40 0.46 0.49 0.53 0.54 0.51

Ecoli 0.65 0.64 0.56 0.51 0.61 0.66 0.64 0.67 0.65

Soybean 0.72 0.65 0.69 0.72 0.73 0.70 0.73 0.75 0.73

Zoo 0.69 0.67 0.58 0.55 0.74 0.67 0.74 0.77 0.73

COIL 0.59 0.62 0.69 0.55 0.69 0.67 0.58 0.69 0.71

ORL 0.50 0.53 0.58 0.60 0.60 0.51 0.52 0.56 0.60

WebACE 0.43 0.46 0.40 0.35 0.47 0.48 0.47 0.46 0.48

Tr11 0.52 0.57 0.49 0.47 0.52 0.58 0.58 0.60 0.60

Tr12 0.47 0.56 0.54 0.52 0.57 0.58 0.58 0.57 0.60

4.3 Comparison Settings

To generate the input for cluster ensembles algorithms, we adopt a common
strategy [3] by running Kmeans 200 times with random initiation and then
splitting each 20 clustering results as input. In this way, we repeat the cluster
ensembles algorithms 10 times. We report the averaged performance over 10
rounds.

To demonstrate how the clustering performance can be improved by our
method, we compare the following clustering ensemble algorithms.

– Standard Kmeans clustering algorithm (Kmeans).
– Kmeans clustering on Consensus matrix (KC). The consensus function is

defined as the averaged co-association matrix.
– The Cluster-based Similarity Partitioning Algorithm (CSPA), Hyper Graph

Partitioning Algorithm (HGPA) and MetaClustering Algorithm (MCLA) are
three algorithms described in [1]. We use the author’s matlab implementation
ClusterPack2.

– Bayesian Cluster Ensembles [3] (BCE) is a generative probabilistic model
which learns the implicit consensus function from the cluster-based repre-
sentation.

– Generalized Weighted Cluster Aggregation [4] (GWCA) define the consen-
sus function by the weighted averaged co-association matrix. We use the
Euclidean distance to learn the weighted consensus matrix and the spectral
clustering algorithm3 is further used to derive the final clustering.

2 www.lans.ece.utexas.edu/~strehl
3 http://www.cis.upenn.edu/~jshi/software/

www.lans.ece.utexas.edu/~strehl
http://www.cis.upenn.edu/~jshi/software/
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Table 3. Experimental Results in Normalized Mutual Information

Kmeans KC CSPA HGPA MCLA BCE GWCA WGNMF-Euc WGNMF-KL

Iris 0.69 0.72 0.71 0.39 0.74 0.74 0.75 0.74 0.74

Glass 0.31 0.33 0.29 0.26 0.32 0.35 0.37 0.38 0.37

Ecoli 0.58 0.59 0.51 0.40 0.56 0.59 0.57 0.59 0.58

Soybean 0.72 0.67 0.63 0.69 0.71 0.69 0.71 0.73 0.71

Zoo 0.69 0.70 0.59 0.60 0.74 0.70 0.73 0.74 0.73

COIL 0.73 0.75 0.76 0.69 0.78 0.77 0.73 0.79 0.80

ORL 0.71 0.74 0.76 0.77 0.77 0.69 0.73 0.75 78

WebACE 0.53 0.55 0.51 0.45 0.54 0.57 0.56 0.58 0.57

Tr11 0.48 0.58 0.52 0.48 0.52 0.60 0.56 0.59 0.60

Tr12 0.38 0.54 0.49 0.43 0.50 0.57 0.50 0.57 0.59

We present the results of our WGNMF algorithm under the Euclidean distance
and KL divergence (denoted as WGNMF-Euc and WGNMF-KL). The regular-
ization paramter λ is selected via a coarse grid search process.

4.4 Experimental Results

The experimental results are summarized in Tables 2 and 3. From these two ta-
bles we observe that our WGNMF improves Kmeans clustering on all datasets.
Moreover, WGNMF ( WGNMF-Euc or WNGMF-KL) achieves the best perfor-
mance on 9 out of 10 datasets and its performance on the remaining datasets
is close to the best results. In summary, the experiments clear show the effec-
tiveness of weighted graph regularized NMF for improving the cluster ensembles
algorithms in terms of clustering accuracy and NMI.

4.5 Individual Clustering Selection

A useful byproduct of WGNMF is that the learned weights can be used to select
individual input clusterings, i.e. asses how important of each input clusterings.
The reason is that an input clustering with larger weight contributes more to
the consensus affinity graph and the final clustering. We compare the top-5
selected clustering based on the weights learned from WGNMF and GWCA
[4], the latter is a weighted consensus clustering technique and also learn the
combination weights, with the results of all clusterings. The results are given in
Figure 1. We observe that the input clusterings which obtain larger weights are
generally good clusterings.

4.6 Impact of Parameter λ

In our model λ is used to control the smoothness of the low dimensional repre-
sentations. We run WGNMF with varying λ from a coarse grid (0.1, 1, 10, 100).
Table 4 shows the impact of λ on Acc and NMI with some datasets. We observe
that WGNMF achieves good performance in a wide range and it is easy to tune.
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Fig. 1. Performance comparison of All clusterings vs. Top-5 clusterings

Table 4. The performance of WGNMF vs. parameter λ

Acc NMI
0.1 1 10 100 0.1 1 10 100

Iris 0.89 0.89 0.89 0.89 0.74 0.74 0.74 0.74

Glass 0.53 0.54 0.52 0.52 0.37 0.38 0.37 0.37

Soybean 0.73 0.73 0.73 0.75 0.71 0.71 0.71 0.73

Zoo 0.75 0.75 0.77 0.68 0.73 0.74 0.74 0.70

5 Conclusion and Future Work

In this paper, we propose a weighted graph regularized nonnegative matrix fac-
torization model for cluster ensembles task. We integrate two representations of
input clustering, multiple co-association matrices and cluster feature matrix in a
unified regularization framework. We learn the implicit consensus function from
cluster feature matrix by NMF procedure while the factorization is regularized
with consensus matrix. The weights of input clusterings are learned within the
factorization process. Extensive experiments on a number of real-world datasets
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demonstrate that the proposed method mostly outperforms the other cluster
ensemble algorithms.

In future work, we want to extend the idea of this paper to other statistical
models, such as topic modeling, to integrate different representations of input
clusterings beyond the multiple co-association matrices and the cluster based
matrix.

Acknowledgments. We would like to thank all anonymous reviewers for their
helpful comments. This work is supported in part by the National Natural Sci-
ence Foundation of China (NSFC) grants 60970045 and 60833001.

References

1. Strehl, A., Ghosh, J.: Cluster ensembles - a knowledge reuse framework for com-
bining multiple partitions. The Journal of Machine Learning Research 3, 583–617
(2002)

2. Li, T., Ding, C.: Weighted consensus clustering. In: Proceedings of the 8th SIAM
International Conference on Data Mining, pp. 798–809 (2008)

3. Wang, H., Shan, H., Banerjee, A.: Bayesian cluster ensembles. In: Proceedings of
the 9th SIAM International Conference on Data Mining, pp. 211–222 (2009)

4. Wang, F., Wang, X., Li, T.: Generalized cluster aggregation. In: Proceedings of the
21st International Jont Conference on Artifical Intelligence, pp. 1279–1284 (2009)

5. Topchy, A., Jain, A., Punch, W.: Clustering ensembles: Models of consensus and
weak partitions. IEEE Transactions on Pattern Analysis and Machine Intelligence,
1866–1881 (2005)

6. Gionis, A., Mannila, H., Tsaparas, P.: Clustering aggregation. ACM Transactions
on Knowledge Discovery from Data 1(1), 4 (2007)

7. Li, T., Ding, C., Jordan, M.: Solving consensus and semi-supervised clustering
problems using nonnegative matrix factorization. In: Proceedings of the 7th IEEE
International Conference on Data Mining, pp. 577–582 (2007)

8. Wang, F., Ding, C., Li, T.: Integrated kl (k-means-laplacian) clustering: A new
clustering approach by combining attribute data and pairwise relations. In:
Proceedings of the 9th SIAM International Conference on Data Mining, pp. 38–48
(2009)

9. Al-Razgan, M., Domeniconi, C.: Weighted clustering ensembles. In: Proceedings of
6th SIAM International Conference on Data Mining, pp. 258–269 (2006)

10. Hadjitodorov, S., Kuncheva, L., Todorova, L.: Moderate diversity for better cluster
ensembles. Information Fusion 7(3), 264–275 (2006)

11. Karypis, G., Kumar, V.: A fast and high quality multilevel scheme for partitioning
irregular graphs. SIAM Journal on Scientific Computing 20(1), 359 (1999)

12. Fern, X., Brodley, C.: Solving cluster ensemble problems by bipartite graph parti-
tioning. In: Proceedings of the 21th International Conference on Machine Learning,
pp. 281–288 (2004)

13. Topchy, A., Jain, A., Punch, W.: A mixture model for clustering ensembles. In:
Proceedings of 4th SIAM International Conference on Data Mining, pp. 379–390
(2004)

14. Blei, D., Ng, A., Jordan, M.: Latent dirichlet allocation. The Journal of Machine
Learning Research 3, 993–1022 (2003)



228 L. Du, X. Li, and Y.-D. Shen

15. Lee, D., Seung, H.: Learning the parts of objects by non-negative matrix factor-
ization. Nature 401(6755), 788–791 (1999)

16. Cai, D., He, X., Han, J., Huang, T.S.: Graph regularized non-negative matrix
factorization for data representation. IEEE Transactions on Pattern Analysis and
Machine Intelligence (to appear, 2011)

17. Bertsekas, D.: Nonlinear programming. Athena Scientific, Belmont (1999)
18. Asuncion, A., Newman, D.J.: UCI machine learning repository (2007)
19. Lovász, L., Plummer, M.: Matching theory (1986)
20. Fern, X., Brodley, C.: Random projection for high dimensional data clustering: A

cluster ensemble approach. In: Proceedings of the 20th International Conference
on Machine Learning, pp. 186–193 (2003)

21. Munkres, J.: Algorithms for the assignment and transportation problems. Journal
of the Society for Industrial and Applied Mathematics, 32–38 (1957)

22. Monti, S., Tamayo, P., Mesirov, J., Golub, T.: Consensus clustering: a resampling-
based method for class discovery and visualization of gene expression microarray
data. Machine Learning 52(1), 91–118 (2003)



J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 229–242, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Continuously Identifying Representatives  
Out of Massive Streams* 

Qiong Li1,2, Xiuli Ma1,2,**, Shiwei Tang1,2, and Shuiyuan Xie1,2 

 
1 School of Electronics Engineering and Computer Science, Peking University,  

Beijing, China, 100871 
2 Key Laboratory on Machine Perception (Ministry of Education), Peking University,  

Beijing, China, 100871 
{liqiong,maxl}@cis.pku.edu.cn, tsw@pku.edu.cn 

Abstract. More and more emerging applications are involved in monitoring 
multiple data streams concurrently. In these applications, the data flow out of 
multiple concurrent sources continuously. In such large-scale real-time monitor-
ing applications, continuously identifying representatives out of massive 
streams is an important task which aims to capture key trends to support online 
monitoring and analysis. In this paper, we present a framework for continuously 
extracting representatives out of massive streams. Our framework identifies and 
traces representatives based on core clustering technique. We adapt the core 
clustering model under streaming condition and propose a method of extracting 
representatives by utilizing the advantage characteristic of core clusters that 
core set is tight. In order to continuously identify the representatives in an effi-
cient way, we apply online representatives adjust processes only when signifi-
cant clustering evolution happens. As shown in our experimental studies, our 
algorithm is effective and efficient. 

Keywords: data mining, data streams, representative, core clustering. 

1 Introduction 

More and more emerging applications are involved in monitoring multiple data 
streams concurrently. Such applications include network monitoring, sensor networks, 
financial data analysis and so on. In such large-scale real-time monitoring applica-
tions, the data flow out of multiple concurrent sources continuously. In many cases, 
streams vary at different numerical levels but with similar trends or shapes. For ex-
ample, in large distributed network of drinking water, the chlorine concentration le-
vels of some nodes may rise and fall coherently over time. It is significant to reduce 
the scale of monitoring by utilizing the correlation among streams. As a result, conti-
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nuously identifying representatives out of massive streams is an important task which 
aims at capturing key trends to support online monitoring and analysis.  

Traditional methods on monitoring and analysis applications have mainly focused 
on a single data stream [1]. However, in large-scale monitoring applications, it is not 
the raw sensory readings associated with a single node that is interesting. Identifying 
representatives out of massive streams in real-time will give a clear overview of the 
key trends of data across the entire system. Pattern discovery in multiple streams is 
another kind of work which focuses on discovering patterns in order to summarize 
streams [2] [10]. Most of these methods use some mathematical transformation tools 
to discover and model the resulted patterns which can summarize and compress the 
original streams efficiently. But these methods lack an intuitive interface to represent 
and explain the result to end users. It is crucial to continuously mining some more 
interpretable and intuitive results. Clustering over multiple streams [3] [5] [6] is an 
effective way to summarize multiple streams that puts the similar streams together 
and separates dissimilar ones apart. Clusters can provide information of similarities 
between streams. However, clustering cannot directly present the key trends out of 
massive streams. As a result, we extract representatives beyond performing clustering 
technique on streams. And we use correlation as our similarity measure because it is 
common that two different streams vary with similar trends or shapes in large-scale 
real-time monitoring applications. In this paper, we present a framework named Con-
tinuously Identifying Representatives out of massive Streams abbreviated as CIRS. 
Explicitly, this framework will identify and trace several representatives based on 
correlation clustering technique. 

Traditional clustering models have two main shortcomings. One shortcoming is 
that the number of clusters needs to be predefined. Another shortcoming is the clus-
ters are not tight, which means some pairs of objects in one cluster may have small 
similarities. We hope that every pair of streams in one cluster has high similarity. As a 
result, we consider the model of pair-wise clustering [7] [16] which does not need to 
predefine the number of clusters and can guarantee that the similarity of any pair of 
objects in one cluster is high enough. But the complexity of common pair-wise clus-
tering algorithms is insufferable. So we adapt core clustering model [8] which have a 
complexity of polynomial to complete our clustering process. However, the original 
core clustering model is designed for high dimensional data. It is not suitable for 
streaming conditions. Thus, we expand the model for streams. The core clustering 
model partitions data set into some core sets and boundary sets. The similarity of any 
pair of objects in one core set is not less than a given threshold. This characteristic is 
called that the core set is tight. The similarity of any pair of objects from different 
core sets is less than this threshold. Thus the dissimilar streams can be well separated. 
Because of introducing local optimization, the complexity of the core clustering algo-
rithm is polynomial which is quite less than that of common pair-wise clustering.  

Continuously identifying representatives faces several challenges: (1) Massive 
streams update at a very fast rate. For a large-scale real-time monitoring application 
with tens of thousands to millions of nodes, identifying representatives effectively 
becomes computationally challenging. Clustering can assist with solving this prob-
lem, because the clustering results can provide information of similarities between 
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streams. So how to identify representatives based on a sound clustering model is very 
important. (2) Near real-time monitoring and analysis of incoming data streams is 
required. For example, in drinking water monitoring system, outbreak detection  
requires immediate response and cannot afford any offline-processing. So representa-
tives should be identified in real time. The evolution of clusters can support the  
extraction of representatives continuously and efficiently. So we must propose an 
effective method for clustering over streams in an online way. Checking clustering 
evolutions periodically [5] may cause a waste of time if the clusters remain almost the 
same. On the other hand, the evolvements information of clusters may be missed due 
to the fast changing rate of data. We will propose an effective method for clustering 
streams dynamically. 

Consequently, we first execute core clustering on the streams. Then we extract rep-
resentatives from the clusters. Finally, we adjust the representatives timely when clus-
ters evolution happens, so that we can identify the representatives out of massive 
streams continuously. The main contributions of our work are listed as follows: 

 We propose a method of identifying representatives out of massive streams 
effectively. The method is based on core clustering and utilizes the 
characteristic of core clusters that the core set is tight. Thereby the 
representatives can be identified with high qualities.  

 We adapt the core clustering model under streaming condition. The new 
model will favor the online adjustments of clusters and continuously 
identifying representatives. 

 We propose a framework of continuously adjusting representatives 
efficiently. The framework focuses on the clusters evolvements. The 
representatives will be adjusted as long as significant clustering evolution 
happens. 

The remainder of this paper is organized as follows. Session 2 discusses related work. 
In Section 3, the problem statement is given. The main strategy of identifying 
representatives is described in Section 4. Section 5 presents the experimental results. 
Finally, this paper concludes with Section 6. 

2 Related Work 

Pattern discovery in multiple streams or time series continues to attract high interest 
[2] [10]. SPIRIT [2] summarizes key trends by calculating hidden variables 
incrementally. Dynammo [10] focuses on summarization of coevolving sequences 
with missing values. Most of these methods use some mathematical transformation 
tools such as PCA to discover and model the resulted patterns. The results are not 
intuitive enough to represent and explain to end users. It is crucial to identify and 
track representatives in a more interpretable and intuitive way.  

Clustering over streams is another common method to summarize and analyze 
massive data streams. Various research works have been reported to deal with this 
problem. These works can be divided into two main kinds. One kind of works focuses 
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on clustering the data points [11] [12] [13]. They regard the streams as distributed 
sources of the original data. They cluster the data points not the streams. Another kind 
of works discusses clustering the streams as our point of view. A COD framework is 
provided in [3]. It summarizes data online and clusters offline when users give que-
ries. The method proposed in [5] utilizes a periodical way of checking cluster evolu-
tions. The cluster split or merge processes will be performed when cluster evolves. 
The periodical method can cause a waste of time if the clusters remain almost the 
same, while the cluster information may be lost if the data change in a fast rate. 
COMET-CORE [6] is a framework of continuously clustering streams by events. It 
defines events as the marked changes of the streams. It computes correlation between 
approximated streams and continuously clusters them by cluster splitting and merg-
ing. However, COMET-CORE adopts traditional clustering model. The clusters are 
not tight. In addition, COMET-CORE will not consider the streams which cannot be 
assigned into any present clusters. This may miss some important information. Clus-
tering results cannot intuitively present the key trends which are essential for reducing 
the scale of monitoring in large-scale online monitoring and analysis. 

In conclusion, none of the proposed frameworks can achieve the goal of continuously 
identifying representatives out of massive streams with efficient and intuitive form. 

3 Problem Statement 

First, we denote a stream in the form of [ ]1, 2, ..., tS , where t is the latest timestamp 

of the stream. Then, we can define a set of streams as 1 2 n{ S ,S ,...,S }  for ease of 

presentation.  
We use correlation as our similarity measure because it is common that two differ-

ent streams vary with similar trends or shapes in large-scale real-time monitoring 

applications. We adopt Pearson correlation coefficient in this paper. [ ]i kS  denotes 

the value at timestamp k of the data stream iS . So we give the definition of correla-
tion between two streams as follow. 

Definition 3.1. (CORRELATION COEFFICIENT) the correlation coefficient between 

two streams iS  and jS  is 

[ ] [ ] [ ] [ ]
[ ] [ ]

i j i j

i j
i i j jk k

2 2

S k S k S k S kk k k
, )=

( S k S ) ( S k S )
corr ( S S

⋅ −  

− − 
. 

On this basis, we can give the definition of representative. 

Definition 3.2. (REPRESENTATIVE)  Given a threshold cδ , if the correlation coef-

ficient between i 1 2 nS { S ,S ,...,S }∈  and j 1 2 nS { S ,S ,...,S }∈  satisfies 

i j c, )corr( S S δ≥ , then iS  can represent jS  and iS  is a representative of jS .  
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This definition describes the representative in a mathematical way. We can infer from 

Definition 3.2 that the definition is symmetric. If iS  is a representative of jS , then 

jS  is a representative of iS .  And we can draw from this further that any stream is a 

representative of itself. However, we hope to continuously identify some representa-
tives that can represent as many streams as possible because these representatives are 
more helpful for capturing the key trends of all streams. So we define an indicator to 
evaluate the quality of a representative. 

Definition 3.3. (COVERAGE RATE)  Given a stream r 1 2 nS { S ,S ,...,S }∈ , rn  is the 

number of streams which can be represented by stream rS  in the set 1 2 n{ S ,S ,...,S } . 

Then the coverage rate of stream rS  is nr/n. Given a streams set 

r1 r2 rm 1 2 nR { S ,S ,...,S } { S ,S ,...,S }= ⊆ , Rn  is the number of streams which can be 

represented by at least one stream in R. Then the coverage rate of set R is Rn /n. 

Coverage rate indicates the effectiveness of a representative. The higher the value is, 
the more streams can be represented. We hope to continuously identify a smallest set 
of representatives which have a high coverage rate. 

Finally, we state our problem as follow: given a coverage rate c% and a correla-

tion threshold cδ , how to find the smallest set of representatives 

r1 r2 rmR { S ,S ,...,S }=  at every timestamp, which can represent at least c% streams of 

the streams set 1 2 n{ S ,S ,...,S } . 

4 Continuously Identifying Representatives 

At the beginning of this section, the brief concept of the framework is given. Due to 
the shortcomings of existing clustering models, we adopt one of the pair-wise cluster-
ing models called core clustering [8]. The result of core clustering can ensure that the 
similarity between any pair of objects in one core set is not less than a given thre-
shold. So it can support the extraction of representatives effectively. In order to identi-
fy representatives continuously, we have to update the result of core clustering timely. 
Instead of re-clustering all streams, we adjust cluster results online when there are 
significant changes so that the representatives can be extracted effectively. 

4.1 Core Clustering 

Original core clustering model [8] is designed for high-dimensional data which are 
common in some applications such as microarray in gene engineering. Unlike high-
dimensional data, streams cannot be stored in advance. So the processing on streams 
cannot be completed offline. The resulted patterns on streams should be updated 
whenever new data arrive. As a result, we adapted the core clustering model to meet 



234 Q. Li et al. 

the online requirement. We proposed real-time adjustment strategies under streaming 
condition in order that the clustering results can be updated as long as new data arrive. 
Furthermore, we used correlation as our similarity measure because it is common that 
two different streams vary with similar trends or shapes in large-scale real-time moni-
toring applications. 

Definition 4.1. (CORE SET) C is a core set of the streams set 1 2 n{ S ,S ,...,S }  if 

i j c, )corr( S S δ≥  for i j,S S C∀ ∈ , where i j, )corr( S S  is the correlation coefficient 

between iS  and jS , cδ  is a given correlation threshold. 

The correlation coefficient between any two streams in the same core set is not less 
than a given threshold. We denote this characteristic as that the core set is tight. This 
characteristic will advantage the identifying of representatives, because all the streams 
in one core set can be represented by only one stream. 

Core sets can constitute clusters directly. However, this will lead to many small 
clusters. We do not hope this happen, because small clusters do not favor the 
extraction of representatives. Therefore boundary set is proposed. We give the 
definition of boundary set for stream condition as follow. 

Definition 4.2. (BOUNDARY SET) B is the boundary set of core set C, where 

i c iB { S | corr( S ,  S ) ,  S C }δ= ≥ ∈ . 

Boundary set is the set of streams which meet the challenge of correlation threshold 

cδ  with at least one stream in the corresponding core set. A cluster will be composed 
of a core set and a corresponding boundary set, denoted as a pair like (C, B). The goal 
of core clustering is to partition the streams set into several core sets having no inter-
section and their corresponding boundary sets. 

Based on these definitions, we can constitute some initial clusters as a foundation 
of online adjustments. The algorithm for constituting initial clusters has two steps. 
First step is to calculate the correlation matrix of all streams in the streams set, which 
stores the correlation coefficient between any pair of streams. We adopt the method 
proposed in [9] to calculate the correlation coefficients efficiently. The method ap-
plies a sliding window on streams. It takes the Discrete Fourier Transform and adopts 
weighted Euclidean distance as the correlation coefficient. The details of the algo-
rithm are passed over here. The second step is the process of partitioning the streams 
into several core sets and their corresponding boundary sets. Core clustering model 
adopts a local optimization policy [8]. We also adapt this under streaming condition. 
First, we get the stream S which satisfies the correlation threshold with the maximum 
number of streams in the current streams set. Then we generate the core set containing 
S and the corresponding boundary set. The stream which has the highest correlation 
with S and satisfies the correlation threshold with all the streams in the current core 
set will be added into the core set every time. And the boundary set will accordingly 
be updated. If the stream satisfying the above restrict does not exist, the core set and 
the corresponding boundary set are generated completely. Then remove these streams 
from the current streams set and get back to the start to generate a new core set and 
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corresponding boundary set. The algorithm will finish if the current streams set be-
comes empty. This strategy can reduce the complexity of the algorithm to polynomial. 

Thus, we can get the core clustering results over the streams set 1 2 n{ S ,S ,...,S } , 

which can be denoted as 1 1 2 2 n n{(C ,B ), (C ,B ), , (C ,B )}… , where i i(C ,B )  is a cluster 

in the form of core set and its corresponding boundary set. 

4.2 Extracting Representatives 

Based on the initial result of core clustering, we identify the representatives. As the 
core set is tight, any stream of a core set can be treated as a representative of the 
streams in its cluster. However, considering the purpose of representing as many 
streams as possible, we finally identify the stream correlative to the maximum number 
of streams in the corresponding boundary set as the representative of the cluster. This 
method directly utilizes the advantage characteristic of core clustering. The correla-
tion coefficient between any two streams in the same core set is not less than the giv-
en correlation threshold. So the representative can represent all the streams in the 
same core set. In addition, the representative can also represent the maximum number 
of streams in the boundary set. Thus it can represent the maximum number of streams 
in the cluster.On this basis, we propose the definition of expanded core set, which 
extends the conception of core set. 

Definition 4.3. (EXPANDED CORE SET) (C,B)  is a cluster. rS is the 

representative of the cluster. We call i i r cExpC C { S B| corr( S , S ) }δ= ∪ ∈ ≥  the 

expanded core set. 

Expanded core set contains all of the streams correlative to the representative. The 
scale of expanded core set reflects the quality of representative directly. The more 
streams expanded core set contains, the higher the coverage rate of the representative 
is, and the higher quality the representative has. Algorithm 1 shows the main steps of 
extracting representatives. 

 
Algorithm 1. ExtractRS 

Input: the streams set, the correlation threshold cδ . 
Output: the clusters and the representatives. 
1 Partition the streams set into several core sets and corresponding boundary 

sets by core clustering; 
2 for every cluster 
3 check streams in core set C; 
4 identify the stream S  correlative to the most streams in the boundary set 

B as the representative;  
5 create expanded core set ExpC  for current cluster; 

6 end for 
7 return the clusters and the representatives; 
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We can get initial representatives so far. Next we will focus on how to adjust them 
in real time due to clusters evolvements while data arrive continuously. 

4.3 Representatives Adjustment 

The correlation between streams will change very likely when new data arrive. And 
clusters will evolve accordingly. As a result, the representatives must be updated as 
long as the clusters evolve. How to detect cluster evolvements in time will be the key 
point. As mentioned in Section 2, the periodical way may cause a waste of time if the 
clusters remain almost the same. Or the evolvements information may be lost due to 
the fast changing rate of clusters. Another way is defining some events to denote the 
evolving of clusters, like COMET-CORE [6]. But COMET-CORE adopts a tradition-
al clustering model, which cannot support the extraction of representatives effective-
ly. And the results of COMET-CORE always include a temporary set, in which 
streams will not be considered. In this paper, we detect the changes of clusters by 
observing the cluster members. If members in one cluster cannot be represented by 
the representative anymore, we will adjust the clusters by transferring these members. 
The transferring of members focuses on maintaining the core sets tight while reducing 
the processing time as far as possible, so that the quality of core clusters can be en-
sured while the adjustments also meet the real time challenge. The particular steps are 

listed as follows. ct  is the current timestamp.  
 

Algorithm 2. AdjustRS 
Input: the present clustering results, the present representatives, the correla-

tion threshold cδ , re-clustering threshold rδ . 
Output: the clusters and the representatives after adjustments. 
1 if there exists a cluster that the percentage of streams cannot be represented 

is large than rδ  
2    re-cluster; 
3 end if 
4 for every cluster  
5    check the expanded core set ExpC; 

6    if cS  in ExpC cannot be represented by representative stream 

7       delete cS  from ExpC; 

8       if there is another representative can represent cS  

9         add cS  into the corresponding boundary set of the most correlative 
representative ; 
10      else 

11        cS  composes a new cluster; 
12      end if 
13  end if 
14 end for 
15 for every cluster 
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16   check the boundary set B; 

17   if bS  in B-ExpC can be represented by representative stream 
     // B-ExpC is the set of members in B but not in ExpC. 

18      add bS  into ExpC; 
19   end if 
20 end for 
21 update the representatives of all adjusted cluster; 

 
It needs two steps to complete the member transferring, 

Check expanded core set of every cluster, if the stream cS  in a certain expanded 
core set which no longer meets the correlation threshold with the representative, then 

cS  will be removed from this expanded core set. If there exists other representatives 

which can represent cS , then assign cS  into the expanded core set of the most simi-
lar representative accordingly. Or else if there is a stream which is strongly correlative 

with cS , then assign cS  into the boundary set of the corresponding cluster of this 

stream. Otherwise, cS  will compose a new cluster on its own.  

Check boundary set of every cluster, if stream bS  in a certain boundary set and 
not in the corresponding expanded core set meets the challenge of the correlation 

threshold with the representative of the current cluster, bS  will be adjusted into the 
expanded core set.  

The two steps mentioned above will complete the member transferring due to clus-
ters evolvements. And we will achieve the goal of adjusting clusters. At last, we re-
extract representatives of adjusted clusters. The main steps are listed in Algorithm 2.  

Notice that we first check every cluster. If there exists a cluster that the streams are 
no longer correlative with the representative exceed the given threshold, we will re-
cluster all the streams. This step can avoid low efficiency due to too many member 
transferring caused by the large amount of streams which cannot be represented any 
more. The complete description of CIRS is listed in Algorithm 3.  
 

Algorithm 3. CIRS 

Input: the streams set, the correlation threshold cδ , re-clustering threshold 

rδ . 
Output: the clusters and the representatives of every timestamp. 
1    get initial clusters and representatives by calling ExtractRS; 
2    if new data come in 
3       AdjustRS; 
4       update the clusters and the representatives; 
5    end if 

 
Until now we have described the complete framework for continuously identifying 

representatives out of massive streams. At last, we get back to the problem stated in 
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Section 3: given a coverage rate c%, we will obtain a set of representatives by the 
method above, which can represent at least c% of all streams and the set of represent-
atives is smallest. We adopt an intuitive method considering of the size of the ex-
panded core sets. We sort the clusters by the size of their expanded core set, and add 
the representatives into the final result set in order until the current set of representa-
tives can meet the requirement of coverage rate. 

In large-scale real-time monitoring applications, users are concerned with the typi-
cal trends of data streams. The representatives fitly meet the demand. The more 
streams a representative can represent, the more typical it is, and the more important it 
is for users. In conclusion, our method considers the typicality of representatives, and 
always returns the top-k representatives to users, where k is related with a given cov-
erage requirement.  

5 Experimental Evaluations 

In this section, we evaluate the proposed method on monitoring data streams of real 
application. Section 5.1 introduces the datasets. Section 5.2 studies the effectiveness. 
Scalability of our method is discussed in Section 5.3. We mainly compare our method 
with COMET-CORE proposed in [6]. COMET-CORE is an algorithm for clustering 
streams. According to the clustering method, we consider the streams which have 
marked changes as representatives, because COMET-CORE will split and merge 
clusters according to the similarities between these streams and other. Thus we can 
experiment on the same criteria. We conducted all the following experiments on Win-
dows XP Professional operating system equipped with an Intel Pentium 1.86GHz 
processor and 1 GB of RAM. 

5.1 Datasets 

We use the monitoring data streams of water distributed networks. Drinking water 
quality monitoring is a typical large-scale real-time monitoring application. We used 
two distribution networks of different scales. One water distribution network is a real 
water distribution system referred to in BWSN (The Battle of the Water Sensor 
Network) [15]. This network is comprised of 129 nodes. Another network is from the 
Centre for Water Systems at the University of Exeter [4]. It is comprised of 920 
nodes. 

The dataset of water distribution network was generated by EPANET 2.0 [14] that 
accurately simulates the hydraulic and chemical phenomena within drinking water 
distribution systems. And in our experiments, to construct datasets of different scales, 
we monitor the chlorine concentration level on two networks for different size of 
nodes and timestamps. We will simply denote the dataset as the form of 
nodes*timestamps. For example dataset of 129 nodes and 648 timestamps will be 
denoted as 129*648.  
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5.2 Effectiveness 

In this section, the quality of representative is discussed. We probe two criteria: the 
percentage of representatives in all streams and the average correlation between rep-
resentatives and the streams they represent. The coverage rate is 100% and the corre-
lation threshold is 0.8 for both COMET-CORE and our method. The experiments 
were conducted on different size of nodes and timestamps. Fig.1 shows the results 
versus timestamps and Fig.2 shows the results versus nodes. As shown in Fig.1, our 
method CIRS is more effective than COMET-CORE. In Fig. 1(a), the percentage of 
representatives of CIRS is lower than COMET-CORE at most timestamps. CIRS can 
use just less than 5% streams to represent other streams at best, while COMET-CORE 
will use more than 10% streams. And CIRS can use about 40% streams to represent 
all streams at worst, while COMET-CORE uses more than 70% streams. As shown in 
Fig. 1(b), average correlation between representatives and the streams they represent 
of our method is obviously higher than that of COMET-CORE. The average correla-
tion of our method is always close to 1, while the result of COMET-CORE is about  
0.9. This profit from the characteristic of core cluster that every core set is tight. And 
our adjusting strategies can also ensure the quality of the clusters. In conclusion, our 
method can continuously identify representatives in a very effective way. As shown in 
Fig.2, our method is still more effective than COMET-CORE. In Fig. 2(a), the  
 

  
(a) Percentage of representatives               (b) Average correlation  

Fig. 1. Effectiveness vs. timestamps 

   
     (a) Percentage of representatives              (b) Average correlation  

Fig. 2. Effectiveness vs. nodes 
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percentage of representatives of our method is lower than COMET-CORE in each 
case. And the result becomes better when the size of nodes is larger. In Fig. 2(b), the 
average correlation of our method is obviously higher than that of COMET-CORE in 
general though the results in some cases are a little lower than COMET-CORE. In 
conclusion, our method is more effective than COMET-CORE for different size of 
data. 

5.3 Efficiency 

We compare our method with two other methods: one is called Basic here, and the 
other is COMET-CORE. The Basic algorithm also extracts representatives based on 
clustering. It does clustering periodically and identifies the centers of clusters as 
representatives. We repeated every experiment 10 times and calculated the average 
runtime as our final results. The results on different datasets are shown in Fig. 3 and 
Fig.4. Fig.3 shows the average runtime on datasets of different nodes size. Our 
method CIRS is much more efficient than Basic in all cases. Compared with 
COMET-CORE, our method is a little slower. The main reason of this is that our 
clustering model is a pair-wise clustering model which considers the similarity 
between every pair of streams.  

 

Fig. 3. Runtime vs. nodes 

The runtime versus timestamps is presented in Fig. 4. The result of Basic is shown 
in Fig. 4(a). Though the runtime almost remains the same at different timestamps, the 
result is much more inefficient than other two methods. The processing time of Basic 
on streams which continuously have new data arrive will become intolerable. 
COMET-CORE and CIRS are much better than Basic. The results are shown in Fig. 
4(b) and Fig. 4(c) respectively. The average runtimes of two methods are about the 
same. But we can confirm from Fig. 4(d) that the runtime of our method remains sta-
ble when the size of timestamps becomes larger while the result of COMET-CORE 
has a trend to become larger and larger. As a result, the processing time of CIRS on 
streams of different timestamps is linear with the size of timestamps while the result 
of COMET-CORE seems to be exponential with it. Consequently, our method will be 
much more efficient when streams come continuously.  
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(a) Runtime of Basic 

 

(b) Runtime of COMET-CORE 

  

(c) Runtime of CIRS  

 

            (d) Runtime of three methods 

Fig. 4. Runtime vs. timestamps 

6 Conclusion 

In this paper, we proposed a framework for continuously identifying representatives 
out of massive streams. Clustering over multiple streams is an effective way to 
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summarize multiple streams. However, clustering cannot directly present the key 
trends out of massive streams. As a result, we extract representatives based on 
performing clustering technique on streams. Considering the shortcomings of 
traditional clustering models, we finally adopt a pair-wise clustering model which is 
called core clustering. This model is designed for high dimensional data, so we adapt 
it under streaming condition and propose a method of identifying representatives by 
utilizing the characteristic of core clusters. We also apply efficient representatives 
adjusting processes only when significant clusters evolution happens. As validated in 
the experimental results, our algorithm is effective and efficient. 

Moreover, we look forward to discover the changing patterns of representatives for 
events detection in large-scale real-time applications. 
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Abstract. Uncertainty exists widely in real-word applications. Recently, the 
research for uncertain data has attracted more and more attention. While not 
enough attention has been paid to the research of cost- sensitive algorithm on 
uncertain data. In this paper, we propose a simple but effective method to extend 
traditional cost-sensitive decision tree to uncertain data, and the algorithm can 
deal with both certain and uncertain data. In our experiment, we compare the 
proposed algorithm with DTU[18] on UCI datasets. The experimental result 
proves that the proposed algorithm performs better than DTU, with lower 
computational complexity. It keeps low cost even at high level of uncertainty, 
which makes it applicable to real-life applications for data uncertainty. 

Keywords: Cost-sensitive, Uncertain Data, Decision Tree. 

1 Introduction 

In the research field of classification analysis, accuracy is the traditional criterion for 
measuring classification model, such as C4.5[16],DTU[18] and UDT[19]. Their goal is 
to minimize the misclassification error. However, these models are valid only when 
different types of classification errors have the same cost, which doesn’t hold in 
real-life applications. For example, in medical diagnosis, the cost for misdiagnosing a 
patient to be healthy may be far greater than that misdiagnosing a healthy person as 
being sick, because the former may lead to the loss of life. Meanwhile, in order to 
maintain high accuracy, these models do as many tests as possible, which neglect the 
enormous cost tests may generate, such as some medical tests are very expensive. Thus 
researchers propose the cost-sensitive learning with the objective to minimize the 
expected total cost of tests and misclassifications. 

Recently, there are amounts of works on cost-sensitive researching. To the best of our 
knowledge, these researches only can handle certain data. However, data-uncertainty 
exists widely in real-world data, such as medical diagnosis, sensor network, market 
analysis, etc. Many reasons contribute to the emergence of uncertainty, such as imprecise 
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measurement, outdated sources, decision errors, etc. Uncertainty can be numerical, such 
as the data collection of sensor network for temperature and humidity. And uncertainty 
categorical data can appear in medical diagnosis, such as doctor have difficulty to 
accurately judge a tumor to be benign or malignant due to precision limitation of 
experiment. So judgment will be supported with certain probability or confidence [20]. 

Since data uncertainty is ubiquitous, it is important to develop research for uncertain 
data. In this paper, we borrow the idea in DTU[18] and UDT[19] to handle data 
uncertainty, and use the probabilistic cardinality to build cost-sensitive decision tree for 
uncertain data. 

Our main contribution is we firstly propose a Cost-Sensitive Decision Tree for 
Uncertain Data (CSDTU). We also be first one to integrate uncertainty data model into 
cost-sensitive learning. In experiment, we compare CSDTU with DTU on UCI 
datasets, and the certain data is treated as uncertainty 0. The result shows the 
effectiveness and rationality of CSDTU, which has satisfactory performance even with 
high uncertainty. 

This paper is organized as follows. Section 2 reviews the related work. Section 3 
describes the problem definition of our work. Section 4 presents the training and testing 
algorithm of our classification model. The experiment result and discussion is given in 
section 5. And section 6 concludes this paper and gives our future work. 

2 Related Work 

Cost-sensitive learning: cost-sensitive learning has received increasing attentions 
recently. In [2], Turney analyzed a whole variety of costs in machine learning, and 
pointed out that the most important two types of cost are the misclassification costs, 
that are the costs incurred by misclassification errors, and test costs that are the costs 
incurred for obtaining values of attribute. Some works only use misclassification costs 
such as [10][11]; while only attribute costs was used in [12][13]. They were pointed out 
to be bias in [2]. The best method should consider both misclassification and test cost. 
In that way, in [3], Turney designed ICET, which uses a genetic algorithm to build a 
decision tree to minimize the cost of tests and misclassifications. And [15] proposed a 
naïve Bayesian based cost-sensitive learning algorithm, called CSNB. 

Many works has been done on cost-sensitive decision tree, such as [4-9], which has 
been accepted by public. In [4], Ling proposed a decision tree with minimum total cost 
of tests and misclassifications. In [6-7][9], the decision tree designed by [4] was 
improved with expected cost-reduction and discount in attribute criterion, and several 
test strategies also be proposed, which can promote the rationality and efficiency of 
test. In [14], Qin, etc, based on cost-sensitive tree takes the cost into source cost and 
target cost for researching. 

Data Uncertainty: much works have been done in clustering, classification [18][19], 
frequent item mining and outlier detection. In [17], Aggarwal, etc, made a survey on 
uncertain data mining. And in [20] A rule-based algorithm on uncertain data was 
proposed.  
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DTU[18] and UDT[19] both are the decision tree to handle uncertain data. UDT 
builds model with probability density function and fractional tuples. And we borrow 
the idea of probabilistic cardinality in DTU to build classifier to handle uncertain data. 
So our algorithm have the same framework as DTU, and the minimal total cost of tests 
and misclassifications is used as the attribute split criterion. In addition, our algorithm 
has many properties of cost-sensitive learning, such as pointed out by [2][3]. For 
instance, if the misclassification cost is smaller than all test costs, then few tests will be 
performed, even no test, only a one-node decision tree will be returned. 

3 Problem Definition 

Here, we use a specific scenario to introduce the cost-sensitive classification for 
uncertain. In medical diagnosis, doctor will ask a patient (instance) to finish additional 
medical tests (attributes), which may obtain values at cost (test cost), and through the 
obtained value, to diagnose the disease of the patient (class). The test can improve the 
accuracy of diagnosis, but the error it includes will also result in uncertainty of data., 
that will lead to misdiagnoses. Misdiagnoses (misclassification) may also bear a cost. It 
contains two kinds of mistake, False-Positive (FP), which means a healthy person is 
misdiagnosed as sick, and False-Negative (FN), which means the patient is 
misdiagnosed as healthy. The cost of FN is usually larger than that of FP, as the former 
may incur the loss of life, while the latter leads to unnecessary medical treatment which 
may have bad side effects and waste money. The cost of correct diagnosis 
True-Positive (TP) and True-Negative (TN) are 0. For convenience, we use FP and FN 
to represent directly the cost of FP and FN, in the rest of paper, so are the TP and TN. 
We build a classification model from the training data with uncertainty.  

4 Cost-Sensitive Decision Tree for Uncertain Data (CSDTU) 

4.1 Data Uncertainty 

If the uncertain data is numerical uncertain data, it has uncertain numerical attribute 

(UNA) denoted by nuA , whose value is represented as an interval and the probability 
distribution function(PDF) over this interval. While uncertain categorical data has 

uncertain categorical attributes (UCA) cuA , the attribute value v of cuA is 
characterized by probability distribution over categorical domain, so the value v of 
attribute is a probability vector P=<p1,…, pn>, instead of a single attribute value for 
certain data. 

4.2 Training Algorithm for CSDTU 

In this paper, we only consider categorical attribute and binary classification, and it’s 
easy to extend it to numerical attribute and multi-classification such as C4.5 does. In 
DTU[18], probabilistic cardinality[18] is proposed to calculate probabilistic 
entropy[18], which can calculate the uncertain data’s information gain for selecting the 
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splitting attribute. The probabilistic cardinality [18] on categorical attribute is defined 
as: 

The value v of cuA  is represented by the probability vector P=<p1,…, pn>, 
)cu
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Furthermore, the probabilistic cardinality of vk for class Cl is: 
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For certain data, we use the number of instances to calculate information entropy, while 
for uncertain data, the probabilistic cardinality is used to calculate probabilistic 
entropy.  

In order to minimize the total cost, cost-sensitive decision tree algorithm [4] uses 
cost reduction as the splitting criterion, instead of entropy reduction in C4.5. For 
building cost-sensitive decision tree on uncertain data, in this paper, we propose 
probabilistic cost reduction(PCR) to select splitting attribute. Besides, we assume that 
all attributes of training instance are unknown when building, and we must pay some 
cost for getting the attribute value, that is different from Ling’s building algorithm. And 
for comparison, our algorithm is also under static cost structure, and the attribute’s cost 
will not be changed after it is assigned. Test cost and misclassification cost are on the 
same cost scale.  

Probabilistic cost reduction (PCR) is defined as the difference between the total cost 
without splitting and the total cost after splitting on given dataset, the former is 
expected total misclassification cost of dataset without splitting, and the latter includes 
expected total misclassification cost of all subsets after splitting and the test cost of 
splitting attribute. After calculating PCR of each attribute, we choose the attribute with 
maximum PCR as splitting attribute. 

Definition. Probabilistic Cost Reduction: 

 1
( ) ( ( ) ( ))ii

PCR ExpMisCost D ExpMisCost S TestCost A
=

= − +  
(3) 

Here, ExpMisCost(D) denotes the expected total misclassification cost of dataset D, 
which will be defined latter. It gives a more accurate choice for attribute selection than 
only misclassification cost of one class, that is introduced in detail in [7]. Si denotes the 
i-th subset of dataset D after split; and TestCost (A) denotes the test cost of attribute A. 

A simple example is given in Fig.1 to illustrate our idea. The dataset has P positive 
and N negative instances on node T. After T is split into two branches, there are P1 
positive and N1 negative instances on T1, while P2 positive and N2 negative instances 
on T2. So the PCR can be measured by: 
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Fig. 1. A simple tree 

( ) ( ( 1) ( 2) ( ))PCR ExpMisCost T ExpMisCost T ExpMisCost T TestCost A= − + +     (4) 

Here, TestCost(A) is the test cost of splitting attribute A, which is defined as: 

( ) ( ( ) ( ))* ( )TestCost A PC P PC N Cost A= +                     (5) 

Here, Cost(A) is test cost of attribute A, PC(P) and PC(N) are the probabilistic 
cardinality of positive and negative instances on node T. 

In (3), ExpMisCost(T) is the expected total misclassification cost, which is firstly 
defined in[7]. We extend that to uncertain data as ExpMisCost(T); We define MP as 
total misclassification cost of all positive instances on node T, MP= PC(N)*FP; and 
MN is that of all negative instances, MN= PC(P)*FN. Actually, choosing the attribute 
with maximal PRC means choosing attribute with the minimal total cost, so the 
attribute with the smaller misclassification cost has the larger probability to be chosen. 

Consequently, the probability for positive class is: 1p

MP MN
Pr

MN+MP MN+MP
= − = . 

So the expected misclassification cost of being positive is: 
pP r M P× . And the 

probability for negative class is:
n

M P
P r

M N + M P
= . The expected misclassification 

cost of being negative is:
nPr M N× . In that way, ExpMisCost(T) is defined as: 

2p n

PC(N) FP PC(P) FN
ExpectedMis(T)= Pr MP Pr MN

PC(P) FN+PC(N) FP

× × ×× + × = ×
× ×

       (6) 

With all above definitions, we calculate the PRC of attribute. PCR>0 denotes that 
choosing the attribute can help to reduce the total cost, otherwise, the attribute can’t be 
chosen as splitting attribute. If there are many attributes with PCR>0, we choose the 
one with the maximal PCR.  

After splitting attribute is selected, branches are grown corresponding to the each 
value of splitting attribute. Due to uncertainty, the weight of instance multiplies by the 
probability P of each attribute’s value, and that be assigned to the branch corresponding 
to attribute’s value. So one instance’ weight will be assigned to many branches. When 
all attributes’ PCR aren’t greater than 0, the node is labeled as leaf. For certain data, the 
cost-sensitive tree labels leaf node with the class of the minimum misclassification 
cost, for instance, there are P positive and N negative instances on leaf node, if 
P*FN>N*FP, then the leaf is labeled as positive. In this way, the class label of leaf is 

T 

T1 T2 

A

A A2
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not only related to the number of instances, but also to the misclassification cost. While 
for uncertain data, the leaf will not be labeled definitely. The probabilistic cardinality of 
each class is calculated and saved on the leaf. It denotes the probability distribution of 
classes. The building algorithm of CSDTU is in algorithm 1. It has the same 
computational complexity with C4.5, and we expect it be more efficient. 

 
Algorithm 1. Cost-Sensitive Decision Tree for Uncertain Data (CSDTU) 

Input:    D, Uncertain training dataset 
List of attributes’ test cost 
FP, cost for false positive instance  
FN, cost for false negative instance 

   Output:   A uncertain cost-sensitive decision tree  
1、Create a node T 
2、If (all instances are of the same class, positive ( or negative) ) 

return root as a leaf and save (PC(P), 0) (or (0, PC(N)) ) on the node 
3、If (attributes is empty) 

return the root as a leaf and save (PC(P), PC(N)) on the node 
4、Calculate PRC for each attribute 
5、If(maximum PRC of attribute<=0)  

return root as a leaf and save (PC(P), PC(N)) on the node 
6、Else 

   a、Let A be the attribute with maximum PRC among all the remaining 
attributes 

   b、Root ← A 
 c、For (each possible value vi (i=1,…,n) of the attribute A) 
     i、Grow a new branch Di below root corresponding to A = vi 
     ii、For (each instance Ej of D) 
           Put it into Di with Ej.weight * Ej.p(vi)    

   iii、If there are no instances in the branch, add a leaf node in this branch 
with saving (0,0) on leaf. 

     iv、Else call CSDTU to build a sub-tree below this branch 
END 

Return root 

4.3 Testing Algorithm for CSDTU 

The testing process starts from the root. Due to uncertainty, test instance has the 
probabilistic values <p1,p2,…,pk> corresponding to each value of splitting attribute. 
The weight of instance multiplies by each probabilistic values, and the results are 
assigned to its corresponding branch. For example, instance E’s weight multiplied by p1 
is assigned to branch 1. So test instance will be assigned into many branches. The 
process recursively runs on sub-node until arriving to leaf. On the leaf, we use the 
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probabilistic cardinality of each class to calculate the proportion of class PL, such as 
PL(pos) denotes the probability that instance is positive. It is defined:  

( )
( )

( )

P C pos
PL pos

P C leaf
=

                               
(7) 

Here, PC(leaf) is the probabilistic cardinality of all instances on leaf, PC(pos) is the 

probabilistic cardinality of all positive instances on leaf. 

We assume a route L from root to a leaf, and there are t tests in this route. An 

uncertain instance E has the probability P(Ei) to reach this branch at test attribute i, so 

the probability for instance to be positive along L can be defined as follows: 

1( ) ( )L t
pos i iP PL pos P E== × ∏

                         (8) 

Because an uncertain instance can pass many routes to many leaves, and we suppose 
that there are m routes. All involved routes should be considered for classification 
analysis. So the probability that an instance is classified as positive on the whole tree 

can be defined as 
1

m i
pos posi

P P
=

=  . Traditional cost sensitive decision tree use 

minimal misclassification cost for classification[4]. While in this paper, we use 
expected misclassification cost (EMC). We write EMCpos and EMCneg for positive and 
negative respectively. Taking all m routes into consideration, they can be defined as 
follows: 

 posE. EMC E.MP E.TP= +
                         (9) 

 negE . EM C E .M N E .TN= +
                      (10) 

Here, E.MP is the misclassification cost on all routes that instance E passed as positive 

instance, . = negE MP P FP× . E.MN is the misclassification cost as negative instance, 

. posE MN P FN= × . The true cost E.TP and E.TN is 0; 
If EMCpos <EMCneg, then instance E is labeled as positive, otherwise as negative. 

After classification, if the predicted label is the same as the true label of instance, the 
misclassification cost is 0; otherwise misclassification cost is incurred by false 
predicted label, such as FP is the cost incurred by false positive. Finally, the total cost 
for testing an instance is defined: 

TotalCost = MisCost + TotalTC                       (11) 

Here, MisCost is the misclassification cost, TotalTC is the cost of all tested attributes, 

which is defined as follows: 

TotalTC = AttrTestCost1 + AttrTestCost2 + … + AttrTestCostN        (12) 

Here, AttrTestCostN is the test cost of the N-th attribute. 
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5 Experiments  

In this section, we report our experimental results. We study the performance of 
algorithm on minimizing the total cost including misclassification cost and test cost, 
which are the most important measurement on study of cost-sensitive tree[4]. And we 
compare CSDTU with DTU, these two algorithms are implemented based on WEKA.  

As currently there is no real-life uncertain dataset publicly available by the research 
community[17-19], we need to convert existent certain data into uncertain data. We 
introduce synthetic uncertainty into these datasets following the method in DTU[18]. 

When we introduce 10% uncertainty, attribute cu
iA will have the probability 0.9 to take 

the original value, and 0.1 to take other values. For instance, in original certain dataset, 

1
cu

iE.A v= , so we assign 0.9i1p = , and assign (2 )ikp k n≤ ≤ to 

ensure
2

0.1
=

=n

ikk
p . In the rest of paper, 10% uncertainty is denoted by u0.1, and the 

certain dataset is denoted by u0. 
13 datasets are chosen from the UCI Repository for experiment, because they have 

binary classes and a good number of instances. The detailed information are listed in 
table 1. Pos/Neg represents the percentage of positive instances against negative 
instances. As our algorithm can only deal with categorical attribute, so we need to 
discrete numerical attributes with minimal entropy method[21] in advance. 

Then on a PC with Core 2 CPU and 2.0GB main memory, experiment is conducted 
by ten-fold cross validation. To make comparison possible, we simply assign static 
values to the costs. Test cost of attribute is assigned by random values between $0 and 
$100; and the proportion of misclassifications’ costs FP/FN is set to 600/1000, 
 

Table 1. Datasets used in experiments 

dataset #attribute #instance class distribution (pos/neg) 

Breast-w 10 699  458/241 

Vote 17 435 267/168 

Hepatitis 20 155 32/123 

Car 7 1733 1211/522 

Bank 11 600 274/326 

Breast-cancer 10 286 201/85 

Ecoli 8 336 220/116 

Heart-statlog 14 270 150/120 

Kr-vs-kp 37 3196 1669/1527 

Tic-tac-toe 10 985 322/626 

Credit-a 16 690 307/383 

Diabetes 9 768 500/268 

Sonar 61 208 97/111 
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1000/1000, and 1000/2000 respectively, so that we can study the classification 
performance of algorithm with different FP/FN. The uncertainty is selected from 0 to 
0.5, increasing by 0.1 each time.  

Fig.2 shows the average experimental results on 13 datasets with three different 
FP/FN settings. The curves in figure represent the average total cost of two algorithms. 
From that, we can see CSDTU always outperforms DTU. At u0, when dataset is 
certain, CSDTU’s performance is similar to DTU, even it is higher than DTU. But with 
the increase of uncertainty, the cost of DTU increases apparently, while CSDTU keeps 
stable and even declines.  

It could be observed easily that the total cost of DTU suddenly declines when 
uncertainty reaches 0.5. This phenomenon occurs similarly on all datasets. The reason 
for that can be found from table 2. In that, we choose 4 dataset who have more apparent 
performance to explain the reason, and their experimental results of DTU when 
FP/FN=1000/1000 is listed, including cost, accuracy and size of tree. We can see, at 
u0.5, the size of tree is smaller than other uncertainties, which contributes a lot to 
decreasing test cost, and finally results in small total cost. And few tests may also lead 
 

 

Fig. 2. Average total cost on 13 datasets 
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Table 2. The basic experimental result on 4 datasets 

U Hepatitis Breast-cancer Credit-a-disc Vote 

 Cost Acc Size Cost Acc Size Cost Acc Size Cost Acc Size 

u0.0 539.69 0.5846 24 604.416 0.6716 303.1 448.751 0.7696 378.3 277.043 0.9013 31.8 

u0.1 919.78 0.7875 28824 859.974 0.7128 611.4 749.158 0.8435 1441.9 840.516 0.9382 482.8 

u0.2 928.11 0.7792 31955 813.914 0.7589 565.1 750.608 0.842 1212.5 842.144 0.9335 455 

u0.3 986.03 0.7213 82502 823.861 0.7065 530.7 758.145 0.8333 1083.1 740.495 0.9174 469.2 

u0.4 1153.9 0.5533 166127 697.633 0.703 525.5 807.45 0.7507 1105.7 969.154 0.6138 515.8 

u0.5 491.5 0.6425 10.6 653.879 0.703 457.4 528.576 0.6681 900 386.205 0.6138 1 
 

 

Table 3. The experimental result of CSDTU and DTU 

 Tic-tac-toe Bank Kr-vs-kp Vote 

Average 
time 

CSDTU 13.4 28.16667 1580.833 197 

DTU 1023.25 211.5 27423.83 151.3333 

Average 
cost 

CSDTU 363.3216 461.3981 478.09 466.486 

DTU 669.1498 715.9307 1213.72 675.9264 

 

to the increase of misclassification cost. But it has little impact to total cost. So the 
phenomenon of declining suddenly at u0.5 happens. Based on this, we generate an idea 
to improve our algorithm in future, through studying the relevance of cost and 
information gain to reduce total cost by increasing accuracy.  

In Table 3, we give the average total cost for prediction and average time for 
building on above 4 datasets when FP/FN=1000/1000. Through this simple 
comparison, we can illustrate CSDTU has lower cost and higher efficiency than DTU. 
And the similar performance happens at other different sets of FP/FN.  

We also give the experimental results of these four datasets, in Fig.3, to furtherly 
illustrate that CSDTU is more stable and better. From that, we can see that CSDTU has 
the lower cost than DTU. There are similar performances on all datasets, except for the 
dataset sonar. So the experimental result of sonar is given in Fig.4. On that, DTU 
always has lower cost than CSDTU, except at u0.1. With the increase of uncertainty, 
CSDTU increases gradually, but DTU descends smoothly. We find CSDTU has more 
nodes than DTU, so the more test cost will be generated. Both of two algorithms is 
weak to classify the instance of sonar, and especially bad at high uncertainty.  
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Fig. 3. Total cost on 4 datasets under FP/FN=1000/1000 

 

Fig. 4. The result on datasets sonar 
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6 Conclusions and Future Work 

In this paper, we present a new algorithm CSDTU, which is a cost-sensitive decision 
tree for uncertain data. We improve the measures that choosing splitting attribute and 
testing instance on traditional cost-sensitive decision tree. Our experiments 
demonstrate CSDTU has a lower cost consumption and computational complexity than 
DTU. Even at high uncertain ratio, CSDTU still perform excellent.  

In the future, we will continue to consider discounts and delayed cost in our work, 
even extend the methods of minimizing total cost when groups of tests must be decided 
together, rather than in a sequential manner.  
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Abstract. Direct marketing is one of the most common and crucial
business intelligence tasks. In direct marketing, the goal of an agent is
to mine the right customers to market certain products, with the goal
of making fewest mistakes. This data-mining problem, though similar to
active learning in terms of allowing the agent to select customers actively,
is, in fact, opposite to active learning. As far as we know, no previous data
mining algorithms can solve this problem well. In this paper, we propose
a simple yet effective algorithm called Most-Certain Learning (MCL) to
handle this type of problems. The experiments show that our data-mining
algorithms can solve various direct marketing problems effectively.

Keywords: direct marketing, minimal number of mistakes, most-certain
learning.

1 Introduction

Direct marketing is one of the common and crucial business intelligence tasks.
It is a process of identifying likely buyers to market products accordingly. Di-
rect marketing has been increasingly used especially by the sectors of finance,
insurance company and telecommunication [1,2].

In direct marketing, a learner (or an agent) must study customers’ characteris-
tics and needs, and actively select examples (customers) to market its products.
This direct marketing problem is similar to traditional active learning in the
sense that it allows to select examples (customers) actively to learn.

However, direct marketing problem cannot actually be solved by existing ac-
tive learning algorithms in spite of the similarity. First of all, we argue that the
goal of direct marketing is different from that of active learning. In direct mar-
keting, obviously the goal of sales agents is to promote products to the “right”
customers so that the promotion is more efficient [3], i.e., to minimize the num-
ber of mislabeling the examples (customers). However, existing active learning
achieves just the opposite (see experiment section for the details).

Secondly, in direct marketing, the true label of a customer (”buying” or ”not
buying”) is revealed after a learner (an agent) labels the customer as ”buying”
(and promotes). As a result, even if the label from the learner is incorrect, the
current model still can be updated effectively with the true label. This is totally

J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 256–269, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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different for active learning in that the update of a current model only depends
on the labels obtained from oracles, even when they are noisy.

Lastly, since incorrect labeling does not influence the model updating, learn-
ers (sales agents) may label examples (customers) with their current knowledge
(model) as usually investigating true labels (querying oracles) are very expensive
or infeasible. If the labeling from the current model is correct (the agent pro-
motes his products successfully), no cost occurs (as not querying oracle). This
is different from that labels can only be obtained from labelers (oracles) in most
existing active learning algorithms.

Due to the differences, existing active learning algorithms cannot solve this
direct marketing problem well, and as far as we know, no previous data mining
methods can achieve the goal.

In this paper, we propose a new, simple yet effective algorithm called Most-
Certain Learning (MCL), to solve the direct marketing and many similar prob-
lems. The basic idea of MCL is to select the next example that can be labeled
by the current model with the highest certainty to learn. The rationale behind
is that learning is a gradual process, and the uncertain examples can become
certain ones with more certain examples being learned. As a result, the goal of
minimizing the number of mistakes can be achieved.

Considering the requirements of real-world applications, we implement MCL
further in two forms. One is that the learner must select and label all of the
remaining examples as either positive or negative class, called binary-class MCL,
or MCL-b. The goal of MCL-b thus is to minimize the number of mistakes of
both classes. For example, a doctor usually must see and diagnose all patients
as healthy or sick. The other type is that the learner only needs to identify one
class of examples, called single-class MCL, or MCL-1. In direct marketing, an
agent usually only cares about those customers who will likely buy the product
(positive examples), and does not need to predict, approach, and verify customers
who will unlikely buy the product (negative examples). In experiment section,
we will see MCL-1 applied to a market dataset.

We apply MCL on both UCI and KDD-Cup datasets. The experiment results
show that, even though MCL is quite simple, still it works much better in mini-
mizing the number of mistakes, compared to other learning strategies, including
most-uncertain sampling (called MUL in this paper) which is a popular active
learning strategy.

Furthermore, in the experiment we also discover another advantage of MCL:
the learning process is much more stable than other learning strategies. This
property is often important so that the learning behavior is more predictable.
On the other hand, we will also show that MCL learns more slowly than MUL.
That is, MCL needs to select more examples to learn a model as well as MUL
does.

The rest of this paper is organized as follows. Section 2 reviews related work.
Section 3 describes Most-Certain Learning (MCL) paradigm and its implemen-
tation of two versions: MCL-b and MCL-1. We present the experiment results of
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MCL-b and MCL-1 respectively in Section 4, and conclude our work and discuss
the future work in Section 5.

2 Related Work

Direct marketing is a modern business activity with an aim to maximize the
profit. As some complex, non linear models of customer behavior might be hidden
in large amounts of data, data mining techniques are used to offer insight in the
models [2]. However, most of the previous work focus on achieving some goals,
such as improving the predicting accuracy, handling imbalanced data, and so on,
with certain data mining techniques [1,2,3]. Our MCL algorithm focuses on how
to control the marketing process and minimize the marketing cost. In addition, it
can be used to solve many learning problems that are similar to direct marketing.

Direct marketing problem is an active process in the sense that it allows to
select examples actively to learn. However, existing active learning [4,5] cannot
solve it as their goals are different. Active learning is to minimize the number
of labelings from oracles; while direct marketing is to minimize the number of
mistakes in labeling examples.

Direct marketing problem is seemingly similar to agnostic active learning [6,7]
as both of them are related to noise data. However, the noise in agnostic active
learning comes from the oracles that provide labels, and the true label is hidden.
The goal of agnostic active learning is to improve the sample efficiency. For
our learning problem, the mislabelings come from the prediction of the current
immature model and the true label will be revealed after the prediction, and the
goal is also different.

Another work that is quite similar to MCL is self-directed learning [8,9,10].
Theoretically it studies the learning problem on simple classes of concepts, such
as, disjunction, conjunction, k -DNF and so on, to minimize number of mistakes.
However, the learning algorithm proposed must know and keep the set of all
target concepts. It chooses the next example that has the greatest difference
between the number of concepts that predict it differently (positive vs. negative
labels). In a sense, the algorithm chooses the example that it predicts mostly
certainly. However, the target concept class is often unknown, and nor is it fea-
sible to keep all the concepts for a learning algorithm in real-world applications.
As far as we know, there is no previous work in designing a practical learning
algorithm that works well (i.e., making fewer mistakes) for direct marketing and
similar problems.

3 Most-Certain Learning (MCL) Paradigm

Most-Certain Learning (MCL) is a high level learning paradigm, and can take
any classifier that generates delicate probability prediction as its base learner,
L. MCL can be defined formally as follows. Let X be the example set, and let
C be the concept class over X . MCL works as follows: in each step, it chooses
a new element (example) xi ∈ X that can be labelled by the current learner L
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with the highest certainty. It then outputs label li given by L and in response
the true value ct(xi) will be revealed, where ct ∈ C denotes the target function.
The learner will update its current model, mi, with all the labelled examples
when li does not agree with ct(xi). The process continues until all the elements
of X are presented (MCL-b) or other stopping criteria are met (MCL-1). Let
M(MCL, ct) denote the number of mistakes made by MCL, i.e., the total times
of li �= ct(xi). The goal of MCL is to minimize the value of M(MCL, ct).

As mentioned, MCL requires a base learner L that can generate prediction
with delicate probability. In this paper, we take bagged decision trees [11] as
the base learner for two reasons. First of all, it is easy to obtain an accurate
probability of the prediction. The second one is that a large number of empirical
studies in machine learning have shown that bagged decision trees classify more
accurately compared to a single tree [12,11].

One might wonder why MCL is able to reduce the number of mistakes ef-
ficiently. We explain it from version space perspective. Let X be the exam-
ple set, and let V be the version space. For each xi ∈ X (i = 1, · · · , n), its li
given by the current learner is supported by Vi (Vi ⊆ V). The most certain
example selected by MCL is the one that is supported by the most concepts
in V , i.e., max(|V0|, · · · , |Vi|, · · · , |Vn|). Thus, if the label given is correct, there
would be no mistakes happening; otherwise, the maximal set of concepts among
(V0, · · · ,Vi, · · · ,Vn) would be deleted from the version space V , as the concepts
are inconsistent with the example xi. That is, the size of V would reduce quickly,
and fewer mistakes will happen for learning the concepts.

In the following subsection, we will present the implementation details of two
types MCL, binary-class (MCL-b) and single-class (MCL-1) respectively.

3.1 MCL-b Learning Strategy

MCL-b is designed for the applications that need to label examples as either
positive or negative, and its goal is to minimize the number of mistakes on
labeling both positive and negative examples. MCL-b works under the framework
of MCL as follows. It selects the most certain example to label with its current
model, and updates its current model if the labeling is incorrect. This labeling
and updating process iterates until all the examples are labelled.

To implement MCL-b, three technical issues deserve further discussion. The
first issue is the selection of the most certain example. The second issue is the
selection of the first example. The last issue is how to select an example when
the labelled examples so far are of the same class.

The first issue, selection of the most certain example, is crucial. The most-
certain example is the one that is predicted with the highest probability by
the current model, i.e., the example that satisfies argxi∈X max(max(prob+

xi
, (1−

prob+
xi

))). prob+
xi

is the probability of predicting xi as positive. In bagged decision
trees, prob+

xi
is the number of decision trees that vote for positive out of the total

number of decision trees.
The second issue, the selection of the first example, can be tricky, as the

current model is empty. MCL-b scans the dataset and chooses the example that
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appears with the highest frequency. If no example appears more than once,
MCL-b chooses one example from the dataset randomly.

The last issue is how to choose the next example if labelled examples so far
are of the same class, as a model built over the examples of the same class, say
positive, will predict all the other examples as positive. In this paper, we use
Euclidean distance [13] as heuristic information for selecting the next example.
Assume that MCL-b has a positive example x1 with nominal attribute values
{1, 0, 0, 1}, we consider it as the center of positive, and the point that has
the furthest Euclidean distance from x1 (here the possible furthest Euclidean
distance is 4 ) as the center of negative. The most certain example is the one
that is closest to either of the two centers, and the example will be labelled with
the label of the center. For example, if the nearest example from x1 is yu, and
the Euclidean distance dx1yu = 1, and the furthest is yv, and dx1yv = 4, MCL-b
would consider yv as the most certain example and label it as negative. The
reason is that yv has distance 0 to the negative center, which is closer than the
distance of yu to the positive center. This strategy can be formulated as follows.

y =
{

yu, if
∑

xi∈S dxiyu < |S| ∗ m −∑xi∈S dxiyv ;
yv, otherwise.

(1)

where, S is the set of labelled examples, and |S| is the size of S, and m is the
number of attributes. dxiyu is the Euclidean distance between xi and yu. yu

and yv are the closest and furthest unlabeled examples to the current labelled
examples respectively.

After introducing MCL-b, we will present the technical issues of MCL-1 in
the following subsection.

3.2 MCL-1 Learning Strategy

MCL-1 is the other type of MCL. It is designed to label (retrieve) examples of one
class, such as the customers who will buy the product in direct marketing or the
movies one likes to watch in movie selection. Similar to MCL-b, MCL-1 selects
the example that can be labelled by the current model with the highest certainty
in each step, and updates its model with all labelled examples if the labeling is
incorrect. However, as MCL-1 only cares about the examples of one class (to
ease description, we assume the class that MCL-1 cares about is positive), the
implementation techniques of MCL-1 are different from that of MCL-b on three
aspects.

Firstly, MCL-1 chooses the most certain positive example to label. That is,
MCL-1 chooses the example that satisfies arg max(prob+

x0
, · · · , prob+

xi
, · · · , prob+

xn
),

where, prob+
xi

is the probability of labeling an example xi (xi ∈ X ) as positive by
the current model. For instance, if two examples, x1 and x2, are predicted as neg-
ative with probability 0.6 and positive with 0.5 respectively, MCL-1 will select x2

to label, as it is more certain to be positive.
Secondly, MCL-1 chooses the example that has the shortest Euclidean distance

to the positive center if all the labelled examples so far are of the same class.
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Suppose that we have one labelled example x1 and two unlabeled yu, which is
the closest to x1, and yv, the furthest from x1. If x1 is negative, MCL-1 will
choose yv and label it as positive; otherwise it will choose yu and label it as
positive.

Thirdly, what is the stop criterion for MCL-1? A good strategy would be to
retrieve positive examples until the performance is not good enough. To measure
the performance of retrieving positive examples, we use F measure, which is
often used to evaluate the performance of Information Retrieval (IR) system
[14,15]. More specifically, MCL-1 calculates F measure, product of precision and
recall, in each step, and stops learning if the value of F measure reduces in three
iterations successively (three-step lookahead strategy). After three successive
steps of reduction, we expect that the value of F measure will not increase
anymore with high certainty.

After presenting the most-certain learning (MCL) paradigm and its two ver-
sions, MCL-b and MCL-1, we will show the experiment results of MCL-b and
MCL-1 respectively in the next section.

4 Experiment

In this experiment, to compare with MCL, we implement another three compet-
itive learning strategies.

One strategy is most-uncertain sampling which is widely and successfully
applied in active learning [4,16], and we call it most uncertain learning (MUL)
in this paper. MUL always selects an unlabelled example that is labelled by the
current model with the highest uncertainty. It is possible that MUL makes fewer
mistakes in labeling the remaining examples, comparing to MCL, as many active
learning works [4,16] have concluded that it builds a sophisticated model quickly.
That is, MUL may make fewer mistakes during the later learning stage.

Another strategy is MU2C, which starts learning with the MUL strategy, and
then switches to MCL in the middle of learning process. MC2C is implemented
based on the idea that since MUL can build a good model quickly, and MCL is
expected to minimize the number of mistakes. Thus, the combination of MUL
and MCL may works better than either of the two strategies.

The last strategy is Random, which builds models by selecting examples ran-
domly, and is used as a baseline for the comparison in the experiment.

The experiment is conducted on 10 UCI [17] datasets, including anneal, autos,
breast cancer, colic, diabetes, ecoli, glass, heart-h, sonar and vote, which are
commonly used in the supervised learning research. 70% of each dataset is used
as training data and 30% as test data. All the four learning strategies take bagged
decision trees as their base learner, and are implemented based on the WEKA
[18] source code. In the experiment, the t-test results are with 95% confidence.

4.1 MCL-b Experiment

In this experiment, we compare MCL with MUL, MU2C and Random on three
aspects. Firstly, as minimizing the number of mistakes is the goal of the direct
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marketing problem, the number of mistakes would be the most important one.
Secondly, the performance of a good learning strategy should be stable. Thus,
we use volatility, the standard deviation of the number of mistakes from run-
ning r times (r=5 in our experiment), to indicate how stable a learner is. More
specifically, volatility = (

∑r
i=0(M(MCL, ct)i − 1

r

∑r
i=0 M(MCL, ct))2i )

1/2. The
less the volatility, the more predictable the learning behavior is. The last aspect
is learning efficiency, i.e., the number of examples that a learner needs to learn
a model well. It indicates that if a learner is able to improve its learning model
efficiently.

Comparison of number of mistakes. To observe the performance in terms
of the number of mistakes, we run the learning strategies on each dataset for 5
times, and show the average number of mistakes on learning 1/4, 2/4, 3/4 and
4/4 of the training data respectively in Figure 1. We can see clearly that the
mistakes of MCL-b on learning 1/4 data are much fewer than that of Random,
MUL and MU2C, but with the increasing labelled data, the gap becomes smaller
and smaller.

To make the comparison clearer, we summarize them further in Table 1. It
shows that the average mistakes of MCL-b are 10%, 22% and 19% fewer than
that of Random, MUL and MU2C respectively.

The t-test results also show that MCL-b wins the other three learning strate-
gies on all the 10 datasets except that it ties with Random on three datasets
(anneal, ecoli and vote) after the whole training data are learned. Thus, in gen-
eral, the results in our experiment confirm the conclusion of theoretical work
[19,9,20] that the number of mistakes can be reduced efficiently. However, it also
indicates that mistakes cannot be reduced significantly on all datasets.

(a) Mistakes on 1/4 of data (b) Mistakes on 2/4 of data
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(c) Mistakes on 3/4 of data (d) Mistakes on 4/4 of data
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Fig. 1. The number of mistakes
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Table 1. Gaps of mistakes between MCL and the others

MCL/Random MCL/MUL MCL/MU2C

1/4 of data 55% 33% 34%
2/4 of data 66% 43% 43%
3/4 of data 75% 54% 57%
4/4 of data 90% 78% 81%

Why does the tie happen on the three datasets? The learning process on the
first 12 examples in Figure 2 shows that the model built by Random can become
sophisticated by learning a few examples. Sophisticate models indicates fewer
mistakes in labeling the remaining examples, which leads to similar performance
between Random and MCL-b.

(a) anneal (b) ecoli
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(c) vote
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Fig. 2. Performances of models built on the first 12 examples

However, one might wonder why MUL makes more mistakes than Random
and MCL-b, even though we can see that it improves its model even quicker than
Random in Figure 2. To explain the reason well, we show the learning process
on two datesset (due to the similar performances on the 10 datasets), anneal
and autos, in Figure 3. The x and y axis are about the number of mistakes and
the number of examples labelled. It shows that it still may make many mistakes
after a good model is built, as shown in Figure 3. This is because that MUL
always chooses the most uncertain example to predict. Even for a sophisticate
model, mistakes still can happen on the most uncertain examples.
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(a) anneal (b) autos
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Fig. 3. Mistakes vs. labelled examples

Another interesting result is that MU2C makes almost the same mistakes
as MUL. This is because MU2C makes most of the mistakes when using MUL
strategy (i.e., before using MCL-b strategy), as MUL makes most of the mistakes
at the beginning of learning process (See Figure 3).

Comparison of volatility. The volatilities of the four strategies are presented
in Figure 4. It shows clearly that the volatility of MCL-b is significantly less than
that of Random, MUL and MU2C on all the 10 datasets without exception. The
reason is that MUL chooses the most-uncertain example in each step, which may
affect the current model by a wide margin. On the other hand, MCL-b always
selects the most-certain example, which may not be able to improve the current
model much, but in a stable manner. The low volatility is important in real
applications, as it indicates that the learning behavior is more predictable.

Comparison of learning efficiency. Active learning research has shown that
MUL learns a good model quickly. On the other hand, MCL-b is expected to
learn a model slowly. To compare the learning behavior of different strategies,
we show the predicting error rate of the models on one datasets (due to the
similar performance on the 10 datasets), autos, in Figure 5. The x and y axis
are about the number of examples labelled and the prediction error rate of the
current model on test data. Figure 5 shows clearly that the error rate of MUL
drops dramatically, while the error rate of MCL-b reduces slowly, as expected.
This indicates that the most uncertain examples are more informative and can
improve the current model efficiently.

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

5

an
ne

al

au
to

s

ca
nc

er

co
lic

di
ab

et
es

ec
ol
i

gl
as

s

he
ar

t-h

so
na

r
vo

te

Datasets

V
ol

at
ili

ty

MCL

Random

MUL

MU2C

Fig. 4. Volatility of the Four Algorithms
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In summary, MCL-b does reduce the mistakes of labeling examples with its
current model. Meanwhile, MCL-b produces more stable results from different
runs than Random, MUL and MU2C. Thus, MCL-b is a better learning strategy
for direct marketing and similar problems. However,MUL, which is considered
to be a strong competitor to MCL-b, achieves the opposite in spite of its great
learning efficiency (learning a good model with fewer examples).

4.2 MCL-1 Experiment

MCL-1 is to retrieve positive examples from a dataset. Accordingly we modify
the learning strategies, Random, MUL and MU2C, so that they can be compared
fairly. More specifically, Random selects positive examples randomly. That is, it
labels an example if the prediction is positive; otherwise it reselects another one.
MUL selects the most uncertain positive example. That is, the example that is
labeled as positive but with the probability closest to 0.5. MU2C uses the MUL
strategy at the first half of the learning process and then switches to MCL-1
strategy.

Due to the different goals, the measurement for MCL-1 is also different from
MCL-b. Firstly, MCL-1 uses F measure, as mentioned in Section 3.2, to assess
the performance of learning strategies, as the number of mistakes may not work
well under the MCL-1 setting. For example, given a dataset with 20 positive
examples, learning strategy A retrieves 10 examples as positive with 2 mistakes,
and strategy B retrieves 20 examples with 4 mistakes. Strategy A would be
better according to the number of mistakes, which, however, disagrees with the
goal of MCL-1, i.e., retrieving more positive examples. Secondly, similar to MCL-
b, volatility is also an important measurement in MCL-1. The difference is that
the volatility in MCL-1 is the standard deviation of F measure.

As mentioned, MCL-1 stops learning if its F measure decreases on three steps
successively. However, this lookahead strategy is not proper for Random, MUL
and MU2C, as their F measure may still increase largely even after many steps
of decrease. Thus, for them, we let the learning continues until all the examples
are learned, and choose the peak value of F measure that they reach to compare
with MCL-1.

In addition to the 10 UCI datasets, we conduct the experiment on a KDD-
Cup marketing dataset, in which only the customers who probably will buy the
product are concerned.

UCI Datasets. First of all, we show the F measure of MCL-1, Random, MUL
and MU2C in Figure 6 on two datasets (due to similar results on all datasets),
autos and sonar. In Figure 6, the curve of MCL-1 ends when F measure reduces
successively for three steps (without learning the rest); while the curves of the
other three strategies end at the peak values (learned all the rest but without
showing them). We can see clearly that the F measure of MCL-1 still is much
higher than that the other three strategies can get.

To be clearer, we summarize the comparison of F measure on the 10 UCI
datasets in Figure 7. It shows the average value of F measure of 5 runs on each
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(a) autos (b) sonar
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Fig. 6. F measure curves of MCL-1 (with three-step lookahead stop criterion) and
Random, MUL and MU2C (maximal F measure)

dataset. The x axis is about the datasets and the y axis about F measure. On
average, the F measure value of MCL-1 is about 1.4 to 1.7 times as much as
that of the others. The t-test results of F measure also confirm that MCL-1 wins
Random, MUL and MU2C on all the datasets without exception.
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10 UCI datasets

Finally, we present the volatility of the four learning strategies in Figure 8.
The x and y axis indicate datasets and volatility respectively. It shows that
MCL-1 is extremely stable on all the 10 datasets, in which the volatilities of 5
datasets are almost zero. However, MUL is extremely volatile, even much more
volatile than Random.

The performance of MCL-1 on UCI datasets is significantly better than the
other three learning strategies on both F measure and volatility. Next we will
show that its performance in real-world applications.

Real Application Data. Up-selling (marketing) data is a great option for ob-
serving the performance of MCL-1 on real-world applications. As in up-selling,
an agent only cares about the customers who probably will purchase more expen-
sive items. In this experiment, we run MCL-1 on up-selling (marketing) dataset
(the small training set) from KDD-Cup 2009 [21], which has 50,000 examples.
The first 190 attributes of the dataset are numerical and the rest 40 are cate-
gorical, and plenty of missing values are included. The class label is binary {+1,
-1}, and “+1” indicates successful up-selling.
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The F measure values of the four learning strategies (MCL-1, Random, MUL
and MU2C) are shown in Figure 9. The results are consistent with the that on
UCI datasets. In spite of the huge number of attributes and plenty missing values,
MCL-1 still works significantly better than all the other learning strategies.
Specifically, the F measure value of MCL-1 is about 35% higher than that of
Random, and 25% higher than that of MUL and MU2C.

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

MC Rnd MU MU2C

Learning strategies

F 
m

ea
su

re

Fig. 9. F measure on the marketing data

However, the F measure value of MCL-1 is quite low (only about 0.12). To
find out the reason, we check the precision and recall and find that the recalls
for MCL-1 and MUL are quite good, close to 0.8 and 0.7 respectively (0.47 for
Random), but the precisions are extremely low, 0.14 for MCL-1, and 0.09, 0.125
and 0.13 for Random, MUL and MU2C respectively. The low precision is caused
by the extremely imbalance (more than 92% of the examples are negative) of
the up-selling dataset.

The experiment results on both the UCI datasets and real marketing dataset
show that MCL-1 is able to retrieve the examples of the class that we care about
much more efficiently than the other learning strategies. Furthermore, MCL-1
produces much more stable results compared to the other strategies.

Our research is different from the competition of KDD Cup 2009. The com-
petition is a traditional classification problem and concerns the prediction error
rate and time efficiency. It is not for handling the problems proposed in this
paper.

5 Conclusion and Discussion

In this paper, we proposed a practical learning paradigm, MCL, to fill the gap
in mining the important class of tasks - direct marketing and many similar
problems. MCL is implemented in two types, MCL-b and MCL-1, to handle
binary- and single-class caring problems respectively. Our experiment results
show that both MCL-b and MCL-1 outperform the other learning strategies
significantly, including the strategy of active learning, MUL. Furthermore, MCL
produces more stable results on all datasets. Another interesting phenomenon
we noticed is that MUL makes more mistakes than MCL, even than Random,
even though it is able to build a sophisticated learning model with the fewest
labelled examples.
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This paper makes important assumptions that we should visit in our future
work so that we can understand the full benefits in real-world applications.

– In this paper, we assume that the mislabeling costs are evenly distributed.
Varying costs and benefits of different examples may complicate the learning
problem.

– In our work, we assume that a learner only labels an example with the pre-
diction of its current model. Actually, a learner may prefer to query oracles
if its confidence in the labeling with the current model is low or the cost
for querying oracles is not high. That is, labeling an example by the current
model or querying oracles should depend on the expected mistlabeling cost
and querying cost.

– MU2C proposed in the experiment section is simple. Its learning strategy
switches from MUL (aggressive learner) to MCL (conservative learner) in
the middle of the learning process. Switching between aggressive and con-
servative dynamically may generate better learning performance.

– The experiment results on KDD-cup data show that the performance of MCL
can be affected badly by the imbalanced data. Thus, further studies on im-
balanced data is critical, as class distribution is often extremely imbalanced
in marketing [1].

Despite of the limitations, we hope that this study provides an interesting
topic for future studies to work on. Furthermore, we believe that our work can
benefit part of the real-world applications immediately.
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Abstract. Towards hot events, microblogs usually collect diverse and
abundant thoughts, comments and opinions in a short period. It is inter-
esting and meaningful to find how users are thinking about such events.
In this paper, we aim to mine collective viewpoints from micro-blogging
messages for any given event. Since a user can post multiple messages
in a discussion, a user may have multiple viewpoints on a given event.
Also user viewpoints may change under the influence of external events,
such as news releases and activities, as time goes by. These present chal-
lenging of extracting collective viewpoints. To address this, we propose a
Term-Tweet-User (TWU) graph, which simultaneously incorporates text
content, community structure and temporal information, to model user
postings over time. We first identify representative terms from tweets,
which constitute collective viewpoints. And then we apply Random Walk
on TWU graph to measure the relevance between terms and group them
into collective viewpoints. Finally, we evaluated our approach based on
817,422 tweets collected from Sina microblog, which is the biggest mi-
croblog in China. Experiments on the real dataset show the effectiveness
of our model and algorithms.

Keywords: Random Walk, Graph clustering, Time decay function.

1 Introduction

A microblog is a popular Web 2.0 system, such as Twitter1 and Buzz2, which has
received much attention in recent years. It allows users to post short messages,
� Corresponding author.
1 http://twitter.com
2 http://www.google.com/buzz
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Table 1. Sample Tweets on “QQ vs. 360”Event

Sample Tweet Viewpoint

1 ������360�qq���, Technique
���� “safebase”������,
���������������Ǳ“safebase”,
������“txt”���.
To tackle the compatibility problem between 360 and QQ,
locate the folder “safebase”and delete it,
or create a new text document and rename it “safebase”,
finally remove the extension “txt”.

2 ����� �������������Ǳ Criticism
I strongly despise Tencent’s and Qihoo’s acts harmful to user interests.

also known as tweets, which have up to 140 characters. However tweets cover a
wide variety of content, ranging from breaking news, discussion, personal life,
activities and interests. As a social network site, a microblog also helps users
to interact with followers. Users can propagate their ideas rapidly, and retweet
messages or hot links to their followers.

Micro-blogging is now developing into a broadcast medium expressing public
opinion. Towards a hot event, microblogs usually collect diverse and abundant
user thoughts, comments and opinions. How do microblog users think about such
event? This is an interesting and practical problem.

As an example, consider discussions about hot events in microblogs. There is a
popular business war (QQ vs. 360) between two firms on China Internet in 2010. 3

China Internet firm Tencent shut down its popular instant messaging service QQ
on computers installed with anti-virus software run by the company’s rival Qihoo
360, as a war between the two software giants escalated over the course of the two
months. Two firms issued statements popping out on screens of millions of QQ
and 360 users. The war had attracted widespread attention of microblog users. To
support their viewpoints they posted all kinds of tweets, comments and opinions,
including support, opposition and kidding and so on. A large amount of tweets
with diverse viewpoints gathered in microblogs for such event in October 2010.

In the paper, our goal is to identify collective viewpoints from massive tweets
for any given event. However, what are collective viewpoints like? How to rep-
resent them? Table 1 shows two tweets about “QQ vs. 360” event, which were
posted by a specific user. The first tweet shows that the user tried to solve com-
patibility problem between two programs. It is from the viewpoint of technique.
The second one shows criticism over both companies and dislike for the whole
event. It is from the viewpoint of criticism.

So many individual viewpoints like above ones will converge into
collective viewpoints. In order to mine them, we use representative words
to depict every individual viewpoint and mine their clusters. For example,
underlined words in Table 1 are representative words for presenting associated

3 http://www.chinadaily.com.cn/bizchina/2010-11/04/content_11501440.htm

http://www.chinadaily.com.cn/bizchina/2010-11/04/content_11501440.htm
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viewpoints. {folder,delete,text,rename,remove,extension} is to depict the techni-
cal viewpoint, and {despise,Tencent,Qihoo,user interests} is to depict the critical
viewpoint. Additionally, such example also shows the change from the technical
to the critical viewpoint. Therefore, we assume that each user may have multiple
viewpoints; furthermore, user viewpoints also may change as time goes by.

The closest research work is topic discovery, which has been studied exten-
sively in the past [7,10,22,23]. They focus on document-level or sentence-level
text mining. Usually they assume that only one topic is involved in one docu-
ment or sentence. But this assumption is not suitable in real world, especially
for viewpoint discovery. A tweet may support multiple viewpoints due to com-
plicated language context. Therefore, existing methods can not be directly used
for extracting viewpoints. In our work, viewpoint discovery focuses on capturing
term-level correlations, which drive representative terms to coverage into collec-
tive viewpoints. Another similar research work is opinion mining [19,6,15]. They
focus on sentiment words such as adjectives or adverbs. But mining viewpoints
are not limited to such words.

Unlike a traditional medium, micro-blogging has some particular character-
istics, such as short length, massive size, low quality, real-time nature, social
network. Micro-blogging poses some challenges with regard to its characteristics.
First, tweets are deficient in statistical and linguistic features due to short length.
The existing methods for mining long texts are not suitable for microblogs. Sec-
ond, user viewpoints are usually unclear, and sometimes will change as time goes
by. How to model user postings over time in order to capture them? Finally, in
the absence of the ground truth, evaluation of mining viewpoints is not trivial.

To summarize, our main contributions are as follows:

– We design a framework for mining viewpoints from massive tweets, and our
proposed approach is language-independent in essence.

– We propose a Term-Tweet-User graph model which incorporates community
and temporal information simultaneously for mining microblogs.

– We utilize a time decay function for help model user postings over time.
– In the absence of ground truth, we perform extensive experiments on real

microblog dataset to demonstrate the effectiveness of our proposed approach.

The rest of the paper is organized as follows. Section 2 introduces the prelimi-
nary concepts and formulates the viewpoint discovery problem. Section 3 details
random walk method based on TWU graph. Section 4 presents the experimen-
tal results on the real microblog dataset. Section 5 provides a review of related
work. Finally, we conclude in Section 6.

2 Problem Statement

2.1 The Framework of Mining Viewpoints

In this section we introduce the proposed framework that aims to exploit view-
points. The workflow consists of three consecutive phases, including microblog



Discovering Collective Viewpoints on Micro-blogging Events 273

Fig. 1. Framework for Viewpoint Discovery Fig. 2. Graph Representation

tweet collection, term similarity measurement and viewpoint generation, as shown
in Fig. 1.

Microblog Tweet Collection Phrase. We design and develop a microblog
crawling program, which posts keyword queries to microblog search engine and
collects search results (i.e., tweet web pages), and then extract relationship be-
tween representative terms and tweets after word segmentation, and social net-
work of associated users after analysing retweet interactions.

Term Similarity Measurement Phrase. We utilize text content, community
structure and temporal information to construct a 4-partite graph, as shown in
Fig. 2. Random walk method is posed on such graph in order to measure each
term similarities with other ones.

Viewpoint Generation Phrase. With respect to each term, we obtain a rank-
ing of similarities with other ones after the previous phrase. Clustering terms will
be based on shared nearest neighbour (SNN). The result clusters are represented
as all kinds of viewpoints, as mentioned in Section 1.

In next sections, we will focus on Terms Similarity Measurement phrase.
Table 2 summarizes the major notations in this paper.

2.2 Term-Tweet-User Graph

In this paper, we construct a universal graph for mining microblogs in Fig.
2. The graph G = (V, E) is a finite and node-labeled 4-partite graph. V may
be divided into disjoint partite sets. Each edge in E connects two nodes from
different partite sets; that is, there is no edge between two nodes in the same
partite set. The graph G includes three types of objects (i.e., nodes): terms,
tweets and users, which are denoted by node set T , W and U respectively. Node
ti, wi, ui ∈ V denote three types of objects respectively. There are also three
types of relations between different node sets, which are denoted by edge set
Etw, Ewu and Euu respectively. Edge etiwj ∈ Etw represents that term ti occurs
in tweet wj . Edge ewiuj ∈ Ewu represents that user uj posts tweet wi. And edge
euiuj ∈ Euu represents that user ui retweets uj’s tweets. In a word, we obtain a
Term-Tweet-User graph for mining microblogs.
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Table 2. Main Notations Used in This Paper

Symbols Description

G 4-partite graph (V, E)
T, W, U Term node set, Tweet node set, User node set, V = T ∪ W ∪ U ,

T = {t1, ..., tp}, W = {w1, ..., wq}, U = {u1, ..., ur}
Etw Ewu Euu Term-Tweet, Tweet-User and User-User relationship set,

evivj ∈ E, vi, vj ∈ V , E = Etw ∪ Ewu ∪ Euu

P = [pij ] the overall weighted matrix, 1 ≤ i, j ≤ (p + q + r)

PN the normalized matrix of P
PtwPwtPwuPuwPuu block matrixes of P, Ptw = (Pwt)T

rtij the retweet number from user ui to user uj , ui, uj ∈ U
ω the weight function defined on edges
f time decay function

α, c1, c2 time decay function parameters
β the proportion of time weight of a user, β ∈ [0, 1]
γ 1 − γ is the restart probability for random walks

S = [sij ] p × (p + q + r) term ranking matrix
si = [sij ] 1 × (p + q + r) ranking vector,

sij is the relevance score of vj w.r.t. vi

ei 1 × (p + q + r) starting vector, the ith element 1 and 0 for others
T = [tsij ] r × q time-stamp matrix

tsij time-stamp of tweet wj posted by user ui, ui ∈ U , wj ∈ W
Z r × q matrix of time weights

V P viewpoint set, V P = {V P1, V Pi, ...V Pn}
V Pi the ith viewpoint, V Pi ∈ V P

tij the jth term in viewpoint V Pi ⊆ T

2.3 Problem Definition

Definition 1. (Viewpoint) Towards a specific event, multiple viewpoints V P =⋃n
i=1 V Pi may emerge. Each viewpoint V Pi can be depicted by a few terms,

V Pi =
⋃m

j=1 tij , tij ∈ T .

With the above notations, our problem can be formally defined as follows:

Problem 1. (Viewpoint Discovery)

Given: TWU 4-partite graph G.
Goal: To exploit collective viewpoints V P .

A certain user may post several tweets in a period of time. These tweets may
support multiple viewpoints. For example, in Table 1 the user criticized Qihoo
and Tencent very strongly while tackling the compatibility problem between 360
and QQ. On the other hand, his viewpoints changed as time goes by. Hence, the
key problem is how to model user postings over time for mining viewpoints? The
answer is TWU graph model, which incorporates main aspects of user postings
(i.e., community and temporal aspects). Based on such model, we will make the
terms supporting similar viewpoints gather together in one cluster. In the next
section, we will detail our proposed methods for the problem.
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3 Mining Viewpoints on TWU Graph

In this section, we will mine collective viewpoints based on TWU graph from
massive tweets. We first present the overview of our approach. Then we describe
how to model community and temporal features based on TWU graph. We apply
Random Walk on such graph to measure term relevance and group representative
terms into viewpoints.

3.1 Our Solution

1. To extract representative terms from tweets.
2. To construct TWU graph by leveraging text, community structure and tem-

poral information.
3. To apply random walk on TWU graph to compute the ranking of its nearest

neighbours for each representative term.
4. To divide terms into clusters using shared nearest neighbour.

Towards step (1), we can use existing methods such as TF-IDF to measure
term importance and extract representative terms. Towards step (4), we utilize
existing clustering algorithms to implement it. In this paper, we mainly focus
on step (2), (3).

3.2 Modeling Community and Temporal Aspects

Due to short length, tweets can provide limited textual information. Traditional
text representation methods, such as ”bag of words”, may result in poor quality
of mining. However tweets are able to provide other features like community
structure and temporal information. Hence, leveraging them will achieve better
results.

Owing to massive amount of community, it is infeasible to collect the entire
community graph. Usually users remark interesting tweets by means of retweets
when they are interested in hot tweets and the following’s tweets. The frequency
of retweet interactions between users is proportional to their relevance. For ease
of illustration, we present an example in Fig. 3. User u3 should be more closer
than user u2 w.r.t. user u1. This shows that retweet interactions include po-
tential community information. Therefore, we utilize retweets to construct an
approximate community graph for modeling community aspect.

Compared to community aspect, modeling temporal aspect is not straightfor-
ward. For example, user u1 posted three tweets in a short period of time in Fig.
3. The gap between tweet w1 and tweet w2 is one day, and the gap between tweet
w1 and tweet w3 is seven days. We observe that the viewpoint of a certain user
remains relatively steady in the short term. In other words, the closer two tweets
are, the greater the relevance between them is. Therefore, w2 is closer than w3

at the semantic level w.r.t. w1. In next sections, we will thoroughly discuss how
to compute temporal weight based on TWU graph.
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3.3 Random Walk on TWU Graph

3.3.1 Random Walk Method
Random walks with restart is defined as Equation (1), which is applied on TWU
graph. The equation can provide proximity measurement. si represents the prox-
imity vector w.r.t. node ti. sij represents the relevance score of node tj w.r.t.
node ti, 1 ≤ j ≤ p.

si = γsiPN + (1 − γ)ei (1)

There are two widely used ways (PreCompute and OnTheF ly) to solve random
walks with restart [16]. PreCompute method requires pre-computation and is
suitable for queries of node proximity in the on-line response time. OnTheF ly
method does not require pre-computation and additional storage cost. Its re-
sponse time depends on the iteration number and the number of edges. There-
fore, OnTheF ly method is more suitable especially if the graph is massive. In
this paper, we prefer OnTheF ly method for computing the relevance scores of
nodes.

3.3.2 Measuring Temporal Relevance
Time decay functions are normally used for defining weight functions based
on time-stamps. Viewpoints are usually sensitive to time and vary with time.
Hence, a time decay function can reflect the relevance of different tweets. As
we mentioned before, a user can post several tweets about a certain event. The
relevance of tweets separated by a long time is very different from that of a short
time. Therefore, the probability of tweets sharing the same viewpoint is higher
in the short term.

In our proposed method, we choose a logistic function to model user postings
over time. The function is defined as Equation (2), which is a monotonic decreas-
ing function. The value of the function is in the range (0,1) and reduces with
the time interval. Fig. 4 shows three logistic functions with different parameter
α values. We can observe S-shaped curve of the logistic functions. The gradient
of the curve at the data point close to zero is gentler, and the gradient of the
curve at the middle data point is steepest.

f(x) =
1

1 + α ∗ e(x/c1−c2)
(2)
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where α can adjust the curve shape of the logistic function. The smaller α is, the
smaller variation range of the function is at the initial stage. c1 and c2 determine
the time duration. x represents duration between time-stamps.

In order to compute the time weights for edges with time-stamps, we firstly
define a time-stamp matrix as:

T =
[
tsij

]
r×q

(3)

where tsij is edge euiwj ’s time-stamp, otherwise tsij = 0.
Then, ∀wk ∈ W , its duration matrix is defined as:

ΔTk =
[
Δtsk

ij

]
r×q

, 1 ≤ k ≤ q (4)

where Δtsk
ij is as follows:

Δtsk
ij =

{
| tsij − tsik | 1 ≤ i ≤ r, euiwj ∈ Euw

∞ otherwise
(5)

where Δtsk
ij represents duration between tweet wj and tweet wk w.r.t. user ui.

The time function is as follows:

f(Δts) =

⎧⎪⎨
⎪⎩

1 Δts = 0
0 Δts > 2 ∗ c1 ∗ c2

1
1+α∗e(Δts/c1−c2) otherwise

(6)

ω(euiwj ) =
q∑

k=1

ωk(euiwk
) =

q∑
k=1

f(| tsij − tsik |), ∀ui ∈ U, ∀wj ∈ W (7)

According to the theory of random walk, random particle may transmit to edges
with high weights [16]. In our example in Fig. 3, The particle that starts from
node w1 transmits to other tweet nodes via node u1. The probability of the
transmission is proportional to their edge weights. In our proposed methods,
the contribution of edge eu1w1 is determined by the duration between ts11 and
other time-stamps. The edges whose time-stamps are closer to ts11 should get
more from edge eu1w1 . Thus, edge eu1w4 receives a larger contribution from
eu1w1 than edge eu1w5 . In addition to eu1w1 , other edges can also contribute.
Therefore, we can obtain the overall weight of a certain edge after aggregating
others’ contributions. Finally, we perform the same operation on every edge and
obtain a weight matrix Z.

Zk =
[
f(Δtsk

ij)
]
r×q

, 1 ≤ k ≤ q (8)

Z =
q∑

k=1

Zk =
[
zij

]
r×q

=
[∑q

k=1 f(Δtsk
ij)
]
r×q

(9)
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3.4 Our Algorithm

Algorithm 1 gives the overview of our proposed method. We first construct the
graph representation of TWU model from the original raw dataset (step 1-4).
Then (step 5-16), we build the weighted matrix P, which consists of five block
matrixes: Term-Tweet block matrix Ptw, Tweet-Term block matrix Pwt, Tweet-
User block matrix Pwu, User-Tweet block matrix Puw and User-User block
matrix Puu. The first three block matrixes can be computed from the adjacency
matrix W (step 6-8). Block matrix Puw can be computed using logistic functions
(step 9-12). Block matrix Puu can be computed from the retweet frequencies
(step 13-15). Then (step 17), we will normalize matrix P. Finally (step 18-24),
Equation (1) of random walk will be iterated until convergence. In the algorithm,
convergence should occur if the weight distribution of edges does not change in
each iteration.

P =
[
pij

]
(p+q+r)×(p+q+r)

=

⎡
⎣ 0 Ptw 0
Pwt 0 Pwu

0 Puw Puu

⎤
⎦ (10)

In our example in Fig. 3, User nodes connect two kinds of nodes: User and
Tweet. We should balance two kinds of weights on time-stamp and user rela-
tionship. A simple solution is to set the parameter β.

pij = ω(vi, vj) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 evivj ∈ Ewt, evivj ∈ Etw, evivj ∈ Ewu

β ∗ zij evivj ∈ Euw

(1 − β) ∗ rtij evivj ∈ Euu

0 otherwise

(11)

while β is a weighting factor.

PN =
[
pN

ij

]
(p+q+r)×(p+q+r)

=
[

pij∑p+q+r
j=1 pij

]
(p+q+r)×(p+q+r)

(12)

In Algorithm 1, there are several ways to normalize the weighted matrix. Our pro-
posed algorithmuses rownormalization that is amost naturalmethod to normalize
matrix P. Correspondingly, we take the normalized matrix PN as the input.

4 Experiments

4.1 Dataset Description

We obtained the real dataset from Sina microblog 4, which has been developing
rapidly and greatly in China. According to Sina 5, it has more than 50 million
users, and is adding 10 million new users per month in 2010. We collected 817,422
4 http://www.weibo.com
5 http://www.sina.com
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Algorithm 1. Compute the Proximity Vectors of Terms
Input: TWU ’s Dataset, β, γ
Output: Term Ranking Vector si , 1 ≤ i ≤ p

n ← p + q + r ;1

Construct adjacent matrix W using TWU ’s Dataset, W ← [wij ]n×n ;2

Construct time-stamp matrix T using TWU ’s Dataset, T ← [tsij ]r×q ;3

Construct retweet matrix R using TWU ’s Dataset, R ← [rtij ]r×r ;4

Initialize the weighted matrix: P ← 0n×n ;5

for i ← 1 to p + q do6

for j ← 1 to n do7

pij ← wij ;8

for i ← 1 to r do9

for j ← 1 to q do10

if tsij �= 0 then11

pij ← β ∗∑q
k=1 f(|tsij − tsik|);12

for i ← 1 to r do13

for j ← 1 to r do14

p(i+p+q)(j+p+q) ← (1 − β) ∗ rtij ;15

P ← [pij ]n×n;16

Normalize P to obtain PN ;17

foreach term ti ∈ T do18

si ← ei;19

repeat20

si ← γsiP
N + (1 − γ)ei;21

until convergence ;22

S = [si ]p×1;23

return S;24

tweets about “QQ vs. 360”war, which were posted by 382,622 users. The dataset
was collected using Sina microblog search engine. The duration is from October
27th to November 10th in 2010. We will demonstrate the effectiveness of our
proposed methods through “QQ vs. 360”case.

4.2 Evaluation Metric

Since no ground truth is available for microblog datasets. We evaluate the quality
of clustering results using cohesion. Given a set of clusters C = {C1, C2, C3,
..., Cn}, we measure the cohesion as follows:

Cohesion(C) =
n∑

i=1

ωiCohesion(Ci) (13)

Where ωi is the weight of Ci. Cohesion(Ci) =
∑

x∈Ciy∈Ci
Proximity(x, y). The

overall cluster cohesion Cohesion(C) is the weighted sum of all cluster cohesions.
We measure the cohesion of the individual cluster in terms of the proximity

of pairwise terms in the cluster. In the absence of reliable semantic knowledge
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Table 3. Statistics of Postings

Time Interval # Hours Percent of Users

1 46.24 61.67%
2 31.73 29.40%
3 26.15 16.68%

bases like WordNet, we quantify the proximity of terms using pointwise mutual
information (PMI). The PMI formula is defined as: PMI(x, y) = log( p(xy)

p(x)p(y)).
The more relevant two terms are, the larger the PMI is. Therefore, the higher
cohesion values are better.

4.3 Comparison Methods

In recent years, there are some random walk methods considering temporal as-
pect in graph mining, such as temporal recommendation algorithm [21] (IPF )
and time-stamp clustering algorithm [18] (T 3). These algorithms treat time-
stamps as nodes in the graph. But our proposed algorithm (RWT ) utilizes time
weight functions to increase the effectiveness of random walks.

In order to demonstrate the effectiveness of our proposed methods, we de-
sign two algorithms, random walk treating time-stamps as nodes (RWTO) and
random walk without temporal data (RWNT ), to compare with RWT in the
experiments. The results of RWTO and RWNT are used as baselines to ex-
amine whether temporal data can improve the effectiveness and how to utilize
temporal data effectively.

As mentioned in Section 3.3.2, we obtains the multiple tweets of the same user
to measure the similarity between two tweets using the time decay functions. The
parameter setting is dependent on the statistics of user behaviours. Table 3 shows
the statistics of user postings. The average gap between the 1st posting and the
2nd posting is 46.24 hours. The average gap between the 2nd posting and the
3rd posting is 31.73 hours. The average gap between the 3rd posting and the
4th posting is 26.15 hours. The whole duration is about one week. And 61.67%
users joined in the discussion about “QQ vs. 360” war more than twice. As a
result, we empirically set the value α = 10, β = 0.5, c1 = 1.5 and c2 = 6.

We extract 2,000 terms from the dataset, which will be included in TWU
graph. In Viewpoint Generation phrase in section 2.1, we adopt DBSCAN
clustering algorithm with shared nearest neighbour (SNN) for term clustering.
We evaluate the cohesions of RWT , RWNT and RWTO by setting different
DBSCAN ’s parameters: Eps and MinPts. In our experiments, Eps is SNN
similarity, and is set from 7 to 10, and MinPts is from 5 to 7. Fig. 5 shows that
our proposed algorithm RWT outperforms RWNT and RWTO in all cases.

Consider an extreme case, if every cluster contains two terms being most rel-
evant, the overall cohesion must be highest. But the algorithm may generate too
many viewpoint clusters. In such case, the experimental results are not meaning-
ful. Therefore, besides the cohesion, we should examine the quantity of clusters.
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(a) MinPts = 5 (b) MinPts = 6 (c) MinPts = 7

Fig. 5. Cohesion of RWTO, RWNT and RWT with different Eps

(a) MinPts = 5 (b) MinPts = 6 (c) MinPts = 7

Fig. 6. Cluster Number of RWTO, RWNT and RWT with different Eps

(a) MinPts = 5 (b) MinPts = 6 (c) MinPts = 7

Fig. 7. Cluster Average Size of RWTO, RWNT and RWT with different Eps

Fig. 6 and 7 show the statistics of clusters generated by three algorithms with
different parameters. The number and size of clusters generated by all algorithms
are appropriate and rational. This proves that cohesion is an effective evaluation
of three algorithms in our experiments.

Finally, compared to the other algorithms, RWT considers more features like
temporal aspect and community structure. Thus, RWT achieves the satisfactory
performance in the clustering of short texts.
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5 Related Work

In this section, we introduce related work on topic summarization at first, and
then describe random walk methods and time decay function.

Topic Summarization. The most closest work is topic summarization. Hier-
archical summarization using agglomerative clustering [22,23] is one of the most
used methods. Document clustering is used to achieve topic summarization. Yang
et al. [22] apply hierachical and non-hierarchical document clustering algorithms
to a corpus of news stories, focusing on the exploitation of both content and tem-
poral information. Zhao et al. [23] propose constrained agglomerative algorithms
that combine the features of both partitional and agglomerative algorithms for
text clustering. On the other hand, some methods utilize sentences to achieve
topic summarization. Hu et al. [7] aim to extract representative sentences from a
blog post that best represent the topics discussed among its comments. Li et al.
[10] propose a novel method that incorporates novelty, coverage and balance re-
quirements into a sentence ranking probability model for producing summaries
highly relevant to the topic. Note that multiple viewpoints actually may be
involved in one tweet because of complicated human sentiments. Thus, these
methods are not suitable for viewpoint summarization.

Since short texts have few semantic and statistical features, [8,3] improve the
accuracy of short text clustering by enriching their representation with additional
features from Wikipedia or WordNet. However, these methods are not suitable
for Chinese tweet clustering for lack of reliable knowledge bases like WordNet.

Besides content information, [4,13] take structural information into account
to achieve topic discovery. Carenini et al. [4] propose a new framework for email
summarization, which utilizes clue words to combine the content and the struc-
ture of the quotation graph. Qamra et al. [13] propose a Content-Community-
Time graph that can leverage the content of entries, their timestamps, and the
community structure of the blogs, to automatically discover stories. However, the
methods can’t be directly applied to mining microblogs due to its characteristics,
such as the style of user interaction and posting.

Also, there are a lot of applications about twitter. O’Connor et al. [11] in-
troduce 3 regression machine learning models ( Direct model, Two-step pipeline
model and Two-step blended model ) to identify controversial events using Twit-
ter. Popescu et al. [12] present TweetMotif, an exploratory search application
for Twitter. TweetMotif provides the user a concise summary of themes and
variation in the query subcorpus, then allow the user to navigate to individual
topics to see their associated messages, and allow recursive drilldown. Sakaki
et al. [14] investigate the real-time interaction of events such as earthquakes in
Twitter, devise a classifier of tweets and subsequently produce a probabilistic
spatio-temporal model to monitor tweets and to detect a target event.

Random Walk Methods. Random walk is one of the most widely used prox-
imity measurement on graphs. Some research work mainly focus on random
walk algorithms itself. Tong et al. [16] aim to improve the efficiency of random
walk algorithms for large graphs by exploiting two important properties, linear
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correlations and block wise community-like structure. Zhou et al. [24] propose
a novel graph clustering algorithm, SA-Cluster, based on both structural and
attribute similarities through a unified distance measure.

There are some research work considering temporal aspect in graph mining.
Tong et al. [17] propose pTrack and cTrack methods to monitor the centrality
of an individual node and the proximity of two nodes or sets of nodes. Tong et
al. [18] propose algorithm T3 and MT3 to find patterns in a collection of time-
stamped, complex events. However, such graph models are not suitable to our
problem. Time-stamps are shared by all items as global patterns. The correlation
based on such models is not meaningful to our problem. Xiang et al. [21] propose
Session-based Temporal Graph (STG) which simultaneously models users’ long-
term and short-term preferences over time. Based on the STG model framework,
they propose a recommendation algorithm Injected Preference Fusion (IPF) and
extend the personalized Random Walk for temporal recommendation. Note that
user preferences are different from the behaviours of user postings.

Also there are a lot of applications about random walk. Backstrom et al.
[1] develop an algorithm based on Supervised Random Walks that naturally
combines the information from the network structure with node and edge level
attributes. Baluja et al. [2] present a novel method based upon the analysis of
the entire user-video graph to provide personalized video suggestions for users.
Keikha et al. [9] extract most relevant blogs for each query by applying a random
walk to a blogosphere graph. Wijaya et al. [20] explore Pagerank’s applications to
sentiment analysis and opinion mining. They propose various techniques using
collocation and pivot words to extract a weighted graph of terms from user
reviews and to account for positive and negative opinions.

Time Decay Functions. There has been some work using time decay functions.
Ding et al. [5] propose an algorithm to compute the time weights for different
items. The algorithm take changes in user interest into consideration. Yang et
al. [22] utilize time decay function for on-line detection of novel events.

6 Conclusions

In this paper, we propose a novel approach to mine collective viewpoints in mi-
croblogs.Onaccount of the characteristics ofmicroblogs,we propose a graph-based
model named Term-Tweet-User (TWU), which incorporates community structure
and temporal information, to model user postings over time. We applied Random
Walk on TWU to measure the relevance between representative terms, and group
them into collective viewpoints. The extensive experiments on the real dataset con-
firm the effectiveness of our proposed method over other existing ones.
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Abstract. The field of association rule mining has long been dominated by al-
gorithms that search for patterns based on their frequency of occurrence in a
given dataset. The birth of weighted association rule mining caused a fundamen-
tal paradigm shift in the way that patterns are identified. Consideration was given
to the “importance” of an item in addition to its frequency of occurrence. In this
research we propose a novel measure which we term Discriminatory Confidence
that identifies the extent to which a given item can segment a dataset in a mean-
ingful manner. We devise an efficient algorithm which is driven by an Information
Scoring model that identifies items with high discriminatory power. We compare
our results with the classical approach to association rule mining and show that
the Information Scoring model produces widely divergent results. Our research
reveals that mining on the basis of frequency alone tends to exclude some of the
most informative patterns that are discovered using discriminatory power.

Keywords: Association Rule Mining, Discriminatory Confidence, Discrimina-
tory Rules, Information Score Filter.

1 Introduction

Association rules aim to discover patterns of co-occurrences between items in a dataset.
Mining potentially useful rules from a given dataset when users have limited knowledge
of that particular dataset has attracted considerable interest. Most association rule min-
ing techniques such as Apriori focus on finding sets of items that frequently occur in a
dataset and then extract rules based on how a subset of items influence the presence of
another subset [1]. Most of the proposed pattern-mining algorithms are variants of the
seminal Apriori [1] algorithm.

Apriori and its variants treat every item with equal significance. However, it is some-
times the case that certain items are not informative despite the fact that they occur
frequently in a dataset. Consider four items {gender = female}, {age < 20}, {20 ≤
age < 35}, and {35 ≤ age < 50} that occur in a medical (obstetrics) dataset. In the
dataset {age < 20}, {20 ≤ age < 35}, and {35 ≤ age < 50} are mutually exclusive
to each other and occur 30% of the time. Suppose that the minimum support threshold
is set at 25%. Suppose also that item {gender = female} occurs with 90% probability
across each of the three age ranges, giving it a support of occurrence of 0.81, assum-
ing that age and gender are independent of each other. Clearly item {gender = female}
J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 285–298, 2011.
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has very little discriminatory power, despite the fact that it easily meets the given mini-
mum support threshold. This is so not only because it is such a common item, but more
importantly because it is incapable of segmenting the dataset into the natural logical
partitions represented by {age < 20}, {20 ≤ age < 35}, and {35 ≤ age < 50}. Thus
the extension of item {gender = female} with any of the other 3 items do not provide
value to the pattern mining process and therefore the unnecessary generation of can-
didate itemsets such as {gender = female, age < 20}, {gender = female, 20 ≤ age <
35}, and {gender = female, 35 ≤ age < 50} can be avoided. Such pruning provides two
benefits: increased efficiency and a reduction in the generation of trivial, uninteresting
rules that tend to unnecessarily increase the cognitive load on the end-user. Consider a
risk factor associated with gynaecological disorders, which is encoded as items {risk
= moderate}, {risk = low} and {risk = high}. If these items co-occur very frequently
with items {age < 20}, {20 ≤ age < 35}, and {35 ≤ age < 50} respectively then it
would have been much more productive to generate the candidate itemsets {age < 20,
risk = moderate}, {20 ≤ age < 35, risk = low}, and {35 ≤ age < 50, risk = high}.

More recent research [2,3,4,5,6,7,8,9] on constraint-based mining has attempted to
address this problem. Constraints provide a focus on interesting knowledge, thus lim-
iting the number of patterns extracted to those of potential interest, as defined by the
constraint formulae. While such approaches are certainly useful in many situations they
do require advance knowledge of both the domain and the distribution of items in the
dataset. Such information is not always forthcoming. Even when such information is
readily available the knowledge extracted is shaped by the constraints defined which
act as pattern templates in some sense. New, unexpected patterns that do not fall within
the ambit of these constraints will unfortunately remain hidden.

In this research, we make two novel contributions to the field of association rule
mining. Firstly, we propose a novel method of identifying informative items at an early
stage in the mining process. Secondly, we devise a novel measure which we term Dis-
criminatory Confidence to evaluate the effectiveness of the set of items extracted. We
show formally that a high Information Score is a necessary condition for achieving a
high level of discriminative power.

The rest of the paper is organized as follows. In the next section we review related
work done in the area of set closure and constraint-based association rule mining. In
Section 3 we formally define the problem that is being investigated and present a def-
inition for the discriminatory confidence measure. Section 4 describes the information
score filter and establishes a strong link between the concepts of discriminatory con-
fidence and information score. Our experimental results are presented in Section 6.
Finally we summarize our research contributions in Section 7 and outline directions for
future work.

2 Related Work

In this section we review research on constraint-based mining, an area that is most
closely related to our goal of generating informative rule bases. Constraint-based min-
ing enables users to provide restraints to search for useful patterns. Constraints can be
categorized into several classes according to their interaction with the mining process.
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Succinct constraints are pushed into the initial data selection process at the start of
mining, anti-monotonic constraints are pushed deep to restrain pattern growth during
mining, while monotonic constraints are used to ensure that subsequent superset pat-
terns can be guaranteed to satisfy the same constraints on patterns that are currently
under consideration.

Item constraints were first discussed by Srikant et al. [2] who considered the problem
of integrating constraints that were boolean expressions over groups of items prior to
rule generation. The constraints restrict the items or combinations of items that are
allowed to participate in mined rules. Ng et al. [3] introduced two categories of itemset
constraints: anti-monotonicity and succinctness, and proposed an algorithm called CAP
for handling constraints belonging to these classes within the Apriori framework. Pei
and Han [10] developed a new constraint-based frequent itemset discovery method,
called CFG, which pushed constraints into the FP-growth method.

In Grahne et al. [4], the third category of constraint, monotonicity, was introduced
in the context of mining correlated sets. They extended Brin et al. [5] principle of find-
ing (minimal) correlated (or dependent) sets of objects from large databases. They base
their definition of correlation on the chi-squared metric which is widely used by statis-
ticians for testing independence. Pei et al. [6], introduced convertible constraints and
methods which enabled these classes of constraints to be pushed deep inside the FP-
growth algorithm. Following this, DualMiner [7] algorithm used both monotone and
anti-monotone constraints to prune the search space. Kifer et al. [8] presented a method
to mine itemsets with restrictions on their variance. Gade et al. [9] introduced a new
class of block constraints that determined the significance of an itemset pattern.

The constraint based mining approach was designed to improve the level of user en-
gagement with the mining process and not specifically to improve information content.
It has the potential to remove items that are of interest to the end-user when such items
violate constraints that were specified on the basis of out-of-date information arising
out of changes to the underlying data distribution. Valuable items can also be pruned by
error simply due to the unavailability of a sufficient level of domain knowledge.

3 Problem Definition

The frequent pattern mining problem was first introduced for mining association rules
between sets of items [1]. The following is a formal statement of association rule mining
for a transaction database. Let I = {i1, i2, . . . , im} be the universe of items. A set
X ⊆ I of items is called an itemset or pattern. In particular, an itemset with k items is
called a k-itemset. Every transaction contains a unique transaction ID tid. A transaction
t = (tid, X) is a tuple where X is an itemset. A transaction t = (tid , X) is said to
contain itemset Y if Y ⊆ X . Let {t1, t2, . . . , tn} be the set of all possible transactions
called T . A transaction database D is a set of transactions, such that D ⊆ T . In effect,
D is really a multiset of itemsets.

The count of an itemset X in D, denoted by count(X, D), is the number of transac-
tions in D containing X . The support of an itemset X in D, denoted by sup(X, D), is
the proportion of transactions in D that contain X , i.e.,

supp(X, D) =
count(X, D)

|D|
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where |D| is the total number of transactions in D. Given a user-specified minimum
support threshold minsup ∈ [0, 1], X is called a frequent itemset or frequent pattern
in D if sup(X, D) ≥ minsup. The confidence of a rule X → Y , is the proportion of
transactions in D that contain both XY divided by X , i.e.,

conf(X → Y, D) =
count(XY, D)
count(X, D)

The problem with classical Apriori and Apriori-like algorithms is their excessive re-
liance on the use of support as a filter for item pruning. The support threshold allows
every item which fulfils the threshold to survive, regardless of whether the item is in-
formative or not. To address this problem we include a pre-processing item filter that
prunes items that have low discriminatory power. We define formally the notion of value
set and discriminatory confidence.

Definition 1. The value set V (j) for a given item j is given by V (j) = {v1, v2, . . . , vn}
where each vj ∈ V (j) is a value expressed in the dataset D for item j. The values vj

can be of type nominal or integer. �

For example, in a dataset an item Gender can have a value set of size two, V(Gender) =
{female, male}.

Definition 2. The neighborhood Nj=k for a given item j = k is the set of items that
co-occur with item j = k taken over all instances of the dataset. �

Definition 3. The discriminatory confidence dc(k = v) for item k = v is defined by:

dc(k = v) =
∑

j∈Nk=v

max
i∈V (k)

{
∑

v′∈V (j)\i

(conf(k = v → j = v′)

−(conf(k = v → j ∈ V (j)\v′)}

�

For the special case of a dataset containing only binary valued attributes, this definition
simplifies to: dc(k) =

∑
j∈Nk

(|conf(k = v → j = 0) − conf(k = v → j = 1)|)
Essentially, discriminatory confidence as defined above weighs for each item j in

k’s neighborhood (denoted by Nk) the viability of segmenting the dataset D for each
item j into m logical partitions s1, s2, . . . , sm. For each partition si, the difference in
confidence of conf(k = v → j ∈ si) − conf(k = v → j �∈ si) is evaluated. It does
this for every possible partition and notes the partition where the difference is highest. It
then repeats this process for every item j in k’s neighborhood, each time accumulating
the maximum difference in confidence that results on the optimal partition for the item
j that is currently under consideration. We use the maximum function in Definition 3,
so that it applicable to both binary and non-binary datasets.

We illustrate the above definition of Discriminatory Confidence with the help of a
simplified example taken from the Zoo dataset from the UCI Machine Learning repos-
itory. We compute the Discriminatory Confidence of the item feathers=1 with the help
of Table 1 that displays the rule confidence for every possible pair of items that make
up our simplified version of the Zoo dataset.
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Table 1. Rule Confidence Matrix for Zoo Dataset

In the interests of clarity we assume that the dataset contains only items feathers=0,
feathers=1, eggs=0, eggs=1, type=1, type=2 and type=3. Note that all item names are
abbreviated by their first letter and value in the example that follows. In the evalua-
tion that follows we only compute the difference in confidence between pairs of rules
R1, R2 where the left rule R1 references items that co-exist with the item being evalu-
ated (which happens to be feathers=1 in this case). Thus items that do not co-exist with
feathers=1 such as t=3 or t=1 never appear in the consequent of the left rule R1 in the
rule pair. From definition 2 we have:

dc(f = 1) = (conf(f = 1 → eggs = 1) − conf(f = 1 → eggs = 0))

+ (conf(f = 1 → t = 2) − conf(f = 1 → t = 3|t = 1))

= (1.0 − 0) + (1.0 − 0)

= 2

We thus observe that feathers=1 item has positive discriminatory power of 2. This is
because it is able to segment the dataset cleanly on two partitions which are given by:
(eggs=1 versus eggs=0) and (type=2 versus type=1 or type=3). For a given dataset with
N attributes the maximum possible discriminatory confidence attainable is N −1. This
is due to the fact that for any given item that is drawn from a particular attribute, say
(Ai), an item such as (Ai = vi) can discriminate on at most N − 1 item pairs: (A1 =
v1, A1 �= v1), (A2 = v2, A2 �= v2), . . . ,(A(i − 1) = v(i − 1), A(i − 1) �= v(i − 1)),
(A(i + 1) = v(i + 1), A(i + 1) �= v(i + 1)), . . . , (AN = vN , AN �= vN ). This means
that the item feathers=1 has attained the maximum possible discriminatory confidence
of 2 for the dataset under consideration.

Items that have high discriminatory confidence are potentially interesting. For exam-
ple, the item feathers=1 has 100% confidence on the rule: f = 1 → t = 2 while having
0% confidence on the rule f = 0 → t = 2. This means that the rule f = 1 → t = 2
defined by the item feathers=1 is strong as the existence of t = 2 is solely determined
by the item feathers=1 and nothing else.

In the next section we will discuss a filter that will efficiently sift through the items
in any given dataset and return those items with the highest discriminative power.

4 The Design of the Information Score Filter

The design of our filter was inspired by the “Valency model” that was proposed to
automatically infer item weights for a weighted association rule miner [11]. The Va-
lency model was shown to be effective in identifying the relative importance of items
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in a given dataset based on the patterns of interactions between the items. The Valency
model is based on the intuitive notion that an item should be weighted based on the
strength of its connections to other items as well as the number of items that it is con-
nected with. Two items that co-occur often relative to each of their individual support
values are said to have a high degree of connectivity and are thus weighted higher.
Formally, the total connectivity of a given item k is defined by:

ck =
n∑
i

c(ki)

where c(ki) is the connectivity between item k and item i and is given by

cki =
count(ki)
count(k)

From the definition of cki, we see that it measures the conditional probability of seeing
item i given item k, and thus cki is numerically equal to the confidence of the rule:
k → i.

The Valency model also takes into consideration the number of items that a given
item occurs with when taken across the entire dataset. Items that occur with a small
number of other items are given a higher purity score. The formal definition of purity is
given by:

pk = 1 − log2(|Ik|) + log2(|Ik|)2
log2(|U |)3

where |U | represents the number of unique items in the dataset and |Ik| represents the
number of unique items which co-occur with item k. Thus an item that occurs with just
one other item attains the maximum purity value of 1. The purity value converges to
the minimum value of 0 as the number of linkages increases and become close to the
number of items in the universal set of items. A non-linear logarithmic function was
used to ensure a sharp drop in purity with the number of linkages. The log(|U |)3 term
in the denominator ensures that the rate of decrease in purity is sensitive to the size of
the universal set. For databases with a larger number of items (larger |U |) the gradient
of descent is steeper when compared to databases with a smaller pool of items (smaller
|U |)and so a smaller number of items will acquire high purity values.

The information score filter that we developed uses elements of both connectivity
and purity. However we modify the manner in which they are combined. We believe
that the Information Score for an item should reflect the strength of its connections to its
neighboring items. At the same time we expect the purity of an item to play a significant
role as purity essentially determines how distinctive a given item is. Accordingly, we
define the Information Score for an item k, denoted by isk as a multiplicative function
of each item’s purity and its connectivity with each of its neighbors. The Information
Score isk is given by:

isk =
n∑
i

c(ki)pi (1)

The information score as defined above attaches importance to items that are distinctive.
When such distinctive items co-occur together strongly with other distinctive items in
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small cliques, a high score results for each of the items in the clique. We implement the
Information Score filter by building and maintaining the item neighborhood on the fly
as the dataset is being scanned. At the end of the scan the information score for each
item is computed and a minimum scoring threshold (minscore) is used in order to return
items with score greater than or equal to the minscore value.

We use the is filter as a pre-pruning mechanism to identify candidate items with high
discriminatory power. The items that survive this filter are then combined together to
form candidate itemsets in the usual manner as Apriori. In the next section we show
that high information score leads to a high discriminatory power.

5 Discriminatory Confidence vs. Information Score

In this section we formally prove the relationship between Information Score and Dis-
criminatory Confidence.

Theorem 1. The Discriminative Confidence dck for a given item k is determined by its
Information Score ick and is given by: dck > isk − 2s, where s is the size of item k’s
neighborhood.

Proof. Consider Nk as the set of items in item k’s neighborhood and Vj as the value
set for item j. From Equation 1 we have:

isk =
∑

j∈Nk

∑
l∈Vj

ckl.pl =
∑

j

∈ Nk
1

|Vj |
(∑

l∈Vj

(cklpl +
∑

m∈Vj\{l}
ckmpm

)

since for any given element l ∈ Vj the sum of the rest of terms taken over the comple-
ment of l ( which is m) is equal to the sum over the entirety of l

=
∑

j∈Nk

1
|Vj | (
∑
l∈Vj

cklpl −
∑
l∈Vj

∑
m∈Vj\{l}

ckmpm + 2
∑
l∈Vj

∑
m∈Vj\{l}

ckmpm)

<
∑

j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

(ckl.pl − ckm.pm) + 2
∑

j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

ckmpm

< pmax

∑
j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

(ckl − ckm) + 2pmax

∑
j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

ckm

where pmax is the maximum purity over items in items k’s neighborhood. However from
the definition of purity, pmax ≤ 1, since the purity of any given item takes a maximum
value of 1. Thus,

isk <
∑

j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

(ckl − ckm) + 2
∑

j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

ckm

Now from Definition 3 for discriminatory confidence we have:∑
j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

(ckl − ckm) = dc(k)
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given the numerical equivalence of connectivity between any given pair of items and
the confidence of the rule that they define. So,

isk < dck + 2
∑

j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

ckm

Now ∀l ∈ Vj ,
∑

ckm ≤ 1 since m ⊂ Vj and
∑

l∈Vj
cl = 1 ∀l ∈ Vj . We thus have:

max
l∈Vj

∑
m∈Vj\{l}

ckm ≤ 1

and so ∑
j∈Nk

max
l∈Vj

∑
m∈Vj\{l}

ckm ≤ s

giving:
dck > isk − 2s

This result shows that for a given size of item (k = v)’s neighborhood (of size s),
the discriminatory confidence (dck) increases with increasing information score (isk).
As the items I1, I2, . . . , Is have greater purity and connectivity with item k = v, the
information score for item (k = v) increases, which in turn causes a corresponding
increase in dck.

The ultimate goal in identifying discriminatory items is to produce stronger rules hav-
ing discriminatory items in their rule terms. Before presenting a formal definition of
discriminatory rules we discuss a few motivating examples. In the Zoo dataset, the two
items feathers=1 and type=2 have high discriminative power on their own. Further-
more, they also discriminate between each other. That is, when the item feathers=1
occurs, the other item type=2 occurs as well. Thus a rule such as feathers=1 → type=2
expresses the fact that with a high level of confidence, which happens to be 1 in this
case, that the item type=2 is associated with feathers=1 and not feathers=0. Such types
of rules are valuable as they capture in the most concise manner possible the trigger
conditions for the rule consequent to be true, while maintaining the highest level of
confidence.

In the general case, given a rule (X = v1 → Y = v2), involving two items X = v1

and Y = v2, the greater the discriminative power of X = v1 with respect to Y = v2, the
lesser is the need for the item X = v1 to be augmented by other items in the antecedent
part of the rule. In the above example whenever we have the occurrence of feathers=1
there will be no need to check the status of other items in order to deduce the type of
the animal. In a medical diagnosis scenario, a rule linking a symptom (or two) with
very high discriminatory power with respect to a certain disease could be sufficient for
a physician to make an initial prognosis which can be later refined into a diagnosis
through the use of confirmatory tests. Likewise, a discriminatory rule defined on a web
click stream environment involving a short sequence of clicks which are discriminatory
with respect to a subsequent destination can be used to recommend that destination to
the user, with a high level of confidence that the user will find that destination to be of
use.
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With the above in mind we now present a formal definition of discriminatory rules.
In the discussion that follows we use the term “item” to stand for either a singleton item
or a set of items (i.e. an itemset).

Taking the above into consideration we define a discriminatory rule in the following
manner.

Definition 4. The rule X = v1 → Y = v2 is said to be a discriminatory rule if:

1. dc(X = v1) ≥ 0 and dc(Y = v2) ≥ 0.
2. conf(X = v1 → Y = v2) > α where α is a user specified threshold on rule

confidence.
3. Item X = v1 must discriminate on item Y = v2, that is conf(X = v1 → Y =

v2) − conf(X �= v1 → Y = v2) ∗ supp(X = v1, Y = v2) > rdf where rdf is
another user specified threshold called the Rule Discriminatory Factor that defines
the discriminative power of the rule. �

The discriminative power of X = v1 with respect to Y = v2 is measured in part by:

F = conf(X = v1 → Y = v2) − conf(X �= v1 → Y = v2)

However, the above difference in confidence alone does not express the true discrimi-
native power of a rule, as rules with a larger number of terms in their antecedent portion
would tend to acquire a higher value for F , at the expense of rule support which would
be lower due to the higher number of antecedent terms. To compensate for this, we
multiple F by the rule support, supp(X = v1, Y = v2).

One possible method of generating discriminatory rules would be to scan the dataset
and to identify items with positive discriminatory power. This direct approach, although
appealing due to its conceptual simplicity, is unfortunately computationally expensive.
This approach would require a scan of the dataset to first build item neighborhoods.
Once such neighborhoods are built in the form of a connectivity graph a further scan
of the connectivity graph would be required in order to evaluate the discriminatory
confidence measure for each item. This second scan will involve, for each item k, the
computation of the union of sets of items that occur with item k, as shown in the exam-
ple for the computation of dc value for the item feathers=1. The greater the number of
non binary valued attributes the greater is the number of union operations that need to
be performed. For each n-ary attribute n(n − 1) union operations are required.

As such we generate rules by computing the information score for each item and then
use a threshold, minscore, to filter out non informative items. All singleton items are
extended into itemsets in exactly the same manner as Apriori combines frequent items
together, except that the criterion for itemset extension is not support but information
score. For an item X = v1 to be extended with item Y = v2, is(X=v1)+is(Y =v2)

2 must
be ≥ minscore. Thus the difference between our rule generator and classical Apriori
is the criterion that is applied for item generation and extension. As our experimental
results in the next section will show the use of the information score model not only
produces items with greater discriminative power than classical rule generators, but
also produces rules that can be put to better use in practice.
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6 Empirical Study

Our motivation in introducing the information score model was to automatically sift
non-informative items from informative ones without requiring additional information
from users. As such we were interested in examining the impact of the filter in an en-
vironment where such user input is not available. This led us to compare our algorithm
with the classical Apriori approach. Our experimentation was conducted in three steps;
firstly, a performance comparison of information score measure against support was
conducted. Secondly, we examined the correlation of rules produced by is filter vis-a-
vis Apriori, and lastly we assessed the discriminative power of rules generated through
the use of the is filter.

Table 2. Results on Zoo Datasets

Information Score Filter Support
Item dc value count Item dc value count

feathers = 1 11.7 20 venomous = 0 -8.02 93
type = 2 11.7 20 domestic = 0 -8.02 88
type = 6 11.8 8 fins = 0 -7.02 84
type = 4 12.8 13 backbone = 1 -3.10 83
legs = 6 8.8 10 feathers = 0 -7.02 81
legs = 2 3.9 27 breathes = 1 -6.03 80
fins = 1 5.9 17 airbourne = 0 -8.03 77
airbourne = 1 1.8 24 tail = 1 -5.03 75
milk = 1 5.0 41 aquatic = 0 -4.03 65
type = 1 5.0 41 toothed = 1 -0.07 61

6.1 Discriminatory Confidence Analysis

In this section, we experiment with seven datasets taken from the UCI machine learn-
ing repository [12]. We evaluate our results with the help of the dc measure that we
developed. In each case we select the top 10 items for each algorithm based on their
respective ranking criteria which happens to be Information Score for our approach and
the Support measure for Apriori. The dc measure is only used as an evaluation mecha-
nism and is not a part of the is filter implementation.

Table 2 shows the Top 10 items ranked by the is score and support. The top ten
items ranked by is all have a positive dc value, whereas this is not the case for items
ranked by the support measure. Consider the item “feathers = 1” which happens to
be the item ranked highest by the is filter. This item occurs 20 times in the dataset. In
stark contrast, “venomous = 0” which is Apriori’s top performer has no discriminatory
power and occurs as frequently as 93 times in a dataset that contains 101 data instances.
It also happens to occur with every other item. Clearly this is a prime candidate for
pruning if the mining objective is to produce rules that have a high degree of informative
content. The item “domestic = 0” follows a similar trend as well. When we correlated
the rankings of items produced by the is score with the dc measure we obtained an 83%
correlation, thus supporting the assertion in Theorem 1.
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Table 3. Results on UCI Datasets

Dataset is filter Support
Item dc count Item dc count

Mushroom odor = m 16.3 36 veil-type = p -72.6 8124
classes = cyst-nematode 7.7 6 veil-color = w -62.6 7924
stalk-color-above-ring = c 16.3 36 gill-attachment = f -63.6 7914
stalk-color-below-ring = c 16.3 36 ring-number = o -60.5 7488
ring-number = n 16.3 36 gill-spacing = c -65.6 6812
ring-type = n 16.3 36 gill-size = b -56.2 5612
spore-print-color = o 14.5 48 stalk-surface-above-ring = s -57.6 5176
spore-print-color = y 14.5 48 stalk-surface-below-ring = s -52.6 4936
spore-print-color = b 14.5 48 bruises = f -56.0 4748
gill-color = o 13.5 64 stalk-shape = t -22.8 4608
veil-color = n 12.5 96 mycelium = 0 -44.1 294

Soybean fruit-pods = 2 7.7 6 sclerotia = 0 -42.2 286
classes = herbicide-injury 9.5 4 leaf-malf = 0 -40.1 268
classes = diaporthe-pod-stem-blight 16.0 6 roots = 0 -38.0 260
classes = charcoal-rot 22.8 10 leaf-mild = 0 -37.1 257
int-discolor = 2 22.8 10 shriveling = 0 -39.0 256
sclerotia = 1 22.8 10 seed-size = 0 -39.0 251
roots = 2 -14.4 7 lodging = 0 -39.0 248
classes = rhizoctonia-root-rot 22.8 10 mold-growth = 0 -40.2 247
classes = downy-mildew 17.8 10 seed-discolor = 0 -38.0 244

Hepatitis PROTIME = 85 4.50 4 X-class = 0 -13.01 316
region = 1 7.88 17 SEX = 1 -249.26 139
ALKPHOSPHATE = 81 -3.00 4 VARICES = 2 -236.82 132
PROTIME = 74 -2.50 4 ANTIVIRALS = 2 -248.47 131
SGOT = 30 -4.20 5 ASCITES = 2 -232.75 130
ALBUMIN = 4.5 -1.50 4 Class = 2 -220.00 123
SGOT = 55 -6.60 5 ANOREXIA = 2 -223.79 122
SGOT = 18 -1.00 4 SPLEENPALPABLE = 2 -228.67 120
SGOT = 60 -4.33 6 LIVERBIG = 2 -239.53 120
BILIRUBIN = 4.6 -4.00 4 FATIGUE = 1 -220.00 100

Table 3 shows the same trend as Table 2 for 3 other real-world datasets, whereby the
Top 10 items ranked by information score generally produced positive discriminatory
values. In contrast, the Top 10 items ranked by support were never able to generate
positive discriminatory confidence values. The results for the other 3 datasets produced
similar results but has been omitted due to space constraints. Overall, we have exper-
imentally established that items with high is score display high discriminatory power.
On average there is a high correlation between ranking of items ranked by is score with
their dc values; this average is 0.93 when taken across all datasets. Some datasets return
negative dc values for certain items with the is filter; this is due to the inherent nature
of the dataset. Such datasets contain fewer discriminatory items.

We also recorded the execution times for is filter and Apriori. Overall, even with
the additional overhead of preprocessing the data the average execution time (taken
over all datasets that we experimented with) was 1 second with is filter whereas it was
151 seconds for Apriori. Although the is filter introduces its own overheads in the pre-
pruning phase it compensates by passing fewer items for itemset extension than Apriori,
thus causing a significant reduction in the overall execution time.

6.2 Correlation Analysis

Correlation analysis was first introduced by Brin et al. [5]. We used the Chi square χ2

test to assess the degree of independence between the antecedent and consequent of
a rule. In Table 4 each row contains the name of the dataset, followed by the number
of itemsets produced, and the percentage of rules generated which are correlated (at a
significance threshold of 0.1). We varied the minimum support threshold between 0.1-
0.5 for Apriori. For the is filter method we used minscore values in the range 0.85 to
0.90 for the pre-pruning phase and thereafter used a minimum support threshold of 0.01
when extending the surviving items into itemsets. We experimentally verified that these
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Table 4. Correlation Analysis for UCI Datasets

Dataset Information Score Filter Apriori
Itemset % Corr Itemset % Corr

Zoo 33 100 11588 99
Flare 372 100 14121 70
Primary Tumor 199 100 15872 37
Flag 161 100 41968 69
Hepatitis 506 100 37187 94
Soybean-Large 339 100 32285 99
Mushroom 9649 100 5477 99

thresholds for is filter yielded rules that covered the support range produced by Apriori’s
rule base. From Table 4 we notice that the percentage of correlated rules ranges from
37% to 99.0% for Apriori, whereas the Information Score filter achieved a perfect score
of 100% in all cases.

6.3 Discriminatory Rule Analysis

In this section we contrast the discriminatory power of the two rule generators. In all
of our experimentation we used as metrics: Gini Index (G) which measures the amount
of Information Gain for a rule, rule Lift and the percentage of rules that had an RDF
value at or above the 80th percentile or the 40th percentile, identified as RDF80 and
RDF40 respectively in Table 5. The Gini Index is an interest measure that has been
widely applied in pattern mining and measures the amount of information gained by
splitting a dataset according to a given criterion [13]. Together with the RDF measure
that we defined, it is thus suited to evaluate how successful our Information Score model
is able to rank items in terms of their ability to create partitions in datasets that have
high information content.

Table 5 clearly shows that the Information Score filter outperforms Apriori on all
3 metrics that we tracked. Improvements in the G metric ranged from 20% for the
Hepatitis dataset to 353% for the Flag dataset. Significant improvements in the average
Lift value was also observed for Information Score, with the exception of Primary-
Tumor where Apriori had a slightly higher Lift average. The discriminatory power for
Information Score was much higher at the 80th percentile with Apriori having no more
than 32% of its rules being in the discriminative category (with the exception of the Zoo
dataset).

We now take a close look at the rules produced by the Zoo dataset. In the case of the
Information Score filter, we noticed that discriminatory rules were more concise than
with Apriori. We compared the two methods for a given rule consequent. For example,

Table 5. Discriminatory Rule Analysis for UCI Data

Dataset Apriori Information Score Filter
Rules Average G index RDF80 RDF40 Lift Rules Average G index RDF80 RDF40 Lift

Flag 155524 .015 .15 6.3 1.1 4527 .068 98.2 100.0 9.1
Flare 244753 .069 31.7 48.2 2.4 822 .112 48.1 52.0 5.1
Hepatitis 720633 .060 30.0 82.2 1.8 463 .072 63.3 93.5 1.5
Mushroom 61515 .138 32.1 67.8 1.0 747 .168 80.3 83.5 3.4
Primary Tumor 37486 .005 .03 1.6 1.1 33423 .019 22.6 55.2 1.5
Soybean 188223 .140 10.3 85.8 1.2 1165 .238 98.5 100.0 1.8
Zoo 644890 .298 77.0 83.8 2.4 206 .368 96.6 100.0 2.4
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hair = 1 milk = 1 →type = 1
hair = 1 →type = 1
hair = 1 legs = 4 →type = 1
legs = 4 milk = 1 →type = 1
hair = 1 legs = 4 milk = 1 →type = 1
hair = 1 legs = 2 →type = 1
legs = 2 milk = 1 →type = 1
hair = 1 legs = 2 milk = 1 →type = 1
breathes = 0 fins = 1 →type = 4
breathes = 0 fins = 1 legs = 0 →type = 4
feathers = 1 →type = 2
feathers = 1 legs = 2 →type = 2
airbourne = 1 feathers = 1 →type = 2
airbourne = 1 feathers = 1 legs = 2 →type = 2

Fig. 1. Extract of rules produced

we took the rule consequent “type = 1”, and found that were 9 different rules produced
by Information Score filter as compared to 4584 rules produced by Apriori for the same
consequent. The rule with the highest lift value was {milk =1} → {type =1} with a
lift value of 2.7 which also produced the highest G value of 0.48. Overall, the rules
produced by Apriori had on average about 6 terms in the antecedent as opposed to IS
which had an average of about 1.8 terms in the antecedent. The other rules with the
same consequent produced by IS filter are listed at the top of Figure 1.

In general, the other rules produced were concise and gave precise representations of
different partitions within the dataset. For example, most of the items in the antecedent
are distinctive items that are able to characterize a particular type of animal in the Zoo
dataset. This situation generalizes to all the rule bases produced with the IS filter.

7 Conclusion

This research has revealed that the standard approach of pruning items based on their
support value alone is not optimal from the standpoint of generating informative rules.
We established a clear nexus between two novel concepts that we introduced: Infor-
mation Score and Discriminative Confidence. Items with high Information Score were
shown to have high discriminatory power. We experimentally established that items that
discriminate between each other gives rise to more informative and actionable rules.

In this research we were guided by the twin objectives of improving information
content and reducing cognitive load on the end-user of a rule base. These two objectives
are actually synonymous with each other, improvement of information content tends to
produce a more compact rule base which in turn enables the end-user to exploit the
rules more effectively.

References

1. Agrawal, R., Imielinski, T., Swami, A.N.: Mining association rules between sets of items in
large databases. In: Buneman, P., Jajodia, S. (eds.) Proceedings of the 1993 ACM SIGMOD
International Conference on Management of Data, pp. 207–216 (1993)



298 R. Pears, Y.S. Koh, and G. Dobbie

2. Srikant, R., Vu, Q., Agrawal, R.: Mining association rules with item constraints. In: KDD,
pp. 67–73 (1997)

3. Ng, R.T., Lakshmanan, L.V.S., Han, J., Pang, A.: Exploratory mining and pruning optimiza-
tions of constrained associations rules. SIGMOD Rec. 27(2), 13–24 (1998)

4. Grahne, G., Wang, X., Lakshmanan, L.V.: Efficient mining of constrained correlated sets. In:
International Conference on Data Engineering, p. 512 (2000)

5. Brin, S., Motwani, R., Silverstein, C.: Beyond market baskets: generalizing association rules
to correlations. SIGMOD Records 26(2), 265–276 (1997)

6. Pei, J., Han, J., Lakshmanan, L.V.S.: Mining frequent itemsets with convertible constraints.
In: ICDE 2001: Proceedings of the 17th International Conference on Data Engineering, p.
433. IEEE Computer Society, Washington, DC, USA (2001)

7. Bucila, C., Gehrke, J., Kifer, D., White, W.: Dualminer: a dual-pruning algorithm for itemsets
with constraints. In: KDD 2002: Proceedings of the Eighth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 42–51. ACM (2002)

8. Kifer, D., Gehrke, J., Bucila, C., White, W.: How to quickly find a witness. In: PODS 2003:
Proceedings of the Twenty-Second ACM SIGMOD-SIGACT-SIGART Symposium on Prin-
ciples of Database Systems, pp. 272–283. ACM, New York (2003)

9. Gade, K., Wang, J., Karypis, G.: Efficient closed pattern mining in the presence of tough
block constraints. In: KDD 2004: Proceedings of the Tenth ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, pp. 138–147. ACM (2004)

10. Pei, J., Han, J.: Can we push more constraints into frequent pattern mining? In: KDD 2000:
Proceedings of the Sixth ACM SIGKDD International Conference on Knowledge Discovery
and Data Mining, pp. 350–354. ACM, New York (2000)

11. Koh, Y.S., Pears, R., Yeap, W.: Valency Based Weighted Association Rule Mining. In: Zaki,
M.J., Yu, J.X., Ravindran, B., Pudi, V. (eds.) PAKDD 2010. LNCS, vol. 6118, pp. 274–285.
Springer, Heidelberg (2010)

12. Asuncion, A., Newman, D.: UCI machine learning repository (2007),
http://www.ics.uci.edu/˜mlearn/MLRepository.html

13. Tan, P.N., Kumar, V., Srivastava, J.: Selecting the right interestingness measure for associa-
tion patterns. In: Proc. of the 2002 ACM SIGKDD Intl. Conf. on Knowledge Discovery and
Data Mining, Alberta, Canada (2002)

http://www.ics.uci.edu/~mlearn/MLRepository.html


J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 299–310, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Dominance-Based Soft Set Approach  
in Decision-Making Analysis 

Awang Mohd Isa1, Ahmad Nazari Mohd Rose1, and Mustafa Mat Deris2 

1 Faculty of Informatics 
Universiti Sultan Zainal Abidin, Terengganu, Malaysia 

2 Faculty of Information Technology and Multimedia 
Universiti Tun Hussein Onn Malaysia, Johor, Malaysia 

{isa,anm}@unisza.edu.my, mmustafa@uthm.edu.my 

Abstract. Multi-criteria decision analysis, sometimes called multi-criteria 
decision making, is a discipline aimed at supporting decision makers faced with 
making numerous and sometimes conflicting evaluations. Multi-criteria 
decision analysis aims at highlighting these conflicts and providing a 
compromised solution in a transparent process. This paper introduces the 
application of soft-dominance relation based on soft set theory in the field of  
multi-criteria decision analysis. This relation is an extension of the soft set 
theory which deals with typical inconsistencies during the consideration of 
criteria and in preference-ordered decision classes. The paper also utilized soft-
dominance relations based on soft set theory in obtaining the decision rules in 
dealing with problems in a multi-valued information system. 

Keywords: Multi-criteria decision analysis, Soft set theory, Multi-soft set,  
Soft-dominance relation, Multi-valued Information System. 

1 Introduction 

Many decision-making problems are characterized by the ranking of objects 
according to a set of criteria with pre-defined preference-ordered decision classes, 
such as credit approval [18], stock risk estimation [1], mobile phone alternatives 
estimation [10]. Models and algorithms were proposed for extracting and aggregating 
preference relations based on distinct criteria. The underlying objectives are to 
understand the decision process, to build decision models and to learn decisions rules 
from data. 

Rough set theory provides an effective tool for dealing with inconsistency and 
incomplete information [[19],[14]]. It has been widely applied in feature evaluation 
[17], attribute reduction and rule extraction [9]. Pawlak’s rough set model is 
constructed based on equivalence relations. These relations are viewed by many to be 
one of the main limitations when employing the model to complex decision tasks. 
However, there is an extension of the rough set [6] to deal with these limitations.   

In multiple criteria decision-making problems, there are preference structures 
between conditions and decisions. Greco et al. [6] introduced a dominance rough set 
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model that is suitable for preference analysis. In [6], the decision-making problem 
with multiple attributes and multiple criteria were examined, where dominance 
relations were extracted from multiple criteria and similarity relations were 
constructed from numerical attributes and equivalence relations were constructed 
from nominal features. An extensive review of multi-criteria decision analysis based 
on dominance rough sets is given in [7]. Dominance rough sets have also been applied 
to ordinal attribute reduction and multi-criteria classification. While the theory rough 
set is well-known and often useful approach to describe uncertainty, it has inherent 
difficulties as pointed by Molodtsov [13]. 

Soft set theory proposed by Molodtsov [13] provides an effective tool for dealing 
with inconsistencies which is free from the difficulties affecting existing methods. As 
reported in [13], a wide range of applications of soft sets have been developed in 
many different fields. There has been a rapid growth of interest in soft set theory and 
its application especially in decision making in recent years. Maji et al. [12] discussed 
the application of soft set theory in a decision making. Based on fuzzy soft sets, Roy 
and Maji [15] presented a method of object recognition from an imprecise multi-
observer data and applied it to decision making problems. Chaudhuri et al [2] define 
the concepts of Soft Relation and Fuzzy Soft Relation and then apply them to solve a 
number of Decision Making Problems. Feng et al [3] introduce an adjustable 
approach to fuzzy soft set and investigate the application of the weighted fuzzy soft 
set in decision making. Feng et al [4] also present the application of level soft sets in 
decision making based on interval-valued fuzzy soft sets. Jiang et al [11] present an 
adjustable approach to intuitionistic fuzzy soft sets based decision making by using 
level soft sets of intuitionistic fuzzy soft sets.   

Molotosv's proposal of soft set has been studied and applied by several authors in 
the cases of uncertainty in decision making. Currently, there are not much literature 
discussing the application of soft set in the area of multicriteria decision making 
dealing with uncertainty. Thus, our paper intends to study the feasibility of applying 
dominance relation based on soft set theory in situations shrouded by uncertainty 
during the process of multicriteria decision making. In the proposed scheme, the 
decision system is transformed into the equivalent multi-soft set where in each soft 
set, the predicates are ordered according to the preference order, and then the 
approximations will be obtained using dominance-based soft set approach (DSSA), 
that is an extension of the soft set theory.    

The rest of this paper is organized as follows. Section 2 describes the fundamental 
concept of information systems. In section 3, we present the concept of soft set theory 
for multi-valued information systems. The extension of soft set approach based on 
dominance principle is introduced in section 4. An illustrative example is given in 
section 5 followed by the conclusion of our work is described in section 6. 

2 Information System 

An information system is a 4-tuple (quadruple), ( )fVAUS ,,,= , where U  is a non-

empty finite set of objects, A is a non-empty finite set of attributes,  Aa aVV
∈

= , aV  
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is the domain (value set) of attribute a, VAUf →×:  is a total function such that 

( ) aVauf ∈, , for every ( ) AUau ×∈,  , called information (knowledge) function. An 

information system is also called a knowledge representation systems or an attribute-
valued system that can be intuitively expressed in terms of an information table (as 
shown in Table 1). 

Table 1. An information system 

U 1a  2a  … ka  … A
a  

1u  ( )11 , auf  ( )21 , auf  … ( )kauf ,1  … ( )
A

auf ,1  

2u  ( )12 , auf  ( )22 , auf  … ( )kauf ,2  … ( )
A

auf ,2  

3u  ( )13 , auf  ( )23 , auf  … ( )kauf ,3  … ( )
A

auf ,3

 

              

U
u  ( )1, auf

U
 ( )2, auf

U
 … ( )kU

auf ,  … ( )
AU

auf ,  

 
In many applications, there is an outcome of classification that is known. This 

knowledge, which is known as a posteriori knowledge is expressed by one (or more) 
distinguished attribute called decision attribute. This process is known as supervised 
learning. An information system of this kind is called a decision system. A decision 
system is an information system of the form { }( )fVdAUD ,,, = , where Ad ∉  is 

the decision attribute. The elements of A are called condition attributes. Condition 
attributes with value sets are ordered according to decreasing or increasing preference 
of a decision maker are called criteria. 

3 Soft Set Theory 

Throughout this section U refers to an initial universe, E is a set of parameters, ( )UP  

is the power set of U and EA ⊆ . 
 

Definition 1. (See [13].) A pair ( )AF ,  is called a soft set over U, where F is a 

mapping given by  

( )UPAF →: . 

In other words, a soft set over U is a parameterized family of subsets of the universe 
U. For A∈ε , ( )εF  may be considered as a set of ε -elements of the soft set ( )AF ,  

or as the set of ε -approximate elements of the soft set. Clearly, a soft set is not a 
(crisp) set. As for illustration, Molodtsov has considered several examples in [13]. 
The example shows that, soft set ( )AF ,  can be viewed as a collection of 

approximations, where each approximation has two parts:- 
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(i) A predicate p ; and  

(ii) An approximate value-set v (or simply to be called value-set v ). 

We denote ( ) { }nn vpvpvpAF ==== ,....,,, 2211 , where n  is a number of predicates.  

Based on the definition of an information system and soft set, we then show that a 
soft set is a special type of information systems, i.e., a binary-valued information 
system. 

 

Proposition 2. (See [8].) If ( )AF ,  is a soft set over the universe U, then ( )AF ,  is a 

binary-valued information system { }( )fVAUS ,,, 1,0= . 
 

Proof. Let ( )AF ,  be a soft set over the universe U, we define a mapping  

{ }nfffF ,,, 21 = , 

where  

ii VUf →:  and ( ) ( )
( )




∉
∈

=
i

i

i aFx

aFx
xf

,0

,1
,  for Ai ≤≤1 . 

Hence, if  Aia iaVV
∈

= ,  where { }1,0=
iaV , then a soft set ( )AF ,  can be considered 

as a binary-valued information system { }( )fVAUS ,,, 1,0= .   

From Proposition 2, it can be easily understood that a binary-valued information 
system can be represented using soft set theory. Thus, we can make a one-to-one 
correspondence between ( )EF ,  over U and { }( )fVAUS ,,, 1,0= . 

 

Definition 3. (See [12].) The class of all value sets of a soft set ( )EF ,  is called value-

class of the soft set and is denoted by ( )EFC , . 
 

Proposition 4. (See [8].) If ( ) ( ){ }AiaFAF i ≤≤= 1:,,  is a multi-soft set over the 

universe U, then ( )AF ,  is a multi-valued information system ( )fVAUS ,,,= . 
 

Proof.  Let ( )fVAUS ,,,=  be a multi-valued information system and 

( )fVaUS aii

i ,,,= , Ai ≤≤1  be the A  binary-valued information systems. From 

Proposition 2, we have 
 

( )
{ }( )
{ }( )

{ }( )

( )
( )

( )
AA

A aF

aF

aF

fVaUS

fVaUS

fVaUS

fVAUS

,

,

,

,,,

,,,

,,,

,,,
2

1

1,0

1,02

2

1,01

1



⇔

⇔
⇔













=

=
=

==  

         ( ) ( ) ( )( )
A

aFaFaF ,,,,,, 21 =  

                                                ( ){ }AiaF i ≤≤= 1:,  
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It is proved that ( ) ( ){ }AiaFAF i ≤≤= 1:,,  is a multi-soft sets over universe U 

representing a multi-valued information system ( )fVAUS ,,,= . 

Since the definition of soft sets is based on the mapping of value sets to the set of 
objects, it can then only handle one kind of inconsistency of decision - the one related 
to the inclusion of objects into different value-set of attributes, i.e., predicates.  While 
this is sufficient for classification of taxonomy type, the classical soft set approach 
fails in case of ordinal classification with monotonicity constraints [16], where the 
value-sets of attributes are preference ordered. In this case, decision examples may be 
inconsistent in the sense of violation of the dominance principle which requires that 
an object x  dominating object y on all considered criteria (i.e., x  having evaluations 
at least as good as y on all considered criteria).  

4 Dominance Relation Based Soft Set Theory 

In this section, we present the principle of dominance relation based on soft set theory 
or dominance-based soft set approach (DSSA), that can be used in decision-making 
analysis. As mention the previous section, multi-valued information system 

( )fVAUS ,,,= can be represented by a multi-soft set ( ) ( ){ }AiaFAF i ≤≤= 1:,, , 

where A  is a finite set of parameters representing the set of attributes in multi-valued 
information system. The set A  is, in general, divided into set C  of condition 
attributes and set D  of decision attributes. 

Condition attributes with value sets ordered according to decreasing or increasing 
preference of a decision maker are called criteria. Since for each criterion Ac ∈ is 
represented by criterion soft set ),( cFC = in multi-soft set ( )AF , , the value sets for 

criterion c  is equivalence to the value sets of the soft set when the predicates are 
ordered according to decreasing or increasing preference. For soft set ),( cFC = , c   

is an outranking relation on U with reference to soft set ),( AFC ∈  such that yx c  

means “ x  is at least as good as y  with respect to soft set C ”.  
 

Definition 5. For criterion soft set { }nivpC ii ,...,2,1, === , for all { }nsr ,..,1, ∈ , 

such that sr > , predicate rp  is dominance  than predicate sp  with respect to C , if 

the value of rp  is preferred to sp , and we denote that by scr pp  . 
 

Definition 6. For criterion soft set { }nivpC ii ,...,2,1, === , the set of objects in 

value-set rv  are preferred to the set of objects in value-set sv with respect to C , if 

predicate rp is dominance than predicate sp , we denote it by scr vv  iff scr pp   

{ }nsr ,...1, ∈∀ . 
 

Furthermore, let suppose that the set of decision attributes D is a singleton { }d and is 

represented by decision soft set ),( dFD = . The values of predicate in D  make a 

partition of universe U into a finite number of decision classes, { }ntClCl t ,...,1, == , 
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such that each Ux ∈ belongs to one and only one class ClClt ∈ . It is supposed that 

the classes are preference-ordered, i.e. for all { }nsr ,..,1, ∈ , such that sr > , the 

objects from rCl are preferred to objects from sCl . If  is a comprehensive weak 

preference relation on U , i.e. if for all Uyx ∈, , x  y  means “ x is 

comprehensively at least as good as y ”, it is supposed: [ ]srClyClx sr >∈∈ ,,    

[ yx  and not ]xy . The above assumptions are typical for consideration of ordinal 

classification problems (also called multiple criteria sorting problems). 
The set to be approximated are called upward union and downward union of 

classes, respectively:  
 

ntClClClCl s

ts

ts

ts

t ,...,1,, ===
≤≥
  . 

 

The statement 

tClx ∈  means “ x belongs to at least class tCl ”, while 

tClx ∈  means 

“ x belongs to at most class tCl ”. Let us remark that UClCl n == 

1 , nn ClCl = and 

11 ClCl = . Furthermore, for ,,..,2 nt =  



tt ClUCl −=−1  and 

1−−= tt ClUCl . 

The key idea of the soft set approach is representation (approximation) of knowledge 
generated by decision soft set, using granules of knowledge generated by criterion 
soft sets. In DSSA, the knowledge to be represented is a collection of upward and 
downward unions of classes, and the granules of knowledge are sets of objects 
defined using a soft dominance relation. 

x dominates y with respect to CP ⊆ (shortly, x softP -dominates y), denoted by 

yxDP , if for every criterion soft set Pq ∈ and ji vyvx ∈∈ , : jqi vv  . The relation 

softP -dominance is reflexive and transitive, i.e. it is a partial order.  

Given a set of soft sets CP ⊆ and Ux ∈ , the “granules of knowledge” used for 
approximation in DSSA are: 

- a set of objects dominating x , called softP -dominating set, 

{ }xyDUyxD PP :)( ∈=+ , 

- a set of objects dominated by x , called softP -dominated set,  

{ }yxDUyxD PP :)( ∈=− . 

From the above, it can be seen that the “granules of knowledge” have the form of 
upward (positive) and downward (negative) dominance cones in the evaluation space. 
Recall that the dominance principle requires that an object x dominating object y on 

all considered criterion soft sets or criteria (i.e., x  having evaluation at least as good 
as y on all considered soft set) should also dominate y on decision soft set (i.e., 

x should be assigned to at least as good decision class as y ). This is the only 

principle widely agreed upon in the multiple criteria comparisons of objects. 
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Given CP ⊆ , the inclusion of an object Ux ∈ to the upward union of classes 

),...,2( ntClt = is inconsistent with the dominance principle if one of the following 

conditions holds:  
 

- x belongs to class tCl or better, but it is softP -dominated by an object 

y belonging to a class worse than tCl , i.e. 

tClx ∈  but φ≠∩ −
+ 

1)( tP ClxD , 

- x belongs to a worse class than tCl but it softP -dominates an object 

y belonging to class tCl or better, i.e. 

tClx ∉  but φ≠∩ −
− 

1)( tP ClxD . 
 

If, given a set of soft set CP ⊆ , the inclusion of Ux ∈ to ),...,2( ntClt = is 

inconsistent with the dominance principle, then x belongs to 

tCl with some 

ambiguity. Thus, x belongs to 

tCl without any ambiguity with respect to CP ⊆ , if 


tClx ∈ and there is no inconsistency with the dominance principle. This means that 

all objects softP -dominating x belong to 

tCl , i.e., 

tP ClxD ⊆+ )( . 

Furthermore, x possibly belongs to 

tCl with respect to CP ⊆ if one of the 

following conditions holds: 
 

- according to decision soft set ),( dFD = , object x belongs to 

tCl , 

- according to decision soft set ),( dFD = , object x does not belong to 

tCl , 

but it is inconsistent in the sense of the dominance principle with an object 
y belonging to 

tCl . 
 

In terms of ambiguity, x possibly belongs to 

tCl with respect to CP ⊆ , if x possibly 

belongs to 

tCl with or without ambiguity. Due to the reflexivity of the soft 

dominance relation PD , the above conditions can be summarized as follows: 

x possibly belongs to class tCl or better, with respect to CP ⊆ , if among the objects 

softP -dominated by x there is an object y belonging to class tCl or better, i.e., 

φ≠∩− 

tP ClxD )( . 

The softP -lower approximation of 

tCl , denoted by )( 

tClP , and the softP -upper 

approximation of 

tCl , denoted by )( 

tClP , are defined as follows (t=1,…,n): 

{ }

tPt ClxDUxClP ⊆∈= + )(:)( , 

{ }φ≠∩∈= − 

tPt ClxDUxClP )(:)( . 

Analogously, one can define the softP -lower approximation and the softP -upper 

approximation of 

tCl as follows (t=1,…,n): 

{ }

tPt ClxDUxClP ⊆∈= − )(:)( , 

{ }φ≠∩∈= + 

tPt ClxDUxClP )(:)( . 
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The softP -lower and softP -upper approximation defined above, satisfy the following 

properties for each { }nt ,...,1∈ and for any CP ⊆ : 

)()( 

ttt ClPClClP ⊆⊆ , )()( 

ttt ClPClClP ⊆⊆ . 

The softP -lower and softP -upper approximations of 

tCl and 

tCl have an important 

complementary property, according to which, 

)()( 1



−−= tt ClPUClP and ntClPUClP tt ,...,2),()( 1 =−= −
 , 

)()( 1



+−= tt ClPUClP and 1,...,1),()( 1 −=−= + ntClPUClP tt

 . 

The softP -boundaries of 

tCl and 

tCl , denoted by )( 

tP ClBn and )( 

tP ClBn  

respectively, and defined as follows (t=1,...,n): 

)()()( 

tttP ClPClPClBn −=  , and )()()( 

tttP ClPClPClBn −= . 

Due to complementary property, )()( 1



−= tPtP ClBnClBn , for t=2,…,n. 

For any criterion soft set CP ⊆ , we define the accuracy of approximation of 


tCl and 

tCl for all Tt ∈  respectively as 

)(

)(
)(







t

t

tP

ClP

ClP
Cl =α ,  

)(

)(
)(







t

t

tP

ClP

ClP
Cl =α . 

The quality of approximation of the ordinal classification Cl  by a set of soft set P is 
defined as the ration of the number of objects softP -consistent with the dominance 

principle and the number of all objects in U . Since the softP -consistent objects are 

those which do not belong to any softP -boundary )( 

tP ClBn , t=2,…,n, or )( 

tP ClBn , 

t=1,…,n-1, the quality of approximation of the ordinal classification Cl by a set of 
soft set P , can be written as 

U

ClBnClBnU

Cl

tP

Tt

tP

Tt

P
























−

=
∈∈

)()(

)(

  

γ . 

)(ClPγ  can be seen as a degree of consistency of the objects from U , where P is the 

set of criterion soft set and Cl  is the considered ordinal classification. Every minimal 
subset CP ⊆ such that )(ClPγ = )(ClCγ is called a reduct of Cl and is denoted by 

ClRED . Moreover, for a given set of U one may have more than one reduct. The 

intersection of all reducts is known as the core, denoted by ClCORE . 

The dominance-based soft approximations of upward and downward unions of 
classes can serve to induce “if . . ., then . . .” decision rules. It is therefore more 
meaningful to consider the following three types of decision:  
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1. D - decision rules that have the following form: 

 if 1)1,( qrqxf ≥ and 2)2,( qrqxf ≥  and ... qprqpxf ≥),( then 

tClx ∈ , where 

{ } CqpqqP ⊆= ,...,2,1 , ( ) qpqqqpqq VVVrrr ×××∈ ...,...,, 2121 and Tt ∈ . These rules 

are supported only by objects from the softP -lower approximation of the upward 

unions of classes 

tCl . 

2. D - decision rules that have the following form: 

 if 1)1,( qrqxf ≤ and 2)2,( qrqxf ≤  and ... qprqpxf ≤),( then 

tClx ∈ , where 

{ } CqpqqP ⊆= ,...,2,1 , ( ) qpqqqpqq VVVrrr ×××∈ ...,...,, 2121 and Tt ∈ . These rules 

are supported only by objects from the softP -lower approximation of the 

downward unions of classes 

tCl . 

3. D - decision rules that have the following form: 

 if 1)1,( qrqxf ≥  and 2)2,( qrqxf ≥  and ... qkrqkxf ≥),(  and 1)1,( +≤+ qkrqkxf  

and ... qprqpxf ≤),(  then stt ClClClx ∪∪∪∈ + ...1 , where 

{ } CqpqqP ⊆= ,...,2,1 , ( ) qpqqqpqq VVVrrr ×××∈ ...,...,, 2121 and Tts ∈,  such that 

st < . These rules are supported only by objects from the softP -boundaries of the 

unions of classes 

tCl and 

tCl . 

5 Experiments 

On the basis of data proposed by Grabisch [5], for an evaluation in a high school, an 
example is taken to illustrate the application of the method. The director of the school 
wants to assign students to two classes: bad and good. To fix the classification rules 
the director is asked to present some examples. The examples concern with six 
students described by means of four attributes (see Table 2 below): 

• 1A : level in Mathematics, 

• 2A : level in Physics, 

• 3A : level in Literature, 

• 4A : global evaluation (decision class). 

Table 2. Multi-valued information table with examples of classification 

Student A1 (Mathematics) A2 (Physics) A3 (Literature) A4 (Evaluation) 
1 good good bad good 
2 medium bad bad bad 
3 medium bad bad good 
4 bad bad bad bad 
5 medium good good bad 
6 good bad good good 
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The components of the multi-valued information table S are: 

{ }6,5,4,3,2,1=U  

{ }4321 ,,, AAAAA =  

{ }goodmediumbadV ,,1 =  

{ }goodbadV ,2 =  

{ }goodbadV ,3 =  

{ }goodbadV ,4 =  

the information function ),( qxf , taking values ),1( 1Af =good, ),1( 2Af = good, and 

so on.  
Within this approach we approximate the class 

tCl  of “(at most) bad” students 

and the class 

tCl of “(at least) good” students. Since information table as in table 1 

above consist of only two decision classes, we have 11 ClCl = , and 22 ClCl =≥ . 

Moreover, { }321 ,, AAAC =  and { }4AD = . In this case, however, 1A , 2A and 3A are 

criteria and the classes are preference-ordered. Furthermore, the multi-soft set 
equivalent to the multi-valued information table as in table 1 is given below: 

{ } { } { }{ }
{ } { }{ }
{ } { }{ }

{ } { }{ }









===
===
===

====

=

6,3,1,5,4,2),(

6,5,4,3,2,1),(

5,1,6,4,3,2),(

6,1,5,3,2,4),(

),(
3

2

1

goodbaddF

goodbadaF

goodbadaF

goodmediumbadaF

AF . 

And, with respect to each criterion soft set: 

• ),( 1aF : p1 = bad, p2 = medium, and p3 =good; 

• ),( 2aF : p1 = bad, and p2 =good; 

• ),( 3aF : p1 = bad, and p2 =good; and 

• ),( dF : p1 = bad, and p2 =good. 

Our experiment obtained the following results. The softP -lower approximations, softP -

upper approximations and the softP -boundaries of classes 

1Cl and 

2Cl are equal to, 

respectively:  

{ }4)( 1 =ClP , { }5,4,3,2)( 1 =ClP , { }5,3,2)( 1 =ClBnP , 

{ }6,1)( 2 =ClP , { }6,5,3,2,1)( 2 =ClP , { }5,3,2)( 2 =ClBnP . 

Therefore, the accuracy of the approximation is 0.25 for 

1Cl and 0.4 for 

2Cl , while 

the quality of approximation is equal to 0.5. There are only one reduct which is also 
the core, i.e. { }1Re ACored ClCl == . 

The minimal set of decision rules that are derived from the experiment, are shown 
below (within the parenthesis are the objects that support the corresponding rule):  
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1. if ≥),( 1Axf  good, then 

2Clx ∈   (1,6) 

2. if ≤),( 1Axf  bad, then 

1Clx ∈   (4) 

3. if ≥),( 1Axf  medium and ≤),( 1Axf  medium (i.e. ),( 1Axf is medium), then 

21 ClClx ∪∈  (2,3,5). 

Let us notice from table 1 that student 5 dominates student 3, i.e. student 5 is at least 
as good as student 3 with respect to all the three criteria, however, student 5 has a 
global evaluation worse than student 3. Therefore, this can be seen as an 
inconsistency revealed by the approximation based on soft-dominance which cannot 
be captured by the approximation based on the mapping of parameters to the set of 
objects under consideration. Moreover, let us remark that the decision rules induced 
from approximation obtained from soft-dominance relations give a more synthetic 
representation of knowledge contained in the decision system.  

6 Conclusion 

In this paper we have presented the applicability of soft set theory in multi-criteria 
decision analysis (MCDA). Dominance-based soft set approach is an extension of soft 
set theory for MCDA which permits the dealing of typical inconsistencies during the 
consideration of criteria or preference-ordered decision classes. Based on the 
approximations obtained through the soft-dominance relation, it is possible to induce 
a generalized description of the preferential information contained in the decision 
system, in terms of decision rules. The decision rules are expressions of the form if 
(condition) then (consequent), represented in a form of dependency between condition 
and decision criteria. When the proposed approach is applied to the multi-valued 
decision system through simulation, the decisions rules obtained are equivalent to the 
one that obtained by the previous technique [7] using rough-set based approach. 
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Abstract. One of the most important tasks in data mining is to discover 
associations and correlations among items in a huge database. In recent years, 
some studies have been conducted to find a more accurate measure to describe 
correlations between items. It has been proved that the newly developed 
measures of all-confidence and bond perform much better in reflecting the true 
correlation relationship than just using support and confidence in categorical 
database. Hence, several efficient algorithms have been proposed to mine 
correlated patterns based on all-confidence and bond. However, as the data 
uncertainty become increasingly prevalent in various kinds of real-world 
applications, we need a brand new method to mine the true correlations in 
uncertain datasets with high efficiency and accuracy. In this paper, we propose 
effective methods based on dynamic programming to compute the expected 
all-confidence and expected bond, which could serve as a slant in finding 
correlated patterns in uncertain datasets. 

Keywords: correlated patterns all-confidence bond uncertain data. 

1    Introduction 

Over the past few years, mining of associative rules has been widely studied in the field 
of data mining. Some popular algorithms with great efficiency and simplicity were 
proposed sequentially, such as Apriori and FP-Growth. Most of the algorithms use 
support and confidence as criteria in measuring interests of mined rules. However, the 
measurement of support and confidence are just inclined to reflect frequency of itemset. 
It is likely that some highly correlated association involving items with support value 
lower than minimum threshold would be considered uninteresting. In other words, with 
a high minimum support threshold, we could only find commonsense knowledge. But 
if we set a relatively low value of minimum support threshold, numerous redundant and 
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less informative association rules would be generated. In order to solve the problem, 
measurements of all-confidence and bond have been proposed as alternative interest 
measures for mining the true correlation relationships among a huge database. With the 
downward closure property, both of them can be computed efficiently.  

Recently, several effective algorithms have been developed for mining correlated 
patterns based on measurements of all-confidence and bond. CoMine[4] and 
CcMine[5] are the most typical ones, which use all-confidence to evaluate the 
correlation of patterns. Both of them are based on the extensions of the FP-Growth 
methodology. Experimental results have shown that both CoMine and CcMine 
algorithm perform well in comparison with the counterpart Apriori-based algorithms.   

In these years, uncertain data mining have been arousing much more attentions in 
relevant research areas due to the growing need to handle data uncertainty caused by 
noise, imprecise measurement, decision errors, etc in various kinds of real-world 
applications. Some algorithms have already been devised to mine the frequent itemset 
among uncertain dataset, such as the work of [6] and [7], where each item appears with 
particular probability. Some other algorithms like [10] and [11] were proposed for 
classifying uncertain data. However, it is still an open problem to develop algorithms 
for mining truly correlated patterns with data uncertainty. 

In this paper, we propose an efficient method to compute the measurements of 
correlated patterns. Based on the possible world semantics, we make definitions for 
expected all-confidence and expected bond. According to the definitions, our new 
developed algorithms have been proved to be accurate and efficient. Our contributions 
could be generalized as follows.  

 We are the first to propose the definition of expected all-confidence and 
expected bond as the measurement of correlation degree in uncertain database, 
which is proved to be accurate and effective in reflecting the correlation degree 
among items with data uncertainty.  

 We develop novel DP-based methods to calculate expected all-confidence and 
expected bond with high efficiency.  
 

For the rest part of this paper, the related work is introduced in Section 2. Preliminaries 
are stated in Section 3. The definitions of expected all-confidence and expected bond 
are stated in Section 4. Efficient computation of measurements of correlated patterns is 
devised in Section 4. The evaluation and experiment part is presented in Section 5. The 
conclusion is in Section 6. 

2    Related Work 

In the field of uncertain data mining, some algorithms that mine frequent patterns in 
uncertain database have been proposed in recent years. U-Apriori was proposed in [6], 
which uses expected support to discover all frequent itemsets in uncertain database. 
After that, UF-Growth was proposed in [7], of which data structure is based on the 
expansion of FP-Tree. Compared with U-Apriori, UF-Growth could avoid generating a 
large number of candidate itemsets. [8] introduced the frequent patterns mining in 
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uncertain data and how to expand more algorithms into uncertain field. To avoid the 
inaccuracy of using expected support to measure the frequency of itemsets, [2] 
proposed probabilistic frequent itemset mining algorithm with great efficiency using 
possible world semantics. Based on the HARMONY classification algorithm proposed 
in [9], [1] devised a classification algorithm in uncertain data named uHARMONY. In 
addition, [1] also devise an effective way to compute expected confidence based on 
dynamic programming. 

3    Preliminaries 

3.1    The Model for Uncertain Data 

In this paper, we adopt the same model of uncertain data used in [2], which is based on 
the possible worlds semantic with existence of uncertain items.  

Definition 1. Let I be a set of all possible items in transactional database T. If item 
x I∈ appears in transaction t T∈ with probability ( ) (0,1)P x t∈ ∈ , then item x is an 

uncertain item. 

It is obvious that certain item is a special case of uncertain item since ( ) {0,1}P x t∈ ∈ . 

The definition of uncertain transactional databases is stated as follow. 

Definition 2. Transaction t is an uncertain transaction if and only if t contains uncertain 
items. Transaction database T is an uncertain transaction database if and only if T 
contains uncertain transactions. 

Then, we will present the possible worlds semantics. An uncertain transactional 
database could generate numerous possible worlds. Each possible world consists of a 
set of certain transactions. In other words, possible world is one possible combination 
of appearance of all items in transactional database. We could find that each uncertain 
item ,0 ( ) 1ix P x t< ∈ ≤  would derive two possible worlds. One is x exists in ti, the 

other is x does not exists in ti. As a result, the number of possible worlds in uncertain 
transactional database would increase exponentially as the growing number of 
uncertain items. 

We suppose that each two items are mutually independent. Then, we could calculate 
the appearance probability of each possible world through formula 1. 

( ) ( ( ) (1 ( )))
t I x t x t

P w P x t P x t
∈ ∈ ∉

= ∈ × − ∈∏ ∏ ∏
                  

(1) 

3.2    All-Confidence and Bond 

According to the work of [3] and [4], all-confidence and bond are defined as follows. 
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Definition 3. Let X be an itemset and ij be a subset of X containing only one item. The 
all-confidence of X is: _   | ∈  

The denominator of _  is the maximum count of transactions that 
contain any single item of X. It could be easily deduced that all-confidence is the 
smallest confidence of any rule among the itemset X. Consequently, all of the rules 
generated from X would have confidence values no less than its all-confidence.  

Definition 4. Let ij be a subset of X containing only one item. T is a transaction 
database. The bond of X is defined as: 

∈ ∈ ∈  

We could consider bond to be the ratio of the support value of X, which is the number of 
transactions that contain all items in T, and the cardinality of the union of transactions 
that contain any item of X. 

It has been proved in [3] that the relationship between all-confidence and bond 
satisfies the following formula _  

In addition, both all-confidence and bond hold the downward closure property. That is, 
if ′⊂ , then _ ′ _  

′  

4   Efficient Computation of Expected All-Confidence and Bond 

4.1    Definition of Expected All-Confidence and Bond 

Since the definition of expected all-confidence and expected bond have never been 
proposed before, it is important to provide them with a proper definition. The model of 
possible worlds is widely accepted in the field of uncertain data mining. Consequently, 
we define the measurements of correlated patterns based on the possible worlds 
semantics. 

At first, we define that P(wj) stands for the appearance probability of possible world 
wj, ( )

jwsup X  stands for the support of X under possible world wj, ( )
jwuniverse X  is 

the set of transactions satisfying the condition that transaction t includes either items in 
itemset X.  

Before introducing the definition of expected all-confidence and bond, we will 
present the definition of expected support. 
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According to [2], expected support of itemset x is defined as the sum of the expected 
probabilities of presence of x in each of the transactions in the database. Hence, we 
have: 

| |

1

( ( )) ( , )
T

i
i

E sup x P x t
=

=
                               

(2) 

Where ( , )iP x t  represent the probability of the itemset x occurring in a given 

transaction it . 

Definition 5. The expected all-confidence of itemset X is: 

1 1

( ) ( )
( _ ( ))

{ ( ) | }
j

j j

w j

w W w

sup X P w
E all conf X

MAX sup x x X∈

×
=

∈  

Now we present the definition of universe according to [4] before introducing the 
definition of expected bond. 

Definition 6. Let X={i1, i2, i3, …ik} be a set of items. T is a transaction database. The 
universe of X is defined as: 

( ) { | ( )}i j j iuniverse X t T i X i t= ∈ ∃ ∈ ∈
 

Definition 7.. The expected bond of itemset X is: 

( ) ( )
( ( ))

| ( ) |
j

j j

w j

w W w

sup X P w
E bond X

universe X∈

×
=   

From the definitions above, we could find that the expected all-confidence or the 
expected bond of X cannot be converted into the following ratio: 

1 1( ( )) { ( ( )) | }E sup X MAX E sup x x X∈ ,  ( ( )) (| ( ) |)E sup X E universe X  

It is obvious that the values of the expressions above are not equal to the corresponding 
definitions.  

Actually, it is impossible to compute the expected all-confidence or expected bond 
using Exhaustive Attack method based on the model of possible worlds due to the huge 
number of possible worlds. Hence, it is quite necessary to devise new efficient 
algorithms to solve the problem.  

4.2    Efficient Computation of Expected Bond 

Firstly, we convert the definition of expected bond into a form that is easier to compute 
using dynamic programming. 

Lemma 1. Since 0 ( ) ( )sup X universe X T≤ ≤ ≤ , we have: 
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( ) ( )
( ( ))

( )

j

j
j

w j

w W w

sup X P w
E bond X

universe X∈

×
=          

| |

0 0

( ( ) ( ) )
T k

k i

i
P sup X i universe X k

k= =
= × = ∧ =  

| |
( )

0

( ( ))T
sup x k

k

E sup X

k
=

=
=

 

Because the computation of expected bond bears the properties of dynamic 
programming, namely, overlapping subproblems and optimal substructure, we can use 
the method to compute expected bond.

 We define that , ( ( ))k jE bond X is the expected bond on first k transactions of T when 

|universe(X)|=k. kt T∈ represents the k-th transaction of T. Then, we have the 

following theorem.  

Theorem 1. Given 0 k T≤ ≤ , we have: 

, 1, 1

1, 1

, 1

1
( ( )) ( ) ( ( ) )

| ( ) |

(( | ( )) ) ( ( ))

( | ( )) ( ( ))

k j k k j

k k k j

k k j

E bond X P X t E bond X
universe X

P x t x universe X X t E bond X

P x t x universe X E bond X

− −

− −

−

= ⊆ × +

+ ⊆ ∈ ∧ ⊄ ×

+ ⊄ ∈ ×
 

Proof.  If kX t⊆ , we have: 

, 1, 1

1
( ( )) ( ) ( ( ) )

| ( ) |k j k k jE bond X P X t E bond X
universe X− −= ⊆ × +

 

since , ( ( ))k jE bond X  is 1 ( )universe X  more than 1, 1( ( ))k jE bond X− −  in each 

possible world. 
When ( )x universe X∈ , if kx t⊆

 
but kX t⊄ , we have: 

, ( ( ))k jE bond X = 1, 1( ( ))k jE bond X− −  

since , ( ( ))k jE bond X  remains the same as 1, 1( ( ))k jE bond X− −  in each possible world. 

When ( )x universe X∈ , if kx t⊄ , then we have: 

, ( ( ))k jE bond X = , 1( ( ))k jE bond X−  

since all the subset of X do not belong to kt . Hence, , ( ( ))k jE bond X  remains the 

same as , 1( ( ))k jE bond X−  in each possible world. 

Thus, Theorem 1 is proved. 
According to the recursion formula, we could find that 
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the probability of satisfying |universe(X)|=k on firs

, ( )j X , we adopt the dynamic programming methodolo

cursive formula: 

1, 1 , 1) ( ) (1 ( )) ( )k k j k k jt P X P X t P X− − −⊆ × + − ⊆ ×
 

0,0 ( ) 1P X =    0, 0, 1( ) (1 ( )) ( )j k jP X P X t P X−= − ⊆ ×
 

ce it is similar to that of Theorem 1. 

1. Computation process of expected bond 
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fulfill the prerequisites of dynamic programming. To eliminate such negative effect, 
we divide the set of all possible worlds into some conditional possible worlds sets. 

Each item in an itemset appears with a particular frequency. For example，if X={x1, 

x2，x3} and the frequencies of x1, x2 and x3 are 5, 3, 6, respectively. Then, this 

condition could be a conditional possible worlds set. 
We use WC to represent conditional possible worlds set. 

Definition 8.  Let itemsets 1 2 | |, ,..., XA A A  be {1,2,...,| |}T , | |T  is the number of 

transactions in uncertain transactional database T， | |X  is the number of items in 

itemset
 1 2{ , ,..., }nX x x x= . A  is the Cartesian product of 1 2 | |, ,..., XA A A , namely 

1 2 | |... XA A A= × × ×A . 1 2( , ,..., )na a aα =  is an element in A , of which

1 1 2 2, ,..., n na A a A a A∈ ∈ ∈ . Then, ( )CW α  stands for the conditional possible worlds 

set satisfying the following condition: the frequency of 1x in T is 1a , the frequency of

2x in T is 2a …, the frequency of nx in T is na . 
 

Similar to the computation of expected bond, the expression of all-confidence in 
definition 8 could be converted as follow, of which ( ) ( _ ( ))

CWE all conf Xα stands for 

the expected all-confidence of X under the conditional possible worlds set ( )CW α : 

( )( _ ( )) ( _ ( )) ( ( ))
CW CE all conf X E all conf X P Wα

α
α

∈

= ×
A                

(3)
 

Since the item of X which has the maximum support remains the same under the same 
conditional possible worlds set, properties of overlapping subproblems and optimal 
substructure could be satisfied. As a result, we are able to apply dynamic programming 
methodology to compute expected all-confidence based on formula 3. 

According to definition 8, let n=|X| and 1 1 2 2, ,..., n nB A B A B A⊆ ⊆ ⊆ , of which 

1 1 1 2 2 2{ , 1}, { , 1},..., { , 1}n n nB b b B b b B b b= − = − = − , 1 2 ... nB B B= × × ×B . To simplify 

the computation, we introduce a function f . The independent variable of f is the 

conditional possible worlds set α . The induced variable of f  is a Boolean 

expression. Let m mb u= , 1m mb d− = . The detailed mapping relations are stated as 

follows.  , , … ,   , , , ,…, ,  

If m mc u= , then generate Boolean expression m kx t∉   

If m mc d= , then generate Boolean expression m kx t∈  

of which mx  is the m-th item of itemset X. 

For example, if 4X = , 1 2 3 4( , , , )u d d uα = , then we have 

1 2 3 4( ) ( , , , )f f u d d uα = 1 2 3 4k k k kx t x t x t x t= ∉ ∧ ∈ ∧ ∈ ∧ ∉  
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Theorem 2. Let α ∈B , α ∈B  and 1 2( , ,..., )nb b bα = , 1 2( 1, 1,..., 1)nb b bα = − − −

, ( ) ( _ ( ))
Ck WE all conf Xα  represents the expected all-confidence under conditional 

possible worlds sets ( )CW α  in the first k transactions of T. Then we have: 

, ( )

1, ( )

1, ( )
( )

( _ ( ))
1

( ( _ ( ) )) ( )
{ | ( )}

( _ ( )) ( ( ))

C

C

C

k W

k W k

k W

E all conf X

E all conf X P X t
MAX q q element

E all conf X P f

α

α

β
β α

α
β

−

−
∈ −

= + × ⊆
∈

+ ×
B

  

Proof.  When kX t⊆ , we have 

, ( ) 1, ( )

1
( _ ( )) ( _ ( ) )

{ | ( )}C Ck W k WE all conf X E all conf X
MAX q q elementα α α−= +

∈  
since the expected all-confidence of first k transactions in T is 
1 { | ( )}MAX q q element α∈ greater than that of first k-1 transactions in T under 

conditional possible world  ( )CW α .  

When kX t⊆ , for each items 1 2, ,..., nx x x in itemset X, some of them would belong 

to kt  while others would not. Hence, we need to consider all possible situations. If 

m kx t∈ and the frequency of mx  under conditional possible worlds set ( )CW α in first k 

transactions is mb , the expected all-confidence under conditional possible worlds set 

( )CW α in first k-1 transactions with the frequency of mx  being 1mb − should be 

inherited. Else if m kx t∉ , the expected all-confidence under conditional possible 

worlds set ( )CW α in first k-1 transactions with the frequency of mx  being mb should 

be inherited. Then, other items in itemset X are analyzed likewise. Hence, we have: 

, ( ) 1, ( )
( )

( _ ( )) ( _ ( )) ( ( ))
C Ck W k WE all conf X E all conf X P fα β

β α
β−

∈ −
= ×

B  
Before using the recurrence formula, we should consider the initialization on condition 
that k=1. Such problem is very simple since it could be calculated directly through the 
definition 5. 

Then, we unfold the recurrence formula just like that of expected bond. We have: 

, ( )

1, ( )

1, ( )

1, ( )
( )

( _ ( ))
( )

( _ ( )) ( ) ( )
{ | ( )}

( _ ( )) ( ( ))

C

C

C

C

k W

k W

k W k k

k W

E all conf X
P X

E all conf X P X t P X t
MAX q q element

E all conf X P f

α

α
α

β
β α

α
β

−
−

−
∈ −

= × ⊆ + × ⊆
∈

+ ×
B

 

Of which 1, ( ) ( )
Ck WP Xα−  is the probability of conditional possible worlds set ( )CW α . 

, ( ) ( )
Ck WP Xα  could be computed by dynamic programming, too. According to our 

previous suppose, we have: 
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, ( ) 1, ( )( ) ( ) ( ( ))
C Ck W k WP X P X P fα β

β
β−

∈

= ×
B                    

(4)
 

To get the final result, we should use the formula 3 to sum up the expected 
all-confidence multiplying by corresponding probability under each conditional 
possible worlds set.  

 

Fig. 2. Computation process of expected all-confidence 

We offer an example in Figure 2, which is on condition that |X|=2, to illustrate the 
process of the computation algorithm. 

In Figure 2, the coordinate #X1, #X2 represent the frequency of items 1x and   2x  

in itemset X, respectively. The ordinate represent the first k transactions in database. 
Hence, a small square stands for a conditional possible worlds set in first k transactions. 

, ( ) ( _ ( ))
Ck WE all conf Xα  is acquired through iteration, which requires 

21, ( ) ( _ ( ))
Ck WE all conf Xβ− , 

31, ( ) ( _ ( ))
Ck WE all conf Xβ−  and 

41, ( ) ( _ ( ))
Ck WE all conf Xβ− . 

Of which: 

1 2 1 2

1 1 2 1 2

2 1 2 1 2

3 1 2 1 2

4 1 2 1 2

( , ) , [0, ]

( , ) , [0, 1]

( 1, ) , [0, 1]

( , 1) , [0, 1]

( 1, 1) , [0, 1]

b b b b k

b b b b k

b b b b k

b b b b k

b b b b k

α
β
β
β
β

= ∈
 = ∈ − = − ∈ −
 = − ∈ −
 = − − ∈ −
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Finally, we make an analysis about the time complexity and space complexity of the 
computation of expected all-confidence. 

Theorem 3. The computation of the expected all-confidence requires at most 
| | 1(| | )XO T +  time and at most | |(| | )XO T  space. 

Proof. The number of iterations is dependent on the number of conditional possible 
worlds sets and the number of transactions. During the computation, we need to 
compute the expected all-confidence under each conditional possible world sets. For 
each distinct value k, the number of conditional possible worlds sets is | |Xk . Therefore, 
the number of all conditional possible worlds sets in the process of iteration is 

| | | | | | | |1 2 3 ... | |X X X XT+ + + + . Since each iteration requires O(1) time, the total time 

required is | | 1(| | )XO T + . 

As for the space complexity, we need to store the expected all-confidence value 
under each conditional possible world sets when k=|T|. As a consequence, the total 
space required is | |(| | )XO T . 

5    Experiments and Evaluations 

In this section, we will present the evaluation results of our algorithm for computing 
expected bond and expected all-confidence. Our algorithm is implemented in C++. All 
the experiments were conducted on a computer with Intel Core 2 Duo T9550 CPU 
(2.66GHz) and 4GB memory. 

5.1    Evaluation Datasets 

Since uncertain transactional datasets cannot be acquired directly at present, we get the 
data uncertainty by adding an appearance probability into the acquired certain 
transactional datasets. In this experiment, we first generate data without uncertainty 
using the IBM Quest Market-Basket Synthetic Data Generator. The whole datasets have 
10000 transactions. Each transaction has 20 items. The number of all possible items in 
transactional database is 50000. At the same time, we would select first k transactions 
for partial datasets according to the requirement of evaluation. To avoid a low expected 
bond or expected all-confidence value, especially when the number of items goes large, 
we assign each item a relatively higher appearance probability. We suppose that the 
uncertainty of each item is subject to the gauss distribution 2( , )N μ σ . For each item, 

[0.60,0.99]μ ∈ , [0.05,0.1]σ ∈ . They both generated randomly. According to the 

given gauss distribution, we generate an appearance probability ranging from 0 to 1 for 
each item. 

5.2    Evaluation Result 

Firstly, we make an experiment on the computation of expected bond. During the 
experiment, we select first 1000, 2000, 3000, …, 10000 transactions, respectively. 
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Abstract. With the progressing of data collecting methods, people have
already collected scales of data for various application fields such as medi-
cal science, meteorology, electronic commerce and so on. To analyze these
data needs to integrate data from the various heterogeneous data sets. As
historical reasons technically or non-technically, usually, the schemas of
the data sets to be integrated are complex and different. Thus to analyze
the integrated data may cause ambiguous results for their non-uniform
schemas. This paper targets mining this kind of data, and its main contri-
butions include:(1) proposed schema uncertainty to describe data with
non-uniform schemas and proposed couple correlation degree (Cor) to
evaluate the existence probabilities for records in data with schema un-
certainty based on the analyzing subject;(2) designed a data structure
”B-correlation tree” to establish a hierarchical structure for uncertain
data with their existence probabilities and discussed the distribution af-
fection by selecting nodes on different levels of B-correlation tree ; (3)
proposed a efficient Monte Carlo uncertain data analyzing algorithm,
MonteCarlo-evaluate (MCE), based on B-correlation tree for data with
schema uncertainty; (4) analyzed the accuracy and convergence property
for MCE theoretically; (5) implemented a prototype system by using B-
correlation tree and MCE on real medical data and synthetic TPC-H
benchmark[20] data; provided sufficient experiments to test the effective-
ness and efficiency of the provided methods. The results of experiments
show that: the provided methods can efficient evaluate the schema un-
certainty in data and thus can be equal to the tasks of analyzing large
scale data with schema uncertainty efficiently.
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1 Introduction

The background of this research is based on the task of the birth defect medical
data mining for China Birth Defect Monitoring Centre (CBDMC). To analyze
the relations between the possible factors and various birth defect diseases, CB-
DMC has started a project to collect birth defect medical data since 1970s. And
to fulfill this mission, CBDMC cost a lot of time and money to collect data from
local hospitals. Thus these data are very valuable both for their time continuity
and money consuming. Medical experts want to make use of these data to eval-
uate the effect of the former measures taken by government to reduce the birth
defect rate. As the data collecting methods and standards changed a lot during
the years from 1970s to 2010s, these historical data are not always maintain
a uniform data schema. Simply analyze this kind of data by cleaning its non-
uniform part may cause the results biased from the fact a lot (for over 20% of
the original data have different schemas to the others, many valuable knowledge
may be contained in the non-uniform parts of data), thus people need method
to analyze this kind of data. Uncertain data analysis is a good way to analyze
data with uncertainty, and there are several challenges to apply it.

Challenge 1. Evaluate the uncertainty for data records: we use correlation
degree between every data record and the analysis subject to estimate the un-
certainty of data. When the scale of data is large, to evaluate that correlation
degree efficiently for every data records in data set challenges a lot.

Challenge 2. Combinatorial explosion in size of possible world: possible world
is a common used model to analyze uncertain data. As it needs enumerate all
combinations for records in data set, when the scale of data set is large, it is a
great challenge to deal with the combinatorial explosion problem in uncertain
data analysis with possible world model.

To figure out the solutions about the challenges in analyzing the large scale
data with non-uniform data schema, this paper makes following contributions:
(1) proposed the concept ”schema uncertainty” formally; (2) proposed couple
correlation degree (Cor) to evaluate the existence probabilities for records with
”schema uncertainty” and addressed the problems to analyze the data with
schema uncertainty; (3) provided B-correlation tree to capture the hierarchi-
cal couple correlation degrees for records; (4) proposed approximate algorithms
to apply queries on data with schema uncertainty; and (5) provided sufficient
experiments to test the effectiveness and efficiency of our methods.

The remaining part of this work is organized as follows: Chapter 2 discussed
the recent related work about the uncertain data modeling; Chapter 3 formalized
the schema uncertainty and the problems to be solved; Chapter 4 proposed B-
correlation tree to capture the schema uncertainty in different levels, and Chapter
4 also proposed accurate and Monte Carlo based algorithms to evaluate queries
on data with schema uncertainty and discussed the error rate for the algorithms;
Chapter 5 gave sufficient experiments to test the efficiency and effectiveness
of modeling uncertain data with different levels of B-correlation tree, analyzed
our methods with different parameters and compared their effectiveness and
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efficiency both on real medical data and TPC-H benchmark data; Chapter 6
made a conclusion about the whole work and gave our future working directions.

2 Related Works

Uncertain data analysis [1] [2] is based on the probability database theory [3],
and it considers a probability dimension to describe the uncertain degree in data
for the information lost during the collecting and integration process. BarbarB
et al.[4] expanded the uncertain data theory and imported some specific oper-
ators to tackle the data with probability dimensions. Chatfield et al.[5] showed
the affection of uncertainty in data to the analysis result. Recently, to meet
the requirement in enhancing accuracy of analyzing large scale integrated data
[6], managing and mining uncertain data are becoming research hotspots for
database and data mining fields again. One famous model for uncertain data
is possible world model [7]: By using the probabilistic values to describe the
uncertainty for records in dataset, possible world model generates all combina-
tions (possible world instances) of records in dataset, and possible world model
obtained the analyzing results from uncertain data by summarizing the analyz-
ing results on all possible world instances. Trio[8], Avatar[9] and proTDB[10]
are famous uncertain data management system by using possible world model.
Khoussainova[11] tried to add constraints into uncertain data to deal with the
error imported in the inputting process. Jayram[12] discussed approximate esti-
mation algorithms for the aggregation operations on uncertain data.

Monte Carlo method[13] applies random experiment method[14]to calculate
high dimensional integration. Recently, researchers has started to apply Monte
Carlo method into database field to solve the efficiency problem in large scale un-
certain data query or analysis. MCDB[15] applied Monte Carlo method for uncer-
tain data query based on relational DBMS. It randomly generated possible world
instances for uncertain data, and gathered the statistics to estimate the query re-
sult. MCDB also designed flexible VG function to evaluate the uncertainty for data
records, and it did not directly store the probability dimension for uncertain data.
It applied specific statistical distribution to capture the probability dimension for
uncertain data. However, the prior statistical distribution it needed lost the objec-
tivity to the problemand thusMCDBhas limitations onuncertain data processing.
E=MC3[16] followed the way of MCDB and imported Map-Reduce mechanism to
satisfy the enterprise-level distributed efficiency about uncertain data. It proposed
a distributed seeding method to generate random variable values follow global uni-
form distribution under distributed framework. This paper follows the idea of ap-
plying Monte Carlo method to analyze uncertain data efficiently, and provides a
subject-oriented uncertainty degree evaluating method for uncertain data based
on the correlation degree of data records and provided query subject.

3 Problem Definition

Uncertain data results from the integration process of several datasets with
different degrees of accuracy limit, data granularity or missing value. Figure 1



328 Y. Wang et al.

Fig. 1. Generate uncertain data by integration

illustrated the integrated process to generate an uncertain data set. As it is
shown in figure 1, datasets from D1 to Dn are the original datasets, and uncer-
tain dataset Du is the integration result. To analyze the uncertain data in Du, its
records were given probabilistic values to describe their existence chances in Du.
Possible world model is a basic model to deal with uncertain data and it is com-
posed of several possible world instances. A possible world instance describes a
combination of part of records in Du. Possible world PW(Du) made up of all pos-
sible world instances. For example, as the settings in figure 1, PW(Du)= {{∅},
{ t′1}, {t′2}, {t′3}, {t′1, t′2}, {t′1, t′3}, {t′2, t′3}, {t′1, t′2, t′3},...}. And in PW(Du),
the existence probability Pr(pwi) for given instance pwi∈PW(Du) can be ob-
tained by: Pr(pwi) =

∏
j∈[1,|Du|]

Pr(tj)(1 − Pr(tj)). By making use of possible

world model, a query on possible world model can describe as a process of: (1)
enumerate all possible world instances; (2) evaluate query on these instances;
(3) gather the statistics on all instances to generate final query result.

The two challenges to apply this process on uncertain data analyzing are: (1)
existence probability evaluation: as the existence probabilistic values actually do
not exist in data, we need an efficient and objective way to evaluate the existence
probabilistic values of records for it whether appear in possible world instances;
(2) combination explosion problem in possible world instances: when the scale
of dataset is large, to enumerate all combinations of records is impossible, thus
we need an approximate method to estimate the final query result on large-scale
uncertain data. To evaluate the existence probabilities for records in uncertain
data set, we provide following concepts and definitions.

Definition 1. Given data set D={t1,t2,...,tn}, for each tj (1≤j≤n), Ai(tj) refers
to the i-th attribute of tj; Schema(tj)= {A1(tj), A2(tj), A3(tj),...,An(tj)} rep-
resents the schema for tj. If ∃ta, tb ∈ D (a,b∈[1, |D|], a�=b), Schema(ta) �=
Schema(tb), then D is a data set with schema uncertainty.

In the practical data integration process: as people needs to integrate heteroge-
neous data sets, the schema uncertainty exists in the integrated results in many
applications prevalently. For example, in our medical analyzing project, doctors
wish to find out all defect cases in the integrated birth defect data D which
satisfy conditions: (1) from year 1970 to 1990, (2) in the north China areas,
and (3) mother age≤30. As in earlier China, the level of information technology
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application is low, the geographic and time information are usually not well
recorded. That is only part of records in D can fully match all the attributes
related to the analysis subject. This may cause uncertain analyzing results. The
more, as the ratio of this partly mismatched data is high in D (over 20% in
original data set), we cannot simply remove them from D for this may cause the
analysis result bias from the real situation.

Usually, this kind of uncertainty is correlated with the analyzing subject.
Through observation we found that queries and records have similar semantic
structure: both of them are made up of several couples of ”key-value”, for exam-
ple, the question in the former section can be represented by form Q1 = {t|t∈D,
t.year=1970, t.year=1971, t.year=1972,..., t.area = north China, t.mother age
= 20, t.mother age = 21, t.mother age = 22,..., t.mother age = 30} and for any
record ti∈D, ti can be represented by form ti = {t.year=yeari, t.area = areai,
t.mother age = agei,...}. With the similar semantic structure, to measure the
”query-to-record” or ”record-to-record” correlation degree can be unified as to
calculate the correlation degree between two sets of ”key-value” couples. We gave
following definition to do this calculation and capture the schema uncertainty.

Definition 2. Let C is a set of key-value couples, C={〈k0(C), vk0(C)〉, 〈k1(C),
vk1(C)〉, ..., 〈kn(C), vkn(C)〉}, for ki(C) is i-th key ( unique in C) and vki(C)
is the value for ki(C) in C(i=0, 1, 2...n). K(C) and V (C) are sets of keys and
values for C respectively. Then the couple correlation degree (Cor) for ∀ c1, c2

⊆ C can be denoted by following equation:

Cor(c1, c2) = ω
|K(c1)

⋂
K(c2)|

|K(c1)
⋃

K(c2)| ×
∏

∀ki∈K(c1
⋂

c2)

Simc(vki(c1), vki(c2))} (1)

Where ω is a parameter to adjust the range for couple correlation degree, and
Simc represents the content similarity for texts. As it is described in definition 2,
to calculate the correlation degree between two key-value couples c1, c2 needs to
get: (1) correlation degree between K(c1) and K(c2); and (2) content similarity
between the values for matched keys of c1 and c2. In this paper, we applied
n-grams[17] to obtain Simc between the contents of two values with same key.

Subject-oriented evaluation and analysis. Follow the setting of definition
2, we suppose ∀c∈C can be any query or record of D in this paper. Thus, we can
measure correlation degrees between query and record or two records. In a scene
of applying query q on data set D, we use couple correlation degree between q
and ∀t∈D as the estimation of the uncertainty degree for t. Thus our methods
are based on the analyzing subject. And in the following part, we address the
problems to be solved in this paper formally.

Problem 1. Efficient subject oriented uncertainty degree evaluating: Let
D is a data set with schema uncertainty, Q={q1,q2,q3,...,qn} is a set of queries,
then for ∀qi∈Q and ∀ti ∈ D , to efficient calculate the value of Cor(qi, ti) and
use it as the estimation for uncertain probability of ti toward qi.
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Problem 2. Efficient uncertain data analysis: Given query qi∈Q, (a) to enu-
merate possible world PW(D) for D, and then (b) to calculate the summarized
query results on ∀pw∈PW(D).

The difficulties to solve problem 1 and 2 are: as the scale of D is large, (1) it’s
hard to calculate the subject-oriented uncertainty degree efficient for a random
record in D for given query, and (2) it’s impossible to enumerate all possible
world instances for ∀ti ∈D due to the combinatorial explosion problem, thus we
need corresponding approximate methods with acceptable accuracy.

To solve the problems, our idea is to: a) evaluate the correlation degree be-
tween all records in data set D, and establish hierarchical summary for the
records with the correlation degrees between records; b) select records on the
proper level of the obtained hierarchical structure to enumerate the possible
world instances and evaluate the uncertain degrees for nodes by calculating the
couple correlation degree between the given query q and the corresponding node’s
median record; c) apply q on all enumerated possible world instances to obtain
query results and d) gather the statistical results to calculate the final result.
Follow these steps, we designed B-correlation tree to summarize the hierarchical
correlation degree between records in D and based on B-correlation tree, we
designed an efficient Monte Carlo possible world analysis method.

4 Hierarchical Monte Carlo Possible World Analysis

With the description in problem definition, in the application to calculate query
or aggregation on the birth defect uncertain data set, we use the correlation
degree between query and records in data set to estimate the uncertain prob-
abilistic value. The challenge to apply this method is that if we calculate the
correlation degree of all data records in uncertain data set for every query, the
system’s efficiency would be rather low. And the more, with so many uncertain
data records, it is impossible and unnecessary to enumerate all possible world in-
stances for one query. Thus, to release this efficiency problem and keep a proper
accuracy for the correlation degree calculation, we design B-correlation tree —
a hierarchical summary structure to index records by their correlated relations.

B-correlation tree. Given data set D = {t1,t2,...,tn}, suppose tc is the record
with the max attributes number in D, and we use tc as the initiate node to
generate the B-correlation tree. A m-order B-correlation tree is the extended
version of m-order B-plus tree with following conditions: a) every node in m-order
B-correlation tree is a m-size set with an unique data record and its correlation
degree (key-value couple, Cor in definition 2) with tc; b) every node on the same
level of B-correlation tree is on a corresponding linked list in order to access
nodes on same level of the tree easily.

We established the B-correlation tree by B-plus tree generation algorithm
and extended a BFS style method to generate the hierarchical structure for B-
correlation tree, and the detail of this algorithm is list in BCorrelationTree-gen.
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Data: query q(*), D (all data records);
Result: B-correlation tree T
begin

T←∅; tc ←find record with max attributes number;
foreach t∈D do

pr←Cor(tc,t); T.insert(t.id,pr); /* use B-plus tree style node

insertion and splitting algorithm for B-correlation tree */

end
T.CreateHierarchicalStruct();

end
Function createHierarchicalStructure(T);
begin

queue1,queue2, hstruct← ∅;queue1.insert(T.root);
while |queue1|>0 do

tmp node←queue1.top();
if tmp node.childrenNum=0 then return hstruct;
add all children of tmp node into queue2;
if |queue1|=0 then

add all nodes in queue2 into a level of hstruct;
queue1←queue2; queue2←new queue;

end

end

end

Algorithm 1. BCorrelationTree-gen (BCTree-gen)

In a B-correlation tree, nodes on each level of the tree keeps the distribution
information about D with different accuracy: The higher the level is, the lower
the accuracy will be. Meanwhile, the higher the level is, the smaller the partition
number of D (nodes number on the level of B-correlation tree) will be, thus, by
selecting the nodes in high level of B-correlation tree to enumerate possible world
can reduce the size of possible world model, and improve the efficiency of server
by sacrificing some accuracy. We proposed theorem 1 to discuss the relation
between level and accuracy.

Theorem 1. Given data set D, |D|=N; and given a m-order B-correlation tree
T : If to evaluate the distribution of correlation degree for nodes by histogram,
the error rate between the distributions of nodes in K-th level of T and the all
records in D may satisfy the following equation:

εK =
∑

i∈[0,h]

nK
i

2N
−
∑

i∈[0, h

mL−K ]

mL−KnK−1
i

2N2
(2)

Where h is the size for histogram window, and L is the height of T, nK
i is the

number of records which with correlation degree in the corresponding window of
a histogram represented the nodes on K-th level of T .
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Proof. As m-order B-correlation tree T’s height L=LogmN , the maximum nodes
number at K-th level of T is mK (K∈ [0, L]); as after every insertion on T, the
records with median correlation degree in nodes will be promoted to the upper
node, thus, nodes on (K-1)-th level of T are the m-quantile for the ones on K-th
level. Therefore, K-th level nodes partition D into MK parts (nodes). By parti-
tioning D into |D|/h windows each with h average records, we used a histogram
method to analyze the error rate for the distribution among the nodes in levels
of T. To use the nodes in K-th level of B-correlation tree to partition D into
mK part, and mK=|D|/h; thus h=|D|/mK . According to the probability den-
sity function of f(x) = nx/(2nh) (x is the corresponding window, and nx is the
number of records belong to x), the distribution error (ε) between K and (K-1)-th
level of T is:

ε = Pr(x)K − Pr(x)K−1 =
∫

i∈[0,h]

fi(x)dx −
∫

i∈[0,h/m]

fi(x)dx (3)

Thus:

ε =
∑

i∈[0,h]

mKnK
i

2N
−
∑

i∈[0,h/m]

mK−1nK−1
i

2N2
(4)

And the error rate between L and K-th level of T is

εK =
∑

i∈[0,h]

nK
i

2N
−
∑

i∈[0, h

mL−K ]

mL−KnK−1
i

2N2
(5)

Proof End
According to theorem 1, with the higher level of B-correlation tree is selected
for uncertain data analysis, the analysis result will prone to the precise result.

Possible World Analysis. With B-correlation tree we can describe dataset
D into set of nodes by keeping the data distribution with different granularity,
and based on this structure, we proposed a Monte Carlo possible world analysis
method to analyze uncertain data efficiently. Before we introduce the Monte
Carlo method, we give the naive method for possible world analysis.

Naive Possible World Analysis (naive-evaluate): Given uncertain data set
D. (1) Evaluate existence probabilities for each record in D; (2)Generate possible
world model PW={pw1, pw2, pw3, ..., pwn} by enumerating all possible world
instances ; (3) Gather the statistics: To a given query q, the result of it is applied
on pwi ∈PW is q(pwi). By gathering q(pwi)s for all pwi ∈PW, and calculate the

expectation

∑
∀pwi∈P W

q(pwi)×pr(pwi)

|PW | , where pr(pwi) is the existence probability of
pwi in PW, we can get the query result of q on D.

By applying this naive method, for a data set with n records, a complete
possible world will need 2n possible instances. Thus , when n is large (over 1
million), to use naive method to analyze uncertain data is impractical.

Monte Carlo Possible World Analysis. To solve the combination explosion
problem in uncertain data analysis, we followed the method of MCDB [15] to use
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Monte Carlo style method to enumerate the possible world instances: Based on
the structure of B-correlation tree, we first retrieve the node sets at proper level
to reduce the size of the obtained data size, and then apply the Monte Carlo
style method to evaluate the analysis result on uncertain data. The detail steps
are listed in algorithm MonteCarlo-evaluate (MCE).

Data: D, B-correlation tree T, level l, query q(*), iterative number N
Result: q(PW)
begin

Snode←get set of nodes in l-th level of T;
count,sum←0;
while count<N do

foreach nodei∈Snode do
ti
m←find the record with median Cor value in the i-th node;

Vq[i]←Cor(ti
m, q);

end
enumerate all bits for Vpresent randomly;

δ(PW)=Vpresent × V T
q × [Cor(t0m, q), Cor(t1m, q)...Cor(t

|Snode|
m , q)]T ;

sum += Q(δ(PW)×|Snode|) count++;
end
q(PW)=E[Q(δ(PW))]←sum/N;

end

Algorithm 2. MonteCarlo-evaluate (MCE)

Where q(PW) refers to the result of query or aggregation analysis on possible
world PW, Vpresent=[a1, a2, ..., an] is a binary vector refers to the existed status
of a node in one possible world instance (ai=1 means the i-th node exists in this
possible world instance and ai=0 means it does not existed in this instance),
and Vq={s1,s2,...,sn} is a vector of score for query q on each node.

As it is shown in algorithm 2, algorithm MCE is an iterative algorithm. Thus,
we provided following theorem to analyze the relationship between the iterative
number and the accuracy of the algorithm result for MCE.

Theorem 2. Given uncertain data set D, a specific query q. If we apply naive-
evaluate and MCE algorithms on D to get the query result for q respectively, then:
(1) The result of MCE will converge to the result of naive-evaluate with the N
increasing; (2) Denote the precise result of q on D is f(x), and when f(x)<0.5,
the probability that the result error of MCE on D will smaller than ε is δ after
the algorithm iteratively run R ∗ ln(2/δ)/ε2 times, where R is constant.

Proof: As the former descriptions, Vpresent refers to the existed status of each
node for corresponding possible world instance, suppose the present frequency
of node ni in B-correlation tree is fi, then according to ”Bernoulli great number
law”, lim

N→∞
p{|fi/N − pi| < ε} = 1, where N refers to the iterative times. Thus,

when N is prone to a big enough number, the frequency for one node presented
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in enumerated possible world instance is close to its existed probability pi, and
thus, the result of MCE will converge to the result of naive-evaluate method
(1) proof ends; According to the great number law[18] and the lemma in
literature[19]: let p is the mean of random variable and when p<0.5, to all the
normalized i.i.d. random variable {xi} for same distribution in range [0, 1], the
following inequality will be tenable.

Pr[(x1 + x2 + ...xt)/t − p| − p > εp] < 2exp[−2ε2tp/9(1 − p)] (6)

Where ε is a constant and ε ∈(0,1), t is the number of iterative times ( or the
number of random experiments). As the result of MCE, denote as f(x)′, is the
expectation of the results on each instance of possible world, and each result
are random variable by following same distribution and independent to another.
Suppose the accurate result for naive-evaluate applied on D is f(x), and accord-
ing to equation 2 and former descriptions, we obtained following inequality:

Pr[(f(x)′ − f(x) > εf(x)] < 2exp[−2ε2t · f(x)/9(1 − f(x))] (7)

As Pr[(f(x)′ − f(x) > εf(x)] is a probability constant can be obtained in ex-
periments, we suppose this probability is δ, and thus, the upper bound of δ is
δ=2exp[−2ε2tp/9(1f(x))]. As f(x) can also obtain from experiments. By writing
9(1-f(x))/(2f(x)) as R, t=R*ln(2/δ)/ε2, (2) proof ends.

As theorem 2 can be used to estimate the iterative number of random exper-
iments, we tested it in the experiments and applied it in prototype system to
predict the iterative number for the MCE with given accuracy.

5 Experiment Discusses and Applications

Datasets and Configuration: We tested our methods both on real birth defect
dataset (BD) from CBDMC and TPC-H [20] dataset. TPC-H is a commercial
test standard for query efficiency, we used its provided synthetic generator to
generate 6,001,215 rows data for our experiments. Table 1 shows a summary
of the datasets used in this paper. We implemented the prototype by JAVA
(currently, the prototype system has implemented basic query and COUNT(*)
aggregate operator), and used a PC with Pentium Dual 1.80GHZ CPU and 2GB
RAM as analysis server. All data used in the experiments are stored in MySQL.

The queries used in the experiments are: (1) Queries for BD data:
Q1 = ”SELECT COUNT (*) FROM BrithDefects WHERE year=1980s
AND region=north china AND mother age>18 AND mother age<30”; Q2

= ”SELECT COUNT (*) FROM BrithDefects WHERE year=1988 AND
mother age≥25 AND mother age≤35 AND mother family disease = non
AND father family disease = non AND region=north China”; Q3= ”SE-
LECT COUNT (*) FROM BrithDefects WHERE AND mother age≥25 AND
mother age≤35 AND mother family disease = non AND father family disease
= non AND region=north China AND macrostomia = true AND harelip =
normal”. (2) Queries for TPC-H data: Q′

1 = ”SELECT COUNT(*) FROM



Efficient Subject-Oriented Evaluating and Mining Methods 335

Table 1. A summary of data sets

Birth defect(BD) TPC-H data

rows 106,476 6,001,215
Max.attribute number 245 500

lineitem WHERE l shipdate > 1998-12-01 AND L LINENUMBER = 500 AND
L DISCOUNT = 0.73 AND L EXTENDEDPRICE = 1,000”.

Effectiveness Experiments. Our prototype system generated a 8 levels B-
correlation tree by setting order m=10. As the nodes in B-correlation tree con-
tains the correlation degree between each record and tc, we tested the affection
of the initial node tc selection. And we found in experiment that: with differ-
ent tc our method generated similar B-correlation trees with 8 levels, thus the
affection of the initial node for the distributions of B-correlation tree node on
different levels can nearly be ignored.

We applied Q1 ∼ Q3 on BD dataset for 5 times and use the average results to
analyze the relationship between relative parameters and the query results. To
obtain the summarized query result of possible world instances, we compared
direct mean (non-weighted) and the mean with existence probability weighted
(weighted) of results on all possible world instances. That is, suppose result(pwi)
is the query result on pwi, and weighted result=

∑
pwi∈PW

Pr(pwi)×result(pwi),

and non-weighted
∑

pwi∈PW

result(pwi) (i=0,1,2,3,...). Figure 2 showed the relation

between level and query result of Q1 (both weighted and non-weighted) on BD
data with iterative times scale = 1000.

Fig. 2. Relation of level &. result Fig. 3. Relation of scale &. result (level=4)

By the concept of B-correlation tree, to select nodes on level 8 will contain
all records in BD (the height of this B-correlation tree on BD dataset is 8). As
it is shown in figure 2, both weighted and non-weighted query result are prone
to the accuracy results (the results of level 8). We also compared the affection
of iterative times to the query result, and figure 3 shows the query result on BD
data set with different iterative times (scale). As it is shown in figure 3, to apply
MCE on data with fixed level of B-correlation tree (level=4 in this experiment),
the query result will converge to fixed value with the iterative times (scale)



336 Y. Wang et al.

Fig. 4. Comparison of Q1 ∼ Q3 (level=5, scale=1000)

increasing. The result in figure 3 satisfies theorem 2 that the needed iterative
times scale =1000 (1000=80*R with R≈12.5) can make sure ”the probability δ
of error rate ”ε <0.01” bigger than 0.9.

To test the correctness of MCE, we compared all results of Q1, Q2, Q3 on
BD data with level 5 and scale =1000, and the result is shown in figure 4. As
it is shown in figure 4, during January to December of the year 1988, the birth
defect number satisfies the conditions of Q2 is the most of the three queries,
that means anencephalus is the main birth defect in that year. According to the
medical survey in China[21] the disease incidence rate of anencephalus is indeed
higher than other birth defects in China during the year 1980 to 2000.

Efficiency Experiments. In the rest part of experiments, we test the efficiency
of the prototype system with the provided algorithms on TPC-H data. To save
the memory space cost, we applied pages method in the prototype system to read
200,000 records every time for a page and generate B-correlation tree (n=50) in-
crementally. And the figure 5 and 6 are the time and space cost for our prototype
system respectively. As it is shown in figure 5, the time cost for our prototype to
establish B-correlation tree is linear with the number of records, and t. The total
time for prototype to complete a B-correlation tree on 6,001,215 records is about
30 minutes. And the space cost for prototype system to complete B-correlation
tree is also linear with the number of records, and in this experiment, the final
space cost after completing the whole TPC-H records is 453,324 KB, and to
serialize the obtained B-correlation tree to hard disk cost another 138,607 KB
space. Finally, we obtained a 5-level B-correlation tree with each node contains
50 records and their correlation degree value.

Scalability for MCE algorithm on TPC-H data. We analyzed the MCE
by selecting all 5 levels (0∼4) respectively of the obtained B-correlation tree.

Fig. 5. Time cost for BCTree-gen Fig. 6. Space cost for BCTree-gen
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Fig. 7. Time cost with different levels Fig. 8. Time cost for different iterative time

As it is shown in figure 7, the time costs of level 0∼3 can be accepted within
2,936 milliseconds, the accurate query on all data cost 609,681 milliseconds (4-
th level). We also test the time cost for different iterative time of the prototype
system: figure 8 shows the result by applying Q′

1 on nodes of level 3, and the
time cost is almost linear with iterative time.

6 Conclusion

In this paper, we proposed the concept of schema uncertainty in the medical
data mining project for CBDMC, and provided methods to do efficient prob-
ability evaluating and analysis for uncertain data. The main contributions of
this work are: (1) proposed the concept of schema uncertainty to describe the
uncertainty in data caused by integrating heterogeneous data sets, and proposed
couple correlation degree to evaluate the subject-oriented uncertainty between
records and query subject; (2) proposed B-correlation tree to hierarchical model
the uncertain data with their couple correlation degree, and discussed the dis-
tribution affection for nodes in different levels of B-correlation tree; (3) provided
a Monte Carlo style method to implement the efficient uncertain data analy-
sis or mining, and gave discussion about the relation between iterative times
and result accuracy; (4) provided sufficient experiment to test the effectiveness
and efficiency for our method both on medical data from CBDMC and TPC-H
benchmark. Our method is a good way to analyze uncertain data from inte-
grated heterogeneous data sets and it can evaluate the uncertainty degree for
data based on the analyzing subject and it is a promising direction to solve
the large scale uncertain data analyzing problem with little prior settings. The
future working directions for our work are: to extend the prototype system to
provide more aggregation operators, and to try to implement more data mining
methods in prototype system in order to make it more efficient and more usable
to our medical data analyzing task or other uncertain data mining tasks.
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Abstract. This study investigates the effectiveness of bagging with respect to 
different learning algorithms on Imbalanced data-sets. The purpose of this 
research is to investigate the performance of bagging based on two unique 
approaches: (1) classify base learners with respect to 12 different learning 
algorithms in general terms, and (2) evaluate the performance of bagging 
predictors on data with imbalanced class distributions. The former approach 
develops a method to categorize base learners by using two-dimensional 
robustness and stability decomposition on 48 benchmark data-sets; while the 
latter approach investigates the performance of bagging predictors by using 
evaluation metrics, True Positive Rate (TPR), Geometric mean (G-mean) for 
the accuracy on the majority and minority classes, and the Receiver Operating 
Characteristic (ROC) curve on 12 imbalanced data-sets. Our studies assert that 
both stability and robustness are important factors for building high 
performance bagging predictors on data with imbalanced class distributions. 
The experimental results demonstrated that PART and Multi-layer Proceptron 
(MLP) are the learning algorithms with the best bagging performance on 12 
imbalanced data-sets. Moreover, only four out of 12 bagging predictors are 
statistically superior to single learners based on both G-mean and TPR 
evaluation metrics over 12 imbalanced data-sets.  

Keywords: classification, bagging, imbalanced data, and ROC curve. 

1 Introduction 

Bagging [1] utilizes “bootstraps samples” to build a set of individual classifiers to 
make predictions and the final decision is determined by a majority vote of the 
predictions of the individual classifiers in the ensemble. Breiman pointed out that 
instability is an important factor for bagging to improve accuracy by reducing 
variance [1].  Bagging is widely regarded as a variance-reduction technique, so it is 
mostly applied to unstable, high variance algorithms to improve predictive accuracy. 
Our studies demonstrate that both stability and robustness are key factors for bagging 
to achieve a high performance prediction model. 

Learning from imbalanced data has become one of the crucial issues in Machine 
Learning and Data Mining communities, due to the increasing number of real world 
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applications involving extremely skewed class distribution and/or unequal cost of 
different mis-classification errors in minority and majority classes, e.g., credit card 
fraud detection [2] and detection of oil spills in satellite radar images [3]. In these 
situations, the minority class has a notably higher cost than the majority class, and it is 
required to achieve high accuracy in the minority class, however, the predictive 
accuracy or error rate is an ineffective measure for evaluating the performance of 
minority class [4, 5].  

The effectiveness of the bagging has been empirically evaluated in the literature [5-
10]. Most of these previous studies evaluated the performance of bagging by associating 
it with other ensemble learning methods based on one or a few learning algorithms [7-
10], such as C4.5 decision trees and Neural Networks by using an accuracy or error rate 
as a performance measure, which is considered as an inappropriate evaluation measure 
for extremely skewed class distribution and/or unequal costs of mis-classification errors 
[4] [11]. In addition, most did not conduct statistical comparisons to draw their 
conclusions in the context of the imbalanced learning.  

Our previous studies have carried out statistical comparisons to investigate the 
performance of bagging intensively across a rich set of base learners in general terms 
[6] and in imbalanced situations [5]. In the earlier study [6], instance bias/variance 
decompositions 0/1 loss are used as performance measures to classify the base 
learners into different categories, and the error rate is used as a performance measure 
to investigate the performance of bagging with respect to different learning algorithms 
in general terms. As error rate is not an appropriate performance measure for 
imbalanced learning, the experimental results cannot be applied to imbalanced 
situations. In the later study [5], we investigated the Area Under the ROC Curve 
(AUC) performance of bagging with respect to different levels of class distribution. 
AUC performance measure was used as an evaluation metric for this study, because 
AUC has been considered as an alternative measure for comparing the performance of 
the classifiers across the entire range of class distributions and error costs [12-14]. 
Due to limited space, we could not provide any ROC graphs and other evaluation 
metrics in the paper.  

Our current research investigates the effectiveness of bagging with respect to 
different learning algorithms on imbalanced data-sets based on other evaluation 
metrics, such as TPR, G-mean and ROC curves to answer practical questions such as: 
which bagging predictor has the best performance in imbalanced applications, and 
whether a bagging predictor is superior to single learners in such a situation? 
Answering these questions poses the following research challenges: (1) how to 
classify the base learners into different categories based on error rate/variance in 
general terms, and (2) how to conduct a valid and rigorous study to evaluate multiple 
algorithms on imbalanced data-sets [15]. 

Our main contribution is twofold: (1) provide a clear picture of the two 
dimensional robustness and stability decomposition to classify the base learners into 
different categories based on error rate/variance performance measures in general 
terms, and (2) conduct statistical comparisons to investigate the performance of 
bagging predictors based on evaluation metrics, G-mean, TPR and ROC on 
imbalanced data-sets.  

The paper is organized as follows. Section 2 outlines the detail of the designed 
framework. Section 3 presents the evaluation of the base learners and Section 4 
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presents evaluation metrics. Section 5 provides the experimental setting and Section 6 
presents the experimental results analysis. Section 7 concludes by summarizing the 
significant results of the paper. 

2 Designed Framework 

The designed framework is presented in Fig. 1, and the evaluation is divided into three 
tasks: (1) perform robustness and stability decomposition to classify base learners based 
on error rate/variance as performance measures in general terms, which provides a clear 
picture of categorized classifiers, (2) compare bagging predictors with single learners: 
(a) the Wilcoxon signed-ranks test is used to compare two learners to determine when 
bagging outperforms each single learner in imbalanced situations based on two 
evaluation metrics, G-mean and TPR, and (b) the comparison of ROC curves is used as 
an evaluation metric to determine whether bagging MLP is superior to a single learner 
MLP with respect to different levels of class distribution on the imbalanced data-sets, (3) 
the Friedman test with the corresponding Post-hoc Nemenyi test is used to compare 
multiple learners to determine which bagging predictors have the best performance 
based on two evaluation metrics, G-mean and TPR. 
 

 

Fig. 1. Designed Framework 

2.1 Different Levels of Sample Distributions to Form a ROC 

In the literature, sampling techniques have been investigated in the context of 
imbalanced learning, and the authors [16] respect that sampling will produce the same 
effect as moving the decision threshold or adjusting the cost matrix. Their 
experimental results showed that the over- and under- sampling procedures produced 
ROC curves almost identical to those produced by varying the decision threshold of 
Naïve Bayes. In addition, ROC curve has been considered as a performance measure 
for comparing the performance of the classifiers across the entire range of class 
distributions and error costs [13, 14]. We utilize the ROC graphs to compare the 
performance of the bagging MLP and a single learner MLP with respect to different 
levels of class distribution on each of the imbalanced data-sets.  
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We adopt generic sampling techniques to change the class distribution of the data. 
This investigation utilizes the under-sampling technique to alter each original 
imbalanced data-set into nine new data-sets with nine different imbalanced levels of 
class distribution to investigate the performance of bagging predictors over multiple 
imbalanced data-sets, e.g., to alter each original imbalanced data-set, D with sample 
size M into nine new data-sets, D1, D2 … D9 with new sample size M1, M2 … M9, 
respectively.  

We regard the entire minority class samples as a positive class, then randomly 
select the majority class without a replacement as a negative class e.g.,  

 

- Select all the minority class as a positive class (sample size P)  
     P = 10% M1 = 20% M2  = … = 90% M9 , respectively.  

- Randomly select majority class as a negative class (sample size N1, N2 … 
     N9), so N1 = 90% M1; N2 = 80% M2 … N9 = 10% M9, respectively.  

- Nine new data-sets, D1, D2 … D9 (with new sample size M1, M2 … M9, 
respectively) are formed by (P + N1), (P +N2)… (P +N9).  Therefore, each 
original imbalanced data-set, D is altered into nine different levels of sample 
distributions.  

 

We perform 10-trial 10-fold cross-validation on each of new data-sets, D1, D2 … D9, 
respectively, so that the test-set has the same distributions as the training-set. For 
example, for a learning algorithm MLP on each original data-set, two ROC curves are 
formed; one for bagging MLP, and the other for single learner MLP, by obtaining 
nine pairs of (FPR, TPR), respectively. Therefore, each ROC curve represents the 
performance of bagging or a single learner at nine different levels of class 
distribution.  

2.2 Statistical Test 

Aiming to conduct rigorous and valid comparisons of the performance of bagging 
predictors, non-parametric tests were employed for the statistical comparison of 
learners: (1) Wilcoxon signed-rank test, and (2) Friedman test with the corresponding 
post-hoc Nemenyi test as follows:  

(1) The Wilcoxon Signed-rank test for comparison of two learners over multiple 
data-sets, e.g., comparison of the performance of bagging SVM and a single learner 
SVM at nine different levels of class distribution to determine whether the bagging 
SVM is superior to the single learner SVM on imbalanced data-sets. 

(2) The Friedman test with the corresponding Post-hoc Nemenyi test for 
comparison of multiple learners over multiple imbalanced data-sets, e.g., comparison 
performance of bagging predictors at nine different levels of class distribution one 
against another on imbalanced data-sets.  

For more details on how to use the Wilcoxon Signed-rank test comparing two 
learners, and how to use the Friedman test with the corresponding Post-hoc Nemenyi 
test comparing multiple learners to obtain mean ranks, to identify which mean ranks 
are significantly different to each other, and how to calculate the critical difference 
please see the literature [5] [15].   
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Fig. 2. Two-dimensional robustness and stability decomposition, where the x-axis indicates the 
ascending ranking orders of the estimated error rate from robust to weak, and the y-axis 
indicates the ascending ranking orders of the variance from stable to unstable 

3 Classify Base Learners 

Aiming at investigating the performance of bagging with respect to different learning 
algorithms, we design a two-dimensional robustness and stability decomposition to 
characterize base learners based on the estimated average error rate/variance 
evaluation measures.  

Fig. 2 demonstrates the Robustness vs. Stability decomposition based on the 
estimated error rate and variance as evaluation measures to categorize base learners.  

- Firstly, we rank all the base learners on each data-set according to the 
estimated error rate and variance of each base learner, respectively. If there is 
a tie, their average value will be the ranks of the base learners.  

- Secondly, the average ranks of the estimated error rate and variance were 
obtained over 48 data-sets.  

- Thirdly, normalized ascending rank orders of the estimated error rate and 
variance were calculated for two-dimensional plotting, where the x-axis 
indicates the normalized ranking order of the estimated error rate, and the y-
axis indicates the normalized ranking order of the estimated variance.  

- Finally, we considered the normalized ranking order of the estimated error rate 
and variance as the robustness and stability of base learners, respectively.  

- For example, MLP and SVM with a smaller value of robustness denote a more 
robust learner, while NB and SVM with a smaller value of stability denote 
more stable learners.  

In Fig. 2 we observe that the group of learners, OneR and DStump are the weakest 
base learners; the group of learners, MLP, SVM, NBTree and PART are the most 
robust learners; the group of learners, RandTree and DTable are the most unstable 
learners; and the group of learners, SVM, NB, KNN and MLP are the most stable 
learners. MLP and SVM, both having relatively lower variance, are similar to, and 
have more robustness than KNN and NB, respectively. Therefore, SVM and MLP 
should be considered as more stable learners, similar to NB and KNN.  
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4 Evaluation Metrics 

Accuracy or error rate is commonly used measure for evaluating the performance of a 
classifier in general terms. However, it is an ineffective metric for measuring the 
performance of prediction model on extremely imbalanced data-sets. As in real world 
applications, the proportion of the minority class is much smaller than the whole 
population; the minority class is the class which users are interested in; normally a 
high prediction accuracy is required in a minority class; however, accuracy or error 
rate has a limitation to evaluate the performance of a classifier on a minority class 
[17]. We therefore select TPR, G-mean and ROC curve as evaluation metrics for this 
empirical study.  

Table 1 presents the confusion matrix for a binary classification problem. The 
columns represent the Predicted Positives and Negatives in each class, respectively; 
the rows represent the Actual Positives (P) and Negatives (N) in each class, 
respectively. True Positive (TP) refers to the number of actual positive instances that 
are correctly predicted as the true positive class; False Negative (FN) refers to the 
number of the actual positive instances that are incorrectly predicted as the negative 
class; False Positive (FP) refers to the number of actual negative instances that are 
incorrectly predicted as the positive class; True Negative (TN) refers to the number of 
actual negative instances that are correctly predicted as the negative instances.  

Table 1. Confusion matrix for a binary classification problem 

 Predicted Positives Predicted Negatives 

Actual Positives (P) True Positive (TP) False Negative (FN) 

Actual Negatives (N) False Positive (FP) True Negative (TN) 

Table 2. TPR, TNR and G-mean 

 
 

  

 

  
Table 2 presents the formulas of True Positive Rate (TPR), False Positive Rate 

(FPR), True Negative Rate (TNR), and False Negative Rate (FNR) in the first and 
second rows and the formula of G-mean of the accuracy on the majority and the 
minority classes in the last row. G-mean [18, 19] is recommended as a performance 
measure to compare different algorithms by monitoring both the accuracy rates of the 
majority and the minority classes.  

A ROC curve has been considered as a useful performance metric for evaluating 
and comparing the performance of learning algorithms, as the ROC curve has special 
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properties for comparing the performance of the classifiers across the entire range of 
class distributions and error costs [13, 14] .  

A ROC graph [18, 20] is a two-dimensional plot, where x-axis denotes false 
positive rate (FPR) of a classifier, and y-axis denotes true positive rate (TPR) of a 
classifier. In the ROC plot, the upper left point (0,1) is the most desired point, known 
as “ROC Heaven” presenting 100% true positive and zero false positives, while the 
point (1,0) is the least desired point, called “ROC Hell”. In the ROC space, when we 
compare the performance of classifiers at different points, one point closer to the 
“ROC Heaven” is better than one that is further away.   

5 Experimental Setting 

We implement the bagging predictor in Java platform and perform 10-trial 10-fold 
cross-validations to evaluate the performance of bagging and single learners. The 12 
learning algorithms are employed from WEKA implementation with default 
parameter settings in this empirical study [21].  

In order to reduce uncertainty and obtain reliable experimental results, all the 
evaluations are assessed under the same test conditions e.g., all bagging predictors use 
the same randomly selected bootstrap samples with replacements in each fold of 10-
trial 10-folds cross-validation on each data-set.  

We classify the base learners into different categories, the experimental results 
based on 48 data-sets in general terms. Moreover, we investigate the effectiveness of 
bagging with respect to different levels of class distribution based on 12 imbalanced 
binary class data-sets.   

We adopt an under-sampling method to alter each original data-set into nine 
different levels of class distribution without replacements. We use the nine pairs of 
(FPR, TPR) to form a ROC curve for each prediction model on an imbalanced data-
set; therefore, each ROC graph represents the average performance of a prediction 
model at nine different levels of class distribution.  

5.1 Data-Sets 

The selection of the 48 data-sets covers the number of instances, which varied from 
small to large (up to 20,000), the number of attributes, which varied from 5 to 70, the 
number of classes, which varied from binary classes to multiple classes (up to 29), 
and the frequency of the classes included balanced data-sets and extremely 
unbalanced data-sets.  

Table 3 presents a summary of the characteristics of the 48 data-sets, which have 
been collected from the UCI Machine Learning Repository [22]. The first and the 
fourth columns indicate the ID number and the name of the data-sets. The second and 
the fifth columns present the information about the data itself which includes the 
number of attributes (excluding the class) and the number of instances in each data-
set, respectively. The third and the last columns present the information about the 
classes and the number of classes in each data-set. 
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Table 3. 48 data-sets characteristics 

Data-sets Info. data  Data-sets Info. Data  
ID Name Attr. Inst Cls ID Name Attr. Inst. Cls 
1 abalone 9 4177 29 25 lymph 19 148 4 
2 anneal 39 898 6 26 monks1 7 432 2 
3 audiolog 70 226 24 27 monks2 7 432 2 
4 auto-m 8 398 3 28 monks3 7 432 2 
5 balance 5 625 3 29 mushroom 23 8124 2 
6 breastc 10 286 2 30 pima 9 768 2 
7 bupa(liv 7 345 2 31 segment 20 2310 7 
8 car 7 1728 4 32 sick 30 3772 2 
9 cmc 10 1473 3 33 sonar 61 208 2 

10 colic(ho 23 368 2 34 soybean 36 683 19 
11 crx 16 690 2 35 spambase 58 4601 2 
12 crx-g(ge 21 1000 2 36 splice 61 3190 3 
13 diabetes 9 768 2 37 staheart 14 270 2 
14 ecoli 8 336 8 38 ta 6 151 3 
15 glass 10 214 7 39 tic-tac- 10 958 2 
16 hayes 5 132 3 40 tumor 18 339 22 
17 heart-c 14 303 5 41 vehicle 19 846 4 
18 heart-h 14 294 5 42 vowel 14 990 11 
19 ionosphe 35 351 2 43 waveform 41 5000 3 
20 iris 5 150 3 44 wbreastc 10 699 2 
21 kr-vs-kp 37 3196 2 45 wdbc 31 569 2 
22 labor 17 57 2 46 wine 14 178 3 
23 led 25 1000 10 47 yeast 9 1484 10 
24 letter 17 200000 26 48 zoo 17 101 7 

Table 4. Imbalanced Data-Sets characteristics 

Data-sets Information Data Class Data 

Index Name Attribute Instances Frequency classes 

1 breastc 10 286 201, 85 2 

2 bupa 7 345 145, 200 2 

3 crx 16 690 307,383 2 

4 Crx-g 21 1000 700,300 2 

5 diabetes 9 768 500, 268 2 

6 ionosphere 35 351 126,225 2 

7 labour 17 57 20,37 2 

8 stalogheart 14 270 120, 150 2 

9 sick 30 3772 3541, 231 2 

10 sonar 61 208 97,111 2 

11 Tic-tac-toe 10 958 626,332 2 

12 WDBC 31 569 212,357 2 

 
A summary of the characteristics of the 12 imbalanced data-sets is displayed in 

Table4. The data-sets were employed by different criteria, such as the number of 
instances, the number of attributes, the number of classes and the frequency of each class. 

5.2 Selection of Base Learners 

The 12 single learners which were employed from WEKA in this study are as 
follows: Naïve Bayes (NB) is a Naïve Bayes learner; K-nearest-neighbors (KNN) is a 
IBK lazy learner; SVM is SMO of Support Vector Machines; Multi-layer Perceptron 
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(MLP) is a neural network learner; PART, Decision Table (DTable), and OneR are 
rule learners; C4.5 Decision Tree (J48), Decision Stump (DStump), Random Tree 
(RandTree),  RepTree and Naïve Bayes Trees (NBTree) are tree family learners. 

6 Experimental Results Analysis 

This section presents the experimental results analysis including three sub-sections as 
follows: A. compare bagging with each of the single learners using the Wilcoxon 
Signed Rank Tests, B. compare bagging MLP with a single learner MLP using ROC 
curve, and C. compare bagging predictors against one another using Friedman with 
Post-hoc Nemenyi tests.  

6.1 Compare the Performance of Bagging and Single Learners  

This subsection compares the performance of bagging and single learners based on 
The Wilcoxon Signed-Rank Tests by using two different evaluation metrics, G-mean 
and TPR. 

The Wilcoxon Signed-Rank Test is used to determine whether there really is an 
improvement between two learners, e.g., bagging NB and single learner NB. The Null 
Hypothesis is that the median of differences between Bagging and each single learner 
equals 0.  

Rule: Reject the Null Hypothesis if the p-value Test Statistic W is less than α=.05 at 
the 95% confidence level of significance. 

Table 5. Wilcoxon Signed-Rank Test based on G-mean Metric. The significance level is .05. 

Bagging v. Each Single Learner on Wilcoxon Signed-Rank Test based on G-mean 

Learners J48 RepTree RandTree NB SVM Dstump 

p-values .005 .015 .008 .610 .131 1.000 

Learners OneR DTable PART KNN NBTree MLP 

p-values .037 .814 .005 .657 .136 .019 

Table 6. Wilcoxon Signed-Rank Test based on TPR metric. The significance level is .05. 

Bagging v. Each Single Learner on Wilcoxon Signed-Rank Test based on TPR 

Learners J48 RepTree RandTree NB SVM DStump 

p-values .015 .002 .005 .906 .722 .263 

Learners OneR DTable PART KNN NBTree MLP 

p-values .110 .272 .006 .575 .002 .136 

Tables 5 and 6 present the summarized results of the Wilcoxon signed-rank test for 
the comparisons of the performance of bagging and single learners. If a calculated p-
value is greater than α value, 0.05, then the p-values are highlighted in red and we 
accept the Null Hypothesis; for example KNN, NB, SVM, DStump, DTable and 
NBTree in Table 5. For all other cases, we reject the Null Hypothesis.  
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Table 5 experimental results indicate that only 50% bagging predictors perform 
better than the single learners, including J48, RepTree, RandTree, OneR, PART and 
MLP learners, while using G-mean as an evaluation metric on 12 imbalanced data-
sets,. Table 6 experimental results indicate that less than 50% bagging predictors 
perform better than the single learners, including J48, RepTree, RandTree, PART and 
NBTree learners, while using TPR as an evaluation metric on 12 imbalanced data-
sets,.  

Overall, based on both G-mean and TPR evaluation metrics, only four out of 12 
bagging predictors are statistically superior to single learners on 12 imbalanced data-
sets. The four bagging predictors are tree family learners, J48, RepTree and 
RandTree, and rule learner, PART. 

6.2 Compare the ROC Curves of Bagging MLP with a Single Learner MLP 

This sub-section compares the ROC curves between bagging MLP and a single 
learner MLP to further examine whether bagging is superior to a single learner MLP 
on 12 imbalanced data-sets.  

 
Fig. 3. The group of comparisons of ROC curves between a bagging MLP and a single learner 
MLP on 12 imbalanced data-sets, where the x-axis denotes FPR, and the y-axis denotes TPR 
for each sub-Figures 
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Fig. 3 presents the group of comparisons of ROC curves between the bagging MLP 
and the single learner MLP on 12 imbalanced data-sets; each sub-figure presents two 
ROC curves, one for Bagging and the other for a single learner on each data-set; and 
each ROC curve is formed by nine pairs of (FPR, TPR), which represent the average 
performance of bagging or single learners at nine different levels of class distribution.   

In Fig. 3, the experimental results indicate that bagging MLP is superior to a single 
learner MLP on two out of 12 imbalanced data-sets, bupa and diabetes. Bagging MLP 
has a greater area than a single learner MLP, and therefore bagging MLP has better 
average performance than the single learner MLP on these two data-sets. The 
experimental results are consistent with the Wilcoxon Signed Rank Test on a TPR in 
Table 6.  

Even though the average performance of bagging MLP is not superior to a single 
learner MLP, it has similar results to the single learner MLP on 10 imbalanced data-
sets. Especially, on WDBC data-set, both bagging MLP and the single learner MLP 
perform extremely well on nine different imbalanced levels, as all nine pairs of (FPR, 
TPR) are close to the “ROC Heaven”, the upper left point (0, 1), and present almost 
100% true positive and zero false positive. 

6.3 Compare Bagging Predictors against One Another  

This subsection compares bagging predictors against one another based on the 
Friedman with Post-hoc Nemenyi tests for comparison of all bagging predictors with 
two evaluation metrics, G-mean and TPR. 

Table 7. Mean rank of Friedman Test for G-mean metric of Bagging Predictors 

Mean Rank of Friedman Test for G-mean metric of Bagging Predictors 

Predictors PART MLP NBTree J48 RandTree SVM 

Mean Ranks 3.83 3.92 4.67 5.58 5.67 6.33 

Predictors NB KNN RepTree Dtable Dstump OneR 

Mean Ranks 6.50 6.83 7.08 8.75 9 9.83 

 
Table 7 shows the average ranks of an evaluation metric G-mean for bagging 

predictors based on the corresponding base learners. The third and the last rows 
indicate the mean ranks of Friedman test results. The Friedman test is used for 
comparison of multiple learners. Firstly, we perform the Friedman test to compare the 
G-mean metric of 12 bagging predictors over 12 imbalanced data-sets and to obtain 
the mean ranks. As the Null Hypothesis is rejected, the Friedman test indicates there 
is at least a difference between the mean ranks of bagging predictors. Therefore the 
corresponding post-hoc Nemenyi test is required for additional exploration of the 
differences between the mean ranks to provide specific information on which mean 
ranks are significantly different from one another.  
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Fig. 4. Comparison of all Bagging predictors from Friedman and Post-hoc Nemenyi test, where 
x-axes indicate the mean rank of G-mean for bagging, the y-axes indicate the ascending ranking 
order of the Bagging predictors and the horizontal error bars indicate the “critical difference” 

Fig. 4 reports the results of the Friedman with Post-hoc Nemenyi tests for 
comparison of the performance of all bagging predictors’ average ranks of G-mean on 
12 imbalanced data-sets. The group of most robust base learners, PART and MLP 
contribute to the best bagging predictors; whereas the group of weakest learners, 
OneR and DStump lead to the worst bagging predictors. The performance of two 
bagging predictors is significantly different when the horizontal bars are not 
overlapping. There is a statistically significant difference between the two groups. As 
a result, one can conclude that the robustness of the base learners is an important 
factor for building accurate bagging predictors. 

Table 8. Mean rank of Friedman Test for TPR Metric of Bagging Predictors  

Mean Rank of Friedman Test for TPR Metric of Bagging Predictors 

Predictors NBTree MLP PART SVM RdTree RepTree 

Mean Ranks 3.92 4.92 5.92 6.08 6.23 6.54 

Predictors Dtable J48 KNN NB OneR Dstump 

Mean Ranks 6.65 6.65 7.54 7.62 7.65 8.27 

 
Table 8 shows the average ranks of the Friedman Test for an evaluation metric 

TPR of bagging predictors. As the Null Hypothesis is accepted, the Friedman test 
indicates there is no difference between the mean ranks of bagging predictors. 
Therefore, the corresponding post-hoc Nemenyi test is not required for additional 
exploration of the differences between mean ranks to provide specific information on 
which mean ranks are significantly different from one another.   
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Fig. 5. Comparison of the TPR performance of all Bagging predictors, where x-axes indicate 
the mean rank of TPR for bagging predictors, and the y-axes indicate the ascending ranking 
order of the Bagging predictors 

Fig.5 presents the mean ranks of TPR for all bagging predictors and demonstrates that 
NBTree, MLP, and PART are the learning algorithms with the best bagging performance 
on imbalanced data-sets, while DStump and OneR are the learning algorithms with the 
worst bagging performance on imbalanced data-sets. However, the mean ranks of TPR 
for bagging predictors are no significantly different from one another.  

7 Conclusion 

We introduced a new two-dimensional robustness and stability decomposition to 
provide a clear picture of the categorization of the base learners. This is significant as 
the predictive performance of bagging is influenced by the different types of base 
learners. We demonstrated that bagging is influenced by the combination of 
robustness and instability, pointing out that robustness is important for bagging to 
achieve a highly accurate prediction model. Our observations support our claims: the 
strongest base learners PART, MLP and NBTree can be used to build the best 
bagging predictive models, whereas the weakest learners, OneR and DStrump result 
in the worst bagging predictive models in the context of imbalanced learning. Our 
studies demonstrated that 4 out of 12  bagging predictors are statistically superior to 
single learners, including tree family learners, J48, RepTree and randTree, and a rule 
learner PART; this finding is based on both G-mean and TPR evaluation metrics over 
12 imbalanced data-sets.  
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Abstract. In this paper, we introduce efficient methods for incremental multi-
label categorization of documents. We use concept clumping to efficiently cate-
gorize news articles into a hierarchical structure of categories. Concept clumping
is a phenomenon of local coherences occurring in the data and it has been previ-
ously used for fast, incremental e-mail classification. We extend the definition of
clumping and introduce additional clumping metrics specifically for multi-label
document categorization. We present three methods for incremental multi-label
categorization that exploit concept clumping and make use of thresholding tech-
niques and a new term-category weight boosting method. Our methods are tested
using the Reuters (RCV1) news corpus and the accuracy obtained is comparable
to some well known machine learning methods trained in batch mode, but with
much lower computation time.

Keywords: multi-label document categorization, text mining, concept drift.

1 Introduction

Fast, incremental document categorization is important in applications assisting individ-
ual users with organizing and labelling text documents such as news articles, e-mails,
and paper and book abstracts. E-mail messages are typically classified into one cat-
egory, commonly called a folder. Many document types, however, for example news
articles, need to be classified into more than one category. In this case categories be-
come document labels, rather than storage folders. The labels may form a hierarchical
structure with more general labels as parents and the most specific ones as leaves of the
structure. This is the case for the Reuters news article set (referred to as RCV1), being
used for evaluation in this paper.

While there are many research reports on multi-label document categorization in
batch mode (e.g. [1,3,8]), we are not aware of any work on efficient multi-label doc-
ument categorization in true incremental mode. In Krzywicki and Wobcke [6,5], we
introduced three methods for fast, incremental, single label document categorization:
Simple Term Statistics (STS), Local Term Boosting (LTB) and Weighted STS (WSTS).
Both LTB and WSTS adjust their term-category weights to follow local trends in the
data and are able to learn the weight boosting factor dynamically. In this paper, we
extend these methods and apply them to classify each document into one or more
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c© Springer-Verlag Berlin Heidelberg 2011
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categories, i.e. multi-label document categorization. The main challenge to address
here is the determination of the categories and their number for each document1. The
most common technique employed for this task is thresholding, where categories are
weighted according to some algorithm, and the document is labelled with categories
whose weights exceed the threshold θ.

In this paper, we adapt our methods for single label classification to the incremental
multi-label setting, by introducing and evaluating a number of thresholding techniques
where the threshold value is learned dynamically. Another important contribution of
this paper is the method of learning the term-category weight boosting factor together
with the threshold, as these two variables are interdependent.

All clumping definitions given in Krzywicki and Wobcke [6] are applicable for multi-
label document categorization. In this paper, however, in Section 3, we introduce addi-
tional clumping measures used for accuracy analysis of multi-label categorization and
show its dependency on term-category clumping in the RCV1 dataset. Our methods
are not directly comparable with existing published methods, since as far as we know,
this is the first paper to address experimental evaluation on the RCV1 dataset in strictly
incremental mode. Nevertheless, the accuracy of our incremental methods is similar to
those obtained by other researchers using batch mode, but with the advantage of a much
faster runtime.

The rest of the paper is structured as follows. In the next section, we describe related
work, then in Section 3 we cover concept clumping and related metrics, specific to
multi-label document categorization. Section 4 describes our document categorization
methods and related algorithms. In particular, Section 4.2 covers thresholding algo-
rithms and Section 4.3 discusses term-category weight boosting with the threshold as
a parameter used in the boosting algorithm. In Section 5 we describe the experimen-
tal evaluation of STS, LTB and WSTS using the new thresholding methods. Finally,
Section 6 summarizes the paper.

2 Related Work

A variety of methods have been researched for multi-label document categorization.
Yang [11] reports a study of text classification algorithms on the Reuters-21450 dataset,
which includes a number of unlabelled documents, at least some of which should
have labels. In this evaluation, k-Nearest Neighbour (k-NN) was shown to perform
well. The decision of whether a document needs to be classified or not was made by
setting a threshold on an array of values representing learned weights for each
document-category pair. A document is classified by the system if the weight is above
the threshold, otherwise it is not classified by the system. An optimal threshold is cal-
culated on the training set and used on test documents in a typical batch fashion. As
shown in Krzywicki and Wobcke [6,5] our methods can also use the threshold strategy
for separating the messages into classified and unclassified, but the threshold is adjusted
dynamically in the process of incremental classification, allowing for optimal coverage
of classified messages.

1 In this paper, the terms “category” and “label” are used interchangeably.



Exploiting Concept Clumping for News Categorization 355

A range of now widely used thresholding techniques have been reviewed by Yang
[12]. RCut selects the top t documents ranked in some way, where t is an integer which
can be fixed or tuned automatically in the process of training, for example to optimize
a global performance measure. PCut assigns the “YES” decision to a number n of top-
ranked documents for each category, rather than a number of categories to a document.
The number n depends on the probability of the given category and an additional pa-
rameter, which can be tuned in a similar way to RCut. The third method, SCut, is based
on learning an optimal threshold for each category.

A slightly different technique, RinSCut is proposed by Lee et al. [7]. Documents are
ranked by a similarity score and two thresholds are used: tstop and tsbottom. If a docu-
ment scores above tstop or below tsbottom, the decision is “YES” or “NO” respectively.
For documents that fit in between the thresholds, the decision is based on a learned,
category specific threshold in the same way as SCut.

More recent results on the use of the RCV1 dataset with a Perceptron based method
(which is also related to our methods) are presented by Gkanogiannis and Kalam-
boukis [3]. When trained and tested in batch mode, the method shows good accuracy,
comparable with SVM, and relatively good time performance (expressed as the num-
ber of iterations). Because of the batch mode used by the authors, their results are not
directly comparable with ours.

3 Concept Clumping for Multi-label Categorization

In Krzywicki and Wobcke [6] we defined category and term-category clumping for sin-
gle category classification. According to these definitions, a category clump for cat-
egory f is a contiguous sequence of documents (excluding the first one) classified
in f . A term-category clump for term t and category f is an f category clump in
the subsequence of all documents that contain t. In this paper, we extend the defi-
nition of term-category clumping, making it more suitable for multi-label document
categorization.

Definition 1. Given a term t, a set of categories F t such that |F t| = k, and the se-
quence Dt of all documents containing t each categorized into at least one of the cat-
egories from F t, a k-term-category clump Dtf = {dtf

1 , ...} for term t and categories
in F t is a maximal contiguous subsequence of Dt such that dtf

0 ∈ Dt where dtf
0 is the

document preceding dtf
1 in Dt, and each dtf

i ∈ Dt.

The k-term-category clumps span over instances in a fixed set of categories contain-
ing a given term. To give a simple example, let us assume we have three instances:
i1=(t1,t2,t3) in category f1, i2=(t1,t4,t5) in category f2, and i3=(t1,t6,t7) in category f3.
The instances i1 and i2 form a k = 2 clump for term t1 (assuming some instance i0
is also in the same sequence), because t1 is in two categories for these two instances.
However, since i3 is in f3, the t1 term must indicate f3. Since for k = 2, t1 can only
indicate two categories for the same clump, i3 breaks the existing clump (but may start
another one with subsequent instances).

We also provide a definition of the clumping ratio consistent with the definitions
given above.
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Definition 2. The theoretical maximal number of clumps cmax(d) for an instance d
in an instance sequence D is defined as cmax(d) = |F d| for category clumping, and
cmax(d) = |T d| ∗ |F d| for term-category clumping, where F d is the set of categories to
which d is assigned, and T d is a set of terms in d.

Definition 3. The instance clumping ratio m is defined as m = c(d)/cmax(d), where
c(d) is the actual number of clumps containing the instance d, and cmax(d) is the
theoretical maximal number of clumps for instance d.

4 Categorization Methods

In this section, we briefly describe the base algorithms Simple Term Statistics (STS),
Local Term Boosting (LTB) and Weighted Simple Term Statistics (WSTS), Krzywicki
and Wobcke [5,6], then define new thresholding techniques and term-category weight
boosting methods designed to work with multi-label document categorization.

4.1 Base Algorithms

The STS method maintains an array of weights, one for each term and category for all
documents in dataset. Each weight is calculated as a product of two numbers: a term
ratio (a “distinctiveness” of term t over the document set, independent of category-
specific measures), and the term distribution (an “importance” of term t for a particular
category). Each term ratio formula is given a letter symbol from a to d and term dis-
tribution formulas are numbered from 0 to 8. For example, Mb2 = 1

Nft
∗ Ndtf

Ndt
, where

Nft is the number of categories where term t occurs, Ndtf is the number of documents
containing term t in category f and Ndt is the number of documents in training set
containing term t. This method performs well across most of the datasets used in this
research, therefore it is used in the experimental evaluation. The predicted category fp

for document d is defined as follows:

fp = argmaxf (wf ) when maxf (wf ) ≥ θ (1)

where wf =
∑

t∈d wt,f and θ is a threshold.
Similar to STS, LTB maintains an array of weights wt,f (|T | × |F |) for each term t

and each category f . The difference is in the way the term weights for each category
wt,f are calculated. Initially, all weights are initialized to a constant value of 1.0. After
processing the current document d, if the predicted category fp is incorrect, weights
of term in the target category are increased, while weights in the predicted category
are decreased. The amount of weight increase/decrease depends on boosting factor b
used to represent the speed of weight adjustment. Weights are calculated for both the
predicted category fp and the target category ft using the formula wf =

∑
t∈d wt,f .

The WSTS method is a combination of STS and LTB. It maintains two types of
term-category weights: one for STS, which we will denote by ρt,f , and one for LTB,
denoted as before by wt,f . Again the predicted category fp for document d is calculated
in the same way as for STS, except that the total term-category weight is obtained by
multiplying STS weights by LTB weights, i.e. wf =

∑
t∈d(ρt,f ∗wt,f ). As in LTB, the

boosting factor b is used to adjust the weights wt,f after the prediction is made.
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4.2 Thresholding Techniques

Three thresholding techniques have been evaluated. The first (Th1) calculates thresh-
old values optimized to maximize the F1 measure using the estimation-maximization
approach. The other two thresholding algorithms attempt to find an optimal number of
labels by averaging over all past instances (Th2) and in a sliding window (Th3). All
these methods are effectively variants of RCut [12]. RCut assigns a number t of top
rated categories to a document, where t is a parameter that can be tuned to optimize a
performance measure, usually F1. This parameter can change its value independently
from one instance to another. For this reason, this technique can be used in incremental
processing (which is pointed out in Yang [12]). Other thresholding methods described
in that paper (SCut and PCut) tune parameters on a training set of documents specific
to batch learning, therefore are not tested here.

F1 Optimized Thresholding Method (Th1)
The Th1 method is different from RCut in that the t parameter is not the number of
categories to assign “YES” to, but the score itself. All Categories with the score (the
total weight for a category in case of STS, LTB and WSTS) equal to or exceeding the
parameter value are assigned to the document being categorized. The novelty of the
method is also an incremental learning of the threshold to maximize the F1 measure,
given as F1 = 2 ∗Recall ∗Precision/(Recall + Precision). Let c be the number of
correctly predicted categories, l the number of all predicted categories and t the number
of target categories in a single document. Since Recall = c/t and Precision = c/l, at
the document level we have

F1 =
2 ∗ c

l + t
. (2)

In our calculations, however, we often express F1 calculated over a set of documents as
a microaverage measure in the following form:

F1 =
2 ∗∑n

1 c∑n
1 l +
∑n

1 t
(3)

where the summation is over n documents in the dataset.
The threshold optimization method is described by the following algorithm.

Algorithm 1 (F1 Optimized Threshold Algorithm)
1 Categorize previous instance
2 wfmax := maxf (wf )

3 wfmin := minf (wf )

4 Fcur := {}
5 F1max := 0

6 thbest := 0

7 Sort categories F in descending order of wf

8 forall f ∈ F

9 Fcur := Fcur ∪ f

10 nl
f := nl + |Fcur|

11 nc
f := nc + |Fcur ∩ Ft|
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12 nt
f := nt + |Ft|

13 F1 := 2 ∗ nc
f/(nl

f + nt
f )

14 if F1 > F1max

15 F1max := F1

16 if wfmax = wfmin

17 thbest := 0

18 else
19 thbest := (wf − wfmin )/(wfmax − wfmin )

20 endif
21 endif
22 endfor
23 threshold := (threshold ∗ NumDocs + thbest)/(NumDocs + 1)

In the above algorithm, wf is the score calculated for category f during document cate-
gorization, F is the set of all categories, nl =

∑n
1 l is the sum of numbers of categories

in each document as categorized by the learner up to and including the current instance,
nc =
∑n

1 c is the sum of numbers of categories in each document as correctly catego-
rized by the learner up to and including the current instance, nt =

∑n
1 t is the sum of

numbers of actual categories in each document up to and including the current instance,
and Ft is the set categories (labels) into which the current document should be classified
(target categories).

In the estimation stage (line 1), a document is categorized (estimated) based on the
previously calculated threshold. The rest of the algorithm is the maximization stage,
where a new value of the threshold is calculated to maximize the F1 measure for the
recently categorized instance. Firstly, minimum and maximum scores for all categories
are found and the set of categories F is sorted in descending order of the score. In the
next step, a set of categories Fcur is incrementally constructed by adding categories
from F . After each addition of a category from F to Fcur, F1 is calculated and com-
pared with its highest value obtained so far. If the current F1 exceeds F1max, the new
F1max and the normalized weight of that category are stored in memory. This weight
becomes progressively smaller until the maximum value of F1 is reached, and becomes
an estimation of the new threshold value. The fact that the algorithm does not exit the
loop at this point, but continues until all categories are tried, helps in overcoming pos-
sible local maxima of F1. In the last step (line 23), an effective threshold is calculated
as a running average for all instances categorized so far.

Category Rank Thresholds (Th2 and Th3)
The Th2 and Th3 thresholding methods are similar to RCut [12] in that the threshold is a
rank above or equal to which all categories are assigned to an instance. The difference is
in the way these thresholds are calculated. Firstly, the thresholds are adjusted incremen-
tally to approximate an average number of categories assigned to documents. Secondly,
these thresholds are converted to real numbers and used by term-category weight ad-
justment. Effectively Th2 and Th3 maintain two types of thresholds: the category rank
threshold and the category weight threshold.
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Determining the threshold by taking into account numbers of categories in each
document is based on the assumption that this number is not completely random, but
follows some clumping patterns that occur when documents are presented in time order.
Examination and analysis of documents confirmed the correctness of this assumption.

Firstly, we determine the number-of-categories clumping ratio, which follows the
category clumping ratio defined in Section 3, except that instead of sequences of doc-
uments with categories of the same name we track sequences of documents with the
same number of categories (labels) assigned to each document. In the first 23149 docu-
ments in the RCV1 dataset used in this paper, the number-of-categories clumping ratio
is 0.396. 47% of documents have 3 categories and 26% have 2 categories. For example,
in a range of 150 RCV1 documents starting at document 2614, containing one large
clump of instances with 2 categories and a few small clumps with 3 categories. A closer
look at the news messages corresponding to these documents revealed that the cate-
gories in the 2-category clump are all related to a sport event and the 3-category clumps
are grouped around corporate financial topics. The above observation is the basis of
the following algorithm, which has two variants, for the calculation of Th2 and Th3
thresholds.

Algorithm 2 (Threshold Algorithm Based on Number of Categories)
1 Update term-category statistics (STS and WSTS)
2 Calculate category scores wf

3 wfmax := maxf (wf )

4 wfmin := minf (wf )

5 Fp := {}
6 Sort categories F in descending order of wf

7 i := 0

8 do until i < AV GNcut

9 Fp := Fp ∪ fi

10 i := i + 1

11 enddo
12 f := fAV GNcut

13 if wfmax = wfmin

14 threshold := 0

15 else
16 threshold := (wf − wfmin )/(wfmax − wfmin)

17 endif
18 Adjust term-category weights (LTB and WSTS)
19 {Th2}
20 AV GNcut := (AV GNcut ∗ NumDocs + |Ft|)/(NumDocs + 1)

21 {Th3}
22 putFIFO(st, |Ft|)
23 AV GNcut := Average(st, n)

24 AV GNcut := round(AV GNcut)

In the above algorithm, F is a set of categories, Fp is the set of categories predicted for
the current instance, Ft is the set of actual (target) categories for the current
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instance, AV GNcut is an average number of categories calculated over all past in-
stances (method Th2) or a window of the last n instances (method Th3), wf is the
weight of the category f , fAV GNcut is the category with rank AV GNcut, NumDocs
the running number of documents, and st is a FIFO (First In First Out) memory of
number of categories in the last n instances.

Unlike method Th1, this algorithm does not use the weight threshold but assigns an
average number of top rated categories in the prediction phase, where the average is
calculated over all past examples (method Th2) or just a window of n past examples
(method Th3). The value of n is chosen to be small (4 in our experiments, for larger
values Th2 becomes close to Th3). Also notice that the thresholds in this algorithm are
not explicitly optimized with respect to the F1 measure, instead they follow the target
number of top ranked categories.

The above algorithm shows the whole cycle of category prediction for a new in-
stance. It starts with updating the term statistics for STS and WSTS and then proceeds
to assigning top weighted AV GNcut categories to the document in lines 6–11 using
category rank threshold.

In the next stage, a new weight threshold is calculated in lines 12–17 as a weight of
the category, which has the cut-off rank AV GNcut. This weight threshold is required
by the term-category weight adjustment algorithm (line 18), described in detail in the
next section. Finally, a new category rank threshold is calculated in lines 19–24 and
rounded to the nearest integer. As in the Th1 algorithm, the weights to calculate the
threshold are normalized by their minimal and maximal values.

4.3 Term-Category Weight Boosting

In Krzywicki and Wobcke [6], an algorithm for the boosting of term-category weights
was introduced. In that algorithm, the boosting factor b is updated dynamically to ap-
proximate a value which would increase the weight of the target category to make it
the top category. The threshold was compared to this weight to determine whether a
document should be classified or not. In multi-label classification, the boosting factor
should be calculated to approximate a value that would increase the target category
(label) weight above the threshold. For this reason, the threshold calculation is closely
related to the update of the boosting factor.

We derive the formula for the boosting factor adjustment δb by comparing the ad-
justed category weight with the threshold: wf + δb = threshold + ε where ε is a small
value chosen to make the adjusted weight slightly greater than the threshold. Since the
threshold is maintained as a normalized value with regards to the category weights, the
left hand side of the equation needs also to be normalized: (wf +δb−wfmin)/(wfmax −
wfmin) = threshold + ε. Therefore

δb = (threshold + ε) ∗ (wfmax − wfmin ) + wfmin − wf . (4)

The weight boosting algorithm is presented below.
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Algorithm 3 (Adjusting Term-Category Weights)
1 forall categories f

2 δb = (threshold + ε) ∗ (wfmax − wfmin ) + wfmin − wf

3 b = (b ∗ N + δb)/(N + 1), where N is current number of instances
4 endfor
5 forall categories f

6 forall terms t in document d

7 if f ∈ Ft and f /∈ Fp then
8 wt,f := wt,f ∗ (1 + b/(wf + b))

9 endif
10 if f ∈ Fp and f /∈ Ft then
11 wt,f := wt,f ∗ (1 − b/(wf + b))

12 endif
13 endfor
14 endfor

where Ft is the set of target categories for document d, Fp is the set of predicted cate-
gories for document d, wf is the weight of category f , and wt,f is the weight associated
with term t and category f .

The difference from the algorithms for single label categorization given in [6] is that
the boosting factor b is adjusted as an average over adjustments for each category. The
boosting factor adjustment δb is calculated with respect to the threshold rather than the
maximal category weight. Term-category weight boosting is also done for all categories
to find whether category f is in the target or predicted categories for d.

5 Experimental Evaluation

In this section we evaluate the extended STS, LTB and WSTS methods with the dif-
ferent thresholding techniques on the RCV1 document set. The task here is to assign
a number of categories to each document to match the number and names of target
categories.

5.1 The RCV1 Datasets

For evaluation of the multi-label categorization methods, we use the first 23149 of the
RCV1 document set [8]. All documents are classified into 101 categories, with one
or more categories per document. Because of the hierarchical structure of categories,
all parent categories of a category assigned to a document are also assigned to that
document.

The document set consists of three types of files which are read and processed sep-
arately. The category (topic) hierarchy file contains all category names and their par-
ents. The document-category file contains a mapping from the document number to its
categories. The document contents file contains document number and a list of terms
occurring in the document. All terms are stemmed and with stop words removed.

Table 1 lists basic statistics and k-term-category clumping ratios for the RCV1 dataset,
considering All Categories and Leaf Categories Only, for various values of k. The equal
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Table 1. Statistics of the RCV1 Dataset

RCV1 All RCV1 Leaf
#categories 101 101

#documents per category 729 329
#categories per document 3.18 1.44

% of documents in largest category 47 8.4
avg 1-term-cat. clumping ratio 0.009 0.104
avg 2-term-cat. clumping ratio 0.098 0.189
avg 3-term-cat. clumping ratio 0.233 0.254
avg 4-term-cat. clumping ratio 0.288 0.305

number of categories in both variants indicates that some documents are labelled with
the top categories. For example, the top category GCAT is a leaf label for 735 docu-
ments and ECAT for only 15 documents.

Each document is categorized into about 3 categories on average for the full hierar-
chy, and about 1.44 categories for the leaf only categorization, for which parent labels
are not automatically included (for RCV1 All, if a document is categorized into f , it is
also categorized into all parents of f ). For this reason, there are significant differences
in clumping between these two cases. As can be expected, the term-category clumping
ratios are much higher for up to k = 3. After that point the term-category clumping
ratios become comparable with RCV1 All Categories. The reason for this difference is
that with parent categories always included it is harder to find terms that can only occur
in 1 or 2 categories.

When comparing the term-category clumping ratios for different values of k, the
RCV1 All Categories values show sharp increase until k = 3. For RCV1 Leaf Only
the corresponding k is 2. These k values are roughly equal to the average number of
categories per instance for each case. The term-category ratios for the RCV1 dataset are
the lower than those on the Enron dataset reported in [6]. Note that a k-term-category
clump is necessarily contained in a k+1-term-category clump, hence the clumping ratios
increase as k increases.

5.2 Experimental Setup

The results discussed in this paper are expressed mainly as an F1 measure at the docu-
ment level (Equation 2) or as microaverage over a set of documents (Equation 3).

There are two reasons for using the F1 measure: (i) due to the variable number of
labels for each document, it is important to measure both precision and recall that are
interdependent and combined in the F1 measure, and (ii) the F1 measure has been com-
monly used in the literature for presentation of results on the RCV1 dataset ([1,8,10]).
We prefer to use microaveraging as it is more suitable for incremental classification,
since it updates counts incrementally after each instance. In contrast, macroaveraging
uses separate counts for each category, which are not known in advance. Also, the dis-
tribution of instances into categories changes dramatically as the incremental catego-
rization task progresses (e.g. there is only one instance in a newly occurring category),
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therefore the macroaveraged F1 measure is less reliable in reflecting the current classi-
fication accuracy.

Testing has been done using incremental training on previous document and testing
on the next document for all three threshold algorithms detailed in Section 4.2 and for
both variants of the dataset: with All Categories and with Leaf Categories Only.

5.3 Discussion of Results

Table 2 shows the results of microaveraged F1 for the LTB, STS and WSTS methods
for both All Categories and Leaf Categories Only. As expected, F1 is much higher in the
All Categories case due to the presence of parent categories in each document. Since
there are only 4 top categories, and all parent categories are automatically included,
with 47% of documents in at least one of the top categories, the prediction is much
easier for this variant. In this sense, the Leaf Categories Only case seems to be a more
genuine prediction task. In the literature, however, the All Categories variant is used
more often than Leaf Categories Only.

Table 2. Microaveraged F1 Results on RCV1 Document Set

All Categories Leaf Categories Only
Method Th1 Th2 Th3 Th1 Th2 Th3

LTB 0.5623 0.6493 0.6459 0.5334 0.5185 0.5302
STS 0.574 0.5902 0.5883 0.4946 0.482 0.4815

WSTS 0.6768 0.6627 0.6532 0.565 0.5094 0.5114

The best F1 of 0.6768 is achieved using the WSTS method for the F1 optimized
threshold algorithm (Th1). The other two thresholding methods, based on the clump-
ing of number of categories for each instance, also give good results, only a couple
of percent lower than the top method. This is surprising, since these methods are not
explicitly optimized for the F1 measure. The presented results are lower than the best
results obtained by other researchers on the RCV1 document set. The microaveraged
F1 measure obtained by Lewis et al. [8] is 0.816 which is the best published result to
our knowledge. This result, however, was obtained in batch mode by the best classifier
(SVM), where a number of classifiers were trained on the 23149 documents before any
testing was done on other datasets. During the training phase, supporting algorithms,
such as feature selection and the thresholding technique, were carefully selected and
tuned for each classifier. This approach is not feasible in our case, where we process the
documents in strictly incremental fashion rather than using batch processing. The sec-
ond reason is that our methods rely on clumping ratios that for this dataset may not be
sufficient to obtain better results. Our methods, however, as shown later in this section,
can achieve much higher F1 on sequences of documents where this clumping is higher.

We compare the computation time of our methods with results obtained by Gran-
itzer [4] which is the only published work known to us containing training times for
the RCV1 dataset with a similar number of training instances to our training set, but
using batch mode with multiple iterations. Out of a number of methods used (Cen-
troid Booster [4], AdaBoost [2] and Rocchio [9]), the Rocchio algorithm is fastest with
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results given on the Leaf Categories Only variant of the RCV1 dataset (times for All
Categories are not given). Our WSTS method is about 2 to 3 times faster than Roc-
chio with comparable F1 measure (WSTS 0.565, Rocchio 0.538), taking into account
differences in dataset sizes, CPU power and memory size.

Table 3 shows correlations, for both category measures, between the F1 measure and
some of the clumping metrics over all instances of 23149 documents. The correlation
is quite substantial, reaching 50% or more for most methods and clumping metrics.
The k-term-category clumping correlations tend to be higher for higher values of k,
which may be an indication of the frequent existence of terms common to more than
one category.

Table 3. Correlations Between F1 and Clumping Ratios

LTB STS WSTS
Method Th1 Th2 Th3 Th1 Th2 Th3 Th1 Th2 Th3

All Categories
Term-cat.

clump ratio
k=1 0.209 -0.099 0.008 0.235 -0.036 0.102 0.067 0.206 0.024
k=2 0.519 0.111 0.401 0.551 0.290 0.530 0.526 0.403 0.428
k=3 0.749 0.631 0.769 0.809 0.724 0.773 0.820 0.738 0.770
k=4 0.735 0.628 0.759 0.778 0.707 0.711 0.795 0.735 0.752

Leaf Categories Only
Term-cat.

clump ratio
k=1 0.676 0.703 0.710 0.682 0.704 0.704 0.644 0.679 0.681
k=2 0.689 0.742 0.750 0.687 0.723 0.720 0.675 0.696 0.697
k=3 0.687 0.743 0.751 0.689 0.723 0.719 0.678 0.698 0.699
k=4 0.686 0.743 0.751 0.690 0.721 0.718 0.679 0.698 0.700

Another interesting observation can be made about k-term-category clumping. As
can be seen in Table 1, the k-term-category clumping for the All Categories mea-
sure increases sharply until about 3 common categories (k = 3), then the increase
is much slower. This corresponds to the correlation numbers (Table 3) for the All Cate-
gories measure, where the correlation peaks at about 3 common terms, whereas for the
Leaf Categories Only measure, the correlation does not change much at about k = 2.
This roughly corresponds to the average number of categories per document for these
measures.

Figure 1 shows a sub-sequence of the documents with high term-category clumping.
This sequence was selected manually and it corresponds to two days in August 1996,
when the number of news articles related to sport events was very high. The first graph
of the figure shows the result for the All Categories measure, and the next graph shows
the result for the Leaf Categories Only measure. In this sequence, the term-category
clumping is highly correlated with the F1 measure for all documents in the sequence,
and the F1 measure reaches over 90%. We believe that this is a good indicator that
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Fig. 1. F1 Measure and Term-Category Clumping Ratios

the LTB, STS and WSTS methods can achieve high precision and recall as long as the
term-category clumping is also high.

6 Conclusion

In this paper, we addressed challenges related to document categorization into multiple
categories that form a hierarchical structure. Our general methods, namely STS (Simple
Term Statistics), LTB (Local Term Boosting) and WSTS (Weighted STS), introduced
and tested in our previous research, are shown to work well in the multi-label setting
using thresholding techniques and a method for learning the boosting factor for LTB and
WSTS. We based our thresholding methods on a well known thresholding technique,
called RCut, Yang [12]. The Th1 algorithm uses category weight as a threshold and is
optimized for the F1 measure. The other two thresholding algorithms, Th2 and Th3,
use clumping of the number of categories in sequences of documents. We showed that
all three thresholding algorithms provide good results in terms of the F1 measure. Th2
and Th3, while not specifically optimized for the F1 measure, nevertheless give results
comparable with Th1 on this measure.

We analysed the correlations between the precision/recall measure F1 and various
clumping metrics taken over the entire dataset as well as on selected sequences of doc-
uments. The analysis showed that the instance based F1 measure is highly sensitive to
the clumping of terms and categories occurring in the data and can reach very high val-
ues over 90% on sequences where the clumping is high. In addition, the experimental
results also show that LTB, STS and WSTS, when applied to this document set, are able
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to detect and utilize multiple, complex dependences between terms and categories and
assign multiple categories to documents with high accuracy.

We compared the computational efficiency of our methods with runtimes for a simi-
lar dataset drawn from the same corpus but in the batch mode. Our incremental methods
are much faster and more suitable for online applications. However, due to generally
lower clumping in the RCV1 dataset, the recall/precision results are not as high as
those obtained in the batch learning mode, where all parameters are carefully selected
and tuned on a fixed training set. We believe that our methods compensate for this defi-
ciency with increased learning speed.

Future work includes applying similar techniques to other domains and on other
news datasets, and incorporating the methods into a practical news filtering application.
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Abstract. In this paper, a novel method is proposed to extract rocks from 
Martian surface images by using data field.  Data field is given to model the 
interaction between two pixels of a Mars image in the context of the 
characteristics of Mars images.  First, foreground rocks are differed from 
background information by binarizing image on rough partitioning images.  
Second, foreground rocks is grouped into clusters by locating the centers and 
edges of clusters in data field via hierarchical grids.  Third, the target rocks are 
discovered for the Mars Exploration Rover (MER) to keep healthy paths.  The 
experiment with images taken by MER Spirit rover shows the proposed method 
is practical and potential. 

1 Introduction 

It is difficult to extract rocks from intensity images of planetary surface because there 
is no uniform morphology, color, texture or other quantitative measures to 
characterize them from other features [1][2][3].  With the development of space 
exploration technology, the requirements towards the capability of analyzing data 
from outer space exploring tools are also increasing, especially for such planets as 
Mars on which creatures might live.  It is significant to analyze the imagery data 
from Mars exploration, especially differing rocks, e.g. rocks, gravels or creatures, 
from background information in an image.  In future Mars rover missions, the rovers 
will travel much longer distances than those have achieved by the Mars Exploration 
Rover (MER) Spirit and Opportunity [1].  Autonomous foreground object extraction 
will be one of the major parts of an image analysis system for Mars exploration.  On-
board autonomous image analysis is highly desirable in future Mars rover missions 
[2].  Compared to the normal images, Mars images show its singular features, e.g. 
less color, monotonous scenery, unsteady light source, and so on.  In addition, 
objects are often covered by dust, occluded each other, becoming blurred in the 
distance or partially embedded in terrain [1].  Rocks are one of the major features 
exposed on Martian surface, if rocks are automatically extracted from Mars images, 
people are able to separate the focus, and carry out further study on interested 
partitions.  

It is valuable for hazard avoidance and rover localization in rover missions to 
automatically extract rocks from Marts images.  Some rocks, e.g. rocks, are one of 
the major obstacles for rover traversing and even endanger the rovers’ safety if they 
can’t be detected correctly in advance.  Rocks are also the ideal tie points for vision-
based rover localization and navigation [3].  The automatic extraction of rocks may 
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benefit the finding available route automatically for Mars rover, and even on non-
stone object (e.g. creatures) discovery.  In addition, rocks may be used to judge the 
image information content for helping image compress and prioritize data 
transmission from Mars to Earth, or for under-standing the planet’s chemical 
composition, geologic environment, and climate mechanics [4]. 

Current Mars image processing is developing rapidly.  The representative methods 
include edge detection, Fourier transformation, wavelet transformation, threshold 
extraction, and active contour recognition.  In edge detection there are Sobel, Canny, 
and LoG.  For solving the variable illumination problem, histogram equalization, 
homomorphic filter was given [5].  The modeling requires that the image has same 
features [6][7].  Histogram equalization[8] is particularly suited to process uniform 
illumination image.  Although traditional edge detection is less sensitive to 
brightness of image, they are so sensitive to texture details which result in too much 
noise, while threshold extraction can, in turn, eliminate the interference of detail 
information, but too sensitive to unsteady light source, resulting halo phenomenon.  
Fourier transformation and wavelet transformation filtering are good at compression 
and denoising images, but it is difficult to use alone.  Gulick al. developed a rock 
detector with cast shadows [9]. Thompson et al. developed a rock detection method 
based on segmentation, detection, and classification [10]. Song and Shan[11] 
developed a framework for automated rock segmentation from Mars rover imagery. 
Li et al. extracted large rocks from three-dimensional ground points generated from 
stereo images [3].  Hence, for natural image extraction, especially fully automated 
extraction without human operation, so far there is no general method.  However, an 
organic combination of current image processing method can overcome relatively 
simple natural interference and bring satisfactory results.  Especially the procession 
of spatial natural data like Mars image is relatively not enough. 

In physics, a field is one of the basic forms of particle existence.  A particle that 
pervades its energy into physical space generates a field, and the field also acts on 
other particles simultaneously [12].  In the context, all the fields from different local 
particles are superposed in the global physical space.  And the superposition enables 
the field to characterize the interaction among different particles.  Inspired by Field 
Theory in physics, Wang et al. [13] proposed data field to describe the interaction 
among data objects.  Similar to physics, each data object is treated as a particle with 
certain mass and pervades its data energy to the whole data field in order to 
demonstrate its existence and action in the tasks of Mars image extraction [14][15].   

In order to get more precise result, a novel method is proposed in this paper to 
automatically extract rocks from Martian surface images.  The rest of this paper is 
organized as follows.  Section 2 is the principles.  A case is studied on the images 
acquired by the Spirit rover of the Mars Exploration in Section 3.  Section 4 draws a 
conclusion. 

2 Data Field 

Data field is given to express the power of an object in the universe of discourse on 
Mars images by means of potential function as the physical field does.  In data field, 
mutual effects among data items are indicated by a field strength function, which 
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might take different forms, such as nuclear form and gravitational form.  At one 
position, the effects from different sources mutually overlay, and the superposed 
result is named as potential value.  Given the same parameters, the potential values in 
densely distributed regions are much higher than in sparse regions.  With the 
definition of an appropriate field strength function, the potential value could well 
reflect the data distribution.  By analyzing the changing regularity of potential value, 
the distribution of data objects is thus explored. 

2.1 Mathematical Model 

In a data space Ω∈RP, a data object that is characterized by using a feature vector 
xi=(xi1, xi2, …, xiP)T, brings about a virtual field with the mass mi.  If there exists an 
arbitrary point x=(x1, x2, …, xP)T in the data space Ω, the scalar field strength on an 
arbitrary point x of data field from xi is defined as Equation (1). 

  

(1) 

Where mi ( ) is treated as the mass of data object xi, K(x) is the unit 

potential function, which satisfies , to express the law that 

data object xi always radiates its data energy in the same way in its data field.  ||x- xi|| 
represents the distance between data object xi and the point x in the field.  σ∈(0, +∞) 
is the impact-factor-parameter that controls the interacted distance between objects.  
The function of σ is used to set the value of impact factor of data field.  For data 
field, an appropriate value of impact factor could reflect the distribution of data 
objects rather well.  In our experiment, all σ is set between 3 and 5. 

Each data object xi in dataset has its own data field in the data space Ω.  All data 
fields in the same space are superposed and thus form the global data field.  The field 
strength of an arbitrary point x in global data field is defined as Equation (2). 

  

(2) 

Where n is the number of data objects in the dataset, and other parameters take the 
same meaning with Equation (1). 

Date field strength may reflect the distribution of data objects in data space.  With 
the same parameters, data field strength is high in densely populated regions whereas 
low in sparse areas.  Distribution of data items could be explored by analyzing the 
changing regularity of data field strength.  Data field strength is a function of feature 
vector x.  Thus, the change rate of field strength could be described by the first-order 
partial derivative of field strength, which is defined as Equation (3), where all 
parameters take the same meaning with Equation (1). 
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(3) 

2.2 Mars Image Field 

Let Ar×s denote an image of Mars surface based on r×s pixel.  Each pixel is 
considered as a data object in two-dimensional generalized data field and  mij as the 
mass of data object has been normalized  to [0, 1], where  mij=A(i,j) from the 
graylevel of Mars surface with i =1,2,…,r; j=1,2,…,s[10].  The data field of Mars 
image is defined by the interaction of all the pixels in a two-dimensional image space.  
In order to calculate conveniently, let data set D={X1, X2, …, Xn} denote the pixel 
coordinates where n=r×s and Xi=(Xi1, Xi2)

T. Xi1, Xi2 mean horizontal coordinate and 
vertical coordinate respectively, such as X1=(1, 1)T, X2=(1, 2)T,…, Xn=( r, s)T.  The 
Mars surface image matrix Ar×s is denotes as a vector M, where M=(m1, m2, …, mn)

T.  
According to the Equation of generalized potential function estimation [1], the 
potential function estimation of facial image can be calculated as 

  

(4) 

Where σ1 is the impact factor of the 1-st dimension on horizontal coordinate, and σ2 is 
the impact factor of the 2-nd dimension on vertical coordinate.  As the horizontal 
coordinate and the vertical coordinate have the same scale, σ1 and σ2 are exactly equal 
to each other. 

For different physical fields, the field strengths are mathematically modeled in 
various functions.  According to the attenuation of field strength, physical fields 
could be categorized into two groups, long-range and short-range.  In long-range 
fields, field strength function diminishes slowly and varies gently according to 
distance parameter.  Electromagnetic field and gravitation field are two kinds of 
long-range fields.  In short-range fields, field strength function diminishes quickly 
and varies rapidly on distance, for example, nuclear field. 

Given appropriate parameters, nuclear field can describe the distribution of data 
objects inside datasets in a way that maximizes the similarity between two nearby 
data objects, whereas minimizes the similarity for remote objects.  The field strength 
function defined in this paper may take the form of short-range, nuclear indeed, field 
strength function.  Thus, the K(x) in Equation (1) could be defined in the exponent 
form, as Equation (4), where all parameters take the same meaning with Equation (1). 
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3 Principles 

First, foreground rocks are differed from background information by binarizing image 
on rough partitioning image.  Second, foreground rocks is grouped into clusters by 
locating the centers and edges of clusters in data field via hierarchical grids.  Third, 
the target rocks are discovered for the MER to keep healthy paths.  Main steps are 
shown in the algorithms. 

Algorithm：Extracting rocks from Mars images 
Input: images, σ, t 
Output: target rocks 
Process: 

1 // Binarize image on rough grids 
2 Transform an original image into a narrowed image of 256×256 by 

using average filter 
3 Partition the Transformed image into some segments 
4 If it is bigger than The average of the pixels in each segment, the value 

ij of the pixel is set to be 255 in every segment 
5 Take the coordinates (i, j) and the pixel mass mij=255- ij as the features 

of a pixel 
6 //Initialize grids 
7 For (data object o: all data objects 
8     For (i=0;i<d;i++) 
9         j=[fi /si]; //fi is the feature value of o, while si is the size of grid 

on dimension i; 
10        grids[i, j].add(o) ; 
11     End for 
12 End for 
13 σ=max1≤i≤d si ×σ; 
14 For (grid M: all grids) 
15      For (i=0;i<d;i++) 
16             Fvalue=ovi/M.sizeofData(); 
17             M.setFeatureValue(i, fvalue);// ovi is the feature value of 

data object o, which belongs to M, on dimension i; 
18      End for 
19 End for 
20 //calculate first-order partial derivative potential value 
21 For (grid m1: all grids) 
22       For (grid m2: all grids) 
23             fdpValue+=getFDpValue(m1 m2, σ); //calculate first-order 

partial derivative potential value while m2 is the energy source 
24        End for 
25        m1.setFdpValue(fdpValue); 
26 End for 
27 //identify clustering clusters 
28 For (grid mi: all grids) 



372 S. Wang and Y. Chen 

29         For (i=0;i<d;i++) 
30             if(MFPij-1>0&& MFPij+1<0)  
31                     ccenters[i].add(mij ); 
32 // MFPij-1 and MFPij+1 are the first-order partial derivative potential 

value of two neighbors of M on dimension i; 
33         End for 
34 End for 
35 filterCenters(ccenters); //detect edges and mark all densely distributed 

grids in lookupTable 
36 For (Clustering Center c:ccenters) 
37           For(i=0;i<d;i++) 
38                  j=c.getCoord(i); 
39                 While (--j>0) 
40                      if(MFPij< MFPij+1) 
41                               break; 
42                      else  
43                             lookupTable.mark(i,j); 
44                End while 
45                j=c.getCoord(i); 
46               While (++j<k)  
47                      if(MFPij-1< MFPij) 
48                             break; 
49                     else  
50                             lookupTable.mark(i,j); 
51                End while 
52           End for 
53 End for 
54 //find full clusters from the lookupTable 
55 searchFullClusters(lookupTable); 
56 //discover the target rocks 
57 discoverTargetRock(fullClusters); 
58 Position with active contour model. 

 

3.1 Differ Foreground Rocks from Background Information 

It is preprocessing to binarize Mars image by partitioning the image into rough 
partitioning images for rapidly differing foreground rocks from background 
information.   

First of all, an original image is transformed into a narrowed image of 256×256 by 
using average filter [15] for improving the algorithm performance.  Then, the average 
of rough partitioning image is proposed to binarize Mars images in which the whole 
image is completely partitioned into some segments.  The average of the pixels in 
each segment is the threshold.  If it is bigger than the threshold, the value of the pixel 
is set to be 255 (white color) in every segment.  Third, the coordinates (i, j) and the 
graylevel ij are take as the features of a pixel when the pixel value is smaller than 
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255.  Due to the small value of Mars image rocks, the feature value of pixel greylevel 
is further transformed via mij=255- ij. 

3.2 Initial Grids 

In order to simplify the calculation, the first step is to quantize the feature space, 
where each dimension i in the d-dimensional feature space will be divided into k 
intervals.  Grid-number k is used to quantize the original feature space.  The 
quantized grids determined by k are the base of rest steps.  Use these grids to 
calculate first-order partial derivative potential value and search clusters.  The larger 
k is, the more accurate result  will achieve.  However, the intention of quantizing 
grids aims at accelerating; grid-number with a too large value will ruin this attempt.  
The assignment of grid-number parameter k needs to be resolved according to the 
actual distribution of data objects.  Data objects will only affects objects nearby 
inside the area with a radius of 1.25σ.  To improve the efficiency, the quantized grids 
could be merged to bigger grids with side length about1.25σ, when initializing grids.  
This merging step can accelerate the calculation of first-order partial derivative 
potential value to a large extent.  In most situations, the selection of k and σ will 
affect each other.  Users can first select an appropriate impact factor which can best 
reflect the distribution of data objects.  Set the value of k on the interaction of 
clusters.  Then all data objects are assigned into these kd grids, and the quantity m of 
data objects are recorded in each grid.   

Let Fk=(f1, f2, …, fd) be the feature vector of the original data object o in the 
original feature space.  Let G=(v1, v2, …, vd)  denotes a grid in the original feature 
space where vi (1≤vi≤k, 1≤i≤d) , is the location of the unit in dimension i of the 
feature space.  Let si be the size of each grid in dimension i.  Data object o will be 
assigned to grid G if  ∀i,(vi -1)si ≤fi<visi (1≤i≤d).  After all the data objects are 
assigned into grids, set the impact factor of data field, which is represented as σ.  Let 
σ be the impact factor parameter.  The impact factor σ of data field would be set 
according to Equation (6). 

 ×  (6) 

The initialization of impact factor σ is followed by the calculation of first-order 
partial derivative potential value that is defined in Equation (3).  During the 
calculation, original data objects would be represented by the kd quantized grids.  
Each grid is taken as a new data object, represented as no.  For data noj  
(corresponds to grid Gj ), its mass mj equals to the quantity of data objects belonging 
to that grid.  Let NFj=(nfj1, nfj2,…, nfjd,) be the feature vector of noj, nfji can be 
calculated as  

 
∑

 (7) 
 

Where ovi represents the feature value of original data object o, which belongs to grid 
mj, in dimension i.   
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effectiveness of clustering result, use clustering grid instead.  A center grid is the grid 
which contains clustering centers inside. 

Let MFPij be the first-order partial derivative value of grid mj in dimension i at 
place where NFj locates.  Grid mj is considered to be a clustering grid only if MFPij-

1>0 and MFPij+1<0(1≤j<k-1).  A candidate center grid may only be a real center grid 
if it exists to be candidate in all dimensions. 

3.4 Detect Edges 

The density of data objects reduces from the center of cluster to its edge, and the 
reduction becomes tempestuous at the edge of cluster.  In order to locate the edge, 
analyze the change rate of potential value by calculating the first-order partial 
derivative potential value on each dimension of the feature space.  As for the dataset 
displayed in Figure 1, the change of potential value along the black line could be 
described by first-order partial derivative potential value on that dimension, which is 
represented as the dotted curve in Figure 2.  The maximum (or minimum) points of 
the change curve correspond to the edge of cluster.  The change of potential value in 
a dimension could be described by the first-order partial derivative function of 
potential value on that dimension. 

Let Center=(v1, v2,…, vd) be one of the clustering centers, where vi (1≤vi≤k, 1≤i≤d) 
, is the location of the grid in dimension i of the feature space.  Search for the 
neighborhood of Center in each dimension, and mark such all grids as mj or mj+1 that 
satisfy MFPij≥MFPij+1, in which mj or mj+1 has already been marked. 

3.5 Find Full Clusters 

The whole cluster is defined as the data collection whose items are surrounded by the 
edge, and represented by the centers.  In actual cases, one cluster might be 
represented by more than one clustering centers,  for example, ring-like shaped 
clusters possess more than one clustering centers along the ring.  With this definition, 
the main steps are motivated.  Firstly, identify clustering centers which possess local 
maximum potential value by locating those spots whose first-order partial derivative 
potential value equals 0.  Secondly, search the neighborhood of each clustering 
centers, and detect the full edge by analyzing the first-order partial derivative 
potential value.   

Let deni (1≤i≤kd) be the quantity of original data objects belong to each marked grid. 
Use function , which is optional, to calculate the noise thread, and filter all 

the candidate grids whose quantity of original data objects are less than the thread.  
After the filtering step, all connected candidate grids correspond to a cluster in the 

original data space.  Flood-Fill algorithm [15] is used to find out the final clusters.   

3.6 Discover Target Rocks 

Automatically extracting rocks from Marts images is valuable for hazard avoidance 
and rover localization in rover missions. Actually, big rocks are one of the major 
obstacles for rover traversing and even endanger the rovers’ safety, while Mars 
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(a) 

 
(b) 

Fig. 5. Rock clusters on features distribution (a) features distribution (d) resulting rock clusters  
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Cluster 4 

Cluster 6 

Cluster 9 

Cluster 
10 

Fig. 6. Discovered rocks in the target region 

5 Conclusions 

Base on data field, a new method was proposed to extract rocks from Mars images. 
Foreground rocks were firstly differed from background information by binarizing 
image on rough partitioning images.  Then, foreground rocks is clustered by locating 
the centers and edges of clusters in data field via hierarchical grids.  Finally, the 
target rocks are discovered for the Mars Exploration Rover (MER) to keep healthy 
paths.  Experiment results using Spirit rover data demonstrated the effectiveness of 
the method.   

However, Mars images have specific characteristics, i.e. uneven illumination, low 
contrast between foreground and background, many noises in background, and rocks 
with irregular shape.  For example, because of the effect of illumination, the shadow 
of stone can easily be regarded as real stone incorrectly.  And in challenging areas 
with large slopes or where rocks stuck together, the results might be unsatisfactory.  
The next step is to make further texture analysis of the rocks extracted from Mars 
image, as well as enhancing the performance. 
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Abstract. Given a task T, a pool of experts χ with different skills, and a social
network G that captures social relationships and various interactions among these
experts, we study the problem of finding a wise group of experts χ′, a subset of
χ, to perform the task. We call this the Expert Group Formation problem in this
paper. In order to reduce various potential social influence among team members
and avoid following the crowd, we require that the members of χ′ not only meet
the skill requirements of the task, but also be diverse. To quantify the diversity of
a group of experts, we propose one metric based on the social influence incurred
by the subgraph in G that only involves χ′. We analyze the problem of Diverse
Expert Group Formation and show that it is NP-hard. We explore its connections
with existing combinatorial problems and propose novel algorithms for its ap-
proximation solution. To the best of our knowledge, this is the first work to study
diversity in the social graph and facilitate its effect in the Expert Group Forma-
tion problem. We conduct extensive experiments on the DBLP dataset and the
experimental results show that our framework works well in practice and gives
useful and intuitive results.

Keywords: team formation, social influence, social network, heuristics
algorithm.

1 Introduction

The credibility of a group of experts depends not only on the expertise of the people who
are involved, but also on whether they can give full play to their professional expertise
and make a wise and fair decision. Diversity plays an important role in the process of
decision-making of an expert group, and lack of diversity may result in potential conflict
of interest(COI)[1] and even bring about the situation where experts begin ignoring their
own expertise and following the crowd due to social pressure to conform or information
cascade effect[4].

In the book of Wisdom of the Crowds, James Surowiecki, the business columnist
for The New Yorker, asserts that “under the right circumstances, groups are remark-
ably intelligent, and are often smarter than the smartest people in them.” In his opening
example, Surowiecki notes that if many people are guessing independently, then the av-
erage of their guesses is often a surprisingly good estimate of whatever they are guess-
ing about (perhaps the number of jelly beans in a jar, or the weight of a bull at a fair).

J. Tang et al. (Eds.): ADMA 2011, Part I, LNAI 7120, pp. 381–394, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The key to this argument of course is that the individuals each utilize their own informa-
tion (their signals), and they guess independently, without social influence from others,
and do not know what the others have guessed. If, instead, they are close friends and
can know or observe the earlier guesses of others, then they may tip into the setting
where they follow the crowd due to social pressure to conform or information cascade
effect, and there would be no reason to expect the average guess to be good at all[4].

For example, consider a hiring committee that needs to decide whether to make a job
offer to candidate A or candidate B. In these kinds of situations, a common strategy is to
go around the table, asking people in sequence to express their support for option A or
option B. But if the participants assume that they all have roughly equal insight into the
problem, then a cascade can quickly develop: if a few people initially favor A, others
may be led to conclude that they should favor A, even if they initially preferred B on
their own. According to Surowiecki’s arguments in his book, we can conclude that the
“right circumstances for an expert group to make a credible decision” consists of four
basic conditions, which are that “wise groups” are effective when they’re composed of
individuals who have diverse opinions; when the individuals aren’t constrained and are
free to express their opinions; when there’s diversity in the crowd; and when there’s a
way to aggregate all the information and use it in the decision-making process.

We will next take scientific peer-review as an example to illustrate what constitutes
an ideal expert group. A wise group of diverse reviewers are expected in the review
assignment in order to reduce social influence among team members and avoid their
biased evaluation. We hope that each expert in the expert group can make his or her
own decision, freely and independently. Assume, for example, a program director in
NSF who wants to find a group of reviewers to review a proposal q written by a, cov-
ering the following topics: q={algorithm,data mining,information retrieval,web service
}. Also assume there are seven reviewer candidates, {a,b,c,d,e,f,g}, with the following
expertise:

– Xa={algorithm,data mining,information retrieval,web service}
– Xb={data mining,machine learning,algorithm}
– Xc={web programming ,web service}
– Xd={data mining,information retrieval,algorithm}
– Xe={web service,web programming}
– X f ={data mining,information retrieval,algorithm}
– Xg={web service,web programming}

The relationship among these candidates are illustrated in the social network graph G
shown in Figure 1, where the existence of an edge between two nodes in G indicates
that there exists some social or professional relationship between the two correspond-
ing researchers. Without considering conflict of interest, the program director can se-
lect either χ1 = {a}, χ2 = {d, c}, χ3 = {d, e}, χ4 = { f , e}, χ5 = { f , c}, χ6 = { f , g} or
χ7 = {d, g}. Each of these groups can cover the required expertise. There are four solu-
tions χ3, χ4, χ6 and χ7 left when considering the social tie between reviewer candidate
c and author a, and the existence of graph G makes χ4 and χ7 two “wise groups” when
taking the social influence among reviewer candidates into account, since the structure
of G indicates that there is not any social tie between d and g, e and f ; thus, they can be
free to express their opinions, not affected by each other.
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Fig. 1. Network of connections between researchers in {a,b,c,d,e,f,g}

The existence of a social network between individuals is quite common in real sce-
narios. In a geographical map of experts’ distribution over research organizations and
universities, the graph encodes the fact that experts in the same research organizations
or universities have close social distance, and researchers in different cities have longer
distance than those in the same city. In a research community , the network capture
previous successful collaborations among researchers. Other examples of social net-
works between professionals include LinkedIn(www.linkedin.com) which comprises
a large number of people from information technology areas. When people are con-
nected by a network, it becomes possible for them to influence each other’s behavior
and decisions[4,5].

The problem: In this paper, we study the problem of finding a group of individuals who
can function as a wise and creditable expert group to accomplish a specific task(e.g.
scientific peer-review). We assume that there exists a pool of n expert candidates χ =
{1, ..., n} in a social network G, where each candidate i has a set of skills Xi. Given a
task T that requires a set of skills, our goal is to find a group of experts χ′ ⊆ χ, such that
every required skill in T is exhibited by at least one expert in χ′. Moreover, the members
of χ′ should be diverse enough to reduce social influence among group members. The
diversity means and measures how independently, rationally the group members can
utilize their expertise to make a credential and fair decision: the more diverse the group
members are, the better quality of the expert group.

In summary, our contributions are as follows:

– To the best of our knowledge, we are the first to study diversity in the presence of
social networks and utilize it in the Expert Group Formation.

– We propose one novel formulation to compute social influence, based on which we
define the metric to quantify the diversity of a group of experts.

– We study and analyze the problem of Diverse Expert Group Formation rigorously
and propose two appropriate approximation algorithms for the problem.

– We conduct extensive experiments and the experiments illustrate that our problem
definition, as well as our algorithms, work well in practice and give useful and
intuitive results.

The rest of the paper is organized as follows: in Section 2 we formally define the Diverse
Expert Group Formation problem. In Section 3 we propose one novel formulation to
compute social influence. In Section 4 we propose two approximation algorithms for the
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Diverse Expert Group Formation problem and in Section 5 we illustrate the usefulness
of our methodology on a real review-assignment dataset. In Section 6 we review the
related work on Group Formation problem and we conclude the paper in Section 7.

2 Problems

This section first present necessary preliminaries and then formally define the problem.

2.1 Preliminaries

Given a pool of candidates consisting of n experts, χ = {1, ..., n}, and a universe of m
skillsA = {a1, ..., am}. Each expert i is associated with a set of skills Xi ⊆ A. If ai ∈ Xi

we say that expert i has expertise aj; otherwise expert i does not have expertise aj. We
often use the set of skills an expert possesses to refer to him. Also, we say that a group
of experts χ′ ⊆ χ possess skill aj if there is at least one expert in χ′ that has aj.

A task T is simply a subset of skills and expertise required to perform a job, e.g. to
make a big decision. That is, T ⊆ A. If aj ∈ T we say that skill aj is required by task T.
Next, we define the cover of a group of experts χ′ with respect to task T, denoted by
C(χ′,T), to be the set of skills that are required by T and for which there exists at least
one expert in χ′ that posses them. That is, C(χ′,T) = T ∩ (∪i∈χ′Xi). Similar to inverted
index, given a skill a ∈ A, we define its support set, denoted by S(a), to be the set of
experts in χ that has this skill. That is, S(a) = {i|i ∈ χ ∧ a ∈ Xi}.

For every two nodes i, i′ ∈ χ, we take Pri(i′) to represent the value of social influence
that node i receives from node i′. It should be noted that this metric is asymmetric. To
quantify the diversity between two nodes in the social graph G, we define a social
influence-based diversity metric as follows:

SI(i, i′) = max{Pri(i′),Pri′(i)} (1)

where we transform the asymmetric social influence metric to the symmetric social
influence metric, which lays foundations to compute social influence-based diversity
for a group of nodes χ′.

To measure the diversity of a group of experts χ′, we extend the above diversity
metric between two nodes to social influence-based diversity metric among more expert
nodes, as follows:

SI(χ′) = argi,i′∈χ′ max SI(i, i′) (2)

2.2 Problem Definition

In this subsection, we formally define the problem of Expert Group Formation. Our
problem definition reflect our belief that less social influence among group members is
an important factor for the successful completion of a task such as making a credential
and wise decision.

Expert Group Formation Problem : Given the set of n experts χ = {1, ..., n}, a social
graph G(χ,E), and task T, find a group of experts χ′ ⊆ χ, so that C(χ′,T) = T, and the
social influence SI(χ′) is minimized.



Finding a Wise Group of Experts in Social Networks 385

Theorem 1. The Group Formation problem is NP-complete.

Proof. We prove the proposition by giving a simple reduction to the MULTIPLE
CHOICE COVER(MCC) problem. It is well known that the MCC problem is NP-Hard
as shown in [2].In the decision version of the MCC problem, we are given a universe
V = {1, ...,N} of N elements, a N × N real matrix D with non-negative entries, and a
S = {S1, ..., Sk} such that each Si ⊆ V.Given a constant K,we are asked whether there ex-
ists V′ ⊆ V such that for every i ∈ {1, ..., k},|V′∩Si| > 0 and max(u,v)∈V′×V′D(u, v) < K.

We transform an instance of the MCC problem to an instance of the Group Formation
problem as follows: for every set Si in the MCC problem we create a skill ai. The task
T to be performed requires all the k skills. That is, T = {a1, ..., ak}. For every element
v ∈ V of the MCC instance, we create an expert iv with expertise Xv = {ai|v ∈ Si}. Two
experts iv and i′v are connected in the graph G with the social influence SI(iv, i′v).

Given this mapping it is easy to show that there exists a solution to the MCC problem
with the cost at most K if and only if there exists a solution to the Group Formation
problem with social influence at most K. The problem is trivially in NP.

According to the above Theorem, we can conclude that Diverse Expert Group Forma-
tion problem is NP-complete.

2.3 Discussion

In the definition of the Expert Group Formation problem and its specializations, we fo-
cused on minimizing the social influence among group members in order to maximize
the diversity of the expert group. Other notions of the “effectiveness” of a group can
lead to different optimization functions. Authors in[8] focus on minimizing the com-
munication cost among group members, and the traditional Team Formation problem
aims to find χ′ ⊆ χ, such that C(χ′,T) = T and |χ′| are minimized. The traditional
problem definition ignores the existence of the underlying graph G(χ,E), and is actu-
ally an instance of the classic Set Cover problem, which can be solved by the standard
GreedyCover algorithm. Details are presented in our experimental section. Although
we do not study the traditional version of the problem in this paper, we note that a
solution with minimum social influence implicitly requires a small group, since larger
groups typically result in higher social influence.

3 Computation of Social Influence

3.1 Social Influence

When people are connected by a network, it becomes possible for them to influence
each other’s behavior and decisions. Their initial circle of influence is the group of
individuals that they most interact with. Because the network is a highly connected
graph[10,12], this circle of influence grows and may shape and change the thoughts of
others in the group. This circle of influence also grows throughout the community. We
introduce the notion of Social Influence Pv(s) to represent the social influence and the
commitment value that node v receives from node s.

Consider a social network (as shown in Figure 3)where nodes represent experts and
links represent the social ties among them. Since the network captures real-world be-
havior ,colleagues and friends in real life are likely to be linked either directly or within
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two hops. Since nodes that are closer to i than others are likely to have have greater
social influence on i than nodes further away, a baseline approach would be to design a
function to compute the social influence that node v receives from node s, with the so-
cial distance between v and s as the parameter. However, this approach is naive since it
makes the assumption that all nodes within the same social distance from a target node
will have the same social influence on the target node. In some cases this assumption
is not true, as two nodes with the same social distance from the third node may not
necessarily be impacted by the third node in the same way. For example,as shown in
Figure 3 we can see that nodes a and b are at the same distance from node c. However,
a is well-connected with other nodes in the same community, which results in that there
are more information diffusion paths from node c to node a . One can justly argue that
c should have different social influences on node a and node b, and this needs to be
captured by our model. Besides, according to the widespread social and psychological
phenomenon-Obedience to Authority, an expert with higher authority and status should
have more social influences on others. Hence, to compute social influence in a social
network, we need to concentrate on not only social distance but also local connectivity
and Authority of effect information.

Fig. 2. Example for Node Social Influence

The above discussion leads to the following desiderata for computing social
influence.

1. Inverse Social Distance weighting: The social influence that a node receives from
the source node should be inversely proportional to its social distance from the
source. The intuition behind this is that a node is likely to be affected more by
behaviors occurring near itself than those occurring some distance away.

2. Local Connectivity:Nodes that are well-connected,i.e having links to many other
nodes within the same community, should receive more social influence from the
source node.

3. Effect of Authority: An expert node with higher authority and status should have
more social influences on others because an expert with high status and prestigious,
can easily lead to others and influence others opinion. Moreover, how much social
influence node v receives from node s not only depends on the authority of node s,
but also depends on the authority of node v. If s is less authoritive than v, then the
social influence from s yo v should be damped and v does not care much bout the
view of s.
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3.2 Approach for Computation

Precisely describing the social influences between reviewers is a tough task. One ob-
servation is that the social influence should decrease with the increasing social distance
between experts in the social graph. Another observation is that the social influence
should increase with the increasing local connectivity. In this part, we first propose lo-
cal betweenness to measure local connectivity, and then use an exponential decaying
function to simulate the propagation of social influence in the social network. Finally,
we adopt sigmoid function to compute the effect of authority on the propagation of
social influence. It is should be noted that other machine learning based information
diffusion [13] satisfying the above two criterias, and even Random Walk Model, can
be also used to compute social influence. Due to space limitation, we do not present or
discuss other models.

Local Betweenness: The betweenness centrality measure, which was first introduced
by Freeman[11], is a global topological measure and computes, for each node in the
graph , the quantity of shortest paths that pass through it. This quantity is an indicator
of who the most influential people in the network are, the ones who control the flow
of information between most others. The vertices with highest betweenness also result
in the largest increase in typical distance between others when they are removed[11].
In our case, we are interested in the reachability of nodes in the social network from a
given source node and we define it as Local Betweenness Centrality for a source node.
The Local Betweenness Centrality for a given node x with respect to a source node s
given a social network N = (V,E) can be calculated as:

B(x, s) =
SPx

|V| − 1
(3)

where SPx is the number of shortest paths passing through node x from source node s to
other nodes in the social network. Intuitively,the nodes with high local betweenness in
terms of paths from the source to other nodes should have great social influence on the
source node. Authors in[11] propose two algorithms to compute betweenness centrality
and their methods can be directly applied to compute Local Betweenness Centrality.

In order to satisfy the above desiderata, we propose the following formula to compute
Social Influence Pv(s) that node v receives from node s.

Pv(s) =
1

1 + e−(I(s)−I(v))
∗ lg B(s, v) ∗ exp(−|s − v|)(v � s) (4)

where I(s) denotes the importance and authority of expert s, |s − v| denotes the social
distance between s and v in the social graph, and B(v, s) is Local Betweenness of node
v with respect to a source node s. This formula shows how to compute the social influ-
ence that v receives from node s, and it can be observed that the social influence Pv(s)
decrease with the increasing social distance and increase with the increasing local be-
tweenness. The sigmoid function with I(s)− I(v) as parameter can perfectly capture the
Effect of Authority. For simplicity, we define Pv(s) = 0 if v = s.
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4 Algorithms

As proved, finding a exact optimal solution for Expert Group Formation is NP-hard, so
we propose two appropriate approximate algorithms, RarestFirst and Simplified Rar-
eFirst(SRareFirst) in this section.

4.1 RarestFirst Algorithm

Algorithm 1 show the pseudocode of the RarestFirst algorithm for finding a group of
diverse experts for a particular task T. As the cost of computation of social influence is
expensive, we choose to pre-compute the social influence between any two experts of-
fline, and store the results in a social influence matrix M where Mij denotes SI(i, j), the
social influence between i and j. Physically, we use hash tables for storing the attributes
of every expert (e.g. his social influence to other experts), and a different set of hash
tables for storing the experts that has a specific attribute (e.g. a skill or expertise). After
computation of social influence, we first identity a set of experts Sai for each skill ai

required by task T (line 4-6). Then, the algorithm sorts all expert’s sets Sa1 , ..., Sak incre-
mentally order by the cardinality |Sai |, the number of experts with skill ai (line 8-9). One
observation is that an expert with one particular special skill or expertise required by
the task should enjoy priority to be selected as the member of the expert group if only
few experts have that particular skill. In the extreme situation where only one expert
has one particular skill required by the task, that expert must be included in the expert
group so as to perform the task. Following the observation, we start by picking one ex-
pert from Sa1 (line 12), and then iteratively select the next expert until all skills required
by T are covered. Thus, at each step the best expert j is the one that works together
with {1, ..., j − 1} to make the social influence SI minimized (line 13-16). Among |Sa1 |
already found expert groups, we choose the expert group χ′ which leads to the smallest
social influence SI(χ′) (line 17-19).

As one may expect, the solutions provided by our greedy algorithm RarestFirst do
not have any provable quality guarantee. Thus, in Section 5 we study the greedy al-
gorithm experimentally, and our experimental results show that in practice the Rarest-
First algorithm give good solutions. From the algorithm, we can know why we set
Pri(i) = 0. By defining Pri(i) = 0, experts with more skills enjoy priority to be picked
as the members of the expected expert group. Meanwhile, prior choosing experts with
more skills implicitly reduce the cardinality of the expert group, which potentially re-
duce social influence among group members. The online time required for the execution
of the RarestFirst algorithm is O(|Sa1 | × |T| × n). A worst-case analysis suggests that
|Sa1 | = O(n) and |T| = O(n). Thus, the worst-case running time of the RarestFirst is
O(n3). However, in practice, the running time of the algorithm is much less that this
worst-case analysis suggests. It should be noted that this algorithm can get the optimal
solution when |T| = 2.

4.2 Simplified RarestFirst Algorithm

Since the online time cost for the execution of the RarestFirst algorithm is expensive
at worst case, we propose one Simplified RareFirst algorithm to reduce the required
run-time at the worst case (see details in Algorithm 2). Being different from the above
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Algorithm 1. The RarestFirst algorithm for finding a group of diverse experts
Input:

A Social GRAPH, G(χ,E,W);
The task to be performed, T;
Experts’ skill vectors {X1, ...,Xn}

Output:
A credential group of experts χ′ ∈ χ ;

1: Initialize χ′ to be an empty set.
2: Initialize SI(χ′)←∞
3: Compute social influence matrix M offline.
4: for every expertise ai ∈ T do
5: Sai = {i|ai ∈ Xi}
6: end for
7: //Assume that k skills are required by T
8: Set S = {Sa1 , ...,Sak }
9: Sort S incrementally order by |Sai |

10: for every expert i ∈ Sa1 do
11: Initialize χ′′ to be an empty set.
12: add i into χ′′.
13: for every Saj ∈ S and Saj � Sa1 do
14: j← arg j′∈Saj

min SI(χ′′ ∪ { j′})
15: χ′′ = χ′′ ∪ { j}
16: end for
17: if SI(χ′) > SI(χ′′) then
18: χ′ = χ′′

19: end if
20: end for
21: return χ′;

RareFirst algorithm, we take one heuristic rule to select the first expert in the simplified
version of RareFirst Algorithm : the one with the most skills required by the task will be
selected as the seed expert for the expert group formation (line 10-11). Then iteratively
select the next expert until all skills required by T are covered. Thus, at each step the
best expert j is the one that works together with {1, ..., j− 1} to make the social influence
SI minimized (line 12-14).

The run time required for the execution of the Simplified RarestFirst algorithm is
O(|T|×n). A worst-case analysis suggests that |T| = O(n). Thus, the worst-case running
time of the Simplified RarestFirst is O(n2). However, in practice, the running time of
the algorithm is much less that this worst-case analysis suggests.

5 Experiments

In this section, we evaluate the proposed algorithms for the Diverse Group Formation
problem using the scientific-collaboration graph extracted from the DBLP dataset. We
show that our algorithm for the Diverse Expert Group Formation problem give high-
quality results in terms of the social influence of team, the cardinality of the team, and
the minimum social distance of the team.
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Algorithm 2. The Simplified RarestFirst algorithm for finding a group of diverse
experts
Input:

A Social GRAPH, G(χ,E,W);
The task to be performed, T;
Experts’ skill vectors {X1, ...,Xn}

Output:
A credential group of experts χ′ ∈ χ ;

1: Initialize χ′ to be an empty set.
2: Initialize SI(χ′)←∞
3: Compute social influence matrix M offline.
4: for every expertise ai ∈ T do
5: Sai = {i|ai ∈ Xi}
6: end for
7: //Assume that k skills are required by T
8: Set S = {Sa1 , ...,Sak }
9: Sort S incrementally order by |Sai |

10: j = argi′∈Sa1
max C(i′,T)

11: add j into χ′

12: for every Saj ∈ S and Saj � Sa1 do
13: j← arg j′∈Saj

min SI(χ′ ∪ { j′})
14: χ′ = χ′ ∪ { j}
15: end for
16: return χ′;

5.1 Other Algorithms

Greedy-SIR algorithm: In this subsection, we extend the classic GreedyCover algo-
rithm and propose Greedy Social Influence Rate algorithm. The intuition behind this
algorithm is that smaller groups typically result in smaller social influence. The ratio-
nale of the algorithm is to form a solution iteratively. At round t, group χt is formed by
adding to the group χt−1 a node i ∈ χ \ χt−1. The node i is selected so that it maximizes
the ratio

i = argi′∈χ\χt−1
max

|C(χt−1 ∪ i′,T) − C(χt−1,T)|
SI(χt−1 ∪ i′) − SI(χt−1) + β

(5)

That is, the node i that achieves the best ratio of newly covered skills in T divided by
the corresponding social influence is picked. The run time required for the execution of
the GreedySIR algorithm is O(|T| × n). A worst-case analysis suggests that |T| = O(n).
Thus, the worst-case running time of the GreedySIR is O(n2). However, in practice, the
running time of the algorithm is much less that this worst-case analysis suggests.

5.2 Data Preparation

In our problem setting, we need both the social network and experts’ skill sets. Since
no benchmark is available for performance evaluation, we use a snapshot of the DBLP
data to create a benchmark dataset for our experiments. There are 707, 987 researcher
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(a) (b) (c)

Fig. 3. (a)Nodes degree distribution; (b)Distribution of the size of the connected components;
(c)Distribution of H-index of CS researchers in DBLP

nodes in the original co-author network. After removing isolated nodes, i.e., nodes that
were not connected to other nodes, there are 664, 949 researcher nodes and 2, 201, 372
edges in the co-author network. In Figure 3 we report some statics about the network we
generated. The co-author network is quite disconnected; it contains 32, 930 connected
components, one of which has 565, 301 nodes (see the bottom-right corner of Figure
3(b)), while all the others have less than 50 nodes.

Then, we select 180 researchers from the co-author network as experts instead of
taking all researchers as prospective experts, and the remaining researchers act as media
nodes to spread social influence. All these 180 experts are from the largest component,
and they are a subset of the reviewer candidate set created by authors in[7]. They have
published at least 3 papers in conferences such as WWW, SIGIR and CIKM in order to
consider only IR researches for evaluating purposes. For modeling experts’ skills, they
create a profile for each expert by concatenation of all papers written by the specific
expert. If a paper has more than one author, they replicate that paper, one for each
author. After that, they invite an information retrieval expert to identify 25 major topics
based on the topic areas in the Call for Papers of ACM WWW, SIGIR, CIKM in most
recent five years and session titles in the recent conferences. The expert then reads the
experts’ profiles, and assign relevant skills/topics to each expert. For example, Aristides
Gionis is one of our experts, and his research topics are identified and labeled as a
expertise set {T2, T9, T10} where T2, T9 and T10 represent “Clustering”, “Web IR”
and “Web Structures” respectively. As shown in Figure 5(a) most experts cover 3-5
topics/skills. To model the authority and reputation of an expert, we obtain h-indexes
for CS researchers in DBLP with access to the Thomson ISI Web of Science. In Figure
3(c) we present the distribution of h-numbers for all Computer Science researchers in
DBLP. The average h-index of our expert set is 16.29.

5.3 Performance Evaluation

This section evaluates the Expert Group Formation algorithms on the social influence
of the team, the cardinality of the team, the minimum social influence of the team.

Task Generation: Every generated task is characterized by one parameter: t- the num-
ber of required skills in the task. We use T(t) to refer to a task generated for a spe-
cific configuration of the parameter t. Specifically, a task T(t) is generated as follows:
we randomly pick t required skills from the 25 major topics identified by the invited
expert. For the results we report in this section we use t ∈ {3, 4, ..., 20}. For every t
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(a) (b)

Fig. 4. (a)Average social influence of the teams produced by each Expert Group Formation al-
gorithms for tasks T(t) with t ∈ {3, 4, ..., 20} ; (b)Average cardinality of the teams reported by
RareFirst, SRareFirst, GreedySIR, GreedyCover

(a) (b)

Fig. 5. (a)Distribution of the number of topics covered by each expert;(b)Average minimum social
distance of teams produced by each Expert Group Formation algorithm

configuration we generate 100 random tasks for this configuration and report the aver-
age results obtained by the different methods.

Social Influence: Figure 4(a) shows the average social influence of the solutions
achieved by RareFirst, Simplified RareFirst(SRareFirst) and Greedy SIR on tasks T(t)
with t ∈ {3, 4, ..., 20}. It can be observed that , in terms of the social influence, both Rar-
eFirst and SRareFirst significantly outperforms GreedySIR; RareFirst performs better
than SRareFirst. Another observation is that the social influence among team members
increases with the increasing number of required skills by the task, which is consistent
with our intuition and common sense. Specifically, the social influence of the teams
produced by RareFirst and SRareFirst displays linear growth with the number of re-
quired skills while GreedySIR tends to exponential growth. The conclusion is that our
proposed algorithms can form expert groups that are able to accomplish a given task
with low social influence.

Cardinality of the team: Since the size of the team often has a positive correlation
with the expense of a project, we evaluate the cardinality of the teams formed by every
Expert Group Formation algorithm. The results in Figure 4(b) show that the GreedySIR
slightly outperforms RareFirst and SRareFirst in terms of cardinality of the team when
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the number of required skills is relatively small. For comparison, we also include the
cardinality of the team reported by the GreedyCover algorithm. Recall that Greedy-
Cover ignores the existence of the social graph and only reports a set of individuals
who can perform the task by simply looking at their skillsets. Therefore, the cardinality
of this solution is lower bound on the cardinality of the solutions produced by all the
three aforementioned algorithms. However, since GreedyCover ignores the graph struc-
ture, it often forms such teams that there exist close social or professional ties among
team members, which is most likely to results in that the teams can not make a wise and
credential decision due to potential high social influence. The following experiment
illustrates the validity of this claim.

Minimum Social Distance of the team: Although we take the Social Influence as the
primary measure to evaluate the effectiveness of our proposed algorithms, we still report
the minimum social distance among team members due to that distance is more intuitive
and easy to understand. As shown in Figure 5(b), RareFirst, SRareFirst and GreedySIR
significantly outperforms GreedyCover in terms of minimum social distance. The mini-
mum distance among team members, produced by GreedyCover algorithm, is less than
2 hops in most cases. It is obvious that there are close social or professional ties among
the team members in these cases.

6 Related Works

There is a considerable amount of literature on Team Formation in the operation research
community[3,6,14]. A trend in this line of work is to formulate the Team Formation prob-
lem as an integer linear program(ILP), and then focus on finding an optimal match be-
tween people and the demanded functional requirements. The problem is often solved us-
ing techniques such as simulated annealing[3], branch-and-cut or genetic algorithms[14].
Interested readers may identify the connection between this formulation and the assign-
ment problem. The main difference between the studies above and our work is that we
explicitly take into account the social graph structure of the individuals when deciding
the right group. In most of the previous work, the professional or social bonds among
individuals are ignored and the focus is limited on their skills. Moreover, the problem
formulation we provide, and the algorithms we propose in this paper, are fundamentally
different from those proposed in the operation community literature.

The network structure between individuals in a workforce pool has been studied
by authors in [9]. The authors provide an experimental study of how different graph
structures among the individuals affect he performance of a team. Although related, the
work presented in[9] does not address the computational problem of finding a group of
experts in a given network. Authors in[8] study the problem of Team Formation, which
aims to find a team of experts with lowest communication cost in social networks to
complete a given task. Their problem formulation is completely different from ours.

7 Conclusions and Future Work

In this paper, we have addressed the problem of forming a team of skilled individuals to
perform a given task, while minimizing the social influence among the members of the
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team. We explored a formulation for the social influence among a team, which we believe
are practical and intuitive. We proved that the Diverse Expert Group Formation problem
is NP-hard and proposed two appropriate approximation algorithms. In a thorough exper-
imental evaluation, we evaluated the performance of our algorithms, and compared them
with reasonable baseline approaches. The experimental results show that our proposed
algorithms work well in practice and gives useful and intuitive results.

In our setting, we assume that experts either have a skill or not; we do not allow for
a scaling of the experts’ abilities. Similar for the tasks; we assume that a task requires
a certain set of skills, without considering the special importance that different skills
might have for the completion of the task. However, In real world, the case is more
complex. One interesting future research direction is to study the graded variant of
Expert Group Formation.
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Abstract. Relevance feedback algorithm is proposed to be an effective way to 
improve the precision of information retrieval. However, most researches about 
relevance feedback are based on vector space model, which can’t be used in 
other more complicated and powerful models, such as language model and 
logic model. Meanwhile, other researches are conceptually restricted to the 
view of a query as a set of terms, and so cannot be naturally applied to more 
general case when the query is considered as a sequence of terms and the 
frequency information of a query tern is considered. In this paper, we mainly 
focuses on relevant feedback Algorithm based on language model. We use a 
mixture model to describe the process of generating document and use EM to 
solve model’s parameters. Our research also employs semi-supervised learning 
to calculate collection model and proposes an effective way to obtain feedback 
from irrelevant documents to improve our algorithm. 

Keywords: Relevance Feedback, Language model, Semi-supervised Learning, 
Irrelevant Document. 

1 Introduction 

Relevance feedback[9] is an interactive technique allowing users to evaluate whether 
a subset of documents, which usually are just returned by IR system, are relevant or 
not. Then the evaluation results are used to retrieve new documents. Relevance 
feedback is considered to be an effective way to improve performance of IR systems 
and has attracted much attention for a long time. 

Unfortunately, most researches on relevance feedback were based on early 
introduced search models, such as vector space model and probabilistic model. Few 
work focused on implementing relevance feedback on relatively newly introduced 
models, for example, language model. 

The language model was first introduced by Ponte and Croft. It leverages statistical 
methods and outperforms other search models in text retrieval area , making it an 
attractive text retrieval methodology. Although language modeling approach performs 
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well in text retrieval task, its performance on feedback is not fully explored. In most 
existing work, relevance feedback was implemented in the same way as vector space 
model by simply adding extra terms to query. This method still views query as a set of 
keyword rather than a statistical model, which is more compatible with language 
modeling approach. In the work of Zhai and J. Lafferty, a model based approach to 
feedback was proposed. But it only incorporated labeled relevant documents and 
ignored other valuable feedbacks. 

In this paper, we propose a language model based relevance feedback method on 
KL-divergence framework. Our method gets feedback from labeled relevant 
documents, labeled irrelevant documents and unlabeled documents. Thus, we 
conclude our contribution as following: 

1. We propose an detailed method to implement relevance feedback on language 
model. 

2. Using semi-supervised learning, our method incorporates unlabeled data to 
estimate model parameters. 

3. We explore how to incorporate labeled irrelevant documents and propose an 
effective solution. 

In this paper, relevance feedback is executed in the following flow: 

1. Given a document collection and an original query, our IR system first implements 
KL-divergence without feedback and returns the most relevant document 
according to the query. 

2. IR system gets feedback that whether last returned document is relevant 
3. Incorporating feedbacks, IR system implements our method and returns the most 

relevant document which has not been returned. 
4. Go to step 2 until all the documents is returned. 

This flow is the same as the flow of Relevance Feedback track of INEX 2010, which 
simulates use case of an internet search engine. A user inputs his query and the search 
engine returns a list of results. The user scans results in descending order so he first views 
the most relevant result the list. The user evaluates its relevance and gives feedback to 
search engine. Then the search engine performs another search using feedback.  

This paper is organized as follows: we introduce some related work in Section 2. 
We present our detailed feedback model in Section 3. In Section 4, we discuss the 
experiment results. Finally we conclude in Section 5. 

2 Related Work 

2.1 Language Modeling Approach 

Language model[3] is first introduced by Ponte and Croft. It is often used in natural 
language processing and information retrieval. Language modeling approach builds a 
probabilistic language model  for each document. Documents are ranked based on P Q| , the probability of its model generating the query. Since the probabilistic 
language model is often smoothed, making it a fine-grained model, language 
modeling approach often outperforms other models[16].  
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In [4, 10], a probabilistic model  is built for query Q. Documents are ranked by 
the similarity of document’s language model and the query model, instead of the 
probability P Q| . This extension makes language model better associated with 
relevance feedback because we can use feedbacks to update query model, under the 
same idea with query expansion. In this approach, KL divergence is used to measure 
the similarity of two models, as showed in the following: 

 D Q||d ∑ |   (1) 

Where Q is a query and d is a document.  and   are models we estimate. 
Relative entropy is a non-negative value and the smaller D Q||d  is , the closer 

the  two models are. When two models are all the same , their relative entropy is 
zero. Note that Relative entropy is not a legal distance function because it doesn’t 
satisfy  symmetry and triangle inequality. 

2.2 Relevance Feedback Methods on Language Modeling Approach 

Several papers[3,10,12,13,14,15] have focused on improving performance of 
language modeling approach by relevance feedback methods. In [3], the authors 
expanded query under the same way with Rocchio Algorithm. Terms appearing 
frequently in relevant documents but are relatively few in the whole collection were 
added to queries as a new keyword. Unfortunately, this method is limited by still 
viewing query as a set of keyword like VSM approach. It didn’t perform all the 
potential of language model. 

[10] and [12] focused on model-based relevance feedback methods. [10] proposed 
two schemes for building the query model based on a set of labeled relevant 
documents. The two schemes were based on regularized maximum likelihood 
criterion and minimizing the average KL-divergence between the query model and the 
relevance model. In [12], Victor Lavrenko. et al introduced  a new method to 
construct a relevance model. It leveraged statistical methods to estimate 
P(t|Relevance) according to the terms’ co-occurrence in documents. Both the two 
approaches improved performance of language modeling approach in their 
experiments. However, they only incorporated positive feedbacks but ignored labeled 
irrelevant documents and unlabeled documents. 

There have been some works extending language modeling approach to obtain 
better results. Terms were usually considered independent in existing work. 
Dependence models extends language model by taking terms’ relationship into 
consideration[15]. A cluster-based term selection algorithm was proposed in [14] for 
constructing refined query language model. [13] presented a learning approach to 
balance the original query and feedback information while most methods set this 
balance parameter to a fixed value. 

3 Model Definition 

In our approach, the fundamental task is to estimate query model and each 
document’s model as most KL-divergence approach. The query model should involve 
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valuable feedback from labeled documents and global information from the whole 
collection.   

3.1 Incorporating Labeled Relevant Documents 

Intuitively, most relevant documents belong to the same topic. Thus, we assume there 
is a relevance model generates all the relevant document. To incorporate labeled 
relevant document, a generative relevance model θR  should be estimated using 
feedbacks. Then our new query model is: 

   (2) 

Where  is the original query model and  θR is the relevance model. 
Now our challenge is how to estimate relevance model θR . We assume each 

relevant document is a sample of the relevance model, then a natural way to estimate 
relevance model is to maximize the probability that relevance model generating all 
the relevant documents. The probability is: 

 P | ∏ ∏ | ,∈   (3) 

Where D  is the set of labeled relevant documents.  c w, d  denotes the number of 
term w that appears in document . 

The equation 3 is sufficient if there is only relevant information in relevant 
documents. However, relevant documents often contain trivial parts. These parts 
neither do harm to nor contribute to the relevance of document.  As a consequence, a 
more reasonable model would be a mixture model of relevance model and collection 
model. The collection model generates all the trivial part of the collection. This means 
that a term w can be generated by relevance model by probability | , or can be 
generated by collection model by probability | . We also assume a term in a 
document can only be generated by one model. So this problem can be viewed as a 
classification problem. Terms are classified into two classes: relevance and collection. 
We use I( , ) to denotes our classification result. It denotes the probability that term 
w is generated by model .  Under this assumption the log-likelihood of labeled relevant documents is: 
 

∑ ∑ , , ,∈   (4) 

 , , |
  (5) 

 , , |    (6) 

Where  denotes the probability that relevance model θRgenerates a term, and  τ  
denotes the probability that collection model θCgenerates a term. 

I( , ) and  are maybe difficult to distinguish. I( , ) is our classification result as 
a hidden variable in the model and  τ is model parameter which denotes the intrinsic 
feature of the model. And for each term I( , ) is different but for all the term  τ  is 
all the same. 

How to maximize equation 4 will be presented in the next section.  
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3.2 Incorporating Unlabeled Documents 

The basic model did not give a reasonable definition and interpretation of collection 
model . Under our definition of collection model, we should use all the trivial part 
of the collection to estimate collection model. However, it is difficult to identify 
which part is trivial in a document.  Another way to solve this problem is to use all 
the unlabeled documents instead of trivial parts. This is because most parts of an 
irrelevant document are trivial parts and most of unlabeled documents are irrelevant. 
Thus, we should maximize the probability that collection model generates unlabeled 
document: 

 P | ∏ ∏ | ,∈   (7) 

Where Du is the set of labeled relevant documents. 
Thus, the new likelihood function is  

 

∑ ∑ , , ,∈  ∑ ∑ ,∈  ,  (8) 

 , |      (9) 

The newly added part in equation 8 is the log-likelihood of unlabeled documents. In 
the calculation of this part, we believe that all of the terms are generated by the 
collection model, so this is not a classification problem and I( , ) isn’t used as a 
factor here. 

We use EM (Expectation-Maximization) Algorithm[8] to maximize likelihood 
function and solve the parameter. Now the model parameters are , , |  
and  |  and the hidden parameters are I( R, ) and I( C, ). EM is an iterative 
algorithm. Each iteration consists of two steps: In E step hidden variables are 
estimated by the current model parameters’ values; In M steps model parameters are 
re-estimated according the hidden values to maximize the likelihood function. After 
each iteration, the likelihood function is larger than the prior iteration. Meanwhile, as 
the gradual process of maximizing, EM algorithm will find a good local optimal 
solution in most cases. 

In E step, hidden variable I( , ) is: 

 , || |   (10) 

 , 1 ,   (11) 

In M step, using the value of I( R, ) and I( C, ) obtained in E step, we make the 
likelihood function maximum and estimate model parameters’ values by employing 
Lagrange constrained optimization method. Here we have three constraints: 

 0  (12) 

 

∑ | 1  (13) 

 

∑ | 1  (14) 

Considering these three constrains, we can get the optimal value of model parameters. 
The results are: 
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∑ ∑ , ,∈∑ ∑ , ,∈ ∑ ∑ , ,∈ ∑ ∑ , ,∈   (15) 

 1   (16) 

 

| ∑ , ,∈∑ ∑ , ,∈   (17) 

 

| ∑ , ,∈ ∑ , ,∈∑ ∑ , ,∈ ∑ , ,∈   (18) 

In this paper, the termination condition is: 

 

∑ ∆ | ∆ | 10   (19) 

During calculation, we encountered the same problem as [10]. If we estimate these 
four parameters at the same time,  will be very close to zero. Then our model 
degenerated to a unigram model. However, this problem didn’t have bad impact on 
the final results. But we would like to have a non-zero  to make our model more 
reasonable. So we set  and  to same constant during calculation. 

3.3 Incorporating Labeled Irrelevant Documents 

In our model, last returned document is always ranks first in all the documents which 
have not been returned. Then it is a more valuable feedback that if last returned 
document is labeled irrelevant, because last returned document is the most relevant 
document according to our estimation. That it is labeled irrelevant denotes our 
estimation can’t perform properly, so our model needs modification. 

Because last returned document is the most relevant document according to our 
estimation, so this irrelevant document must contain a number of highly relevant 
terms. In our model, the relevance of term is determined by the |  indirectly, 
so this document must have some terms whose |  are relatively high, making 
document model close to the query model. However, |  is calculated from the 
set of labeled relevant documents and of very high credibility. Therefore, we believe 
that these terms whose |  is high do no harm to the document’s relevance. It is 
some of other terms that frequently appear in this document do harm to the 
document’s relevance. And these words are of high irrelevance features so that the 
document that contains many relevant terms can be labeled irrelevant. In this paper, 
we call this kind of terms punishing terms. We extract punishing terms from 
irrelevant documents and punish the relevance of a document if it contains punishing 
terms. 

For example, when a user enters the query "Nobel Prize" to find some introduction 
of Nobel Prize, a document about Ig Nobel Prize is labeled as irrelevant. This shows 
that the user wants to query the real Nobel Prize information. However, the document 
contains large numbers “Ig Nobel Prize” and the relevance of “Nobel” and “Prize” is 
very high. Traditional Relevance Feedback algorithm like Rocchio Algorithm would 
punish these three words at the same degree. In our model, because "Nobel" and 
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"Prize" is highly relevant, we mainly punish the relevance of “Ig”, which is fully in 
line with the user's search intent. This shows the advantages of our model. 

When last returned document is labeled as irrelevant, we use the following method 
to extract the punishing terms: 

1. For each term w in the document, calculate the value of | - | . 
2. Rank terms in descending order according to the value. 
3. Select the top m term as punishing terms. 
4.  Record |  of every punishing terms. 

We extracted m from each irrelevant documents and build the punishing model  
as follows: 

 

| ∑ |∈∑ |   (20) 

Where Di is the set of labeled irrelevant documents. 
When last returned document is labeled as irrelevant, if there are still relevant 

documents that have not been returned , the feedback is sufficient to denotes that our 
model can’t recognize irrelevant features properly. When there is no relevant 
documents that have not been returned, returning a irrelevant document is inevitable. 
Extracting punishing word from that document may affect our model’s effectiveness. 
Therefore, we choose the first n irrelevant documents to extract punishing terms. 

After the punishing model has been built, we use the relative entropy to compute 
the irrelevance of a document: 

 D d||P ∑ | ||   (21) 

3.4 Rank the Documents 

In [11], Robertson proposed that documents can be sorted by the odds of their being 
observed in relevant class and irrelevant class, namely:  

 

||   (22) 

Where, R represents the document is relevant while N represents the document is not 
relevant.  

In this paper, we follow Robertson's sorting methods, using the odds of document 
relevance score and document punishing score as the sorting criteria. 

 

||QD ||P   (23) 

Where α controls the weight of punishment.  
According to previous research, experimental results are often better when 

irrelevant feedbacks have a smaller weight than relevant feedbacks. Thus, in our 
experiment, we set α = 0.5. 
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4 Experiment 

4.1 Dataset and Competitors 

We choose dataset of Relevance Feedback Track of INEX 2009 as our experiment 
dataset. This dataset was downloaded from Wikipedia at October, 2008 and labeled 
by YOGO (2008-w40-2). The size of dataset is 50.79GB. Documents in this dataset 
are all in XML format. Every document’s relevance has been manually evaluated. 
And the evaluation is accurate to sentences, so we could know which sentence is 
relevant in a relevant document. 

In our experiment, we randomly choose six topic to run our model. Following is 
each topic’s information: 

Table 1. Fig. 1. Information of  topics 

Topic ID Query Document 

Count 

Relevant 

Count 

Relevant 

Percent 

2009023 Plays of Shakespeare Macbeth 751 86 0.1145 

2009088 hatha yoga deity asana 754 13 0.0172 

2009089 world wide web history 758 71 0.0937 

2009095 Weka software 753 19 0.0252 

2009109 circus acts skills 753 155 0.1955 

2009115 virtual museums 759 61 0.0803 

Sum  4528 405 0.0894 

 
In our experiment, we compared our model to Rocchio Algorithm[6], KL-divergence 

approach. And we will analyze the impact of incorporating different set of documents. 
Rocchio Algorithm has been proven stable and excellent as a relevance feedback 

approach in many experiments. Thus comparing with Rocchio Algorithm would give 
strong evidence of the performance of our model. Our model is based on KL-
divergence, so comparing with KL-divergence will show how much the performance 
improve after acquiring feedbacks.  

4.2 Experiment Results 

In our experiment ,we treated each document as plain text by filtering all the tags in 
documents. And a document is considered relevant as long as it contains relevant 
sentences.  

Our model vs KL-divergence 
Our model is based on KL-divergence, so we run our model two times in this 
experiment. The first run  has no feedbacks and the second run has feedbacks to 
update models. The following are experiment results: 
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Table 2. Results of our model vs. KL-divergence 

 P@5 P@10 P@20 P@50 
KL-divergence 0.57 0.50 0.51 0.35 

Our Model 0.70 0.72 0.56 0.44 

 
The table 2 shows our model signicantly improves the precison of KL-

divergencem, especially at the low recall rate. The denotes our model is effective 
method for language modeling approach to incorporate feedbacks. Note that as the 
number of documents increases , the improvement of precison gets smaller.  

VSM vs. KL-divergence 
Before comparing our model and Rocchio Algorithm, we first run VSM approach and 
KL-divergence to obtain their performance. This is because our model and Rocchio 
Algorithm are based on different models. Our model is based on KL-divergence 
approach while Rocchio Algorithm is based on VSM approach. If there is a big 
difference between the effect of VSM approach and KL-divergence, our model and 
Rocchio Algorithm are not comparable. Comparison results are as follows: 

Table 3. Results of VSM vs. KL-divergence 

 P@5 P@10 P@20 P@50 
VSM 0.51 0.52 0.39 0.33 

KL-divergence 0.57 0.50 0.51 0.35 

 
As can be seen from the table, KL-divergence is slightly better than VSM 

approach. This is because KL-divergence approach is based on statistical methods and 
relaxes restrictions of relevant documents on the query model, making it more 
suitable to apply to general case. 

Our model vs. Rocchio Algorithm 
In our experiments, we implemented Rocchio Algorithm as the following equation[7]: 

 

∑ ∈ ∑ ∈   (24) 

Our Rocchio Algorithm got feedbacks from both labeled relevant document and 
labeled irrelevant document.. According to previous experiment, we set a = 1, b = 
0.75 and c = 0.5, Table 3 shows the experiment results.  

Table 4. Results of our model vs. Rocchio 

 P@5 P@10 P@20 P@50 
Our Model 0.70 0.72 0.56 0.44 

Rocchio 0.59 0.60 0.59 0.58 
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Table  4 shows that before 20 feedback documents our model is signicantly better 
than Rochhio algorithm. At 5 feedback documents, our model improves KL-divergece 
by  23% while Rocchio algorithm improves VSM appoach by  15%. And at this 
point, KL-divergence is better than VSM approach by 12%. We know that the better 
the results of a rmodel are, the more diffcult to improve it . At 10 feedback 
documents, our model improves KL-divergece by  44% while Rocchio algorithm 
improves VSM appoach by  15%. 

However, at 50 feedback documents, our model isn’t better than Rocchio 
Algorithm any longer. The reason for the decline is likely to be that our model gets a 
poor local optimal solution during the process of maximizing the expectation. This is 
because Rocchio algorithm uses the vector to update the query vector, that is, each of 
the relevant documents has the same weight to  change query vector. Our model uses 
EM method iteratively update query model. After getting a large number of feedback 
documents, newly returned document is chosen according to similarity with query 
model, thus its document model changes query model little then, so it is easy to fall 
into local optimal solution. 

5 Conclusion and Future Work 

In this paper, we propose a relevance feedback model based on language modeling 
approach. Our model fully utilizes feedbacks including labeled relevant documents, 
labeled irrelevant documents and unlabeled documents to estimate a new query 
model. We employ EM Algorithm to solve model parameters, semi-supervised 
learning method for modeling the document collection and build punishing model to 
get valuable information from labeled irrelevant feedback documents.  

Experiments show our model improves the precision of language modeling 
approach. Especially at the lower recall rate, the improvement is significant. 
However, at higher recall rate our improvement drops and finally the precision is 
lower than Rocchio Algorithm. But our model is still an effective approach for KL-
divergence to incorporate feedbacks. Because users tend to access only the first few 
pages of search results when using internet search engine. The recall of first few 
pages is very low.  
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Abstract. XML documents possess inherent semi-structured property,
consisting of structural and content features. Most existing methods for
XML documents clustering consider only one aspect of them. In this pa-
per, we propose a fuzzy XML documents projected clustering algorithm,
which can be used to cluster XML documents efficiently by combining
the structural and content features. Another contribution is the adoption
of some fuzzy techniques in a way that each frequent induced substruc-
ture has a fuzzy parameter associated with each cluster. Experimental
results on both synthetic and real datasets show its effectiveness, espe-
cially when applying to large schemaless XML document collections.

1 Introduction

Due to the inherent semi-structured nature, XML (eXtensible Markup Lan-
guage) has emerged as a standard for information representation and exchange
on the Web. Recently, the wide use of the web has speeded up the research
on management and analysis of XML data. Therefore, further to storing and
querying of XML documents, mining of XML documents has become a new
trend. XML clustering is a task of grouping similar XML data across heteroge-
neous ones without prior knowledge [1]. The clustering of XML documents is
useful in information retrieval, database indexing, data integration and docu-
ment engineering [2].

Compared with text mining, XML document clustering is a challenging task
because it involves content as well as structure information. There are some
methods for XML documents use either the structural features [3, 4] or the con-
tent features [5] for clustering similar documents. Some literatures have proved
that the performance of grouping XML documents only by their content features
couldn’t satisfy actual application. Sometimes, most of documents are produced
by only a few schemas. On this and like occasions, grouping XML documents
based only on their structural features most probably leads to incorrect results.
A simple example in Figure 1 will serve to illustrate this point. Obviously, the
XML documents in Figure 1. can be divided into three categories depending
on the structural and content features: (a) (c), (b) (d) and (e) (f). However,
the content-only methods will group (b) and (c) together incorrectly, since no
attention is paid to the structure. It can be noted that though (a) (c) and (b)
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<Book>
  <Title>Data mining approaches</Title> 
  <Author>Krzysztof J.Cios</Author>
  <Author>Witold Pedrycz</Author>
  <Publisher>Springer</Publisher>
</Book>

<Book>
  <Title>Principles of Data Mining</Title> 
  <Author>Max Bramer</Author>
  <Publisher>Springer</Publisher>
  <ISBN>0387333339</ISBN>
</Book>

<Book>
  <Title>Principles of Ploymer Chemistry</Title> 
  <Author>Paul J.Flory</Author>
  <Publisher>Cornell Univ Pr</Publisher>
  <Year>1953</Year>
</Book>

<Book>
  <Title>Contemporary Ploymer Chemistry</Title> 
  <Author>Harry Allcock</Author>
  <Author>Fred Lampe</Author>
  <Author>James Mark</Author>
  <Publisher>Prentice Hall</Publisher>
  <Year>2003</Year>
</Book>

<Forum>
  <Topic>Advanced Data Mining and Applications</Topic> 
  <Speaker>Jianyong Wang</Speaker>
  <Sponsor>Tsinghua University</Sponsor>
</Forum>

<Forum>
  <Topic>Recent Advances in Data Mining</Topic> 
  <Speaker>Max Bramer</Speaker>
  <Sponsor>Springer</Sponsor>
</Forum>

(a) (b)

 (c) (d)

(e)  (f)

Fig. 1. The fragments of six XML documents

(f) share a similar structure, they are different in content, which is neglected by
the structure-only methods.

To correctly identify similarity among documents, the clustering process should
use both their structure and their content information. Approaches on clustering
both the structure and the content features of the XML documents are limited [5].

The proposed fuzzy XML documents projected clustering algorithm (FXProj)
not only aims to combine the structure and content of XML documents effi-
ciently, but also to take advantage of some fuzzy clustering technology that helps
to avoid the difficulty of choosing appropriate frequent induced substructures,
resembling projected dimensions in projected subspace, for each cluster dur-
ing the iterations. In FXproj, each frequent induced substructure has a weight
associated with each cluster indicating the degree of importance to the clus-
ter. Several experiments are conducted to show the proposed algorithm has a
good performance, especially when applying to large schemaless XML document
collections.

The rest part of this work is organized as follows: Section 2 discusses the
recent related work; Section 3 gives the preliminaries about XProj algorithm
and LAC algorithm; Section 4 proposes our fuzzy XML documents projected
clustering based on structure and content; Section 5 gives experiments for our
approach on both real and synthetic data sets, and shows the achieved results.
Section 6 makes a conclusion about the whole work.
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2 Related Works

There has been a myriad of clustering algorithms for XML documents proposed
in recent years, which may be arranged under three heads.

XML Documents Clustering Based on Content Features: The existing
approaches put forward three ways to group XML documents by using content
features. (1) Embedding some special query language, e.g. XQuery, in application
programs. However, it brings a lot of complexities and enormous expenses. (2)
Mapping XML documents to relational data models. The main disadvantage is
ignoring the inherent semi-structure information of XML, which is capable of
causing infractions during mapping process. (3) Considering XML documents as
texts then clustering them by traditional text mining techniques. This method
fails to take account of semi-structure information of XML either.

XML Documents Clustering Based on Structure Features: In this area,
literatures are principally concerned with two aspects. (1) The representation of
XML documents. The layout of the document can vary and could be shown as
respectively a tree, a graph, sets of paths, time series, vectors and others. Most
of the existing models for the representation of XML documents are based on
labeled tree, as it is a natural illustration indicating a hierarchical structure of
XML documents [7]. (2) The similarity measures and clustering by structure.
The earliest work on clustering tree structured data was designed to cluster
XML schemas [1]. However, it is known that only 48% of documents contain
links to specific schemas [8]. Consequently, integrating the enormous volume
of schemaless and semantically different documents to realize a Web database
is a breath-taking task [9]. If the solution is based on the tree, the authors
have used tree edit distance to measure the similarity between the structures of
documents [7]. Joe Tekli et al provides a survey about similarity measures for
XML documents in [10].

XML Documents Clustering Based on both Content Features and
Structure Features: Despite the advantages, there are only a few solutions pro-
posed using both structural and content features, since how to combine structural
and content features effectively for scalable clustering is still a serious challenge.
The typical approaches of this kind are XCFS [2], HCX [11] and SCVM [12].

3 Preliminaries

3.1 XProj Algorithm

Since the structural aspects of the XML documents result in a high implicit
dimensionality of the data representation, XProj algorithm [1] employs a pro-
jection based structural approach. It adopts frequent substructures of the under-
lying documents to measure the similarity, which is analogous to the concept of
projected clustering in multi-dimensional data. In addition, choosing the rank of
the substructures is analogous to choosing the dimensionality of the projection
in the case of projected clustering.
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The structural similarity �(R, T ) of the set of documents R = {R1, R2, ..., Rj}
to the set of frequent structures T = {T1, T2, ..., Tk} is defined as �(R, T ) =

j∑
i=1

δ(Ri, T )

j
, where �(R, T ) is defined to be the fraction of nodes in R which

are covered by some structure in T.
XProj uses a set of frequent substructures as the representative rather than a

single representative, which strengthens its robustness. To speed up the frequent
substructure representative mining, XProj adopts a set of high quality approxi-
mate structures, that is, sequences of tree edges. The selection of representative
substructures is based on the sequential covering paradigm.

3.2 LAC Algorithm

LAC [13] defines subspace clusters as weighted clusters such that each cluster
consists of a subset of data points together with a vector of weights. That means
the concept of cluster is not based only on a data set of n points D, but also
involves a weighted distance. To be precise, LAC defines the jth (1 ≤ j ≤ k)

cluster as Cj = {x ∈ D : (
d∑

i=1

wji(xi − zji)2)
1
2 < (

d∑
i=1

wli(xi − zli)2)
1
2 , ∀l �= j},

where zji is the center and wji is the component of weight vector. The centers and

weights are chose such that the error measure, E =
k∑

j=1

d∑
i=1

wjie
Xji , is minimized

d∑
i=1

w2
ji = 1, ∀j, where Xji =

1
|Cj |
∑

x∈Cj

(xi − zji)2.

4 The FXProj Algorithm

Our FXProj clustering algorithm falls into three major phases, which is illus-
trated in Figure 2. In the first phase, XML documents are modeled as docu-
ment trees, which display the structure information of XML documents. The
second phase is content mining. FXProj extracts the content according to fre-
quent induced substructures generated in the first phase. The last phase of FX-
Proj is clustering XML documents based on both structure features and content
features.

4.1 Phase I: Structure Mining

To display the hierarchical relationships between nodes in the document, we
model a set of XML documents D = {D1, D2, ..., Dn} as a corresponding set
of ordered, labeled and rooted document trees DT = {DT1, DT2, ..., DTn}. We
do not distinguish between attributes and elements of an XML document, since
both are mapped to the label set.

DEFINITION 1: Frequent Induced Substructure
A frequent induced substructure T of an XML document tree DT, is an undi-
rected, connected, labeled, acyclic graph that satisfies the following conditions:
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Structure Mining Content Mining

Clustering

   XML Documents

Document Trees

Extract Frequent 
Induced Substructures

Content Extraction By 
Frequent  Induced 
Substructures

Preprocessing Of 
Content Features 

Fig. 2. The phases of FXProj algorithm

(1) The vertices and edges in T can be one-to-one mapped to a subset of vertices
and edges of DT, (2) and it preserves the vertex labels and ancestor-descendant
relationships among the corresponding vertices, (3) the occurrence of substruc-
ture is up to the user defined minimum support.

Since it has been proved in XProj algorithm that using sets of substructures
S as representatives rather than individual XML documents is capable of en-
hancing robustness, our FXProj still adopts this idea here. The set of frequent
induced substructures of size l are regarded as the representatives for partitions.

DEFINITION 2: Coverage of Frequent Induced Substructure
A node x in the document tree DT is said to be covered by a set of frequent
induced substructures T of size l, T = {T1, ..., Tk}, if there exists correspondence
from each node in Ti ∈ T to a node in DT.

Due to the graph isomorphism problem, determining the frequent substruc-
tures of size l as representatives is a main time-consuming operation. Instead
of exact approach, the approximate data representation could be adopted to
avoid the graph isomorphism problem. Compared to node sequence representa-
tion, edge sequence representation that obtained by preorder depth-first traversal
maintains more structural information. For this reason, XProj introduced edge
sequence representation produced by preorder depth-first traversal, which, un-
fortunately, may cause the false mapping problem [1]. Figure 3 illustrates the
false mapping problem. ES is the abbreviation for edge sequence.

To solve above mentioned false mapping problem, we develop a new edge
sequence representation by adding the number of children to the starting point
of each edge. For example, the edge sequence of T1 in Figure 2, ES(T1), is
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A A

B

C D

BBE

C DDD

E

(a) T1 (b) T2

ES(T1)=AB,BC,BD,BD,AE ES(T2)=AB,BC,BD,AB,BD,AE

False Mapping: ES(T2)but ES(T1)TT 21

Fig. 3. An example of false mapping

AB2,BC3,BD3,BD3,AE2. The first figure ”2” means node A has two children,
namely B and E. Similarly, the second figure ”3” denotes that node B has three
children C, D and D. Analogously, ES(T2) is AB3,BC2, BD2,BD1,AE3.

The property of edge sequence representation can be expressed as follows: A
tree T1 is a subtree of another tree T2 iff (1) the edge sequence representation
of T1 must be a subsequence of the edge sequence representation of T2, (2)
each number that follows each edge in T1 must be smaller than the number that
follows the corresponding edge in T2. The example in Figure 3 is a false mapping
because it breaks the second condition. In ES(T1), the numbers follow the edges
BC,BD,BD are 3,3,3 respectively, which are larger than those in ES(T2) 2,2,1.
By adding the number of children to the starting point of each edge, our new
edge sequence representation removes the false mapping problem and reduces
potential substructure relationship. Obviously, if a substructure is frequent, its
corresponding edge sequence must be frequent too.

From the above analysis, we can see that frequent induced substructures need
to cover as many nodes as possible, which is analogous to the significance of
projected space in high-dimensional projected clustering. In high-dimensional
projected clustering, several clusters may exist in different subspaces comprised
of different combinations of dimensions. Each dimension could be relevant to at
least one of the clusters, and some approaches have proved that fuzzy technique is
an answer to this difficulty. In fact, such difficulty also exists in XML documents
clustering, that is, the frequent induced substructures may exist in different
clusters. Therefore, we introduce some fuzzy technique here to solve this problem.

DEFINITION 3: Structural Distance
The structural distance δ(Ri, T ) of an XML document Ri ∈ R to a set of frequent
induced substructures T = {T1, ..., Tk} is defined to be the section of nodes in Ri
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that are uncovered by any Tj (1 ≤ j ≤ k) in T. Let us assume the representative
of the jth cluster is Tj , which contains d frequent induced substructures, Tj =
{Tj1, ..., Tjd}.
DEFINITION 4: Objective of Structure Clustering
The objective of structure clustering is defined as to minimize the following
function F.

F =

k∑
j=1

n∑
i=1

d∑
l=1

wα
jlδ(Ri, Tjl)

n

(1)

where the lth frequent induced substructure is associated with the jth cluster to
a degree of wjl. α ∈ (1,∞) is a fuzzier. The fuzzy-coefficient wjl is an item of k
× d fuzzy-coefficient matrix W, which satisfies the following conditions:

d∑
l=1

wjl = 1 1 ≤ j ≤ k

0 ≤ wjl ≤ 1 1 ≤ j ≤ k, 1 ≤ l ≤ d

The above definition illustrates that FXProj assigns fuzzy-coefficients according
to the coverage of frequent induced substructure. Frequent induced substructures
along which cluster are loosely correlated receive a small fuzzy-coefficient. On
the contrary, those frequent induced substructures which own extensive coverage
receive a large fuzzy-coefficient.

To find the fuzzy-coefficient matrix W given the estimate of T such that the
function F is minimized, we use the method of Lagrange multipliers. To do this,
we first write the Lagrangian function as

Ω(W, Λ) = F −
k∑

j=1

λj(
d∑

l=1

wjl − 1)

By taking partial derivatives, we obtain

∂Ω(W, Λ)
∂wjl

=
α

n
wα−1

jl δ(Ri, Tjl) − λj = 0 1 ≤ j ≤ k, 1 ≤ l ≤ d

∂Ω(W, Λ)
∂λj

=
d∑

l=1

wjl − 1 = 0 1 ≤ j ≤ k

which, with some simple manipulations, leads to

wjl =
δ(Ri, Tjl)α−1

k∑
j=1

δ(Ri, Tjl)α−1

1 ≤ j ≤ k, 1 ≤ l ≤ d
(2)
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4.2 Phase II: Content Mining

The first task of this phase is to eliminate the content corresponding to in-
frequent substructures such that the dimensionality of the input (or content)
data is reduced. Only those terms whose nodes are covered by frequent induced
substructures are extracted. As structure information of XML documents, the
frequent induced substructures obtained from phase I are utilized to constrain
the content of XML documents. Hence, FXProj offers a nice combination of
structure features and content features of XML documents.

Before implementing XML document clustering, the extracted terms (or con-
tent) are expected to be preprocessed. We also adopt several pre-processing
methods such as stop word removal and stemming which are most widely used
in IR technique [14]. Here we just provide a brief introduction to these prepro-
cessing methods.

Stop word Removal: High frequency words with low information content are
called stop words, such as ”the”, ”a” and ”of”. Because of weak discriminating
power, these stop words should be removed before conducting clustering.

Stemming: Word stemming is a process reducing morphological variants to the
root word. For example, the word ”moves”, ”moving” and ”moved” are replaced
by ”move”, which could reduce the number of distinctive words.

Then we adopt tf ∗idf method (term frequency ∗ inverse document frequency)
to assign the weights of terms, which is a popular method introduced by [15].
The main principle of this method is: The weight of a term t in XML document
Di(Di ∈ D) is directly proportional to the number of its occurrence in Di and
inversely proportional to its occurrence in the entire XML documents collection
D. In other words, if a term t occurs frequently in a certain XML document
Di, but it occurs rarely in other XML documents, this means the term t is such
a distinctive one that deserves a high weight. For more details of the tf ∗ idf
method, we refer to [15].

4.3 Phase III: Clustering

The quintuple (Fuzzy-coefficient, Frequent induced substructure, Term weight,
Term, Document) generated from the previous phases becomes input to a parti-
tion clustering algorithm. Term in the quintuple represents the terms extracted
corresponding to the frequent induced substructures. Since the amount of fre-
quent induced substructure is far less than that of the entire collection, the
efficiency of our clustering algorithm is enhanced. Fuzzy-coefficient in the quin-
tuple relaxes the restriction that the association between a frequent induced
substructure and a cluster is either 0 or 1. The quintuple that consists of the
structure features and the content features of XML documents is used in this
phase to compute the similarity between the XML documents for the clustering.
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Algorithm: FXProj Algorithm (High level definition)
Input: Document Tree Set: DT, Minimum support min sup, Constraint Length:
l, The Number of Clusters: K;
Output: Clusters: {C1, C2, ..., CK}
Step 1: Initialize representative sets S: {S1, S2, ..., SK} and Fuzzy coefficient W;
Step 2: Scan DT and assign each document tree to Si (1 ≤ i ≤ K).
Step 3: Find all l-length frequent induced substructures for the given min sup
using coverage based similarity criterion;
Step 4: Assign fuzzy coefficient for frequent induced substructure according to
Equation (2);
Step 5: Extract the content information Term according to l-length frequent
induced substructure;
Step 6: Compute weights of terms using tf-idf method;
Step 7: Apply K-means clustering to quintuple (Fuzzy-coefficient, Frequent in-
duced substructure, Term weight, Term, Document) to generate the K number
of clusters.

5 Experiments

In this section, we illustrate the general behavior of the proposed FXProj al-
gorithm. We evaluate our algorithm by using a PC with 2.2 GHz Pentium(R)
Dual-Core CPU and 2G of memory, running Win7, and programmed by Java.

5.1 Data Description and Evaluation Measures

We conducted experiments on both real and synthetic data sets to compare our
algorithm with other algorithms.

Real Data Sets: The ACM SIGMOD is a small dataset that contains 140 XML
documents corresponding to 2 DTDs. When only structure similarity is taken
into account, ACM SIGMOD dataset will be divided into two groups. However,
considering both the structure and the content similarity, the dataset ought to
have five categories using expert knowledge [6]. The second real data set is the
INEX 2007 Wikipedia XML Corpus, which is a subset of Wikipedia. Unlike
the ACM SIGMOD dataset, the INEX 2007 dataset is composed of more than
600,000 XML documents without any schemas. The dataset is supposed to be
divided into 21 groups considering both structure features and content features.

Synthetic Data Sets: We used the XML generator that introduced in [16] to
generate three synthetic datasets. To be fair, each DTD was used to generate
100 documents. More detail information about these synthetic datasets is shown
in Table 1.

It can be noted that SYN1 dataset on the above table was used to evaluate
clustering performance only by the structure features, namely the number of
DTDs. On the contrary, SYN2 and SYN3 datasets were generated to assess
clustering performance by both the structure features and the content features.
Therefore, cluster and DTD are not equal in number.
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Table 1. Summary of the Synthetic Datasets

Dataset Size Cluster DTD
SYN1 300 3 3
SYN2 300 7 3
SYN3 1,000 20 10

We measured the performance of different algorithms using well-known metric
F1 measure, which is defined as follows.

F1 =
2 × Recall × Precision

Recall + Precision

where recall is ratio between the number of correct positive predictions and the
number of positive examples; precision is ratio between the number of correct
positive predictions and the number of positive predictions.

5.2 The Accuracy of FXProj Algorithm

To evaluate the clustering performance, we compared FXProj algorithm against
three other XML clustering algorithms. The first approach only considers the
structure features by using SOM (Self-Organizing Map), which is denoted as
the Structure Approach (SA). The second one is a traditional content-based
clustering method VSM, which uses vector space model and tf-idf weight. In
addition, we compared our algorithm with XProj, which is also a structure-only
approach. We compared the F1 of the four algorithms on both real and simulated
data sets.

In fairness to all algorithms, each algorithm was supposed to run 20 times
on each data set. The fuzzy parameter α in FXProj algorithm was set to be
1.8. The experiments were conducted with min sup at 0.2 and frequent induced
substructure length at 4. Table 2 and Table 3 illustrate the comparison results
on real datasets and synthetic datasets respectively.

Table 2 and Table 3 obviously indicate that XProj algorithm is effective to
distinguish the structural variations in documents, unfortunately, which may be
limited if the XML documents exist significant differences on both structure
and content. Similar to XProj, the performance of the SA algorithm is barely
satisfactory in the situations where clustering only by structure features, such
as ACM SIGMOD(2) and SYN1 datasets. The VSM algorithm that ignores the
inherent structure information of XML documents is far inferior to other algo-
rithms. Our proposed algorithm FXProj utilizing both structural and content
features can be used to improve the performance of XML document clustering.

5.3 The Scalability of FXProj Algorithm

The next series of tests addresses FXProj’s scalability with increasing numbers
of documents and decreasing threshold of min sup. When measuring FXProj’s
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Table 2. The Accuracy Comparison on the Real Datasets

DataSet Method F1

ACM SIGMOD(2)
FXProj 1
XProj 1

SA 0.97

ACM SIGMOD(5)

FXProj 0.91
XProj 0.8
VSM 0.47
SA 0.62

INEX 2007

FXProj 0.81
XProj 0.68
VSM 0.29
SA 0.51

Table 3. The Accuracy Comparison on the Synthetic Datasets

Data Set Method F1

SYN1

FXProj 1
XProj 1
VSM 0.75
SA 0.98

SYN2

FXProj 0.93
XProj 0.82
VSM 0.6
SA 0.75

SYN3

FXProj 0.89
XProj 0.73
VSM 0.49
SA 0.69

scalability with increasing number of documents, we fixed the min sup at 0.2.
When measuring FXProj’s scalability for decreasing threshold of min sup, we
fixed the number of XML documents. Figure 4 and Figure 5 indicate the scalabil-
ity of FXProj Algorithm with increasing numbers of documents and decreasing
threshold of min sup respectively.

Figure 4 shows that the VSM algorithm and the other two algorithms are not
of the same order of magnitude. Once the min sup is lower than 0.3, VSM algo-
rithm is incapable of clustering efficiently. Due to reducing a mass of redundant
content information, FXProj algorithm requires little effort in Phase II, which
ensures that FXProj and XProj are roughly equal in runtime.

Figure 5 demonstrates that there is a linear dependency of FXProj’s pro-
cessing time on the number of XML documents. This property means that the
algorithm can easily deal with very large data sets.
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Fig. 5. Scalability Test of FXProj algorithm with increasing number of documents

6 Conclusion

The XProj algorithm is an efficient structure-only clustering algorithm, unfor-
tunately, its accuracy are weakened because of ignoring the content information
of XML documents. To address the shortcoming of XProj, we developed a new
fuzzy clustering algorithm named FXProj. The main contributions are not only
the combination of both structural features and content features, but also the
adoption of some fuzzy techniques for XML documents clustering in a way that
each frequent induced substructure has a fuzzy parameter associated with each
cluster. The experimental results on both real datasets and synthetic datasets
clearly ascertain that FXProj algorithm is capable of clustering XML documents
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accurately and effectively. The scalability tests demonstrate FXProj algorithm
is a scalable clustering method that can efficiently work for very large datasets.
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