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Abstract. XCS is a learning classifier system that combines a reinforce-
ment learning scheme with evolutionary algorithms to evolve a popula-
tion of classifiers in the form of condition-action rules. In this paper,
we investigate the effectiveness of XCS in high-dimensional classification
problems where the number of features greatly exceeds the number of
data instances – common characteristics of microarray gene expression
classification tasks. We introduce a new guided rule discovery mecha-
nisms for XCS, inspired by feature selection techniques commonly used
in machine learning. The extracted feature quality information is used to
bias the evolutionary operators. The performance of the proposed model
is compared with the standard XCS model and a number of well-known
machine learning algorithms using benchmark binary classification tasks
and gene expression data sets. Experimental results suggests that the
guided rule discovery mechanism is computationally efficient, and pro-
motes the evolution of more accurate solutions. The proposed model
performs significantly better than comparative algorithms when tackling
high-dimensional classification problems.

1 Introduction

Learning classifier systems (LCS) combine machine learning with metaheuristics
to build models that learn to solve a particular classification problem (see [8,18]
for detailed reviews). The eXtended classifier system (XCS) is a well-known
LCS that maintains a population of classifiers [21]. Each classifier consists of
a condition-action-prediction rule with an associated fitness value, which repre-
sents the accuracy of the predicted reward. Through an iterative learning pro-
cess, the population of classifiers evolves. A key step in this iterative process is
the rule discovery component that creates new classifiers that are added to the
bounded population pool.

One of the challenges when designing a LCS, is to build flexibility and robust-
ness into the model such that it is capable of handling large scale data mining
and classification problems. Consider a prototypical high-dimensional data set,
such as a microarrray gene expression data set, that has several thousands genes
(features) but only a small number of samples [24]. Standard XCS implementa-
tions, and many other machine learning algorithms for that matter, are typically
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less effective in this high-dimensional space. It is difficult to effectively explore
the solution space and build an appropriate classification model. In such circum-
stances, feature selection pre-processing can be used [14]. Such approaches can
reduce the negative effect of the irrelevant features on the learning task, and
speed up the learning process significantly.

In this paper, a new guided rule discovery mechanisms is proposed for XCS
for high-dimensional classification problems. Our model (GRD-XCS), is inspired
by feature selection techniques commonly used in machine learning. Typically,
filtering techniques assess the relevance of features in the data set, with the low-
scoring features subsequently being removed. A subset of the “more important”
features is then presented as input to the classification algorithm. However, in
our model the filtering process is used to build a probability distribution that
biases the evolutionary operators encapsulated in the rule discovery component
of XCS. This probability distribution can be thought of as a mask that biases
the uniform crossover and mutation operators. This flexible approach is scalable,
thus the enhanced XCS can be used to tackle high-dimensional classification
tasks without reducing the dimensionality of the data set.

To test the efficacy of the new GRD-XCS, a systematic set of experiments
were carried out using benchmark binary classification tasks and a suite of gene
expression microarray data sets. The proposed model was compared to XCS and
a range of well-known machine learning algorithms. The results show that the
new guided rule discovery mechanisms leads to improved accuracy, particularly
for high dimensional binary classification problems.

The remainder of this paper is organized as follows: In section 2 we present
background material related to XCS and related work. In section 3 we describe
the guided rule discovery mechanism in detail. The experiments and results
appear in Section 4. We conclude the paper by summarizing the contributions
and identifying the possible future directions.

2 Background

2.1 XCS Overview

In this section, we provide a brief overview of the functionality XCS. See [21,8,18]
for detailed discussion of LCS in general.

XCS maintains a population of classifiers. Each classifier consists of a
condition-action-prediction rule, which maps input features to the output sig-
nal (or class). A ternary representation of the form 0,1,# (where # is don’t
care) for the condition and 0,1 for the action can be used. In addition, real
encoding can also be used [22].

At each time step, the classifier system receives a problem instance – input
in the form of a vector of features – which requires a decision, that is an action
to be performed next. A match set [M ] is created consisting of rules (classifiers)
that can be “triggered” by the given data instance. A covering operator is used
to create new matching classifiers when [M ] is empty. A prediction array [PA]
is calculated for [M ] that contains an estimation of the corresponding rewards
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Algorithm 1. High level overview of XCS
Require: Input data:σ, Population:[Δ]

repeat
σ ← env
[M ] ← GetMatchSet(σ,[Δ])
[PA] ← CreatePredictionArray([M ])
act← SelectAnAction([PA])
[A] ← CreateActionSet([M ], act)
R← ExecutingActionOnENV (act)
[A] ← UpdateSet([A],R)
[Δ] ← RuleDiscovery([A],[Δ])

until terminating conditions are not met

for each of the possible actions. Based on the values in the prediction array,
an action, act, is selected. Those classifiers which support the predicted action
make up the Action Set [A]. In response to act, the reinforcement mechanism
is invoked and the prediction (p), prediction error, accuracy, and fitness of the
[A] classifiers are updated. The corresponding numerical reward is distributed
to the rules accountable for it so as to improve the estimates of the action values
(see algorithm 1).

The rule discovery module is a key component of XCS. During the evolution-
ary process, fitness-proportionate selection is applied to [A]. Standard evolution-
ary operators, uniform crossover and mutation, are then applied to the selected
individuals. In addition, a second mutation-style operator – the don’t care op-
erator – is used to randomly modify a condition part of a classifier to the don’t
care value #. The newly created offspring (classifiers) are then added to the
bounded population. A form of niching is then used to determine if the offspring
survive in the population and/or which of the old members of the population are
deleted to make room for the new classifiers (offspring). A subsumption mecha-
nism combines similar classifiers and a randomized deletion mechanism removes
classifiers with a low fitness from the population.

It is important to note that the XCS population consists of a set unique macro-
classifiers – a set of classifiers that have same condition part and same action
part. Every macro-classifier has an associated numerosity value, which records
how many instances of that specific classifier actually exists in the population.

2.2 Related Work

It is well documented in the evolutionary computation literature that the imple-
mentation of the genetic operators can influence the trajectory of the evolving
population. However, there has been a paucity of studies focussed specifically on
the impact of selected evolutionary operator implementations in LCS. We briefly
discuss some of the key studies related to XCS/LCS below.
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In one of the first studies focussed on the rule discovery component specifically
for XCS, Butz et al. [6] have shown that uniform crossover can ensure success-
ful learning in many tasks. In subsequent work, Butz et al. [5] introduced an
informed crossover operator, which extended the usual uniform operator such
that exchanges of effective building blocks occurred. This approach helped to
avoid the over-generalization phenomena inherent in XCS [13]. In other work,
Bacardit et al. [3] customized the GAssist crossover operator to switch between
the standard crossover or a new simple crossover, SX, randomly. SX is a heuristic
selection approach to take a minimum number of rules from the parents (more
than two), which can obtain maximum accuracy. Morales-Ortigosa et al. [16]
have also proposed a new XCS crossover operator, BLX, which allowed for the
creation of multiple offspring with a diversity parameter to control differences
between offspring and parents. Finally, in a more comprehensive overview pa-
per, Morales-Ortigosa et al. [17] present a systematic experimental analysis of
the rule discovery component in LCS. Subsequently, they developed crossover
operators to enhance the discovery component based on evolution strategies with
significant performance improvements.

Other work focussed on biased evolutionary operators in LCS include the
work of Luis et al. [12], who introduced a hybridized GA - Tabu Search (GA-
TS) method that employed modified mutation and crossover operators. Here, the
operator probabilities were tuned by analyzing all the fitness values of individuals
during the evolution process. Wang et. al. [20] used information gain as the
fitness function in a GA. They reported improved results when comparing their
model to other machine learning algorithms. Recently, Huerta et al. [4] combined
linear discriminant analysis with a GA to evaluate the fitness of individuals
and associated discriminate coefficients for crossover and mutation operators.
Moore et al. [15] argue that the biasing of the initial population, based on
expert knowledge preprocessing, should lead to improved performance in LCS.
In their approach, a statistical method, Tuned ReliefF, was used to determine the
dependencies between features to seed the initial population. A modified fitness
function and a new guided mutation operator based on features dependency was
also introduced, leading to significantly improved performance.

3 Model

The motivation behind the design and development of the GRD-XCS was to im-
prove classifier performance especially for high-dimensional classification prob-
lems. Our goal was to make the overall task computationally faster, without
degrading accuracy. To meet this goal, GRD-XCS introduces a probabilistically
guided rule discovery mechanism for XCS. Here, two distinct phases are used. In
the pre-processing phase, each feature is examined independently of all others
and assigned a rank. This rank is then used when generating the probability
distribution used to bias the evolutionary operators, which are deployed during
the second phase – the generation of classifiers in XCS.
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The evolution process is regulated by a rule discovery probability vector,
RDP , which controls the bitwise crossover, mutation and don’t care operators.
Each value in the vector is associated with the corresponding feature, and is
allocated a value in the range [0, 1.0]. The RDP values are determined based
on a ranked Information Gain (IG) measure [11]. The IG measure is defined
as entropy reduction:

IG = H(C) − H(C|fi) (1)

where H represent entropy, F = {f0, f1, ...fi, ..., fn} is the feature set, and C the
classes in this context. Entropy is a measure to quantify the information content,
it is calculated using the formula:

H(C) =
∑

j∈C

pj log2 pj (2)

where pj is the probability of having j in C, and the conditional entropy is
calculated as:

H(C|fi) =
∑

j∈C

pj log2 H(C|fi = j) (3)

The actual values in the RDP vector are calculated based on the IG values as
described below:

RDPi =

⎧
⎨

⎩

1−γ
Λ × (Λ − i) + γ if i ≤ Λ

ξ otherwise
(4)

where i represents the rank index in ascending order for the selected features. The
probability values associated with the other features are given a very low value
(ξ). Thus, all features have a chance to participate in the rule discovery process.
However, the Λ-top ranked features have a greater chance of being selected (see
figure 1).

Fig. 1. Information Gain is used to rank the features. The top Λ features (in this
example Λ =5) are selected and allocated relatively large probability values ∈ [γ, 1].
The RDP vector maintains these values. The highest ranked feature value is set to
1.0. Other features receive smaller values relative to their rank (in this example γ
=0.5). Features that are not selected based on information gain, are assigned very
small probability values (in this example ξ = 0.1).
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GRD-XCS uses the probability values recorded in the RDP vector in the pre-
processing phase to bias the evolutionary operators used in the rule discovery
phase of XCS. The modified algorithms describing the crossover, mutation and
don’t care operators in GRD-XCS are very similar to standard XCS operators:

GRD-XCS crossover operator: The crossover operator is a hybrid uniform
/n-point function. Here, an additional check of each feature is carried out
before exchange of genetic material. If rand() < RDP [i] then feature i is
swapped between the selected parents.

GRD-XCS mutation operator: Uses the RDP vector to determine if feature
i undergoes a mutation, if the feature was randomly selected to be mutated.

GRD-XCS don’t care operator: In this special mutation operator, the val-
ues in the RDP vector are used in the reverse order. That is, if the feature
i has been selected to be mutated and rand() < (1 − RDP [i]), then feature
i is changed to # (don’t care).

The application of the RDP reduces the crossover and mutation probabilities
for “uninformative” features. However, it increases the don’t care operator prob-
ability for the same feature. Therefore, the more informative features (based on
the Information Gain measure in this case) should appear in rules more often
than the uninformative ones.

4 Experiments

A series of independent experiments were conducted to verify if the guided rule
discovery mechanism for XCS was able to find accurate classifiers. In particular,
we wished to establish if the proposed model had statistically significantly im-
proved accuracy values when compared to the standard XCS across a suite of
benchmark classification problems. All experiments have been conducted with
N-fold cross validation over 100 trials. The average accuracy values for specific
scenarios have been reported using the Area Under the ROC Curve (AUC) value.
Paired t-tests are used for statistical comparisons.

4.1 Data Sets

Table 1 lists the data set characteristics used in the experiments. Two different
types of data sets have been used in these experiments: data sets with either
a small number of features with many samples (low-dimensional data set) ob-
tained from the UCI [1] machine learning repository; and DNA Microarray Gene
Expression data sets with a large number of features with few samples (high-
dimensional data set). Gene expression profiles provide important insights into,
and further our understanding of, biological processes. As such, they are key
tools used in medical diagnosis, treatment and drug design [23].
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Table 1. Data set details

Data Set #Instances #Features Cross Validation Reference

Low-dimensional data sets (UCI examples)
Pima 768 8 10 [1]
WBC 699 9 10 [1]
Hepatits 155 19 10 [1]
Parkinson 197 23 10 [1]

High-dimensional data sets (Microarray DNA gene expression)
Breast Cancer 22 3226 3 [10]
Colon Cancer 62 2000 10 [2]
Leukemia Cancer 72 7129 10 [9]
Prostate Cancer 136 12600 10 [19]

4.2 Parameters

Default parameter values as recommended in [7] have been used to configure
the underlying XCS model in GRD-XCS. However, in the case of the high-
dimensional data sets it was necessary to scale-up the population to 2000 in-
dividuals as compared with 1000 individuals for the low-dimensional data sets.
The number of iterations was capped at 5000.

The guided rule discovery module relies on the ranking of feature. Here, we
have limited the ranking to the top 64 features (Λ= 64) for the gene expres-
sion profiles classifications. For the low dimensional data sets, all features were
used when building the probability models (see section 3). The limits used in
probability values calculations in equation 4 were γ=0.5 and ξ=0.1.

4.3 Results

Tables 2 and 3 lists accuracy results for the low-dimensional data sets and high-
dimensional gene expression data sets respectively. Results for GRD-XCS, the
standard XCS and a range of machine learning algorithms (using default Weka
implementations) are listed for each data set. The bold value in each column
indicates the highest mean accuracy value over all trials. The †symbol indicates
that the result for the classifier listed in the row was significantly better than
the GRD-XCS result based on a paired t-test (p < 0.05).

For the low-dimensional data sets considered, the GRD-XCS results were bet-
ter than the standard XCS, although this difference was not always statistically
significant. When compared against the other machine learning algorithms, the
GRD-XCS results were somewhat mixed. GRD-XCS performed best for one data
set only – the Parkinson data set. In contrast, for the high-dimensional data sets
the results for GRD-XCS were significantly better than the other machine learn-
ing algorithms based on paired t-tests. A direct comparison between GRD-XCS
and the standard XCS clearly illustrates that the guided rule discovery mecha-
nisms leads to improved performance.
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Table 2. AUC results for low-dimensional data sets

Classifier Pima WBC Hepatit Parkinson

j48 0.75 ± 0.01 † 0.94 ± 0.01 0.60± 0.04 0.78 ± 0.03
SVM 0.71 ± 0.01 † 0.96± 0.01 0.75 ± 0.02 0.75 ± 0.01

Naive Bayes Classifier 0.81 ± 0.01 † 0.98 ± 0.01 † 0.84± 0.01 † 0.85 ± 0.01

NBTree 0.80 ± 0.01 † 0.98 ± 0.01 † 0.76± 0.03 0.88 ± 0.02
One Rule 0.65 ± 0.01 0.90 ± 0.01 0.56± 0.02 0.77 ± 0.01

Random Forest 0.79 ± 0.01 † 0.98 ± 0.01 † 0.81± 0.02 † 0.94 ± 0.01 †

XCS 0.70± 0.03 0.98 ± 0.01 † 0.81 ± 0.11 † 0.93 ± 0.08

GRD-XCS 0.72± 0.03 0.98 ± 0.01 0.82 ± 0.13 0.94 ± 0.07

Table 3. AUC results for high-dimensional data sets

Classifier Breast Cancer Colon Cancer Leukemia Prostate Cancer

j48 0.43 ± 0.09 0.76 ± 0.04 0.79 ± 0.03 0.79 ± 0.02
SVM 0.63 ± 0.06 0.81 ± 0.03 0.97 ± 0.01 0.91 ± 0.01
Naive Bayes 0.55 ± 0.02 0.64 ± 0.02 0.98 ± 0.01 0.58 ± 0.01
NBTree 0.66 ± 0.03 0.75 ± 0.05 0.97 ± 0.01 0.90 ± 0.01
One Rule 0.42 ± 0.05 0.66 ± 0.04 0.82 ± 0.02 0.81 ± 0.02
Random Forest 0.67 ± 0.09 0.82 ± 0.03 0.92 ± 0.02 0.88 ± 0.01
XCS 0.66 ± 0.12 0.74 ± 0.18 0.93 ± 0.11 0.83 ± 0.09

GRD-XCS 0.74 ± 0.19 0.86 ± 0.14 0.99 ± 0.01 0.93 ± 0.05
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(b) Leukemia data set

Fig. 2. Accuracy and the number of macro-classifier versus the number of iteration
comparisons for the base line XCS model and GRD-XCS for representative low-
dimensional (dotted lines) and high-dimensional (solid lines) data sets

To further explore the efficacy of the proposed guided rule discovery enhance-
ments, figure 2 plots time series values for overall accuracy and the number of
macro-classifiers in the evolving population for both the GRD-XCS and the stan-
dard XCS for a representative low-dimensional dat set and a high-dimensional
gene expression data set. Space constraints preclude the inclusion of plots for all
data sets, however, the general trends for other data sets is qualitatively similar.
There is a correlation between the accuracy of the model and the number of
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macro-classifiers in the population for high-dimensional classification problems
examined. As expected, the number of unique classifiers (individuals) in the pop-
ulation for both XCS and GRD-XCS decreases over time. However, GRD-XCS
typically maintains a smaller number of macro-classifiers.

5 Conclusions

In this paper, we have introduced a guided rule discovery component designed
specifically for XCS when tackling high-dimensional classification problems. Here,
a filtering or feature ranking process is used to build a probabilistic model of fea-
ture importance in a pre-processing phase. This probability distribution is then
used to bias the evolutionary operators in the underlying XCS model. Compre-
hensive numerical simulations have shown that the guided rule discovery mecha-
nism improves the performance of XCS in terms of accuracy and more generally
in terms of classifier diversity in the population, particularly for high-dimensional
classification problems.

We have limited the feature ranking process in this study to simple entropy
analysis. In future work, we will explore the use of alternative metrics to rank
the features. In the case of microarray data, there is scope to incorporate domain
specific knowledge when building the probabilistic rule discovery mask. A second
research direction that we will consider will focus on designing a distributed and
parallel deployment of the scalable model.
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