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Abstract. In this paper, we consider a single machine scheduling problem in which
processing a job will incur some cost which is relevant with the time slots occupied
by the job. The objective is to minimize the makespan plus the total time slot costs.
We prove that the problem is strongly NP-hard and analyze a special case with non-
increasing time slot costs.

1 Introduction and Problem Description

In traditional scheduling problems, the objective is to minimize the maximal com-
pletion time, the total weighted completion time, the number of tardy jobs, etc.
However, in many practical scheduling problems, different costs associated with
different time slots may happen.

In this paper, we study a single machine scheduling problem as follows: There are
n jobs with processing times of {p1, p2, . . . , pn} to be scheduled on a single machine
with planning horizon of K units of time. No preemption is allowed. To ensure the
feasibility, we assume that the total processing time P = p1 + p2 + . . .+ pn ≤ K. We
also assume that all the parameters are integers. The cost of using the k−th time
slot on the machine is πk, k = 1,2, . . . ,K (the k−th time slot means time interval
[k−1,k] ). Suppose job j is scheduled in time interval [s j,s j + p j], then the time slot

cost of job j is ∑
s j+p j
l=s j+1πl . The objective is to obtain a schedule such that the sum of

the maximal job completion time (Cmax) and the total time slot costs is minimized.
The problem is denoted as 1 | slotcost |Cmax + ∑n

j=1 ∑
s j+p j
l=s j+1πl .
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The variable time slot costs mean the status of a machine may change with
time, which means our research may be related to two classes of scheduling
models–scheduling with machine availability constraints[3, 4, 5]and scheduling
with learning effects[6, 7, 8, 9]. In scheduling models with machine availability
constraints, a machine can only process jobs when it is available. Thus, these prob-
lems can be included as an extreme case of our model where there are only two time
slot costs–a normal one and a extremely high one. In scheduling models with learn-
ing effects, the processing time of a job is determined by the time when it is started
and the cost of processing a job does not change with the machine speed. Wan and
Qi[1] also study similar scheduling models with different objective functions.

This paper is organized as follows. In section 2, we prove the general problem is
strongly NP-hard. In section 3, we analyze a special case. Section 4 concludes this
paper.

2 Time Computational Complexity

In this section, we prove that the general problem is strongly NP-hard by reduction
from 3-Partition problem[2].

3-Partition Problem. Given positive integers a1, . . . ,a3q and b with b
4 < a j < b

2 ,

j = 1,2, . . . ,3q and ∑3q
j=1a j = q ·b, do there exist q pairwise disjoint three element

subsets Si ⊂ {1,2 . . . ,3q} such that ∑ j∈Sia j = b, i = 1,2, . . . ,q ?

Theorem 1. The problem 1 | slotcost |Cmax + ∑n
j=1 ∑

s j+p j
l=s j+1πl is strongly NP-hard.

Proof. The proof is done via a reduction from 3-partition problem. Given an in-
stance of the 3-partition problem, we construct an instance of the decision version
of 1 | slotcost | Cmax + ∑ n

j=1 ∑
s j+p j
l=s j+1πl as follows. Let there be n = 3q jobs. The

processing time of job j is a j, j = 1,2, . . . ,3q. The time slot cost function is

πk =

⎧
⎪⎪⎨

⎪⎪⎩

1, for k = (t −1)b + t, . . .,
tb + t−1(t = 1,2, . . . ,q),

M, for k = tb + t(t = 1,2, . . . ,q−1)
and k ≥ qb + q.

where M is a large integer, for example, M = Z + 1, Z = qb + qb−1. The question
asks whether there exists a schedule such that Cmax is no more than the threshold
value Z. Clearly, this transformation can be done in O(nb) time, thus it is a pseudo-
polynomial time transformation.

1. If the 3-partition problem has a feasible solution, we can schedule each group
of three jobs in one of the q intervals, leaving all the interval [tb + t −1, tb + t](t =
1,2 . . . ,q) with high slot costs idle. It can be verified that the objective value of this
schedule is no more than Z.
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Fig. 1 Time slot costs pattern in the constructed instance

2. Suppose that there is a schedule with objective value no more than the thresh-
old value Z. Then in this schedule, we have:

CLAIM 1: There should be no job scheduled in intervals [tb + t − 1, tb + t](t =
1, . . . ,q).

This is because the total cost of a schedule is larger(at least M)than the threshold
value Z even if one unit time of a job is scheduled in intervals [tb+ t−1,tb+ t](t =
1,2, . . . ,q). Hence, all the jobs must be scheduled in intervals [(t −1)b + t−1,tb +
t −1](t = 1,2, . . . ,q).

CLAIM 2: There must be exactly three jobs scheduled in each interval [(t −1)b +
t − 1,tb + t − 1](t = 1,2, . . . ,q). In fact, it is easy to show that in a schedule with
objective value no more than Z :

a No more than three jobs can be scheduled in an interval [(t −1)b+ t−1,tb+
t −1], t = 1,2, . . . ,q.

Note that the size of job j is a j, b
4 < a j < b

2 , j = 1, . . . ,3q. If there are more than
three jobs, then their total processing time will be greater than 4 · b

4 = b. Clearly,
they can’t be scheduled in just one of the intervals [(t − 1)b + t− 1, tb + t − 1](t =
1, . . . ,q) with length of b. Thus, at least part of a job is scheduled in some intervals
[tb+t−1,tb+t], t ∈ {1,2, . . . ,q} and the total cost of the schedule is at least M > Z.

b No less than three jobs can be scheduled in an interval [(t −1)b+ t −1,tb+
t −1], t = 1,2, . . . ,q.

Note that the total number of jobs is 3q and the total number of intervals is q. If
there are only one or two jobs scheduled in one of the interval [(t −1)b+ t−1, tb+
t − 1](t = 1,2, . . . ,q), then there must be more than three jobs scheduled in some
interval [(t −1)b + t−1,tb + t−1], t ∈ {1,2, . . . ,q}, and this violates(a).

By Claim 1 and Claim 2, we know that there must be three jobs exactly scheduled
in each of the intervals [(t−1)b+t−1,tb+t−1], t = 1,2, . . . ,q since no preemption
is allowed. This means 3-partition problem has a solution.

3 A Special Case with Non-increasing Time Slot Costs

In this section, we consider the special case of 1 | slotcost |Cmax + ∑n
j=1 ∑

s j+p j
l=s j+1πl

with non-increasing time slot costs.
It is necessary to consider the input formats of the time slot costs. The time slot

costs πk can be represented in two different ways. In the first case, the time slot costs
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are represented as a series of K discrete values. In such case, the input size of the
time slot cost is in O(K). Consequently, an algorithm with a running time bounded
by polynomial function of n and K is regarded as a polynomial-time algorithm. In
the second case, the time slot costs are given as a function of k with a closed form
and each πk can be calculated in a constant time. For example, πk = ηkπ0, where π0

is a constant. For such a representation of the time slot costs, its input size is O(1).
As a result, an algorithm with a running time bounded by a polynomial function
of n and K is no longer a polynomial-time algorithm. Instead, a polynomial-time
algorithm should have a running time bounded by a polynomial function of n and
logK.

Suppose in a feasible schedule S, Cmax(S) is the maximal completion time. It is
easy to see that the job should be arranged in time interval [Cmax(S)−P,Cmax(S)] and
time interval [0,Cmax(S)−P] is idle, since the time slot costs are non-increasing. Let
x = Cmax(S)−P, then our problem is to

minimize x + P+ ∑ x+P
l=x+1πl

s.t. x ∈ {0,1, · · · ,K −P}
We can get the optimal solution by computing K−P+1 different values of x+P+
∑ x+P

l=x+1πl and select the minimal one. We can see that the problem can be solved in
O(K2) time. If the time slot costs are represented as a series of K discrete values,
the problem can be solved in polynomial time. If the time slot costs are given as a
function of k with closed form and each πk can be calculated in a constant time, the
problem can be solved in pseudo-polynomial time.

4 Conclusion

In this paper, we study a single machine scheduling problem with variable time
slot costs and the objective is to minimize the sum of maximal job completion time
and total time slot costs. We prove that the general problem is strongly NP-hard
and analyze a special case. For future research, we are interested related problems
in parallel machine environment and flowshop environment because of it practical
application. Besides, a machine speed change may also lead to a cost change for
processing a job. We believe there is a strong need of research in the field.
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