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Preface 

This book provides a systematic overview of developments in the field of risk  
management in decision making and outlines state-of-the-art research in fundamental 
approaches, methodologies, software systems, and applications in this area. It demon-
strates how adaptations of intelligent methodologies and technologies benefit the 
study of risk management in decision making. The book promotes new research de-
velopment through collaboration with research groups and researchers throughout 
eleven countries/regions in the world. 

Risk management in decision making is more difficult in today's complex and rap-
idly changing decision environment than ever before. In recent years, both decision 
optimization under risk, and risk management in decision making have had unimagin-
able improvements. Decision support systems, risk analysis systems and emergency 
response systems are playing significantly more important roles in organizations in 
every discipline, including health, business, engineering, education and finance. At 
the same time, organizational decision makers and risk response officers are experi-
encing increasing requirements for advanced knowledge, previously successful  
experiences, and intelligent technical conditions to enable and support better risk 
analysis and decision making. As a result, the applications of intelligent methodolo-
gies and technologies are improving the functions and performance of these systems. 
This book, as the title suggests, aims to offer a thorough introduction and systematic 
overview of various aspects of the field, including both theorems and applications.  

The book is organized in three parts, with 21 chapters: (1) Decision making under 
risk; (2) Risk management in business decision making; (3) Risk assessment and re-
sponse systems. It provides a comprehensive research record of the theories, method-
ologies and technologies of risk management in decision making by outlining the 
application of various intelligence technologies such as fuzzy logic and similarities, 
agents, and bi-level optimization. It also includes various application-oriented chap-
ters from water-related risk management, real estate investment prediction, road 
safety management, and supply chain risk management from the practical point of 
view. 

Academic and applied researchers working on risk management, decision making, 
and management information systems areas will find the book to be a valuable refer-
ence resource. The methods, models and systems proposed in this book can be used 
by a large number of organizations in related applications. Business managers will 
also directly benefit from the information outlined in this book. Also, final year  
 
 
 



VIII Preface 

 

undergraduate, Masters and PhD students in computer science, information systems, 
industry engineering, business management, and many other related areas will find 
that the book is an excellent reference text for their studies. 

We wish to thank all the contributors and referees for their excellent work and  
assistance in producing this publication. 
 
 

Jie Lu  
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University of Technology, Sydney 
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1   Risk Management and Decision Making 

Organizational decision making often occurs in the face of uncertainty about whether 
a decision maker’s choices will lead to benefit or disaster. Risk is the potential that a 
decision will lead to a loss or an undesirable outcome. In fact, almost any human 
decision carries some risk, but some decisions are much more risky than others. Risk 
and decision making are two inter-related factors in organizational management, and 
they are both related to various uncertainties. 

There are several methods used to assess, evaluate, or measure risk in order to 
support better decision making. Some of them are quantitative and some are more 
subjective. They are all used in support human decision making. 

Risk management is defined as “coordinated activities to direct and control  
an organization with regard to risk [1]” by the International Organization for 
Standardization (ISO), where a risk refers to “an uncertain event or set of events which, 
should it occur, will have an effect on the achievement of objectives [4]”. Risk 
management is an important organisational activity used to identify and assess potential 
risks, and make appropriate decisions in response to, and to control, those risks.  

A practical implementation of the risk management process follows a series of 
principles and guidelines. A well-established relationship diagram between the risk 
management process, the implementation principle, and the process framework is 
defined in [1] (see Figure 1).  

Typical application fields of risk management include engineering, finance and 
banking. In recent years, risk management techniques and methodologies have been  
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Fig. 1. Relationships between the risk management principles, framework and process [1] 

extensively and successfully used in areas such as social management [5], energy 
management [3] and sustainable development [6], road and food safety [2], disaster 
forecasting and prediction, industrial and business competitions, and politics. 
Meanwhile, new challenges to the theories, the methodologies, and the techniques for 
risk management have emerged from the developments and deployments of risk 
management implementations.  

Decision making is ubiquitous, and is closely related to risk management. On one 
hand, appropriate decision making is an important task in risk management 
implementation; on the other hand, a risk management process in decision making is 
an important step for better decision making. In practice, a decision environment for a 
real application becomes more and more complex and uncontrollable. Making an 
appropriate decision is not easy. Various uncertainties, which occur in natural 
environments and human societies increases the possibility of making inappropriate 
decisions. How to effectively make a decision, therefore, is a challenging issue for 
organisations needing to reach their targeted achievements. 

Research into combining risk management with decision making has drawn 
considerable attention from researchers in a variety of disciplines. It includes decision 
making under risk, as well as risk decision making. In particular, research about how 
to respond to an emergency and reduce risk in a disaster has recently developed.  

This book aims to present innovative theories, methodologies, and techniques in the 
risk management and decision making field. It introduces new research and technology 
development to readers interested in the area and provides a comprehensive image of 
their potential applications. The collected works cover: computational intelligence for 
risk management, multi-criteria decision making, healthcare modelling, risk forecasting 
and evaluation, public security and community safety, supply chain optimisation and 
resource allocation, and business and political risk management.  
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2   Chapter Outlines 

Following Chapter 1, the book has 20 chapters in three parts that cover state-of-the art 
of research and development of various aspects of risk management in decision 
making, including both theories and applications. 

Part one contains Chapters 2-9, which focus on decision making under risk. 
Chapter 2 discusses Computational Intelligence (CI) techniques for risk 

management in decision making. A detailed classification of existing techniques is 
presented. Future directions of CI for risk management are presented. 

Chapter 3 outlines the use of belief degree in distributed fuzzy cognitive maps for 
energy policy evaluation. The authors present a tool for dealing with casual reasoning. 

Chapter 4 presents the comparative effectiveness analysis for decision making 
purposes. With reference to cancer drugs, comparative effectiveness analysis tends to 
compare quality threshold values. The author has used data mining to compare 
different aspects of comparative analysis for the treatment of osteoporosis with the 
overall cost of healthcare. 

Chapter 5 outlines portfolio risk management modelling by bi-level optimization 
for investment. The authors present a formal model of optimization for the portfolio 
problem. They state that the risk of investment can be minimized twice by optimal 
content of portfolio securities and optimal assessment of the parameter of risk 
preference.  

Chapter 6 presents a set of possibilitic decision making models for portfolio 
problems. The authors state that, since portfolio experts’ knowledge is characterized 
by the upper and lower possibility distributions, the obtained portfolio will reflect 
portfolio experts’ judgment.  

Chapter 7 considers searching musical representation phrases using decision 
making based on fuzzy similarities. The authors present a method of locating 
representative phrases from a musical score and validating its superiority by use of 
examples.  

Chapter 8 focuses on a risk-based multi-criteria decision support system for 
sustainable development in the textile supply chain. The authors have used a method 
of data aggregation with multiple fuzzy criteria for selecting the most appropriate 
textile material and the most suitable supplier. 

Chapter 9 reports a fuzzy decision system for road safety. This is a significant 
contribution towards reducing road accidents by proposing corrective actions that 
should be taken by drivers.  

Part two focuses on risk management in business decision making and includes 
Chapters 10 to15.  

Chapter 10 describes a latex price forecasting model to reduce the risk of rubber 
over-production in Thailand. The model is validated using real rubber latex prices 
trend data, which in turn is compared with experimental forecasting results to 
determine forecasting accuracy. 

Chapter 11 develops an agent-based model for pandemic influenza in Egypt. The 
results help us to understand the characteristics of a pandemic and the conditions 
under which an outbreak occurs.  
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Chapter 12 focuses on supply chain risk management. The authors present an 
overview of how better supply chain decision making with risk can be made so that it 
achieves supply chain resilience and business continuity.  

Chapter 13 outlines the development of a fuzzy decision system for autonomous 
car parking. The authors validated this system using a simulation applet to park 
successfully in most of the initial conditions.  

Chapter 14 presents a risk-based decision making framework for investment in the 
real estate industry. The proposed framework provides a comprehensive analysis of 
risk-based decision making for optimal decisions. The framework can be applied to 
problem solving involving different issues in the decision making process where risk 
is a factor.  

Chapter 15 provides a compressive review of literature on risk management in 
logistics in order to provide valuable insights for enterprise by understanding the 
essential logistical risk management concepts.  

Part 3 focuses on risk assessment and response systems in Chapters 16 to 21. 
Chapter 16 studies natural disaster risk assessment using the information diffusion 

technique and a geographical information system. It takes grassland fire disasters in 
Northern China as the case study and tests the reliability of the proposed approach. 

Chapter 17 applies a social systems modelling technique to political risk 
management. The authors present a social system modelling technique and its 
associated intelligent system tools; these are applied to assess and manage political 
risk. The agent models are subjected to real-world examples to establish the validity.  

Chapter 18 outlines the development of an integrated intelligent cooperative model 
for water-related risk management and resource scheduling. Two of models are 
proposed by the authors. Simulation results demonstrate that the first model makes 
full use of the spatial and time data of a drought so that high accuracy of evaluation 
and classification of the drought severity can therefore be acquired. The second model 
distributes water storage between reservoirs timely and efficiently. 

Chapter 19 discusses the significance of assessment criteria for risk analysis in 
business associations. The authors state that the proposed approach is applicable to 
any activity in any domain to determine the significance of the assessment criteria, 
while performing risk assessment and management.  

Chapter 20 focuses on artificial immune systems for agent based modelling of 
crisis response operations. The proposed model is applied to the spread of pandemic 
influenza in Egypt.  

Chapter 21 discusses a mobile-based emergency response system using an 
ontology supported information extraction technique. The proposed scheme can 
extract many kinds of semantic elements of emergency situation information such as 
disaster location, disaster event, and status of a disaster. 

3   Summary 

Organizational decision is usually made under a certain degree of risk. Risk 
management has been widely and successfully used in many decision problems. This 
book presents an overview of new developments of risk management and decision 
making theories and techniques and their applications. Research has shown that many 
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newly emerging problems are still facing managers, users, and organisations in the 
areas of risk management and decision making. This book aims to address some of 
those problems and provide innovative, yet practical solutions for organisational 
decision making.  
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Abstract. Risk management involves assessing risks, evaluating alternatives 
and implementing solutions and it is a problem of multicriteria decision making 
(MCDM), where retrofit alternatives are predefined and the decisionmaker(s) 
(DMs) evaluate them based on multiple criteria. Risk managers choose from a 
variety of methods to minimize the effects of accidental loss upon their organi-
zations. In the literature it is possible to meet many techniques used for risk 
management. Besides of these techniques computational intelligence techniques 
have been used for risk management in decision making process in a wide area. 
The intelligence can be defined as the capability of a system to adapt its beha-
vior to meet its goals in a range of environments and the life process itself pro-
vides the most common form of intelligence. Computational intelligence (CI) 
can be defined as the study of the design of intelligent agents. In this chapter the 
CI techniques for risk management in decision making is given with a wide lite-
rature review and a detailed classification of the existing methodologies is 
made. The direction of CI for risk management in the future is evaluated. 

1   Introduction 

Risk has different meanings to different people; that is, the concept of risk varies ac-
cording to viewpoint, attitudes and experience. Engineers, designers and contractors 
view risk from the technological perspective; lenders and developers tend to view it 
from the economic and financial side; health professionals, environmentalists, chemi-
cal engineers take a safety and environmental perspective. Risk is therefore generally 
seen as an abstract concept whose measurement is very difficult. The Oxford Ad-
vanced Learner’s Dictionary defines risk as the: ‘‘chance of failure or the possibility 
of meeting danger or of suffering harm or loss’’ (Baloi and Price, 2003). Risk is de-
fined in ISO 31000 which is a family of standards relating to risk management codi-
fied by the International Organization for Standardization as the effect of uncertainty 
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on objectives, whether positive or negative. Risks can come from uncertainty in fi-
nancial markets, project failures, legal liabilities, credit risk, accidents, natural causes 
and disasters as well as deliberate attacks from an adversary. Risk management is the 
identification, assessment, and prioritization of risks followed by coordinated and 
economical application of resources to minimize, monitor, and control the probability 
and/or impact of unfortunate events or to maximize the realization of opportunities 
(Hubbard, 2009). Risk analysis generally consists of risk assessment and risk  
management, where the former generally involves objective elements and the latter 
involves both objective and subjective elements Risk management is performed to en-
sure that risk is maintained within an acceptable (regulatory) level to avoid any  
serious adverse effect to the public and environment by selecting the most suitable  
alternative (e.g., least cost, most effective) (Tesfamariam et al., 2010). The risk as-
sessment phase consists of risk identification, risk analysis, and risk evaluation. Risk 
identification is an important stage to identify all of the risks that require manage-
ment, including those that might not be influenced by decision or recommendation. In 
identifying the risks it will be necessary to consider: What can happen? When and 
where? How and why? The next phase for risk assessment is the risk analysis whose 
objectives are the separation of the minor acceptable risks from the major risks, and 
the provision of data to assist in the evaluation and treatment of the risks. Risk analy-
sis may employ qualitative, semi-quantitative, or quantitative methodologies. The risk 
evaluation phase is a relatively simple comparison between the risk criteria and the 
level of risk found during the risk analysis phase of the risk assessment. The funda-
mental question being asked here is whether the identified risk is acceptable, given 
that the risk criteria provide the cut-off between acceptable and unacceptable risk 
(Watson, 2005). 

Fogel (1995) summarized Computational intelligence (CI) as “… These technolo-
gies of neural, fuzzy and evolutionary systems were brought together under the rubric 
of Computational Intelligence, a relatively new term offered to generally describe me-
thods of computation that can be used to adapt solutions to new problems and do not 
rely on explicit human knowledge." According to Marks (1993), CI consists of neural 
networks, genetic algorithms, fuzzy systems, evolutionary programming, and artificial 
life. CI techniques have been used for risk management in decision making process 
successfully. The techniques are excellent tool to improve decision making process by 
decreasing uncertainty or improving calculations. For example, risk assessment is of-
ten done by DMs, because there is no exact and mathematical solution to the problem. 
Usually the human reasoning and perception process cannot be expressed precisely. 
Different DMs have different opinions about risk and its effects. Therefore the associ-
ation of its dependent variables and the fuzzy set theory which is a CI technique  
provides an excellent framework to model risk assessment problem. CI is defined as 
the study of the design of intelligent agents. Since its relation to other branches of 
computer science is not well-defined, CI means different things to different people. In 
this chapter CI techniques for risk management in decision making are briefly ex-
plained. Then a special literature review on CI for risk management in decision mak-
ing is summarized.  The rest of this chapter is organized as follows: Risk management 
and its application in decision making are explained in Section 2. CI techniques which 
are used for risk management are briefly explained in Section 3. A literature survey 
on CI for risk management in decision making and the results of this survey are  
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summarized in Section 4. The conclusions and further research directions are indi-
cated in Section 5. 

2   Risk Management in Decision Making 

Risk may be described as the chance of something happening that will have an impact 
on objectives. Risk is usually considered in terms of consequence (outcome) and like-
lihood (probability or frequency). Risk management can be defined as the culture, 
processes, and structures that are directed toward the effective management of poten-
tial opportunities and adverse effects. Risk management processes involve first estab-
lishing the risk context, which includes the level of risk that is acceptable. Then risks 
are identified, assessed (analyzed and evaluated against the acceptable level of risk), 
and where appropriate treated to reduce the likelihood and/or the consequence. The 
components of such a risk management process, integrated with the essential commu-
nication/consultation and monitoring/reviewing processes, are shown schematically in 
Fig. 1 (Watson, 2005).  

 

Fig. 1. Schematic representation of a structured risk management process (Watson, 2005) 

There are many different techniques in use today for the identification and evalua-
tion of risks. Multicriteria decision making (MCDM) techniques are used to select  
the best alternatives under multiple and often conflicting criteria. The rapid growth  
of MCDM over the past three decades is due to a number of factors, including  



12 İ. Kaya, C. Kahraman, and S. Çebi 

dissatisfaction with conventional ‘‘single criterion’’ methods and the emergence of 
software and algorithms for solving risk management problems which includes as-
sessment of risks and evaluation of solutions. MCDM can help decision makers in 
risk management problem to formulate their values and preferences, to quantify these 
priorities, and to apply them to a particular decision context.  

Risk management is a problem of MCDM, where retrofit alternatives Ai (i = 1, 2, . 
. . ,m) are predefined and the decisionmakers (DMs) evaluate them based on multiple 
criteria Cj (j = 1, 2 , . . . , n). A typical MCDM problem with m alternatives and n cri-
teria can be described by the following equation (Tesfamariam et al., 2010): 
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where xij is an exogenous variable, called a performance (payoff or utility) rating of 

an alternative Ai for a given criterion Cj. 
Decision-making problems are broadly categorized into deterministic, stochas-

tic/risk and uncertain. Deterministic problems are those in which data are known with 
certainty; whereas stochastic problems are those in which data are not known with 
certainty but can be represented by a probability distribution; and uncertain refers to 
those problems in which data are not known. Most risk management problems fall in-
to the last two categories because they are poorly structured problems for which few 
algorithms or mechanical methods exist (Baloi and Price, 2003). In this chapter, CI 
techniques for risk management in decision making are studied. 

3   Computational Intelligence Techniques in Risk Management 

A definition of intelligence which is needed to be defined to research in a field termed 
artificial intelligence and CI has only rarely been provided, and the definitions in the 
literature have often been of little operational value. The intelligence was defined as 
the ability of solving the hard problems. However there are basic questions in this de-
finition, such as how hard the problem is or who decides which problem is hard 
(Chellapilla and Fogel, 1999). Chellapilla and Fogel (1999) defined the intelligence as 
“the capability of a system to adapt its behavior to meet its goals in a range of envi-
ronments and the life process itself provides the most common form of intelligence”.  

The birth of CI is attributed to the IEEE World Congress on Computational Intelli-
gence in 1994 Orlando, Florida. This term combines elements of learning, adaptation, 
evolution and fuzzy logic (rough sets) to create systems that is, in some sense, intelli-
gent has been investigated by researchers until now. It is a necessity to answer the 
question what the “computational intelligence” is. CI can be broadly defined as  
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the ability of a machine to react to an environment in new ways, making useful deci-
sions in light of current and previous information. CI is generally accepted to include 
evolutionary computation, fuzzy systems, neural networks, and combinations thereof. 
CI, which consists of neural networks, fuzzy logic and evolutionary computing, and 
so on, is a novel technology to bring intelligence into computation. Compared with 
the traditional artificial intelligence, a significant characteristic of CI is that the pre-
cise model needs not to be established when dealing with imprecise, uncertain, and 
incomplete information (Kahraman et al., 2010). The term CI was first introduced by 
Bezdek (1994). Bezdek says “… A system is computationally intelligent when it: 
deals with only numerical (low-level) data, has a pattern recognition component, does 
not use knowledge in the AI sense; and additionally when it (begins to) exhibit (i) 
computational adaptivity; (ii) computational fault tolerance; (iii) speed approaching 
human-like turnaround, and (iv) error rates that approximate human performance". In 
the face of these difficulties fuzzy logic (FL), neural networks (NNs) and evolutionary 
computation (EC) were integrated under the name of CI as a hybrid system (Rudas 
and Fodor, 2008). While some techniques within CI are often counted as artificial  
intelligence techniques (e.g., genetic algorithms, or neural networks) there is a clear 
difference between these techniques and traditional logic based artificial intelligence 
techniques. In general, typical artificial intelligence techniques are top-to-bottom, 
where the structure of models, solutions, etc. is imposed. CI techniques are generally 
bottom-up, where order and structure emerges from an unstructured beginning. An ar-
tificial neural network is a branch of CI that is closely related to machine learning. CI 
is further closely associated with soft computing, connectionist systems and cybernet-
ics. Fogel (1995) summarized CI as “… These technologies of neural, fuzzy and  
evolutionary systems were brought together under the rubric of Computational Intel-
ligence, a relatively new term offered to generally describe methods of computation 
that can be used to adapt solutions to new problems and do not rely on explicit human 
knowledge." According to Marks (1993), CI consists of neural nets, genetic algo-
rithms, fuzzy systems, evolutionary programming, and artificial life. 

The CI techniques for risk management in decision making are counted as the 
fuzzy set theory, neural networks, and evolutionary computation includes genetic  
algorithms, ant colony optimization, classifier systems, and hybrid systems when the 
literature review is made. These techniques are briefly summarized as below  
(Kahraman et al., 2010): 

3.1   The Fuzzy Set Theory  

Zadeh published the first paper, called “fuzzy sets”, on the theory of fuzzy logic 
(1965).  He characterized non-probabilistic uncertainties and provided a methodology, 
the fuzzy set theory, for representing and computing data and information that are un-
certain and imprecise. Zadeh (1996) defined the main contribution of fuzzy logic as 
“a methodology for computing with words” and pointed out two major necessities for 
computing with words: “First, computing with words is a necessity when the available 
information is too imprecise to justify the use of numbers, and second, when there is a 
tolerance for imprecision which can be exploited to achieve tractability, robustness, 
low solution cost, and better rapport with reality.” While the complexity arise and the 
precision is receded, linguistic variables has been used to modeling. Linguistic  
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variables are variables which are defined by words or sentences instead of numbers 
(Zadeh, 1975). 

Many problems in real world deal with uncertain and imprecise data so conven-
tional approaches cannot be effective to find the best solution. To cope with this  
uncertainty, the fuzzy set theory has been developed as an effective mathematical al-
gebra under vague environment. Although humans have comparatively efficient in 
qualitative forecasting, they are unsuccessful in making quantitative predictions 
(Karwowski and  Evans, 1986). Since fuzzy linguistic models permit the translation 
of verbal expressions into numerical ones, thereby dealing quantitatively with impre-
cision in the expression of the importance of each criterion, some methods based on 
fuzzy relations are used. When the system involves human subjectivity, fuzzy algebra 
provides a mathematical framework for integrating imprecision and vagueness into 
the models (Kaya and Çınar, 2008). 

Uncertainties can be reflected in mathematical background by fuzzy sets. Fuzzy 
sets have reasonable differences with crisp (classical) sets. Crisp set A  in a universe 
U  can be defined by listing all of its elements denoted x . Alternatively, zero-one 
membership function, )(xAμ , which is given below can be used to define x .  

⎩
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xAμ                                         (2) 

Unlike crisp sets, a fuzzy set A
~

 in the universe of U  is defined by a membership 

function )(
A
~ xμ  which takes on values in the interval [0, 1]. The definition of a fuzzy 

set is the extended version of a crisp set. While the membership function can take the 
value of 0 or 1 in crisp sets, it takes a value in interval [0, 1] in fuzzy sets. A fuzzy set, 

A
~

, is completely characterized by the set of ordered pairs (Zimmermann, 1987): 
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where [ ]1,0∈δ  (Jahanshahloo et al., 2006). 

In fuzzy logic, basic sets operations, union, intersection and complement, are de-

fined in terms of their membership functions. Let )(
A
~ xμ  and )(
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and fuzzy intersection has the membership function of 
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and fuzzy complement has the membership function of 

)(1)(
A
~

A
~ xx μμ −=                                        (7) 

Most real world applications, especially in engineering, consist of real and nonnega-
tive elements such as the Richter magnitudes of an earthquake (Ross, 1995). However 
there are some applications that some strict numbers cannot be defined for given situ-
ation on account of uncertainty and ambiguity. The fuzzy set theory provides a 
representing of uncertainties. There is a huge amount of literature on fuzzy logic and 
the fuzzy set theory. In recent studies, the fuzzy set theory has been concerned with 
engineering applications. Certain types of uncertainties are encountered in a variety of 
areas and the fuzzy set theory has pointed out to be very efficient to consider these 
(Kaya and Çınar, 2008). Automatic control, consumer electronics, signal processing, 
time-series prediction, information retrieval, database management, computer vision, 
data classification, and decision-making are some areas in which fuzzy logic and the 
fuzzy set theory are applied (Jang and Sun, 1995). 

3.2   Neural Networks  

Artificial neural networks (ANNs) are optimization algorithms which are recently be-
ing used in variety of applications with great success. ANNs models take inspiration 
from the basic framework of the brain. Brain is formed by neurons and Figure 2 con-
tains a schematic diagram of real neuron. The main parts of a neuron are cell body, 
axon and dendrites. A signal transport from axon to dendrites and passing through 
other neurons by synapses (Fu, 1994). ANNs consist of many nodes and connecting 
synapses. Nodes operate in parallel and communicate with each other through con-
necting synapses. ANNs are used effectively for pattern recognition and regression. In 
recent years, experts prefer ANNs over classical statistical methods as a forecasting 
model. This increasing interest can be explained by some basic properties of ANNs. 
Extrapolating from historical data to generate forecasts, solving the complex nonli-
near problems successively and high computation rate are features that are the reasons 
for many experts to prefer ANNs. Moreover, there is no requirement for any assump-
tions in ANNs (Pal and Mitra, 1992). 

Neural networks can be classified according to their architectures as single layer 
feed-forward networks, multilayer feed-forward networks and recurrent neural net-
work (Haykin, 1999). In feed-forward neural networks signals flow from the input 
layer to the output layer. Each layer has a certain number of neurons which are the ba-
sic processing elements of ANNs. Neurons are connected with the other neurons in 
further layers and each connection has an associated weight. The neurons connect 
from one layer to the next layer, not to the previous layer or within the same layer. 
Multilayer feed-forward neural network is composed of an input layer, some hidden 
layers and an output layer. Each neuron, except the neurons in input layer, is an op-
eration unit in ANNs. The process starts with summation of weighted activation of  
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Fig. 2. A schematic diagram of real neuron (Cheng and Titterington, 1994) 

other neurons through its incoming connections. Then the weighted sum is passed 
through a function which is called activation function and this activated value is the 
output of the neuron. Activation function defines the output of a neuron. There are 
three basic activation function types (Haykin, 1999):  (i) threshold function,  
(ii) piecewise-linear function and   (iii) sigmoid function. 

The most important section of ANNs is training. Training is another name of seek-
ing the correct weight values. While classical statistical techniques only estimate the 
coefficient of independent variables, ANNs select proper weights during training and 
keeps them for further use to predict the output (Cheng and Titterington, 1994). Three 
types of learning processes are supervised, unsupervised and reinforcement learning.  

3.3   Evolutionary Computation 

Evolutionary computation concept based on Darwin’s evolution theory by applying 
the biological principle of natural evolution to artificial systems for the solution of op-
timization problems has received significant attention during the last two decade, al-
though the origins were introduced the late 1950’s (Back et al., 1997). The domain of 
evolutionary computation involves the study of the foundations and the applications 
of computational techniques based on the principles of natural evolution. Evolutio-
nary algorithms employ this powerful design philosophy to find solutions to hard 
problems from different domains, including optimization, automatic programming, 
circuit design, machine learning, economics, ecology, and population genetics, to 
mention but a few. 

There are several techniques of evolutionary computations, among which the best 
known ones are genetic algorithms, genetic programming, evolution strategies, clas-
sifier systems and evolutionary programming; though different in the specifics  
they are all based on the same general principles (Back et al., 1997; Dimopoulos and 
Zalzala, 2000; Pena-Reyes and Sipper, 2000). 
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3.3.1   Genetic Algorithms 
Genetic algorithms (GAs) which was first developed by Holland in 1975 are based on 
mechanics of natural selection and genetics to search through decision space for op-
timal solutions. The metaphor underlying GAs is natural selection. Genetic algorithm 
is a search technique used in computing to find exact or approximate solutions to op-
timization and search problems. GAs can be categorized as global search heuristics. 
GAs are a particular class of evolutionary algorithms (also known as evolutionary 
computation) that use techniques inspired by evolutionary biology such as inherit-
ance, mutation, selection, and crossover (also called recombination). GAs are stochas-
tic search methods based on the genetic process of biological organisms. Unlike  
conventional optimization methods, GAs maintain a set of potential solutions (popula-
tions) in each generation. A GA is encoding the factors of a problem by chromo-
somes, where each gene represents a feature of problem. In evolution, the problem 
that each species faces is to search for beneficial adaptations to the complicated and 
changing environment. In other words, each species has to change its chromosome 
combination to survive in the living world. In GA, a string represents a set of deci-
sions (chromosome combination), that is a potential solution to a problem. Each string 
is evaluated on its performance with respect to the fitness function (objective func-
tion). The ones with better performance (fitness value) are more likely to survive than 
the ones with worse performance. Then the genetic information is exchanged between 
strings by crossover and perturbed by mutation. The result is a new generation with 
(usually) better survival abilities. This process is repeated until the strings in the new 
generation are identical, or certain termination conditions are met. GAs consist of four 
main sections that are explained in the following subsections: Encoding, Selection, 
Reproduction, and Termination (Kaya and Engin, 2007; Engin et al., 2008; Kaya, 
2009a; Kaya, 2009b). 

3.3.1.1   Encoding. While using GAs, encoding a solution of a problem into a  
chromosome is very important. Various encoding methods have been created for par-
ticular problems to provide effective implementation of Gas for the last 10 years. Ac-
cording to what kind of symbol is used as the alleles of a gene, the encoding methods 
can be classified as follows (Gen and Cheng, 2000): Binary encoding, real number 
encoding, integer or literal permutation encoding, and general data structure encoding. 

3.3.1.2   Selection. During each successive generation, a proportion of the existing 
population is selected to breed a new generation. Individual solutions are selected 
through a fitness-based process, where fitter solutions (as measured by a fitness func-
tion) are typically more likely to be selected. Certain selection methods rate the fit-
ness of each solution and preferentially select the best solutions. Other methods rate 
only a random sample of the population, as this process may be very time-consuming. 
Most functions are stochastic and designed so that a small proportion of less fit solu-
tions are selected. This helps keep the diversity of the population large, preventing 
premature convergence on poor solutions. Popular and well-studied selection methods 
include roulette wheel selection and tournament selection. The fitness function is the 
important section of selection. It is defined over the genetic representation and meas-
ures the quality of the represented solution. It is always problem dependent.  
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3.3.1.3   Reproduction. The next step of GAs is to generate a second generation popu-
lation of solutions from those selected through genetic operators: crossover (also 
called recombination), and/or mutation. For each new solution to be produced, a pair 
of "parent" solutions is selected for breeding from the pool selected previously. By 
producing a "child" solution using the crossover and mutation, a new solution is 
created which typically shares many of the characteristics of its "parents". New par-
ents are selected for each child, and the process continues until a new population of 
solutions of appropriate size is generated. These processes ultimately result in the next 
generation population of chromosomes that is different from the initial generation. 
Generally, the average fitness will have increased by this procedure for the popula-
tion, since only the best organisms from the first generation are selected for breeding, 
along with a small proportion of less fit solutions, for reasons already mentioned 
above. 

3.3.2   Genetic Programming 
Genetic programming (GP) developed by Koza (1990, 1992) is an evolutionary algo-
rithm-based methodology inspired by biological evolution to find computer programs 
that perform a user-defined task. It is defined by Koza (1990) as “…genetic pro-
gramming paradigm, populations of computer programs are genetically bred using  
the Darwinian principle of survival of the fittest and using a genetic crossover (re-
combination) operator appropriate for genetically mating computer programs.” In GP, 
instead of encoding possible solutions to a problem as a fixed-length character string, 
they are encoded as computer programs. The individuals in the population are pro-
grams that — when executed — are the candidate solutions to the problem. It is a 
specialization of genetic algorithms where each individual is a computer program. 
Therefore, it is a machine learning technique used to optimize a population of com-
puter programs according to a fitness landscape determined by a program's ability to 
perform a given computational task.  

3.3.3   Classifier Systems 
Classifier systems (CSs), presented by Holland in 1970’s, are evolution-based learning 
systems, rather than a ‘pure’ evolutionary algorithm. They can be thought of as re-
stricted versions of classical rule-based systems, with the addition of input and output 
interfaces. A classifier system consists of three main components: (1) the rule and mes-
sage system, which performs the inference and defines the behavior of the whole  
system, (2) the apportionment of credit system, which adapts the behavior by credit as-
signment, and (3) the GAs, which adapt the system’s knowledge by rule discovery 
(Pena-Reyes and Siper, 2000). CSs exploit evolutionary computation and reinforce-
ment learning to develop a set of condition-action rules (i.e., the classifiers) which 
represent a target task that the system has learned from on-line experience. There are 
many models of CSs and therefore also many ways of defining what a learning clas-
sifier system is. Nevertheless, all CS models, more or less, comprise four main compo-
nents: (i) a finite population of condition action rules, called classifiers, that represents 
the current knowledge of the system; (ii) the performance component, which governs 
the interaction with the environment; (iii) the reinforcement component, which  
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distributes the reward received from the environment to the classifiers accountable for 
the rewards obtained; (iv) the discovery component, which is responsible for discover-
ing better rules and improving existing ones through a GA (Holmes et al., 2002). 

3.3.4   Ant Colony Optimization  
In the early 1990s, ant colony optimization (ACO) which is a class of optimization al-
gorithms modeled on the actions of a real ant colony was introduced by Dorigo and 
colleagues as a novel nature-inspired metaheuristic for the solution of hard combina-
torial optimization problems. The working principles of ACO based on a real ant  
colony can be explained as follows (Dorigo and Gambardella, 1997): 

Real ants are capable of finding the shortest path from a food source to the nest 
without using visual cues. Also, they are capable of adapting to changes in the envi-
ronment, e.g. finding a new shortest path once the old one is no longer feasible due to 
a new obstacle. Consider Figure 3-A: ants are moving on a straight line that connects 
a food source to their nest. It is well known that the primary means for ants to form 
and maintain the line is a pheromone trail. Ants deposit a certain amount of phero-
mone while walking, and each ant probabilistically prefers to follow a direction rich 
in pheromone. This elementary behaviour of real ants can be used to explain how they 
can find the shortest path that reconnects a broken line after the sudden appearance of 
an unexpected obstacle has interrupted the initial path (Figure 3-B). In fact, once the 
obstacle has appeared, those ants which are just in front of the obstacle cannot contin-
ue to follow the pheromone trail and therefore they have to choose between turning 
right or left. In this situation we can expect half the ants to choose to turn right and the 
other half to turn left. A very similar situation can be found on the other side of the 
obstacle (Figure 3-C). It is interesting to note that those ants which choose, by chance, 
the shorter path around the obstacle will more rapidly reconstitute the interrupted phe-
romone trail compared to those who choose the longer path. Thus, the shorter path 
will receive a greater amount of pheromone per time unit and in turn a larger number 
of ants will choose the shorter path. Due to this positive feedback (autocatalytic) 
process, all the ants will rapidly choose the shorter path (Figure 3-D). The most inter-
esting aspect of this autocatalytic process is that finding the shortest path around the 
obstacle seems to be an emergent property of the interaction between the obstacle 
shape and ants distributed behaviour: although all ants move at approximately the 
same speed and deposit a pheromone trail at approximately the same rate, it is a fact 
that it takes longer to contour obstacles on their longer side than on their shorter side 
which makes the pheromone trail accumulate quicker on the shorter side. It is the 
ants’ preference for higher pheromone trail levels which makes this accumulation still 
quicker on the shortest path.  

Dorigo and Gambardella (1997) applied this philosophy to solve travelling sales-
man problem. After the initial proof-of-concept application to the traveling salesman 
problem (TSP), ACO has been applied to many other optimization problems such as 
assignment problems, scheduling problems, and vehicle routing problems. Recently, 
researchers have been dealing with the relation of ACO algorithms to other methods 
for learning and optimization.  
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Fig. 3. Real Ant Colony Movements from Nest to Food (Dorigo and Gambardella, 1997) 

3.3.5   Particle Swarm Optimization 
Particle swarm optimization (PSO) which is population based stochastic optimization 
technique developed by Kennedy and Eberhart (1995), inspired by social behavior of 
bird flocking or fish schooling is a global optimization algorithm for dealing with 
problems in which a best solution can be represented as a point or surface in an n-
dimensional space. PSO shares many similarities with evolutionary computation 
techniques such as GA. The system is initialized with a population of random solu-
tions and searches for optima by updating generations. However, unlike GA, PSO has 
no evolution operators such as crossover and mutation. In PSO, the potential  
solutions, called particles, fly through the problem space by following the current op-
timum particles. Each individual of the population, called a ‘particle’, flies around in 
a multidimensional search space looking for the optimal solution. Particles, then, may 
adjust their position according to their own and their neighboring-particles expe-
rience, moving toward their best position or their neighbor’s best position. In order  
to achieve this, a particle keeps previously reached ‘best’ positions in a cognitive 
memory. PSO performance is measured according to a predefined fitness function. 
Balancing between global and local exploration abilities of the flying particles could 
be achieved through user-defined parameters. PSO has many advantages over other 
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heuristic techniques such that it can be implemented in a few lines of computer code, 
it requires only primitive mathematical operators, and it has great capability of escap-
ing local optima. In a PSO system, multiple candidate solutions coexist and collabo-
rate simultaneously. Each solution candidate, called a ‘particle’, flies in the problem 
search space (similar to the search process for food of a bird swarm) looking for the 
optimal position to land. A particle, as time passes through his quest, adjusts its posi-
tion according to its own ‘experience’, as well as according to the experience of 
neighboring particles. Tracking and memorizing the best position encountered build 
particle’s experience. For that reason, the PSO algorithm possesses a memory (i.e. 
every particle remembers the best position it reached during the past). PSO system 
combines local search methods (through self experience) with global search methods 
(through neighboring experience), attempting to balance exploration and exploitation. 
Two factors characterize a particle status on the search space: its position and velocity 
(Salman et al., 2002).  

3.3.6   Hybrid Systems 
Solving complex problems, such as financial investment planning, foreign exchange 
trading, and knowledge discovery from large/multiple databases, involves many dif-
ferent components or sub-tasks, each of which requires different types of processing. 
To solve such complex problems, a great diversity of intelligent techniques, including 
traditional hard computing techniques (e.g., expert systems) and CI techniques (e.g., 
fuzzy logic, NNs, and GAs), are required. For example, in financial investment plan-
ning, NNs can be used as a pattern watcher for the stock market; GAs can be used to 
predict interest rates; and approximate reasoning based on fuzzy logic can be used to 
evaluate financial risk tolerance ability of clients. These techniques are complementa-
ry rather than competitive, and thus must be used in combination and not exclusively. 
These systems are called hybrid intelligent systems (Zhang and Zhang, 2004). Al-
though the sufficient results found by CI techniques, more effective solutions can be 
obtained when used combination of these techniques. Each combination has an aim to 
decrease the limitation of one method. For example, genetic algorithm has been used 
to improve the performance of ANNs in literature. Usage of genetic algorithms in 
ANNs for training or finding the appropriate architecture can keep from getting 
trapped at local minima. Another example is using fuzzy inference with other CI 
techniques. A fuzzy inference system can take linguistic information (linguistic rules) 
from human experts and also adapt itself using numerical data to achieve better per-
formance. Generally, using hybrid systems provides synergy to the resulting system in 
the advantages of the constituent techniques and avoids their shortcomings (Jang and 
Sun, 1995).  

4   Literature Survey 

In this section a literature survey on CI for risk management in decision making has 
been achieved and the results of this review are summarized in Table 1. In the first 
column, these papers are classified as roughly based on their CI technique(s) in risk 
management. Then these papers are classified based on their main topics.  
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Table 1. CI Papers for risk management in decision making 

CI  

Technique(s) 
Author(s) Main Topic(s) 

Fuzzy logic 

Fanghua and Guanchun (2009), Qin et 
al. (2008), Chowdhury and Husain 
(2006), Kangas and Kangas (2004), 
Prodanovic and Simonovic (2002), 
Ducey and Larson (1999), Stansbury et 
al. (1999), Donald and Ross (1996), 
Jablonowski (1995) 

Ecological and Envi-
ronmental Risk Man-
agement  

Tesfamariam et al. (2010) 
Seismic Risk Man-
agement 

Takács (2009), Gao et al. (2008), Jasi-
nevicius and Petrauskas (2008), Xie et 
al. (2008), Yang et al. (2007), Cameron 
and Peloso (2005), Simonovic (2002), 
Ghyym (1999), Donald and Ross 
(1995) 

Construction of the 
Risk Management 
System 

Yu et al. (2009), Liang et al. (2009), 
Wei (2008), Dia and Zéghal (2008) 

Financial Risk Man-
agement 

Hong-Jun (2009), Li and Zhang 
(2008), Pan et al. (2008), Popovic and 
Popovic (2004) 

Supplier Risk Man-
agement 

Shan et al. (2009) 
Risk Management for 
Floating Ship-Repair 
System 

Yuansheng et al. (2008), Au et al. 
(2006), Shamsuzzaman et al. (2003), 
Karsak and Tolga (2001), 

Risk Management for 
Investments 

Nasirzadeh et al. (2008), Alvanchi and 
AbouRizk (2008), Zeng et al. (2007), 
Zheng and Ng  (2005), Lin and Chen 
(2004), Knight, and Fayek (2002) 

Risk Management for 
Construction Projects 

Guangyu et al. (2008) 
Risk Management 
For Human Resource 
Management 

Fukayama et al. (2008), Zhou et al. 
(2003), 

Risk Management 
For Aeronautical In-
dustry 

Zhuang et al. (2008) 
Enterprise Risk Man-
agement 

Kyoomarsi et al. (2008), Chen 2001,  
Software Risk Man-
agement 
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Table 1. (continued) 

CI  

Technique(s) 
Author(s) Main Topic(s) 

 

Jasinevicius and Petrauskas (2008) 
Risk Management for 
Port Security System 

Kleiner et al. (2006) 
Risk Management for 
Buried Infrastructure 
Assets 

Arenas Parra et al. (2001) 
Risk Management for 
Portfolio Selection 

Baloi and Price (2003), Kuchta (2001), 
Chen and Chang (2001) 

Risk Management for 
Project Management 

Schmutz et al. (2002) 
Risk Management for 
Electricity Market 
Environment 

Fuzzy, NNs 

Wu et al. (2010), Lee and Wong (2007) 
Financial Risk  
Management 

Au et al. (2006),  
Risk Management for 
Investments 

Haslum et al. (2008) 
Online Risk Assess-
ment 

Christodoulou et al. (2009) 
Ecological and Envi-
ronmental Risk Man-
agement  

Hunter and Serguieva (2000),  
Zhengyuan and Lihua (2008) 

Risk Management for 
Project Management 

Fuzzy, NNs, 
PSO 

Huang et al. (2006) 
Financial Risk Man-
agement 

Fuzzy, GAs 

Leu et al. (2000), Ebert and Baisch 
(1998) 

Risk Management for 
Project Management 

Durga Rao et al. (2007) 
Risk Management for 
Nuclear Power Plant 

GAs 

Pan et al. (2008) 
Risk Management for  
Cascade Hydropower 
Stations 

Lu et al. (2009), Sun et al. (2008) 
Enterprise Risk  
Management 

Cao and Gao (2006) 
Supplier Risk  
Management 

Jain et al. (2009), Lu et al. (2008), 
Sepúlveda et al. (2007)  

Risk Management for 
Electricity Market 
Environment 
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Table 1. (continued) 

CI  

Technique(s) 
Author(s) Main Topic(s) 

 

Reneses et al. (2004) 
Financial Risk  
Management 

Kelly et al. (2007), Hegazy et al. 
(2004) 

Ecological and  
Environmental Risk 
Management 

Li et al. (2006), Vinod et al. (2004)  
Risk Management 
For Power Plants 

GAs, ACO Marinakis et al. (2008) 
Financial Risk  
Management 

GAs, PSO Sun et al. (2006) 
Financial Risk  
Management 

NNs 

Cao et al. (2009), Zhao and Chen 
(2009), Chen et al. (2007), Jangmin et 
al. (2004), Campi and Pullo (1999) 

Financial Risk  
Management 

Wu et al. (2009),  Ge et al. (2008), 
Cullmann et al. (2007), Alonso-
Betanzos et al. (2003), Chan-Yan and 
Lence (2000) 

Ecological and  
Environmental Risk 
Management 

Yang and Cui (2009) 
Risk Management 
System for Tourism 
Sector 

Okoroh et al. (2007), Atoui et al. 
(2006) 

Risk Management for  
Healthcare 

Wang et al.(2004) 
Maritime Risk  
Assessment 

Tian et al. (2008) 
Enterprise Risk  
Management 

Jin et al. (2008) 
Risk Management for 
Civil Aviation 

Wang and Hua (2008) 
Risk Management for 
Construction Projects 

Ju et al. (2009), Venables et al. (2008), 
Ross (2002) 

Risk Management for 
Investments 

NNs, GAs Al-Sobiei et al. (2005) 
Risk Management for 
Construction Projects 

PSO 

Lu et al. (2008a, 2009, 2009a, 2009b) 
Enterprise Risk  
Management 

Azevedo and Vale (2008) 
Risk Management for 
Electricity Market 
Environment 

Lee et al. (2009) 
Risk Management for 
Project Management 
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From Table 1, we conclude that the papers using CI techniques for risk manage-
ment (RM) in decision making have gained more attention in recent years. It seems 
that CI techniques are generally used for “Ecological and Environmental Risk  
Management”, “Construction of the Risk Management System” and “Financial Risk 
Management”. 

In Table 2, the literature review results for the frequency of papers whose titles (T) 
include “computational intelligence” “and decision making (DM)” are given for the 
years from 1995 to 2010. When a search was made with respect to paper’s title in-
cluding “computational intelligence” and “decision making”, totally 52 articles were 
viewed. When a search was made with respect to paper’s keywords (K) including 
“computational intelligence” and “decision making”, totally 4263 articles were 
viewed. At the same time, these papers were classified based on their keywords. For 
example, the number of the papers using the fuzzy set theory (FST) is 154. 

A pie chart which summarizes the number of the papers on risk management of  
decision making processes is given in Figure 4. According to Figure 4, the papers  
 

Table 2. Search Result Based on the Publication Years 

Year 
T: RM 
T: DM 

T: RM 
K: DM 

K: RM 
K: DM 

K: RM 
K: DM  
K: FST 

K: RM 
K: DM 
K: NNs

K: RM 
K: DM 
K: GAs

K: RM 
K: DM 
K: PSO 

2010 3 22 91 6 2   

2009 6 138 621 36 9 4 3 

2008 4 151 612 44 8 5 2 

2007 7 72 374 11 4 3 2 

2006 5 51 346 11 3 3  

2005 4 43 367 5 2 1  

2004 5 46 402 9 4 3  

2003 0 24 349 6 1 1  

2002 4 25 290 7 2   

2001 6 17 160 5 1   

2000 1 12 169 4 2 1  

1999 2 17 169 4 1   

1998 1 9 133 2  1  

1997 0 14 63 1    

1996 3 19 64 1    

1995 1 9 53 2    

TOTAL 52 669 4263 154 39 22 7 
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Fig. 4. Distribution of articles on risk management in decision making 

related to risk management in decision making have gained more attention year by 
year. A result that 48% of these papers have been published in the last 5 years can be 
observed. It is easy to obtain a result that risk management in decision making 
processes will be gain more attention in the next years. 

 

Fig. 5. Percentages of using CI techniques for risk management in decision making 

In the other half of Table 2, the literature review has been extended to the papers 
whose keywords include “risk management”, “decision making” and “related CI 
technique” for the years from 1995 to 2010. The papers were classified based on their 
keywords. In this case, total number of papers whose keywords include FST, NNs, 
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GAs, and PSO were determined as 154, 39, 22 and 7, respectively. The percentages of 
CIs techniques for risk management in decision making are shown in Figure 5. As a 
result from this pie chart, the FST is the most used CI technique for the risk manage-
ment in decision making with 69% whereas the NNs and GAs are the followings with 
18% and 10%, respectively. PSO is also the least CI technique in this area with 3% 
since it is a new technique used in the literature.  

The papers related to the FST for risk management in decision making are also 
classified based on their subject areas and the frequency distribution of these papers is 
illustrated in Figure 6. As it is seen from Figure 6, the most of fuzzy papers are related 
to “engineering” and totally 92 papers have been published in this area. The next 
areas are “computer science” and “environmental sciences” with 56 and 22 papers, re-
spectively. A pie chart is drawn to analyze the percentage of these papers with respect 
to their publication years and the chart is shown in Figure 7. 

 

 

Fig. 6. Frequency distribution of subject areas for the FST 

According to Figure 7, 56% of the papers have been published in the last three 
years and the usage of FST for risk management in decision making is being more 
popular day by day. According to Figure 7, the papers using FST have the highest 
percentage in 2008 with 29%. Also the largest increase in percentage is observed 
from 2007 (7%) to 2008 (29%). 

NNs are the second most used CI technique for the risk management in decision 
making. The papers related to NNs for risk management in decision making are clas-
sified with respect to their publication years and a pie chart for this classification is 
shown in Figure 8. As it can be seen from Figure 8, 66% of the papers have been pub-
lished for the last five years. Also the usage of NNs for risk management in decision 
making has an increasing trend.  
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Fig. 7. Distribution of articles based on their publication years on risk management in decision 
making by using FST  

 

Fig. 8. Distribution of articles based on their publication years on risk management by using 
NNs 

The published papers are also classified based on their subject areas and a pie chart 
for this analysis is illustrated in Figure 9. As it is seen from Figure 9, the area “Com-
puter Science” is the most popular area for the application of NNs with 32% whereas 
the areas, “Engineering” and “Medicine”, are the following areas with the percentages 
28 and 10, respectively.  
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Fig. 9. A pie chart for subject area classification of NNs 

The other CI technique which is used for risk management in decision making is 
GAs. As it is seen from Figure 10, GAs have generally been used in the area “Engi-
neering” for risk management in decision making problems and the percentage of this 
area is 43. The second most popular area for the using of GAs is the area “Computer 
Science” with 15%. 

 

 

Fig. 10. A pie chart for subject area classification of GAs 

5   Conclusions  

Risk management is performed to ensure that risk is maintained within an acceptable 
level to avoid any serious adverse effect to the public and environment by selecting 
the most suitable alternative. Risk managers make decisions to minimize the effects of 
risks. They do so using a variety of risk management techniques. These techniques are 
selected based on problem’s characteristics. Multicriteria decision-making analysis 
(MCDA), as a hybrid methodology of a selected combination of qualitative and  
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quantitative methods, has been broadly used in risk decision-making process. Over 
the past quarter century the need for risk based decision-making has been increasingly 
recognized. This chapter surveys the using of CI techniques for risk management in  
decision making. The CI techniques have been successfully used for modeling and 
evaluating of risk management problem in decision making. Most of the existing lite-
ratures focus on identifying risk, providing risk evaluation method and developing 
risk management models.  

While the DMs make a risk evaluation they should always consider whether their 
decisions are optimal, whether they use the best evidence available, and whether they 
help to manage risk effectively. They need risk management to decrease the negative 
effects of their decisions. Effective risk management often requires identifying the 
"optimal" risk control option based on multiple uncertain attributes. While traditional 
utility theory based techniques have been generated to deal with the "multiplicity" of 
the attributes, many problems regarding their uncertainty are observed, but not well 
addressed. The main objective of risk management is to improve decision-making by 
reducing uncertainty which has many different types of sources. The main types of 
uncertainty include error, imprecision, variability, vagueness, ambiguity and ignor-
ance. The diversity in terms of different types of uncertainty makes the modelling 
process a very difficult task because the information concerning each specific uncer-
tainty is scarce. Several formal techniques for managing the different types of uncer-
tainty for risk management have been developed and the fuzzy set theory seems as the 
best technique to manage uncertainty and therefore the fuzzy set theory is the most 
appropriate CI technique for risk management in decision making. Risk management 
has traditionally been based on experience and subjective judgment; that is, it features 
humanistic systems that are not characterized by precision. Since the fuzzy set theory 
involves human intuitive thinking, it seems a suitable tool for risk management. Also 
fuzzy logic modeling techniques can be used as well in risk management systems to 
assess risks level in the cases where the experts have not enough reliable data to apply 
the statistical approaches. 

The results of the literature survey show that such CI techniques can be successfully 
applied for risk management in decision making. CI includes a highly interdisciplinary 
framework useful for supporting the design and development of intelligent systems. CI 
involves innovative models that often come with machine learning, but the researchers 
do not have any consensus on these models. Neural Networks, genetic algorithms, and 
fuzzy systems are common methods encountered for risk management in decision 
making. Clusterization, classification, and approximation capabilities of CI systems are 
improving day by day and so many methods have been already developed that it is al-
ways possible to find alternative solutions with these CI techniques.  

To obtain a better performance two or more CI techniques can be integrated for 
risk management. In the recent years, evolutionary computation methods PSO and 
GAs and NNs have been widely used together to solve decision-making problems due 
to their excellent performances in treating non-linear data with self-learning capabili-
ty. Although the fuzzy set theory is the most used CI technique for risk management 
in decision making it has a disadvantage that is the lack of effective learning capabili-
ty. The other CI technique, NNs, can be used to eliminate this disadvantage.  
The neural learning technique can improve the performance model and make the risk 
assessment model more robust. 
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In the future research, the usage of intelligent systems which involves one or more 
CI techniques or hybrid systems which is a combination of CI techniques to integrate 
the advantages of these techniques can be analyzed for risk management problems. 
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Abstract. Cognitive maps (CMs) were initially for graphical representation of
uncertain causal reasoning. Later Kosko suggested Fuzzy Cognitive Maps (FCMs)
in which users freely express their opinions in linguistic terms instead of crisp
numbers. However, it is not always easy to assign some linguistic term to a
causal link. In this paper we suggest a new type of CMs namely, Belief Degree-
Distributed FCMs (BDD-FCMs) in which causal links are expressed by belief
structures which enable getting the links’ evaluations with distributions over the
linguistic terms. We propose a general framework to construct BDD-FCMs by
directly using belief structures or other types of structures such as interval val-
ues, linguistic terms, or crisp numbers. The proposed framework provides a more
flexible tool for causal reasoning as it handles any kind of structures to evalu-
ate causal links. We propose an algorithm to find a similarity between experts
judgments by BDD-FCMs for a case study in Energy Policy evaluation.

1 Introduction

Decision making processes usually involve several experts and the final decision is
based on the opinions of the experts as a group. Decision tasks are often character-
ized by very interrelated features making the decision process to be a non trivial task.
The decision making becomes even more difficult due to the conflicting interests and
different backgrounds of the experts. Using quantitative mathematical models may be
very difficult as usually the experts cannot express their opinions in exact mathematical
terms. To this end, the application of fuzzy set theory (FST) seems more appropriate, as
such analysis can handle subjectivity as well as inexact and vague information.

However, experts are not always available, therefore we may need to reduce the num-
ber of experts or in certain situations even to replace one expert with another. To reduce
the number of experts, we need to know which experts are similar; thus we can take
those similar experts into one group. This study aims to find a similarity between var-
ious experts based on their judgments by using Fuzzy Cognitive Maps (FCMs). FCMs

J. Lu, L.C. Jain, and G. Zhang: Handbook on Decision Making, ISRL 33, pp. 39–67.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2012
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are descriptive tools to describe and model dynamic systems, analyze the causal rela-
tionships between different concepts inside a given dynamic system. FCMs model the
system using concepts and cause-effects relationships, which link concepts and describe
how they affect each other.

However, for complex problems it is not easy to assign linguistic terms for relation-
ships, it is not convenient to use FCMs. Particularly, if the judgment has to be done for
the future prediction, experts have some difficulty to decide the exact linguistic term
as they may be not sure about their opinion. To overcome this problem, we propose to
use FCMs in which the relationships between concepts (nodes) are expressed not by a
single linguistic term, but by a belief structure. In this paper we propose a new type of
FCMs mainly Belief Degree-Distributed FCMs (BDD-FCMs), in which experts have
more freedom to evaluate causal links by different structures such as crisp numbers,
linguistic terms, interval values, or belief structures.

We apply the proposed approach to find a similarity between experts using BDD-
FCMs to a case study of energy policy evaluation. Note that we do not provide the
answer which expert is better or more knowledgeable than another but find if there
exists a similarity between the experts, we do not give a preference of one expert over
another.

The rest of this paper is organized as follows: in Section 2 we give theoretical back-
ground of CMs and FCMs. In Section 3 we introduce Belief Degree-Distributed FCMs
(BDD-FCMs). In Section 4 we show the use of BDD-FCMs for merging opinions of
several experts as a group. In Section 5 we detail the algorithm to compare FCMs. In
Section 6 we explain the proposed algorithm to compare BDD-FCMs. In Section 7 we
give an illustrative example of BDD-FCMs comparison. In Section 8 we apply our ap-
proach for Energy Policy Evaluation. In Section 9 we explain the proposed algorithm
in real-life case study. Finally, we conclude this study in Section 11.

2 Fuzzy Cognitive Maps

In this section we outline basic concepts of CMs, and FCMs, and their related draw-
backs. CMs were first introduced by Axelroid [1] who focused on the policy domain.
Since then many researchers have applied CMs in various ill-structured or not well-
defined problems. The application areas of CMs or FCMs are very broad and diverse,
and, in general CMs and FCMs can be used in any kind of decision making problems
as a decision supporting tool. Table 1 summarizes the most application fields. As far as
we found, there is no research that uses FCMs for an energy policy domain.

A CM has two types of elements: Concepts and Causal Beliefs. The former are vari-
ables while the latter are relationships between variables. Causal relationships can be
either positive or negative, as specified by a ‘+’, respectively a ‘-’, sign on the arrow
connecting two variables. The variables that cause a change are called cause variables
and the ones that undergo the effect of the change are called effect variables. If the rela-
tionship is positive, increase or decrease of the cause variable causes the effect variable
to change in the same direction (e.g., increase in the cause variable causes increase of
the effect variable). In the case of negative relationship, the change of effect variable
is in the opposite direction (e.g., increase in the cause variable causes decrease of the
effect variable).
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Table 1. Application fields of CMs and FCMs

Research Areas Descriptions References
Engineering
Failure System modeling Analyses failure modes and effects using FCMs [2]
Network Security Describes a decision engine for an intelligent intrusion detection system using FCMs [3]
Electrical Circuits [4]
Ecology
Environmental Management Gives a modeling of environmental and ecological problems using FCMs [5], [6]
Sport Fisheries Management Uses FCMs in decision making about sport fisheries [7]
Information Technology
Information Management Uses FCMs for strategic planning of information systems [8]
Business Process Management Models and analyses the business performance indicators using FCMs [9]
Electronic Data Management Provides a design of electronic data interchange controls using FCMs [10]
Data Mining Uses CMs to retrieve news information from Internet and based on that predicts interest rates [11]
Risk Analysis and Management
Software Project Management Uses extended FCMs for risk analysis in software project management [12]
Health Care Assesses information security issues using FCMs [13]
Security Analysis Uses FCMs discussing port security system [14]
Social Sciences
Politics Uses CMs and FCMs for political decisions [1]
Others
Virtual Words Applies FCMs to undersea virtual world of dolphins [15]
Chemical Industry Applies a weight adaptation method for FCM to a process control problem in chemical industry [16]
Food Industry Provides a new algorithm to compare FCMs discussing an application example of food industry [17]

In graph theory terms, a CM is a directed graph with concepts as nodes and causal
believes as edges.

Figure 1 (a) shows a simple cognitive map in a public health domain [18]. If we
consider the relationship between C5 and C6, C5 is a cause variable whereas C6 is an
effect variable, so that the increase/decrease in C5 will cause the decrease/increase in
C6. Indeed, the increase of Sanitation facilities decreases Number of diseases per 100
residents, and visa versa. On the other hand, if we consider the relationship between
C4 and C7, in this case the increase/decrease of C4 cause variable will cause the in-
crease/decrease of C7 effect variable. In fact, increasing Garbage per area causes in-
crease of Bacteria per area.

In his work [1] Axelroid introduced also Weighted CMs and Functional CMs. In
Weighted CMs the sign in the map is replaced by a positive or a negative number,
which shows the direction of the effect as well as its magnitude. Functional CMs are
CMs in which a function is associated with each causal relationship showing more
precisely the direction and the magnitude of the effect. These two types of CMs give
more flexibilities as they can handle and provide more detailed information.

However, CMs, whatever their type, are not easy to define and the magnitude of
the effect is difficult to express in numbers. Usually CMs are constructed by gathering
information from experts and generally experts are more likely to express themselves in
qualitative rather than quantitative terms. To this end, it may be more appropriate to use
Fuzzy CMs (FCMs), suggested by Kosko [19] to represent the concepts linguistically
with an associated fuzzy set. Actually, FCMs are weighted cognitive maps with fuzzy
weights.

The degree of a relationship between concepts in an FCM is either a number in [−c,c]
(c is a non-negative integer number), or a linguistic term, such as often, extremely, and
some, etc. Figure 1 (b) shows a simple example of FCM where the causal relationships
are expressed by using fuzzy linguistic terms. For example, if we again consider the
relationship between C5 and C6, the increase/decrease of C5 cause variable will cause
very high decrease/increase in C6.

To analyze and compare FCMs, we define the concept of adjacency matrix.
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(a) an example of CM

(b) an example of FCM

Fig. 1. Illustrations of CM (a) and FCM (b)

Definition 1. Consider the nodes/concepts C1, C2,..., Cn of an FCM. The matrix E=(ei j),
where ei j is the weight of the directed edge CiCj, is called an adjacency or connection
matrix of the FCM.

The following matrix shows the adjacency matrix of the public health example with
reference to Figure 1 (a).

E =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

c1 c2 c3 c4 c5 c6 c7

c1 0 0 +1 +1 0 0 0
c2 +1 0 0 0 0 0 0
c3 0 +1 0 0 +1 0 0
c4 0 0 0 0 0 0 +1
c5 0 0 0 0 0 −1 −1
c6 −1 0 0 0 0 0 0
c7 0 0 0 0 0 +1 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Notice that all matrices associated with FCMs are always square matrices with diagonal
entries as zero.
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Definition 2. For a given node Cj, the centrality value CEN(Ci) is decided as follows:
CEN(Ci) = IN(Ci) +OUT (Ci), where IN(Ci) is the column sum of absolute values
of a variable in the adjacency matrix and shows the cumulative strength of variables
entering the unit, and OUT (Ci) is the row sum of absolute values of a variables and
shows the cumulative strengths of connections exiting the variable.

Definition 3. A node Ci is called transmitter if IN(Ci) = 0 and OUT (Ci) > 0, and is
called receiver if IN(Ci)> 0 and OUT (Ci) = 0.

The total number of receiver nodes in a map is considered an index of its complexity.
Large number of receiver variables indicates a complex map, while large number of
transmitters shows a formal hierarchical system where causal arguments are not well
elaborated [20].

Definition 4. An FCM is called dynamic if the causal relations flow through a cycle.

Definition 5. Let C1, C2,..., Cn be the nodes of a cyclic FCM. When Ci is switched on
and if the causality flows through the edges of a cycle and if it again causes Ci, then
dynamical system goes round and round. This is true for any node Ci for i = 1, ...,n.
The equilibrium state for the dynamical system is called the hidden pattern.

Definition 6. If the equilibrium state of a dynamical state is a unique state vector, then
it is called a fixed point.

Definition 7. Let C1, C2,..., Cn be the nodes of an FCM and A = (a1,a2, ...,an) where
ai ∈ {0,}. A is called the instantaneous state vector and it denotes the on-off position of
the node at an instant. ai = 0 if ai is off and ai = 1 if ai is on for all i = 1,2, ...,n.

Suppose we want to analyze the FCM in Figure 1 (a). As an instantaneous state vector
we take A1 = [0100000 ], means we want to see if Migration into city is on, what
does it direct or indirect affect. We multiply the state vector with an adjacency matrix,
then after thresholding and updating the state vector repeat the multiplication, until the
system settles down to a fixed point. For our example we will have the following steps.

1. A1 ·E = [1 0 0 0 0 0 0]= A2, A2 = [1 1 0 0 0 0 0]
2. A2 ·E = [1 0 1 1 0 0 0]= A3, A3 = [1 1 1 1 0 0 0]
3. A3 ·E = [1 1 1 1 1 0 1]= A4, A4 = [1 1 1 1 1 0 1]
4. A4 ·E = [1 1 1 1 1 0 0]= A5, A5 = [1 1 1 1 1 0 0]
5. A5 ·E = [1 1 1 1 1 − 1 0] = A6, A6 = [1 1 1 1 1 0 0]= A5

where the second column is the thresholded and updated state vectors.
So the increase of migration into city results in the increase of number of people,

modernization, garbage per area and sanitation facilities.
The FCMs drawn by different experts can be different. Each expert can be assigned

a weight in the [0,1] range that shows the importance, experience or trustworthiness of
the expert.

In general, if the CM matrices have different sizes, matrices with fewer concepts are
augmented by including any missing concept(s) through the addition of extra rows and
columns of all zeros. The final matrix, representing the group opinion, becomes

E =
m

∑
i=1

wi ·Ei (1)



44 L. Mkrtchyan and D. Ruan

where m is the number of experts, wi ≥ 0 shows the i-th expert weight, and Ei is the
adjacency matrix of a map provided by the i-th expert.

Suppose two experts evaluate the same problem and the maps provided by them
differ by sizes, by nodes and by their structures as in Figure 2. Expert e1 provided six
nodes whereas expert e2 evaluated the relationships only among five nodes. Table 2
shows the adjacency matrices of each expert according to their maps.

(a) FCM by expert e1 (b) FCM by expert e2

Fig. 2. Evaluations of the same problem provided by two different experts

Table 2. Adjacency matrices of two experts from Figure 2

(a) Expert e1

c1 c2 c3 c4 c5 c6
c1 0 0.4 0 0.2 0 0
c2 0 0 0 0 0 0
c3 0 0.9 0 0 0 0
c4 0 0 -0.7 0 0 0
c5 0 0 0 0.6 0 0.5
c6 -0.3 0 0 0 0 0

(b) Expert e2

c1 c2 c3 c4 c5
c1 0 0.5 0 0 0.3
c2 0 0 0 0 -0.4
c3 0 0.8 0 0 0
c4 0 0 -0.6 0 0
c5 0 0 0 0.6 0

Note that as expert e2 did not consider node c6, in the augmented matrix the sixth
row and column will be filled by zeros.

Assume that two experts have different weights: we1 = 0.4 and we1 = 0.6. Table 3 the
aggregated adjacency matrix by using (1) and Figure 3 shows the final map generated
from Table 3.

Table 3. The aggregated results of two experts opinion as a group

c1 c2 c3 c4 c5 c6
c1 0 0.46 0 0.08 0.18 0
c2 0 0 0 0 -0.24 0
c3 0 0.84 0 0 0 0
c4 0 0 -0.64 0 0 0
c5 0 0 0 0.6 0 0.2
c6 -0.12 0 0 0 0 0

Among several ways of developing CMs and FCMs, the most common methods are:

• extracting from questionnaires,
• extracting from written texts,
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Fig. 3. Group map generated from Table 3

• conducting interviews,
• drawing maps from data.

To obtain a cognitive map from questionnaires requires first to identify the most impor-
tant variables for the given problem, and then give experts ordered pairs of variables in
a questionnaire format. Afterward, experts decide the strength of causal links relying
on their knowledge and experience.

The second method is a type of content analysis in which the causal relationships are
identified by analyzing texts. The main problem related to this method is that usually
the relationships are not explicitly stated, and the language structure in which texts are
written can vary from one language to another.

The detailed description how to construct a cognitive map through interviews is pro-
vided in [20]. The methodology is composed from the following steps: decide the most
important variables, provide an expert completely unrelated map explaining how to
draw a cognitive map, and finally, ask them to draw their own maps of the issue under
investigation.

The automatic construction of cognitive maps (particularly FCMs) based on user
provided data is discussed in [21]. This method first finds the degree of a similarity
between any two variables, then decides whether the relation between the two variables
is direct or inverse.

However, in this paper we will adopt the different approaches for different prob-
lems in real situations. For energy policy evaluation we construct maps from data, in
which we compare experts after aggregating data about each scenario and each crite-
rion. Therefore, for this problem experts data represent their evaluation of all scenarios.

As we already mentioned, for complex problems it is not easy to assign linguistic
terms for relationships, it is not convenient to use FCMs. For that reason, we propose to
use FCMs in which the relationships between concepts (nodes) are expressed not by a
single linguistic term, but by a belief structure. In the next section, we will explain our
approach in more details.

3 Belief Degree-Distributed FCMs

In this section we propose a new type of FCMs in which the relationships between
nodes are expressed in terms of a belief degree distribution [22].

In BDD-FCM we use belief structures to represent the general belief of experts about
the given relationship between two nodes. Suppose we have a set of linguistic terms
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S = {si} where i is the maximum number of linguistic terms and depends on the task
under consideration. Here we assume i = 7, and assign the following meanings to the
linguistic terms: s1: definite belief of negative impact, s2: strong belief of negative im-
pact, s3: weak belief of negative impact, s4: undetermined of impact magnitude and
direction, s5: weak belief of positive impact, s6: strong belief of positive impact, s7:
definite belief of positive impact. Notice that the number of linguistic terms and their
meanings depend on the problem but, generally, we restrict the minimum number of lin-
guistic terms of five and the maximum number seven. Note that positive/negative impact
does not assume positive/negative consequences but the fact the increase or decrease of
cause node changes the effect variable in the same/opposite direction.

For example, for the relationship between C1 and C2 an expert may express his/her
opinion by the following statement: he/she has 60 % definite belief about the neg-
ative impact between cause and effect variables, 20 % is undetermined about the
change magnitude and direction, and has 10 % is weak belief of the positive impact.
Here the percentages are referred to as the belief degrees that indicate the extents
that the corresponding grades are assessed. The belief structure in this case will be
{(s1,0.6),(s4,0.2),(s5,0.1)}.

In general, the belief structure for the causal relationship Li j between the i-th and j-th
nodes can be defined as follows:

Be(Li j) =
{
(β e

i j,k,sk),k = 1, ...,m
}
,∀i,∀ j,∀e (2)

in which
l

∑
i, j=1

β e
i j,k ≤ 1,∀i,∀ j,∀e, where β e

i j,k is a belief degree of expert e at level sk for

the causal link between i-th and j-th nodes, l is the number of nodes used by expert e,
and m is the number of linguistic terms to describe all belief degrees.

Notice that the sum of belief degrees for a given link may be also less than 1, which
indicates the incompleteness of the judgments. The incompleteness can have several
reasons, for example it can be due to lack of knowledge about the causal link, or lack
of experience and expertise of the expert. Thus, we give flexibility for the experts to ex-
press their opinions in the case of partial information or unclear idea about the concepts
and their relationships.

The experts can express their opinions not only by belief degrees but also by other
types of structures like linguistic terms, crisp numbers, and interval values. In all cases,
we can transfer all types of values to belief structures and then apply our algorithm to
find the similarity between the experts.

If an expert e provides the judgment by a linguistic term sk, then the corresponding
belief structure will be:

Be(Li j) = {(1,sk)} ,k = 1, ...,m. (3)

If an expert e provides the judgment by assigning a crisp number ne
i j ∈ [−c,c] (c is a

scale decided upon on the problem) to the causal link from node Ci to node Cj, then the
related belief degrees will be the membership values of the assigned value related to
each linguistic term. If we have m linguistic terms, and μsk , k=1,...,m, are membership
functions of the linguistic terms sk, then the belief structure for assignment ne

i j will be
as follows:
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Be(Li j) =
{
(μsk(n

e
i j),sk)

}
,∀i,∀ j,∀e. (4)

Figure 4 is an example of transforming a crisp number assignment into a belief struc-
ture. Here we have seven linguistic terms with their membership functions. If the
expert’s judgment is ϑ , then the corresponding belief structure will be non-zero mem-
bership values of μ(ϑ) in fuzzy sets; thus for this example we will have {(δ ,s2),(ε,s3)}.

Fig. 4. Transforming crisp number assignment to belief structures

Another way for experts to make an assignment for a causal link is to use an interval
value assignment, where they indicate the lower and upper bounds for the evaluation in
the decided scale. If the lower and upper bounds of the evaluation of the link between
the i-th and j-th nodes by the expert e are nLowe

i j and nU pe
i j respectively, then the related

belief structure will be the normalized value of the area constrained by the interval
values.

The area restricted by the upper and level bounds of the interval assignment will be:

Ae
i j,k =

{∫ nU pe
i j

nLowe
i j

μsk(x)dx

}
,∀i,∀ j,∀e. (5)

The related belief structure can be obtained by normalizing Ae(i j,k) values as follows:

Be(Li j) =

(
Ae

i j,k

∑m
l=1 Ae

i j,l
,sk

)
,k = 1, ...,1,∀i,∀ j,∀e. (6)

Figure 5 is an example of transferring an interval value assignment into belief structures.
In this example the value for s3 is A3 area constrained by ϑU −ϑ L.

The main advantage of transforming all kinds of input values to belief structures, is
that we do not loose any information of experts’ judgments.

The centrality of a node Ci is decided as for FCMs, but for calculating IN(Ci) and
OUT (Ci) we first sum all belief degrees of each linguistic term, then sum all belief
degrees of the final result. In FCMs, a node can be more central although it has fewer
connections if the connections carry larger weight [19]. Similarly, in BDD-FCMs, a
node can be more central having fewer connections if the connections carry greater
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Fig. 5. Transforming an interval assignment into belief structures

beliefs. The centrality in BDD-FCMs shows the contribution of a node showing how
the node is connected with other nodes and in which degrees are the beliefs for the
connections.

To evaluate the system when one or more variables are on (the event associated with
the variable occurs), we transfer belief degree structure into a crisp number, and follow
the same structure as we discussed for FCMs. If for a task we used m linguistic terms,
for the link between i-th and j-th nodes described by (2) will be:

B(Li j) =
m

∑
k=1

λk ·βi j,k, k = 1, ...,m, (7)

where

λk =

⎧⎪⎨
⎪⎩

k−p
p−1 , if k < p

0, if k = p
p−k
p−1 , otherwise

(8)

where p =
⌈

m
2

⌉
. For example suppose we have seven linguistic terms, and link is de-

scribed by the belief structure as {(s1,0.2),(s2,0.4),(s5,0.3),(s7,0.1)}, then applying
(7) and (8), we will have 0.2 · (−3/3)+ 0.4 · (−2/3)+0.3 ·1/3+0.1 ·3/3=−0.33.

After having collected judgments from the experts and transferring them to belief
structures, we apply our algorithm described in the next section to compare cognitive
maps and find the similarity between the experts.

4 Application Example of BDD-FCMs Group Mapping

In this section we explain the BDD-FCM model by a numerical example. Suppose we
have four experts: e1, e2, e3, and e4, who give their judgments about a transportation
problem [23]. The problem is for a fixed source, a fixed destination and a unique route
from the source to the destination, with the assumption that all the passengers travel
in the same route. Only the peak-hour is considered since the passenger demand is
very high only during this time period. Assume all experts have the same weights; thus
w1 = w2 = w3 = w4 = 1. Initially, they are given the list of different nodes and they
are asked to choose the most important nodes and draw the relationships between those



3 Using Belief Degree Distributed Fuzzy Cognitive Maps 49

Table 4. List of nodes with their descriptions

Node Node description
C1 Frequency of the vehicles along the route (%)
C2 In-vehicle travel time along the route
C3 Travel fare along the route
C4 Speed of the vehicles along the route
C5 Number of intermediate points in the route
C6 Waiting time
C7 Number of transfers in the route
C8 Congestion in the vehicle.

nodes. They expressed their opinions differently by crisp numbers, linguistic terms,
interval values and belief structures as shown in Figure 6. Table 4 lists all used nodes
and their descriptions.

(a) Expert e1 (b) Expert e2

(c) Expert e3 (d) Expert e4

Fig. 6. Cognitive maps obtained from four different experts

We first transfer all values of the causal links to belief structures. Table 5 shows the
transformation results.

To build the group map from the given maps, we augment all matrices to bring them
into the same dimension. For each causal link between the i-th and j-th nodes at sk level,
we aggregate all m experts’ judgments as follows:

βi j,k =

m

∑
i=1

wi ·β ei
i j,k

m

∑
i=1

wi

,∀i,∀ j (9)

where wi is the weight of the expert ei.
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Table 5. Adjacency matrices of four experts from Figure 6

(a) Expert e1
C1 C2 C4 C5 C6 C7 C8

C1 0
{
(s3 ,1)

} {
(s1 ,0.6), (s2,0.4)

}
0
{
(s1 ,1)

} {
(s3 ,0.65), (s4,0.35)

} {
(s2 ,0.5), (s3,0.5)

}
C2 0 0 0 0 0 0 0
C4 0

{
(s3 ,1)

}
0 0 0 0 0

C5 0
{
(s6 ,0.3), (s7,0.7)

}
0 0 0 0

{
(s5 ,0.8), (s6,0.2)

}
C6 0 0 0 0 0 0

{
(s1 ,0.6), (s2,0.4)

}
C7 0 0 0 0 0 0 0
C8 0 0 0 0 0 0 0

(b) Expert e2
C1 C2 C3 C4 C5 C6 C8

C1 0
{
(s3 ,1)

}
0
{
(s1 ,1)

}
0

{
(s1 ,1)

} {
(s2 ,1)

}
C2 0 0 0 0 0 0 0
C3 0

{
(s2 ,1)

}
0
{
(s5 ,1)

} {
(s2 ,1)

}
0

{
(s3 ,1)

}
C4 0

{
(s3 ,1)

}
0 0 0 0 0

C5 0
{
(s7 ,1)

}
0
{
(s2 ,1)

}
0 0

{
(s5 ,1)

}
C6 0 0 0 0 0 0

{
(s1 ,1)

}
C8 0 0 0 0 0 0 0

(c) Experte3
C1 C3 C4 C5 C7 C8

C1 0 0
{
(s1 ,0.7), (s2,0.3)

}
0

{
(s3 ,0.55), (s4,0.45)

} {
(s2 ,0.65), (s3,0.35)

}
C3 0 0

{
(s4 ,0.45), (s5,0.55)

} {
(s2 ,0.6), (s3,0.4)

} {
(s2 ,0.6), (s3,0.4)

}
0
{
(s3 ,0.55), (s4,0.45)

}
C4 0 0 0 0 0 0
C5 0 0 0 0 0

{
(s5 ,0.5), (s6,0.5)

}
C7 0 0 0 0 0 0
C8 0 0 0 0 0 0

(d) Expert e4
C1 C2 C3 C4 C6 C7 C8

C1 0
{
(s2 ,0.1), (s3,0.9)

}
0 0

{
(s1 ,0.8), (s2,0.2)

} {
(s3 ,0.4))

} {
(s2 ,0.4), (s3,0.6)

}
C2 0 0 0 0 0 0 0
C3 0 0 0

{
(s4 ,0.1), (s5,0.9)

}
0 0

{
(s3 ,0.7), (s4,0.3)

}
C4 0

{
(s3 ,1)

}
0 0 0 0 0

C6 0 0 0 0 0 0
{
(s1 ,0.5), (s2,0.5)

}
C7 0 0 0 0

{
(s2 ,1)

}
0 0

C8 0 0 0 0 0 0 0

Table 6 shows the aggregation results using (9) generated from Table 5. Figure 7
shows the final group map generated from Table 6 where ni j corresponds the i-th row
and the j-th column in Table 6.

Table 6. Group Aggregation Results

C1 C2 C3 C4 C5 C6 C7 C8
C1 0

{
(s2 ,0.025), (s3,0.725)

}
0
{
(s1 ,0.575), (s2,0.175)

}
0

{
(s1 ,0.7), (s2,0.05)

} {
(s3 ,0.4), (s4,0.2)

} {
(s2 ,0.637), (s3,0.362)

}
C2 0 0 0 0 0 0 0 0
C3 0

{
(s2 ,0.25)

}
0
{
(s4 ,0.137), (s5,0.612)

} {
(s2 ,0.4), (s3,0.1)

}
0

{
(s2 ,0.15), (s3,0.1)

} {
(s3 ,0.562), (s4,0.187)

}
C4 0

{
(s3 ,0.75))

}
0 0 0 0 0 0

C5 0
{
(s6 ,0.075), (s7,0.425)

}
0

{
(s2 ,0.25)

}
0 0 0

{
(s5 ,0.575), (s6,0.175)

}
C6 0 0 0 0 0 0 0

{
(s1 ,0.525), (s2,0.225)

}
C7 0 0 0 0 0

{
(s2 ,0.25)

}
0 0

C8 0 0 0 0 0 0 0 0

From Figure 7 we observe some important facts. For example, notice that according
to group decision, C1 and C3 are transmitters, consequently they have an effect on other
nodes, but no other node has an effect on them. On the other hand, C8 and C2 are
receivers, thus they are affected by other nodes and do not have an effect to any other
node. The most central node is C1 with the central value equal to 4.1. Nodes with high
centrality values deserve special attention in any analysis for decision support.
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Fig. 7. Group map generated from Table 6

Suppose that Number of transfers in the route (C7) has been increased. According,
to group opinion there is a strong belief that it will decrease Waiting time (C6) which
in its turn will decrease Congestion in the vehicle. For the last statement experts have
52% definite believe and 22% of strong belief. Note that the sum of beliefs is less than
100% as not all experts share the same opinion about the link.

Note that the more the sum of belief degrees of a causal link is close to one, the more
agreement exists among experts in judging the link.

For sensitivity analysis we will transform the belief degree distribution values in
Table 6 into crisp numbers by using (7) and (8) then use different instantaneous state
vectors depending on the task. Table 7 shows the transformed results by applying (7)
and (8).

Table 7. Group Aggregation Results By Crisp Numbers

C1 C2 C3 C4 C5 C6 C7 C8

C1 0 -0.26 0 -0.69 0 -0.73 -0.13 -0.55
C2 0 0 0 0 0 0 0 0
C3 0 -0.17 0 0.3 -0.3 0 -0.13 -0.19
C4 0 -0.25 0 0 0 0 0 0
C5 0 0.475 0 -0.17 0 0 0 0.31
C6 0 0 0 0 0 0 0 -675
C7 0 0 0 0 0 -0.17 0 0
C8 0 0 0 0 0 0 0 0

Now suppose the number of intermediate points in the route has been increased by 50
%. The state vector to analyse the impact of this increase will be A = (0 0 0 0 0.5 0 0 0).
Multiplying it with the adjacency matrix, we will have the immediate results of this
change. The resulted vector is (0 0.285 0 − 0.1020 0 0 0 0.186). So, the change in C5

results of 28 % increase of in vehicle travel time along the route, 10 % decrease of speed
of the vehicles along the route, and finally 18 % increase in the vehicles congestion.
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Obviously, we can use different combinations of changes in different nodes, and see the
most sensitive variables that are affected by that change the most.

In general, the obtained group map can be used for a static analysis of the domain
for exploring nodes’ relative importance, and indirect and total causal effects between
concept nodes. Dynamic analysis of a group map is concerned with the evolution over
time of a system.

5 Comparison of FCMs

While there are many cases to use CMs or FCMs in different application fields, there
are quite few attempts to develop algorithms to compare cognitive maps.

CMs and FCMs can be compared in two dimensions: comparing the content and the
structure of each map [24]. The Content difference is associated with the differences in
elements in both maps and the differences of the relationships between those elements.
The structural difference, on the other hand, is associated with the varying complex-
ity degrees of the maps structure. In this paper, we do not need to perform structural
comparison, but only focus on the content difference analysis.

In this study we will use the algorithm suggested by Langfield-Smith and Wirth [24]
(from now on we will refer to the algorithm as LW algorithm), and we will modify the
algorithm to fit our needs. In [17] the authors argue LW algorithm mentioning that it
does not consider the missing values properly and it lacks of generalizibility. However,
the modification provided by the authors is very complex to be applied. We will take
into account only the comment about generalizibility, and will adjust LW algorithm to
be applicable in all cases. Notice that by generalizibility, we mean that in LW algorithm
the authors fix the number of linguistic terms, and the comparison formula cannot han-
dle different number of linguistic terms. More specifically, they fixed the number of
linguistic terms to 7, assigning maximum strength to 3, minimum strength to −3, and
the provided formula fixes maximum strength as 3 and in other cases it cannot calculate
the comparison.

Eliminating this drawback of LW algorithm, the distance ratio (DR) to compare two
FCMs will be:

DR =

p

∑
i=1

p

∑
1=0

(a∗i j − b∗i j)

2α p2
c + 2pc(puA + puB)+ p2

uA
+ p2

uB
− (2α pc + puA + puB)

(10)

where

m∗
i j =

{
1(i), if mi j �= 0 and i or j /∈ Pc

mi j(ii), otherwise
(11)

In (10), ai j and bi j are the adjacency matrices of the first and second map respectively, p
is the total number of possible nodes, Pc is the set of nodes common to both maps, pc is
the number of such nodes, puA is the number of nodes unique to A and puB is the number
of nodes unique to B, mi j is the value of the i-th row and j-th column in the augmented
adjacency matrix, α is maximum strength decided upon on the problem. One would
argue that only the numerator is enough to calculate the difference between two maps.
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However, it is important also to consider how much in common two maps have, as well
as, in which extend maps have unique elements. Thus, the more the common nodes, and
the less the unique nodes, the more similar are the maps. In this regard, (10) represents
a complete comparison between two maps, consequently two experts.

Below we explain (10)and (11) in more details. Consider again Figure 2 that gives
evaluation of two different experts about the same problem. The set of common ele-
ments between two maps is: Pc = (c1,c2,c3,c4,c5); thus number of common elements
is pc = 5. The first map has only one unique element: c6 and the second map does not
have unique element. Thus, puA = 1 and puB=0. Maximum strength used for this exam-
ple is one, thus α = 1. Therefore, the denumerator in (10) will be: 2 ·52+2 ·5(1+0)+
12 + 02 − (2 ·5+ 1+ 0)= 50.

(14) is applied only for the cases where one of the nodes of the relationship belongs
to the set of common elements, and the value of the causal link is not zero. Table 8
shows augmented matrices of two experts from Figure 2. When we compare the link
between c5 and c6, the difference is not (0.5−0) but 1 by (14) as c5 belongs to common
nodes’ set, while c6 does not belong. The same observation holds also for the causal link
between c6 and c1.

Table 8. Augmented matrices of two experts from Figure 2

(a) Expert e1

C1 C2 C3 C4 C5 C6
C1 0 0.4 0 0.2 0 0
C2 0 0 0 0 0 0
C3 0 0.9 0 0 0 0
C4 0 0 -0.7 0 0 0
C5 0 0 0 0.6 0 0.5
C6 -0.3 0 0 0 0 0

(b) Expert e2

C1 C2 C3 C4 C5 C6
C1 0 0.5 0 0 0.3 0
C2 0 0 0 0 -0.4 0
C3 0 0.8 0 0 0 0
C4 0 0 -0.6 0 0 0
C5 0 0 0 0.6 0 0
C6 0 0 0 0 0 0

Langfield-Smith and Wirth [24] proposed three types of differences between two
individuals in their research:

1. Existence or non-existence of elements: thus one expert considers certain element
as important for the given domain, the other has the opposite opinion. In this case
the adjacency matrix for the cognitive map of the first expert contains the ele-
ment/elements while the other matrix does not contain.

2. Existence or non-existence of beliefs: thus one expert considers that there is a casual
relationship between two concepts, while the other has the opposite opinion. In this
case two experts should agree upon the fact that the nodes are important for the
given domain, but have opposite opinions towards the causal link.

3. Different values for identical beliefs: thus two experts agree that there is a rela-
tionship between two nodes, but one expert holds the belief more strongly than the
other. In adjacency matrices this difference is expressed by non-identical non-zero
values for the cell showing the causal link between two nodes.

Note that the above mentioned differences are related only to the content of FCMs and
not the structure. We will focus only on content difference and not the complexity and
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the structure of FCMs. Since our analysis is based on adjacency matrices, we do not
need to go further in structure analysis of FCMs as adjacency matrices catch the most
important properties of FCMs.

In the next section we present the modification of LW algorithm to compare
BDD-FCMs.

6 Comparison of BDD-FCMs

Our modified algorithm considers that the causal links are expressed by belief struc-
tures, and we do not restrict and fix the number of linguistic terms. Thus, the similarity
between two experts eA and eB is computed as follows:

SIM(eA,eB) =
1

1+DR(eA,eB)
(12)

and

DR(eA,eB) =

p

∑
i=1

p

∑
j=1

m

∑
k=1

∣∣∣(β eA
i j,k)

∗ − (β eB
i j,k)

∗
∣∣∣

2α p2
c + 2pc(puA + puB)+ p2

uA
+ p2

uB
− (2α pc + puA + puB)

(13)

where

(β e
i j,k)

∗ =

{
2(i), if β eA

i j,k �= 0 and Ci or Cj /∈ Pc

β e
i j,k(ii), otherwise

(14)

In (13), β eA
i j,k/β eB

i j,k are belief structures of eA/eB experts, and the other variables have
the same meaning as in (10). As we use belief structures, the maximum strength is
one, therefore, α = 1. Note that, in (14), (i) clause with respect to (11) the difference
between a causal link in two maps in case when one or two nodes of the link do not
belong to the common nodes, will be two. Indeed, in any number of linguistic terms,
maximum difference of two opinions occurs when the beliefs of two experts are com-
pletely different; thus there is no intersection between the provided belief degrees. For
example, if we have i = 5 linguistic terms, one combination of the maximum differ-
ence between the two opinions would be the following case: {(s1,x1),(s2,x2),(s3,x3)}
and {(s4,x4),(s5,x5)}, where xi (i=1, 2, ..., 5) are believe degrees at si level, therefore,
x1 + x2 + x3 ≤ 1 and x4 + x5 ≤ 1. In other words, for the given causal link maximum
possible difference occurs when both experts have non−zero evaluation and in their be-
lief structures they do not use the same linguistic term. Obviously, the maximum belief
degree difference is two.

However, we cannot apply (13), as it does not differentiate the difference of the
strengths of beliefs. For example, if we have two experts’ evaluations {(s1,1)} and
{(s2,1)} respectively, the difference of belief degrees is 2, and if we have {(s1,1)} and
{(s7,1)} the difference is again 2. However, if we associate linguistic term for each
belief degree, obviously the difference for the two cases should be not equal. Indeed,
the difference between definite positive impact and strong positive impact should be not
equal to the difference between definite positive impact and definite negative impact. To
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solve this problem, we suggest to induce a belief-degree coefficient that will consider the
indexes of all non-zero belief degrees. The extended version of (13) with the described
belief-degree coefficient is introduced as follows:

DR(eA,eB) =

p

∑
i=1

p

∑
j=1

m

∑
k=1

∣∣∣(β eA
i j,k)

∗ · γeA
i j − (β eB

i j,k)
∗ · γeB

i j

∣∣∣

2p2
c + 2pc(puA + puB)+ p2

uA
+ p2

uB
− (2α pc + puA + puB)

(15)

where

γe
i j =

∑m
k=1 ke

∑m
k=1 k

(16)

In (16) the numerator is the sum of the indexes of all non-zero belief degrees and the
denominator is the sum of the indexes of all belief degrees. For instance, if expert e
evaluated causal link as {(s1,0.4),(s2,0.5),(s4,0.1)}, and we have five linguistic terms,
γe = 1+2+4

1+2+3+4+5 = 7
15 .

In the next section we illustrate a numerical example for explaining the algorithm in
more details.

7 An Example of Comparing Experts Using BDD-FCMs

In this section we explain our algorithm by a numerical example. Suppose that we have
four experts: e1, e2, e3, and e4, who give their judgments about the same problem.
Initially, they are given the list of 12 different nodes and they are asked to choose the
most important nodes and draw the relationships between those nodes. They expressed
their opinions differently by crisp numbers, linguistic terms, interval values and belief
structure as shown in Figure 8.

To apply the (13), we first transfer all values of the causal links to belief structures.
Table 9 shows the transformation results.

Suppose we want to compare the maps from experts e1 and e2. The set of all common
nodes used by these two experts is the following: Pc={n1,n2,n4,n8,n9,n10}. The set of
unique elements of the first map is PUexp1 = {n3,n5} and the second map does not have
any unique element. Consequently, the number of the common and unique elements
will be: pc = 6, pUexp1 = 2 and pUexp1 = 0.

For simplicity we do not use (16). Applying (13) for the first and second experts we
will have:

DR(e1, e2)= 14.2
86 = 0.15

SIM(e1, e2)= 1
1+0.15 = 0.87

Table 10 shows the results showing the distance ratio between experts according to
their BDD-FCMs.

Figure 9 shows the comparison graph of the experts. The most similar experts are e2

and e4, while e3 is the most different expert with respect to the others.
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(a) Expert e1 (b) Expert e2

(c) Expert e3 (d) Expert e4

Fig. 8. Cognitive maps obtained from four different experts

Table 9. Adjacency matrices of four experts from the maps in Figure 8

(a) Expert e1
n1 n2 n3 n4 n5 n8 n9 n10

n1 0
{
(s6 ,0.3), (s7,0.7)

} {
(s4 ,0.1), (s5,0.9)

}
0

{
(s6 ,0.6), (s7,0.4)

}
0 0 0

n2 0 0 -
{
(s2 ,0.8), (s3,0.2)

}
0

{
(s4 ,0.7), (s5,0.3)

}
0 0

n3 0 0 0 0 0
{
(s2 ,0.8), (s3,0.2)

}
0 0

n4 0 0 0 0 0 0
{
(s5 ,0.8), (s6,0.2)

} {
(s1 ,0.6), (s2,0.4)

}
n5 0 0 0 0 0 0 0 0
n8 0 0 0 0 0 0 0 0
n9 0 0 0 0 0 0 0 0

n10 0 0 0 0 0 0 0 0

(b) Expert e2
n1 n2 n4 n8 n9 n10

n1 0
{
(s7 ,1)

}
0 0 0 0

n2 0 0
{
(s4 ,1)

} {
(s5 ,1)

} {
(s7 ,1)

}
0

n4 0 0 0 0
{
(s4 ,1)

} {
(s2 ,1)

}
n8 0 0 0 0 0 0
n9 0 0 0 0 0 0
n10 0 0 0 0 0 0

(c) Experte3
n1 n3 n4 n6 n8 n10

n1 0
{
(s4 ,0.45), (s5,0.55)

} {
(s4 ,0.3), (s5,0.7)

}
0 0 0

n3 0 0 0 0
{
(s2 ,0.65), (s3,0.35)

}
0

n4 0 0 0 0 0
{
(s2 ,0.65), (s3,0.35)

}
n6 0

{
(s6 ,0.45), (s7,0.55)

}
0 0

{
(s3 ,0.55), (s4,0.45)

}
0

n8 0 0 0 0 0 0
n10 0 00 0 0 0 0
n11 0 0 0 0 0 0

(d) Expert e4
n1 n2 n4 n8 n9

n1 0
{
(s6 ,0.1), (s7,0.8)

}
0 0 0

n2 0 0
{
(s4 ,0.9)

} {
(s5 ,1)

} {
(s7 ,1)

}
n4 0 0 0 0

{
(s3 ,0.2), (s4,0.8)

}
n8 0 0 0 0 0
n9 0 0 0 0 0
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Table 10. The DR and SIM values of two experts BDD-FCMs

(a) The DR values
e1 e2 e3 e4

e1 - 0.15 0.16 0.18
e2 0.15 - 0.42 0.11
e3 0.16 0.42 - 0.37
e4 0.18 0.11 0.37 -

(b) The SIM
values

e1 e2 e3 e4
e1 - 0.87 0.86 0.85
e2 0.87 - 0.70 0.90
e3 0.86 0.70 - 0.73
e4 0.85 0.90 0.73 -

Fig. 9. Comparison of four experts’ similarity from the maps in Figure 8

8 Application Examples: Energy Policy Evaluation

We will consider three main issues of energy policy: Environment and human health
and safety, Economic welfare and Social, political, cultural and ethical needs. Each
issue in its turn depends on many attributes. Here we mention only some of them.
Table 11 shows each attribute, its description and the corresponding node name.

Table 11. List of criteria and subcriteria

Criteria Subcriteria Node Label

Environment and health safety n1

Air pollution n4
Land use n5
Water use n6
Catastrophic risk n7
Geographical distribution risks n8

Economic welfare n2

Intensity of energy use n9
Security of energy supply n10
Economic risks n11
Compatibility with international RD agenda n12

Social, political and cultural needs n3

Control and concentration of power n13
Socio-political stability n14
Job opportunities n15

Figure 10 is a kind of BDD-FCM presenting the relationships between the criteria
and subcriteria of the energy policy evaluation.

Suppose we have six experts e1,..., e6 that evaluate seven different energy policy
scenarios a1,..., a7. After aggregating the results we have evaluations of all experts for
each scenario as in Table 12. Our task is to find similarities between the six experts. In
Table 12 we took values from [25], as we also wanted validate our algorithm by this
example. The results of our algorithm show that we get similar results as in [25], and
our algorithm is more efficient in terms of computational effort.
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Fig. 10. A possible representation of the Energy Policy evaluation

As already mentioned in Section 6, the number and values of linguistic terms depend
on the task under considerations. For the energy policy evaluation, we consider the fol-
lowing set of seven linguistic terms: s1: Very Bad, s2: Bad, s3: Fairly Bad, s4: Moderate,
s5: Fairly Good, s6: Good, and s7: Very Good.

Table 12. The evaluation of each scenario after aggregating all criteria for each expert

Experts
Energy policy scenarios

a1 a2 a3 a4 a5 a6 a7
e1 Very good Good Moderate Bad Fairly Good Fairly Bad Very Bad
e2 Very good Good Moderate Bad Fairly Good Very Bad Very Bad
e3 Very bad Fairly Bad Moderate Good Very Good Good Moderate
e4 Very bad Fairly Bad Fairly Bad Good Fairly Good Good Very Good
e5 Very bad Bad Fairly Bad Moderate Fairly Good Good Very Good
e6 Very bad Good Bad Good Good Good Very Good

In this application, we do not need to compare experts for the evaluation of each
criterion. We compare the experts’ opinions only after aggregating data by all criteria.
Therefore, the adjacency matrices of all experts’ BDD-FCMs will be vectors represent-
ing the the expert’ belief degrees for each energy policy scenario. Notice that all vectors
have the same number of p elements (thus there are not unique elements for neither of
expert), therefore (13) for energy policy evaluation becomes as follows:

DR(eA,eB) =

m

∑
k=0

p

∑
i=1

∣∣∣β eA
i,k −β eB

i,k

∣∣∣
2p2 − 2p

(17)

Table 13 shows the belief structure of each expert generated from Table 12.

Table 13. Experts’ belief structures generated from Table 12

a1 a2 a3 a4 a5 a6 a7
e1

{
(s7 ,1)

} {
(s6 ,1)

} {
(s4 ,1)

} {
(s2 ,1)

} {
(s5 ,1)

} {
(s3 ,1)

} {
(s1 ,1)

}
e2

{
(s7 ,1)

} {
(s6 ,1)

} {
(s4 ,1)

} {
(s2 ,1)

} {
(s5 ,1)

} {
(s1 ,1)

} {
(s1 ,1)

}
e3

{
(s1 ,1)

} {
(s3 ,1)

} {
(s4 ,1)

} {
(s6 ,1)

} {
(s7 ,1)

} {
(s6 ,1)

} {
(s4 ,1)

}
e4

{
(s1 ,1)

} {
(s3 ,1)

} {
(s3 ,1)

} {
(s6 ,1)

} {
(s5 ,1)

} {
(s6 ,1)

} {
(s7 ,1)

}
e5

{
(s1 ,1)

} {
(s2 ,1)

} {
(s3 ,1)

} {
(s4 ,1)

} {
(s5 ,1)

} {
(s6 ,1)

} {
(s7 ,1)

}
e6

{
(s1 ,1)

} {
(s6 ,1)

} {
(s2 ,1)

} {
(s6 ,1)

} {
(s6 ,1)

} {
(s6 ,1)

} {
(s7 ,1)

}
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Table 14 shows the DR and SIM values of six experts with the reference to the data
in Table 13.

Table 14. The DR and SIM values of experts for Energy Policy Evaluation

(a) DR
e1 e2 e3 e4 e5 e6

e1 - 0.033 0.2 0.2 0.2 0.2
e2 0.033 - 0.2 0.2 0.2 0.2
e3 0.2 0.2 - 0.1 0.16 0.13
e4 0.2 0.2 0.1 - 0.066 0.1
e5 0.2 0.2 0.16 0.066 - 0.13
e6 0.2 0.2 0.13 0.1 0.13 -

(b) SIM
e1 e2 e3 e4 e5 e6

e1 - 0.97 0.83 0.83 0.83 0.83
e2 - - 0.83 0.83 0.83 0.83
e3 - - - 0.91 0.86 0.88
e4 - - - - 0.94 0.91
e5 - - - - - 0.88
e6 - - - - - -

Figure 11 is a graphical representation of the similarity between the experts. It in-
cludes more details as the similar graph in [25].

Fig. 11. Graphical representation of the clustering of experts by their similarity

9 Real-Life Case Study: Energy Policy Evaluation

In this section we show the proposed methodology to real-life case study of energy
policy evaluation. The Belgian parliament in 2003 enacted a law to progressively phase
out existing nuclear power plants [26]. To evaluate the possible future of Belgian Energy
policies, 8 scenarios, 44 criteria are developed and 10 experts are asked to evaluate each
scenario. Table 15 lists of all criteria.

The experts are asked to choose among all criteria the ones that they consider as more
important (or they have knowledge to evaluate) and evaluate each scenario against all
the chosen criteria. The maximum number of criteria chosen by an expert was 20, and
the minimal number of the evaluated criteria given by another expert was 5. All experts
chose different nodes, thus none of any two experts chose the exact same set of nodes.

As already discussed, for multiple scenarios we first aggregate data and then apply
our algorithm to find the similarity between experts. We are not interested in how much
experts are different by chosen criteria and given values to the common criteria, but
more interested in how much they are different in choosing the energy policy scenarios.
As an aggregation algorithm we used the one suggested in [22]. This algorithm is more
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Table 15. Criteria List for Energy Policy Domain

Criteria Node Criteria Node
Impacts of air pollution on human health: midterm n1 Impacts of air pollution on human health: long term n2
Impacts on occupational health (gas+coal) n3 Radiobiological health impacts (nuclear) n4
Need for long-term management of HLW n5 Visual impact on landscape n6
Noise amenity n7 Impact on natural ecosystems (air pollution): midterm n8
Impact on natural ecosystems (air pollution): longterm n9 Environmental impact from solid waste (coal) n10
(Land use) Occupational Risk(nuclear) n11 Water Use n12
Catastrophic risk: nuclear n13 Geographical distribution risks/benefits n14
Intensity of energy use n15 Security of energy supply n16
Distribution of economic benefits/burdens n17 Economic risks n18
Overall cost energy system: 2010 n19 Overall cost energy system: 2030 n20
Overall cost energy system: 2050 n21 Ability to provide specialist market n22
Marginal cost electricity: midterm n23 Marginal cost electricity: longterm n24
Strategic factors for export n25 Compatibility with international RD agenda n26
Amount of direct or indirect subsidies needed n27 Consumer choice n28
Citizen participation n29 Contribution to rational energy use n30
Degree of decentralization n31 Need for intermediary storage of spent fuel n32
Control and concentration of power n33 Influence on political decision-making n34
Need for socio-political stability n35 Need for direct political intervention n36
Reversibility of technology choice n37 Knowledge specialization n38
Need for institutional non-prolefiration measures n39 Potential for technology transfer n40
Leaving resources for development n41 Equity(general) n42
Job opportunities n43 Diversification n44

convenient for our task as it used belief structures to compute the attractiveness of each
scenario for each expert. We used computer program described in [22] to compute the
evaluation of each scenario by each expert. Initially, all data are given as interval values,
and we use (5) to convert them to belief structures. Table 16 shows the aggregation
results that we got running the program [22].

Table 16. The aggregation results of 10 experts’ evaluation for 8 scenarios

MLCS MPCS MPLCS MPLCSI RLCS RPCS RPLCS RPLCCSI
e1 0.5043 0.5549 0.5873 0.6438 0.6604 0.6697 0.6894 0.7538
e2 0.7208 0.5872 0.6617 0.7222 0.8227 0.728 0.7945 0.8154
e3 0.6622 0.568 0.6312 0.6317 0.8142 0.761 0.8077 0.7622
e4 0.6451 0.6127 0.7024 0.7602 0.7339 0.5856 0.739 0.758
e5 0.6478 0.5602 0.5595 0.552 0.735 0.6637 0.6678 0.6445
e6 0.8613 0.617 0.7887 0.8865 0.881 0.6775 0.8725 0.892
e7 0.2925 0.6777 0.7175 0.5573 0.4715 0.7125 0.741 0.7203
e8 0.8092 0.5447 0.6808 0.7272 0.8257 0.6937 0.7563 0.771
e9 0.531 0.524 0.618 0.6187 0.5798 0.5673 0.7177 0.7283
e10 0.6401 0.4796 0.588 0.5693 0.7237 0.6078 0.6774 0.6449

Table 17 shows the same results expressed by belief structures. Our aim to convert
Table 16 to belief structures is being able to compare our algorithm with LW algorithm
as LW method is applied only when the links are expressed by numbers or somehow
are converted to numbers. Thus, we applied (11) for Table 16, and (13) for Table 17.

Table 18 shows the distance ratio of all experts applying (11) for Table 16 and Table
19 shows the same result when we apply (13) for Table 17.

Figure 12 shows the final result of comparison of 10 experts according to their eval-
uations of 8 scenarios. From Figure 12, experts e2 and e8 are the most similar, whereas
expert e7 is the most dissimilar comparing with all other experts. Depending on the
threshold we can combine the experts into groups based on their similarities. For exam-
ple, if we fix the threshold 0.996, experts e2, e3 and e8 will make one group, and experts
e1, e5, e9 will combine another group. On the other hand, if we fix greater threshold,
like 0.995, the group will have more members, like in this case, experts e1, e2, e3, e4,
e5, e8, e9 and e10 will belong to the same group.
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Table 17. The aggregation results with belief structures generated from Table 16

(a)
MLCS MPCS MPLCS MPLCSI

e1
{
(s1 ,0.02), (s2,0.98)

} {
(s1 ,0.22), (s2,0.78)

} {
(s1 ,0.35), (s2,0.65)

} {
(s1 ,0.58), (s2,0.42)

}
e2

{
(s1 ,0.88), (s2,0.12)

} {
(s1 ,0.35), (s2,0.65)

} {
(s1 ,0.65), (s2,0.35)

} {
(s1 ,0.89), (s2,0.11)

}
e3

{
(s1 ,0.65), (s2,0.35)

} {
(s1 ,0.27), (s2,0.73)

} {
(s1 ,0.52), (s2,0.48)

} {
(s1 ,0.53), (s2,0.47)

}
e4

{
(s1 ,0.58), (s2,0.42)

} {
(s1 ,0.45), (s2,0.55)

} {
(s1 ,0.81), (s2,0.19)

} {
(s0 ,0.04), (s1,0.96)

}
e5

{
(s1 ,0.59), (s2,0.41)

} {
(s1 ,0.24), (s2,0.76)

} {
(s1 ,0.24), (s2,0.76)

} {
(s1 ,0.21), (s2,0.79)

}
e6

{
(s0 ,0.45), (s1,0.55)

} {
(s1 ,0.47), (s2,0.53)

} {
(s0 ,0.15), (s1,0.85)

} {
(s0 ,0.55), (s1,0.45)

}
e7

{
(s2 ,0.17), (s3,0.83)

} {
(s1 ,0.71), (s2,0.29)

} {
(s1 ,0.13), (s2,0.87)

} {
(s1 ,0.23), (s2,0.77)

}
e8

{
(s0 ,0.24), (s1,0.76)

} {
(s1 ,0.18), (s2,0.82)

} {
(s1 ,0.72), (s2,0.28)

} {
(s1 ,0.91), (s2,0.09)

}
e9

{
(s1 ,0.12), (s2,0.88)

} {
(s1 ,0.1), (s2,0.9)

} {
(s1 ,0.47), (s2,0.53)

} {
(s1 ,0.47), (s2,0.53)

}
e10

{
(s1 ,0.56), (s2,0.44)

} {
(s2 ,0.92), (s3,0.08)

} {
(s1 ,0.35), (s2,0.65)

} {
(s1 ,0.28), (s2,0.72)

}

(b)
RLCS RPCS RPLCS RPLCCSI

e1
{
(s1 ,0.64), (s2,0.36)

} {
(s1 ,0.68), (s2,0.32)

} {
(s1 ,0.76), (s2,0.24)

} {
(s0 ,0.02), (s1,0.98)

}
e2

{
(s0 ,0.29), (s1,0.71)

} {
(s1 ,0.91), (s2,0.09)

} {
(s0 ,0.18), (s1,0.82)

} {
(s0 ,0.26), (s1,0.74)

}
e3

{
(s0 ,0.26), (s1,0.74)

} {
(s0 ,0.04), (s1,0.96)

} {
(s0 ,0.23), (s1,0.77)

} {
(s0 ,0.05), (s1,0.95)

}
e4

{
(s1 ,0.94), (s2,0.06)

} {
(s1 ,0.34), (s2,0.66)

} {
(s1 ,0.96), (s2,0.04)

} {
(s0 ,0.03), (s1,0.97)

}
e5

{
(s1 ,0.94), (s2,0.06)

} {
(s1 ,0.65), (s2,0.35)

} {
(s1 ,0.67), (s2,0.33)

} {
(s1 ,0.58), (s2,0.42)

}
e6

{
(s0 ,0.52), (s1,0.48)

} {
(s1 ,0.71), (s2,0.29)

} {
(s0 ,0.49), (s1,0.51)

} {
(s0 ,0.57), (s1,0.43)

}
e7

{
(s2 ,0.89), (s3,0.11)

} {
(s1 ,0.85), (s2,0.15)

} {
(s1 ,0.96), (s2,0.04)

} {
(s1 ,0.88), (s2,0.12)

}
e8

{
(s0 ,0.3), (s1,0.7)

} {
(s1 ,0.77), (s2,0.23)

} {
(s0 ,0.03), (s1,0.97)

} {
(s0 ,0.08), (s1,0.92)

}
e9

{
(s1 ,0.32), (s2,0.68)

} {
(s1 ,0.27), (s2,0.73)

} {
(s1 ,0.87), (s2,0.13)

} {
(s1 ,0.91), (s2,0.09)

}
e10

{
(s1 ,0.89), (s2,0.11)

} {
(s1 ,0.43), (s2,0.57)

} {
(s1 ,0.71), (s2,0.29)

} {
(s1 ,0.58), (s2,0.42)

}

Table 18. The DR value applying our algorithm generated from Table 17

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10
e1 - 0.043 0.033 0.045 0.036 0.072 0.062 0.044 0.039 0.037
e2 - - 0.021 0.035 0.037 0.045 0.069 0.02 0.067 0.05
e3 - - - 0.04 0.037 0.055 0.062 0.027 0.0045 0.041
e4 - - - - 0.046 0.052 0.073 0.030 0.045 0.043
e5 - - - - - 0.077 0.056 0.050 0.045 0.014
e6 - - - - - - 0.078 0.048 0.080 0.058
e7 - - - - - - - 0.072 0.060 0.065
e8 - - - - - - - - 0.054 0.063
e9 - - - - - - - - - 0.037
e10 - - - - - - - - - -

Table 19. The SIM value applying our algorithm generated from Table 17

e1 e2 e3 e4 e5 e6 e7 e8 e9 e10
e1 - 0.96 0.97 0.96 0.96 0.93 0.94 0.96 0.96 0.96
e2 - - 0.98 0.97 0.96 0.96 0.93 0.98 0.94 0.95
e3 - - - 0.96 0.96 0.95 0.94 0.97 0.96 0.96
e4 - - - - 0.96 0.95 0.93 0.97 0.96 0.96
e5 - - - - - 0.93 0.95 0.95 0.96 0.99
e6 - - - - - - 0.93 0.95 0.92 0.94
e7 - - - - - - - 0.93 0.94 0.94
e8 - - - - - - - - 0.95 0.94
e9 - - - - - - - - - 0.96
e10 - - - - - - - - - -

Fig. 12. Final Result of Similarity among 10 experts
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10 Adding Confidence Levels(CVs) for Criteria: GBDD-FCMs
and Experts’ Comparison Considering CL Values

In the previous sections we discussed GBDD-FCM and the algorithm to compare ex-
perts. In both cases we assumed that experts are confident about their judgment; thus
we assumed that CV = 1. However, in real life applications, often for a given criterion
experts give an evaluation with not fully confidence. In this section we discuss GBDD-
FCM and the algorithm of the experts’ comparison, considering the fact that CV ≤ 1.

Table 20 shows an example in which five experts provided judgments for three dif-
ferent scenarios and for each criterion they provided also the confident values of the
judgments.

Table 20. Adjacency matrices of five experts’ FCMs

(a) Expert e1

Criteria Scenario 1 Scenario 2 Scenario 3
C1 24 29 27 30 23 25
C2 79 79 63 63 78 78
C3 0 0 0 0 0 0
C4 0 43 92 95 88 93
C5 18 59 24 63 53 91
C6 55 55 24 24 69 69
C7 75 88 79 92 86 93
C8 87 87 87 87 87 87
C9 0 38 6 40 48 81

(b) Expert e2
Criteria Scenario 1 CV Scenario 2 CV Scenario 3 CV

C1 3 90% 3 100% 2 70%
C2 8 80% 6 90% 8 90%
C4 4 100% 10 100% 9 100%
C5 4 90% 4 90% 7 90%
C7 8 90% 9 90% 9 100%
C8 9 100% 9 100% 9 80%
C9 2 100% 2 90% 6 90%

(c) Expert e3
Criteria Scenario 1 CV Scenario 2 CV Scenario 3 CV

C1 L 100% L 90% VL 80%
C2 VH 100% H 90% VH 80%
C3 N 100% N 90% N 80%
C5 L 100% L 90% H 80%
C7 VH 100% M 90% VH 80%
C8 VH 100% VH 90% VH 80%

(d) Expert e4
Criteria Scenario 1 CV Scenario 2 CV Scenario 3 CV

C1 (s2 ,0.3) 100% (s2 ,−0.4) 80% (s1 ,0) 80%
C2 (s5 ,−0.1) 900% (s4 ,0.1) 100% (s5 ,0) 100%
C3 (s0 ,0) 100% (s0 ,0.3) 80% (s0,0.2) 90%
C4 (s3 ,0) 90% (s3 ,0.3) 100% (s5,0.2) 90%
C7 (s5 ,0.2) 90% (s5 ,−0.1) 100% (s5 ,−0.3) 100%
C8 (s5 ,0.2) 100% (s5 ,−0.3) 100% (s5,0.1) 90%
C9 (s1 ,−0.4) 80% (s1 ,0.2) 90% (s4,0.5) 100%

(e) Expert e5
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV
C1 0 0.4 0.6 0 0 0 0 60% 0 0.3 0.7 0 0 0 0 80% 0 0.6 0.4 0 0 0 0 100%
C2 0 0 0 0 0.3 0.7 0 100% 0 0 0 0.2 0.8 0 0 100% 0 0 0 0 0.3 0.7 0 60%
C4 0.2 0.4 0.4 0 0 0 0 90% 0 0 0 0 0 0.4 0.6 80% 0 0 0 0 0 0.6 0.4 80%
C5 0 0.2 0.4 0.3 0.1 0 0 60% 0 0 0.4 0.4 0.2 0 0 100% 0 0 0 0.1 0.4 0.4 0.1 60%
C8 0 0 0 0 0 0.8 0.2 90% 0 0 0 0 0 0.8 0.2 90% 0 0 0 0 0 0.7 0.3 90%
C9 0.2 0.4 0.4 0 0 0 0 100% 0.1 0.5 0.4 0 0 0 0 100% 0 0 0 0.3 0.5 0.2 0 100%

As can be seen from Table 20, experts have evaluated each criterion with different
formats. The expert e1 has used interval values in [0,100] range. The expert e2 has used
a numerical format in [0,10] range. The expert e3 has used a linguistic format. The
expert e4 has done the evaluation by 2-tuple format, and finally the expert e5 has used
belief degree distribution format.

First we transfer the evaluations of the criteria of each scenario for each expert to be-
lief structures according with the provided data format. Table 21 shows the
transformation results.
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Table 21. Belief structures of the adjacency matrices of five experts’ FCMs

(a) Expert e1
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0.41 0.59 0 0 0 0 0 0.29 0.71 0 0 0 0 0 0.44 0.56 0 0 0 0%
C2 0 0 0 0 0.26 0.74 0 0 0 0 0.22 0.78 0 0 0 0 0 0 0.32 0.68 0%
C3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0%
C4 0.19 0.39 0.35 0.07 0 0 0 0 0 0 0 0 0.39 0.61 0 0 0 0 0 0.57 0.43%
C5 0 0.17 0.41 0.36 0.06 0 0 0 0.06 0.39 0.42 0.13 0 0 0 0 0 0.15 0.43 0.37 0.05%
C6 0 0 0 0.7 0.3 0 0 0 0.56 0.44 0 0 0 0 0 0 0 0 0.86 0.14 0%
C7 0 0 0 0 0.16 0.79 0.05 0 0 0 0 0.044 0.79 0.17 0 0 0 0 0 0.63 0.37%
C8 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0.78 0.22%
C9 0.22 0.44 0.32 0.02 0 0 0 0.1 0.46 0.41 0.03 0 0 0 0 0 0 0.31 0.5 0.19 0

(b) Expert e2
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV
C1 0 0.2 0.8 0 0 0 0 90% 0 0.3 0.7 0 0 0 0 80% 0 0.8 0.2 0 0 0 0 70%
C2 0 0 0 0 0 0.2 0.8 80% 0 0 0 0.4 0.6 0 0 90% 0 0 0 0 0 0.2 0.8 90%
C4 0 0 0.6 0.4 0 0 0 100% 0 0 0 0 0 0 1 100% 0 0 0 0 0 0.6 0.4 100%
C5 0 0 0.6 0.4 0 0 0 90% 0 0 0.6 0.4 0 0 0 90% 0 0 0 0 0.8 0.2 0 90%
C7 0 0 0 0 0.2 0.8 0 90% 0 0 0 0 0 0.6 0.4 90% 0 0 0 0 0 0.6 0.4 100%
C8 0 0 0 0 0 0.6 0.4 100% 0 0 0 0 0 0.6 0.4 100% 0 0 0 0 0 0.6 0.4 80%
C9 0 0.8 0.2 0 0 0 0 100% 0 0.8 0.2 0 0 0 0 90% 0 0 0 0.4 0.6 0 0 90%

(c) Expert e3
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV
C1 0 0 1 0 0 0 0 100% 0 0 1 0 0 0 0 90% 0 0 1 0 0 0 0 80%
C2 0 0 0 0 0 1 0 100% 0 0 0 0 1 0 0 90% 0 0 0 0 0 1 0 80%
C3 1 0 0 0 0 0 0 100% 1 0 0 0 0 0 0 90% 1 0 0 0 0 0 0 80%
C5 0 0 1 0 0 0 0 100% 0 0 1 0 0 0 0 90% 0 0 0 0 1 0 0 80%
C7 0 0 0 0 0 1 0 100% 0 0 0 1 0 0 0 90% 0 0 0 0 0 1 0 80%
C8 0 0 0 0 0 1 0 100% 0 0 0 0 0 1 0 90% 0 0 0 0 0 1 0 80%

(d) Expert e4
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV
C1 0 0 0.7 0.3 0 0 0 100% 0 0.4 0.6 0 0 0 0 80% 0 1 0 0 0 0 0 80%
C2 0 0 0 0 0 0.1 0.9 90% 0 0 0 0 0.9 0.1 0 100% 0 0 0 0 0 1 0 60%
C3 1 0 0 0 0 0 0 100% 0.7 0.3 0 0 0 0 0 80% 0.8 0.2 0 0 0 0 0 90%
C4 0 0 0 1 0 0 0 90% 0 0 0 0.7 0.3 0 0 100% 0 0 0 0 0 0.8 0.2 90%
C7 0 0 0 0 0 0.8 0.2 90% 0 0 0 0 0.1 0.9 0 100% 0 0 0 0 0.3 0.7 0 100%
C8 0 0 0 0 0 0.8 0.2 100% 0 0 0 0 0.3 0.7 0 100% 0 0 0 0 0 0.9 0.1 90%
C9 0.4 0.6 0 0 0 0 0 80% 0 0.8 0.2 0 0 0 0 90% 0 0 0 0 0.5 0.5 0 100%

(e) Expert e5
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV s0 s1 s2 s3 s4 s5 s6 CV
C1 0 0.4 0.6 0 0 0 0 60% 0 0.3 0.7 0 0 0 0 80% 0 0.6 0.4 0 0 0 0 100%
C2 0 0 0 0 0.3 0.7 0 100% 0 0 0 0.2 0.8 0 0 100% 0 0 0 0 0.3 0.7 0 60%
C4 0.2 0.4 0.4 0 0 0 0 90% 0 0 0 0 0 0.4 0.6 80% 0 0 0 0 0 0.6 0.4 80%
C5 0 0.2 0.4 0.3 0.1 0 0 60% 0 0 0.4 0.4 0.2 0 0 100% 0 0 0 0.1 0.4 0.4 0.1 60%
C8 0 0 0 0 0 0.8 0.2 90% 0 0 0 0 0 0.8 0.2 90% 0 0 0 0 0 0.7 0.3 90%
C9 0.2 0.4 0.4 0 0 0 0 100% 0.1 0.5 0.4 0 0 0 0 100% 0 0 0 0.3 0.5 0.2 0 100%

To conduct a group matrix from Table 21 we first multiply belief values with the
corresponding CV (Table 22), then apply (9). Thus, the belief values that include also
CVs will be decided as follows:

Be(Li j) =
{
(β e

i j,k ×CV e
i j,sk),k = 0, ...,m

}
,∀i,∀ j,∀e (18)

where CV i j is the confidence of the expert e for the causal link between the i-th and the
j-th nodes

Table 23 shows the group decision about each scenario applying (9) from Table 22.
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Table 22. Belief structures (with CV) of the adjacency matrices of five experts’ FCMs

(a) Expert e1
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0.41 0.59 0 0 0 0 0 0.29 0.71 0 0 0 0 0 0.44 0.56 0 0 0 0
C2 0 0 0 0 0.26 0.74 0 0 0 0 0.22 0.78 0 0 0 0 0 0 0.32 0.68 0
C3 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0
C4 0.19 0.39 0.35 0.07 0 0 0 0 0 0 0 0 0.39 0.61 0 0 0 0 0 0.57 0.43
C5 0 0.17 0.41 0.36 0.06 0 0 0 0.06 0.39 0.42 0.13 0 0 0 0 0 0.15 0.43 0.37 0.05
C6 0 0 0 0.7 0.3 0 0 0 0.56 0.44 0 0 0 0 0 0 0 0 0.86 0.14 0
C7 0 0 0 0 0.16 0.79 0.05 0 0 0 0 0.044 0.79 0.17 0 0 0 0 0 0.63 0.37
C8 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0.78 0.22 0 0 0 0 0 0.78 0.22
C9 0.22 0.44 0.32 0.02 0 0 0 0.1 0.46 0.41 0.03 0 0 0 0 0 0 0.31 0.5 0.19 0

(b) Expert e2
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0.12 0.72 0 0 0 0 0 0.24 0.56 0 0 0 0 0 0.56 0.14 0 0 0 0
C2 0 0 0 0 0 0.16 0.64 0 0 0 0.36 0.54 0 0 0 0 0 0 0 0.18 0.72
C4 0 0 0.6 0.4 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0.6 0.4
C5 0 0 0.54 0.36 0 0 0 0 0 0.54 0.36 0 0 0 0 0 0 0 0.72 0.18 0
C7 0 0 0 0 0.18 0.72 0 0 0 0 0 0 0.54 0.36 0 0 0 0 0 0.6 0.4
C8 0 0 0 0 0 0.6 0.4 0 0 0 0 0 0.6 0.4 0 0 0 0 0 0.48 0.32
C9 0 0.8 0.2 0 0 0 0 0 0.72 0.18 0 0 0 0 0 0 0 0.36 0.54 0 0

(c) Expert e3
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0 1 0 0 0 0 0 0 0.9 0 0 0 0 0 0 0.8 0 0 0 0
C2 0 0 0 0 0 1 0 0 0 0 0 0.9 0 0 0 0 0 0 0 0.8 0
C3 1 0 0 0 0 0 0 0.9 0 0 0 0 0 0 0.8 0 0 0 0 0 0
C5 0 0 1 0 0 0 0 0 0 0.9 0 0 0 0 0 0 0 0 0.8 0 0
C7 0 0 0 0 0 1 0 0 0 0 0.9 0 0 0 0 0 0 0 0 0.8 0
C8 0 0 0 0 0 1 0 0 0 0 0 0 0.9 0 0 0 0 0 0 0.8 0

(d) Expert e4
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0 0.7 0.3 0 0 0 0 0.32 0.48 0 0 0 0 0 0.8 0 0 0 0 0
C2 0 0 0 0 0 0.09 0.81 0 0 0 0 0.9 0.1 0 0 0 0 0 0 0.6 0
C3 1 0 0 0 0 0 0 0.56 0.24 0 0 0 0 0 0.72 0.18 0 0 0 0 0
C4 0 0 0 0.9 0 0 0 0 0 0 0.7 0.3 0 0 0 0 0 0 0 0.72 0.18
C7 0 0 0 0 0 0.72 0.18 0 0 0 0 0.1 0.9 0 0 0 0 0 0.3 0.7 0
C8 0 0 0 0 0 0.8 0.2 0 0 0 0 0.3 0.7 0 0 0 0 0 0 0.81 0.09
C9 0.32 0.48 0 0 0 0 0 0 0.72 0.18 0 0 0 0 0 0 0 0 0.5 0.5 0

(e) Expert e5
Criteria Scenario 1 Scenario 2 Scenario 3

s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6
C1 0 0.24 0.36 0 0 0 0 0 0.24 0.56 0 0 0 0 0 0.6 0.4 0 0 0 0
C2 0 0 0 0 0.3 0.7 0 0 0 0 0.2 0.8 0 0 0 0 0 0 0.18 0.42 0
C4 0.18 0.36 0.36 0 0 0 0 0 0 0 0 0 0.32 0.48 0 0 0 0 0 0.48 0.32
C5 0 0.12 0.24 0.18 0.06 0 0 0 0 0.4 0.4 0.2 0 0 0 0 0 0.06 0.24 0.24 0.06
C8 0 0 0 0 0 0.72 0.18 0 0 0 0 0 0.72 0.18 0 0 0 0 0 0.63 0.27
C9 0.2 0.4 0.4 0 0 0 0 0.1 0.5 0.4 0 0 0 0 0 0 0 0.3 0.5 0.2 0

Table 23. Belief Structured(with CV) adjacency matrix of GBDD-FCM from Table 22

Criteria Scenario 1 Scenario 2 Scenario 3
s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6 s0 s1 s2 s3 s4 s5 s6

C1 0 0.15 0.67 0.06 0 0 0 0 0.22 0.64 0 0 0 0 0 0.48 0.38 0 0 0 0
C2 0 0 0 0 0.11 0.54 0.29 0 0 0 0.16 0.78 0.02 0 0 0 0 0 0.1 0.54 0.14
C3 0.6 0 0 0 0 0 0 0.49 0.05 0 0 0 0 0 0.51 0.04 0 0 0 0 0
C4 0.07 0.15 0.26 0.55 0 0 0 0 0 0 0.14 0.06 0.14 0.42 0 0 0 0 0 0.47 0.27
C5 0 0.14 0.44 0.18 0.02 0 0 0 0.01 0.47 0.24 0.17 0 0 0 0 0 0.05 0.44 0.16 0.02
C6 0 0 0 0.14 0.06 0 0 0 0.11 0.09 0 0 0 0 0 0 0 0 0.17 0.29 0
C7 0 0 0 0 0.07 0.67 0.05 0 0 0 0.18 0.03 0.45 0.21 0 0 0 0 0.6 0.55 0.31
C8 0 0 0 0 0 0.78 0.2 0 0 0 0 0.06 0.74 0.16 0 0 0 0 0 0.7 0.18
C9 0.15 0.42 0.18 0 0 0 0 0.04 0.48 0.23 0 0 0 0 0 0 0 0.19 0.41 0.18 0
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Table 24. DR values of five experts for three scenarios

Criteria Scenario 1 Scenario 2 Scenario 3
e1 e2 e3 e4 e5 e1 e2 e3 e4 e5 e1 e2 e3 e4 e5

e1 - 0.078 0.092 0.080 0.070 - 0.056 0.1 0.072 0.066 - 0.066 0.089 0.067 0.074
e2 - - 0.15 0.087 0.079 - - 0.14 0.10 0.063 - - 0.14 0.096 0.067
e3 - - - 0.13 00.15 - - - 0.13 0.16 - - - 0.12 0.15
e4 - - - - 0.15 - - - - 0.13 - - - - 0.12
e5 - - - - - - - - - - - - - - -

Table 25. Similarity measures of five experts for three scenarios

Criteria Scenario 1 Scenario 2 Scenario 3
e1 e2 e3 e4 e5 e1 e2 e3 e4 e5 e1 e2 e3 e4 e5

e1 - 0.93 0.91 0.93 0.93 - 0.95 0.90 0.93 0.94 - 0.94 0.92 0.94 0.93
e2 - - 0.87 0.92 0.93 - - 0.88 0.90 94 - - 0.88 0.91 0.94
e3 - - - 0.88 0.87 - - - 0.88 0.86 - - - 0.89 0.87
e4 - - - - 0.87 - - - - 0.88 - - - - 0.89
e5 - - - - - - - - - - - - - - -

(a) Scenario 1 (b) Scenario 2 (c) Scenario 2

Fig. 13. Comparison of five experts from Table 25

In the previous section we showed the similarity of 10 experts over 8 different sce-
narios aggregating the results of all scenarios. However, it may happen that in certain
case we are interested to see the similarity and conflict of experts for only some scenar-
ios. In this section we do comparison without aggregating all criteria for each scenario,
but we will aggregate after getting the similarity between experts for each scenario. It
depends on the task under consideration, whether the experts’ judgment will be first
aggregated then applied the comparison algorithm, or first similarities for each scenario
will be found, and then aggregation of the results will be done to find the final similarity.

Table 24 and Table 25 show the distance ratios and similarities of experts for each
scenario, respectively. Figure 13 shows the comparison of the five experts for each
scenario.

We can make some observations: for all scenarios e1 and e2 have the most similar
opinions, whereas expert e3 is the most different from all the other experts.

Note that it depends on the application domain if we aggregate for all scenarios then
find similarity measures or we find for each scenario.

11 Conclusions

CMs have been used for analyzing decision-making by exploring causal links among
relevant domain concepts. FCM was introduced as an extension of CMs with the
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additional capability of representing feedback through weighted causal links. However,
in real life situations it is not always easy to give weights or linguistic terms to causal
links.

In this paper we proposed to use BDD-FCMs as a tool to model dynamic systems and
control the causal relationships inside the systems. The main advantage of BDD-FCMs
is the flexibility and freedom of users to express their judgments by using different
structures.

We focused our attention on similarity and conflict analysis between different ex-
perts. We suggested an algorithm to find a similarity between experts based on BDD-
FCMs.

For our future study, we will consider not only the weights of the experts but also
the confidence levels of their judgment for each causal relationship. Moreover, we will
use BDD-FCMs in multi criteria decision making and investigate sensitivity analysis
with BDD-FCMs applied to energy policy [26] and safeguard evaluation problems [22].
A further software tool for BDD-FCMs will be also considered in the future need.
Moreover, we will use the proposed approach for decision masking applied in real life
case study.
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Chapter 4 
The Risk of Comparative Effectiveness Analysis  

for Decision Making Purposes 

Patricia Cerrito 

University of Louisville, Department of Mathematics, Louisville, KY  40292 

Abstract. The purpose of comparative effectiveness analysis is ordinarily de-
fined as a means to compare the benefits of drug A versus drug B. However, 
particularly in relation to cancer drugs, there is only drug A, and comparative 
effectiveness analysis tends to compare drug A to a quality adjusted threshold 
value, with a frequent conclusion that the cost of the drug is not worth the addi-
tional life given to the patient. Ordinarily, a societal perspective is used to deny 
the drugs, since the additional life may be worth the drug cost for the patient, al-
though not to the payer. The British organization, the National Institute for 
Clinical Excellence (NICE) has denied many cancer drugs to their patients be-
cause the cost exceeds a threshold value. The Centers for Medicaid and Medi-
care are examining a similar process to deny treatments that exceed a quality 
adjusted price of $50,000. There are similar provisions in the Healthcare 
Reform Act. With the emphasis upon medications, medical procedures are not 
as subject to this comparative effectiveness scrutiny; procedures can frequently 
exceed the cost of medication treatments. However, each medication is consi-
dered separately; no analysis examines the total contribution of the treatment to 
the overall cost of healthcare. We examine different aspects of comparative 
analysis using techniques of data mining. 

1 Introduction 

In many ways, comparative effectiveness analysis is used to inflate the actual cost of 
treatment based upon the perceived quality of life of patients generally. Quality of life 
is defined lower for patients who are older or disabled, or both compared to younger, 
healthier patients. The adjusted cost, then, does not necessarily reflect the actual re-
quired reimbursement for treatment. In addition, the payer does not pay the adjusted 
cost, only the actual cost. However, if the adjusted cost is above a threshold value, 
that threshold is justified by the payer as a reason to deny the treatment rather than to 
use the actual cost that would actually be paid.  

We will examine different aspects of comparative effective analysis and some of 
the problems that are not considered generally when defining the models but where 
data mining techniques can greatly enhance the process. Otherwise, there are some 
missing pieces that result in a risk that inferior drugs are deemed as the most cost 
effective, or that medications are denied because of a poor understanding of quality of 
life.  
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Currently, the focus on the definition of quality of life is on functioning; relation-
ships are ignored. That there are differing perspectives in terms of quality of life is 
clear because most patients opt for treatment once presented with options such as 
chemotherapy or heart surgery. While do not resuscitate orders are common, these are 
generally signed when they are hypothetical rather than real. Group identity is used to 
define quality of life rather than individual identity; levels of productivity and quality 
of life are considered equal across the patient base. We will demonstrate how text 
analysis can improve upon the concept currently in use for quality of life.  

2 Preprocessing Data 

In claims data, prescriptions are separated from inpatient and outpatient treatments as 
well as office visits and home health care.  Because all of this information is stored in 
different files in a one-to-many relationship with a patient's identification number, the 
most important aspect of using these databases is to convert them to a one-to-one 
relationship after filtering down to the condition under study. We take advantage of 
the data step and the use of summary statistics to do both. Each patient claim is identi-
fied by an ICD-9 code as to the primary reason for the medication or treatment. Os-
teoporosis, for example, is identified by the codes, 733.0x where x can vary from 0 to 
9 (http://icd9cm.chrisendres.com/). Each of the datasets has a column for the primary 
code. We can use an if...then statement in a data step to isolate patients with a specific 
condition. 

Once the different data sets have been filtered down to a specific condition, we 
need to convert them to a one-to-one relationship. We then choose one of the datasets 
to serve as the primary set and merge the datasets using a left or a right join, depend-
ing upon the order of the data sets. In addition, we have to be concerned about wheth-
er medication is discontinued, or if the patient switched to a different treatment  
medication. 

Because the database has accurate dates for prescriptions, we can investigate in 
more detail the occurrence of medication switching using survival data mining. In 
order to do this, we need to transpose both date and medication. Doing a similar code 
to transpose the medication date, we then merge the two transposed datasets together 
so that both medication and date are in the same dataset.  

We then need to search for the first prescription that involves switching, and the 
date when the switching occurs. If no switching occurs, we define the final date as a 
censoring value. The censoring variable can be modified to search for specific end-
point medications. For example, if we want to know whether the change is equal to 
the drug, Boniva, then we define Boniva=0 if medchange=’Boniva’ and =1 otherwise. 
Then we apply survival analysis, stratifying by the initial medication using the start of 
the year, 2006, as time=0. In doing this, we make the assumption that future medica-
tion choice depends on the present medication and not on the past medications. 

Because SAS software (SAS Institute, Inc.; Cary, NC) is used so commonly in medi-
cal research and drug development, we provide the SAS code for the preprocessing  
in the appendix, using SAS version 9.2.  
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3 Comparison of Multiple Drugs for Best Value 

We provide an example of a comparison of multiple medications for the treatment of 
osteoporosis. We want to see if there is a difference in the medical tests performed 
given the different medications to include this information in a comparison between 
drugs. In this example, we combine different datasets taken from the Medical  
Expenditure Panel Survey (http://www.meps.ahrq.gov/mepsweb/).  

We want to see if patients taking different medications have different types of other 
treatments that can increase costs.  We first looked at the costs for each type of care: 
medications, inpatient, outpatient, office visits, and home health care. We also looked 
at the issue of patient compliance in relation to the medications.  It is possible that 
patients are more likely to comply with one medication over another, and compliance 
might reduce the overall costs in terms of treatment. Table 1 gives the costs of the 
medications used to treat osteoporosis along with the different payers. 

Table 1. Total Cost for Osteoporosis Medications 

Year N Obs Variable Mean Sum N 

2005 3733 selfpay 
medicare 
medicaid 
private 
va 
total 

50.1955746
2.9947924

10.4126493
27.2414894

0
94.2722127 

187380.08 
11179.56 
38870.42 

101692.48 
0 

351918.17 

3733 
3733 
3733 
3733 
3733 
3733 

2006 4179 selfpay 
medicare 
medicaid 
private 
va 
total 

36.7708279
27.6511079

2.7505288
17.6373654

0
88.2418689 

153665.29 
115553.98 
11494.46 
73706.55 

0 
368762.77 

4179 
4179 
4179 
4179 
4179 
4179 

Table 1 indicates that the average prescription went from $50 self-pay to $36 while 
Medicare again increased 10-fold and Medicaid paid 1/3 of the amount in 2006 that it 
paid in 2005 for these medications. Private insurance declined considerably from 
$101,692 in 2005 to $73,707 in 2006 for this cohort of patients. The results suggest 
that most of the patients prescribed these medications are in the Medicare eligible 
population. The patients were just shifted in terms of payment and payer for their 
continuing medication. 
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Table 2 gives the frequency count for the medication, Actonel, which is a once-a-
week prescription. In a year’s time, there should be 12 prescriptions, with each  
prescription equal to 4 doses. Possibly, there are 90-day prescriptions of 12 tablets, so 
we need to take this into consideration as well. We do this by computing the product 
of the frequency of the prescription by the average quantity per prescription by pa-
tient. Note that the most frequent number of prescriptions per patient is for just one. 
The patients who get just one prescription most probably had difficulty with the  
medication and discontinued its use. 

Table 2. Frequency Count for Number of Actonel Prescriptions 

FREQ Frequency Percent Cumulative
Frequency 

Cumulative 
Percent 

1 23 20.91 23 20.91 

2 13 11.82 36 32.73 

3 10 9.09 46 41.82 

4 13 11.82 59 53.64 

5 9 8.18 68 61.82 

6 8 7.27 76 69.09 

7 7 6.36 83 75.45 

8 6 5.45 89 80.91 

9 6 5.45 95 86.36 

10 1 0.91 96 87.27 

11 5 4.55 101 91.82 

12 3 2.73 104 94.55 

13 3 2.73 107 97.27 

15 1 0.91 108 98.18 

16 2 1.82 110 100.00 

Figure 1 gives the spread of the number of doses for Boniva. Boniva is taken once 
per month. In a year's time, there should be 52/4, or 13 prescriptions per patient;  
however, only 6 patients have achieved that number.  
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Fig. 1. Number of Doses for Boniva 

The mode in Figure 1 is for 4 doses or fewer when it should be for 12 or 13. Again, 
it does not appear that patients are taking the full medication. It is possible that the 
patients are switching medications because of adverse effects, so we need to take 
switching into consideration as we define compliance.  
 

 

Fig. 2. Number of Doses for Evista 

Evista is used daily, which suggests that a patient should have approximately 365 
doses in a year’s time. While there are many who have that number of doses, there are 
many more who do not, which suggests a lack of compliance with the medication 
requirements. 
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Fig. 3. Number of Doses for Fosamax 

This medication (Fosamax), too, should have 52 doses in a year, although there is a 
daily dose (which appears to be taken by very few patients). There are some extreme 
outliers, but most patients are getting fewer than the 52 doses. 

While this preliminary investigation indicates that most of the patients are not in 
compliance, concluding this result can be misleading. If a patient switches from Ac-
tonel to Fosamax during the middle of the year, that patient will appear to be out of 
compliance for both medications. Therefore, we must change the observational unit to 
reflect the total doses for each drug. First, we separate the patients with more than one 
medication from those with exactly one medication.  

Table 3 shows the number of patients who switched medications. The number is fairly 
small. It is sufficiently large so that patients who switch need to be taken into considera-
tion when defining compliance. Note that most of the switching is to Fosamax. 
 

Table 3. Second Medication and Number Who Switched 

RXNAME Frequency Percent Cumulative
Frequency 

Cumulative 
Percent 

Boniva 5 15.15 5 15.15 

Evista 1 3.03 6 18.18 

Fosamax 27 81.82 33 100.00 
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In order to work with medication combinations, we first need to standardize the 
value. Therefore, we compute a simple ratio for each medication taken, 
c(medi)=number of doses prescribed/number of doses needed for full compliance. 
Then we add the sum of c(medi) for each medication. For example, suppose a patient 
takes Fosamax for 2/3 of a year and Boniva for the remaining 1/3 of a year. Then, 
compliance for Fosamax=36/52 and compliance for Boniva=3/12 for that patient. The 
sum of these values is equal to 36/52+3/12=0.69+0.25=0.94, or very close to one, the 
ideal identified as full compliance. Finally, we have to make certain that we distin-
guish between a once-a-day dose and a once-a-week dose. A patient who has 240 
doses is on a once-a-day prescription.  

We also want to look in the patient conditions listed with the prescriptions for these 
patients with medications for osteoporosis to ensure that they have been properly 
diagnosed. Therefore, we consider the ICD9 codes that are associated with each of the 
medications. For Actonel, there are 646 (out of a total of 996) primary codes given as 
733, or Other disorders of bone and cartilage. The specific codes for osteoporosis are 
733.01 (Senile osteoporosis or postmenopausal osteoporosis), V17.81 (Osteoporosis), 
733.02 (Idiopathic osteoporosis), 733.03 (Disuse osteoporosis), 733.0 (Osteoporosis), 
and 733.00 (Osteoporosis, unspecified). However, there are other primary patient 
conditions listed for Actonel that include 714 (Rheumatoid arthritis and other inflam-
matory polyarthropathies), 715 (Osteoarthrosis and allied disorders), 716 (Other and 
unspecified arthropathies), 718 (Other derangement of joint), and 719 (Other and 
unspecified disorders of joint). Actonel is not approved for arthritis and is not consi-
dered effective for its treatment. It is possible that arthritis is primary and osteoporosis 
is secondary as a patient condition. It is also possible that Actonel is used off-label to 
treat arthritis.  However, 733 is not listed as a secondary ICD9 code for Actonel. 
 Either the Actonel is prescribed improperly, or the ICD9 code is inappropriately 
listed, or the use is off-label.  

Evista similarly has 296 out of 690 primary ICD9 codes listed as 733, but unlike 
Actonel, it has 5 secondary codes also listed as 733. While there are also diagnoses 
listed for arthritis (715-716), there are 88 primary codes for V68 (Encounters for ad-
ministrative purposes). This code suggests that the purpose of  the encounter was to 
write a new prescription for a recurring medication.  

For Fosamax, there are 1531 primary codes out of 2009 for osteoporosis. There are 
an additional 88 primary codes for arthritis, 46 primary codes for V68, and 61 for V82 
(Special screening for other conditions). In contrast, none of the primary codes for 
estrogen are for osteoporosis or arthritis. The primary code listed is for 627 (Meno-
pausal and postmenopausal disorders). It suggests that the estrogen prescriptions are 
not for osteoporosis.  

We want to look at the relationship between the level of compliance to the need for 
treatment for bone fractures that result from the condition of osteoporosis. The num-
ber of such patients is quite small; 12 inpatients and 19 outpatients are identified as 
having treatment for bone breaks, while also having the condition of osteoporosis.  

Note that for patient #8, the primary code is for infection; it is the secondary code 
that reveals the bone fracture related to the infection. This problem of infection is 
frequently related to orthopedic treatments.  
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Table 4. Osteoporosis Medications by Inpatient Fractures 

Row 
number 

RXName Dose 
Strength  

Quantity of 
Prescription 

ICD9 Code ICD9 Code ICD9 Code 

1 Actonel 35 12 821, Fracture 
of other and 
unspecified 
parts of femur 

-1 -1 

2 Actonel 35 12 821, Fracture 
of other and 
unspecified 
parts of femur 

-1 -1 

3 Fosamax 70 90 822, Fracture 
of patella 

-1 -1 

4 Evista 60 150 724, Other and 
unspecified 
disorders of 
back 

733, Other 
disorders of 
bone and 
cartilage 

807, Frac-
ture of 
rib(s), ster-
num, larynx, 
and trachea 

5 Actonel 35 24 827, Other, 
multiple, and 
ill-defined 
fractures of 
lower limb 

-1 -1 

6 Fosamax 70 4 808, Fracture 
of pelvis 

922, Contu-
sion of trunk 

-1 

7 Fosamax 70 28 820, Fracture 
of neck of 
femur 

707, Chronic 
ulcer of skin 

-1 

8 Fosamax 70 12 041, Bacterial 
infection in 
conditions 
classified 
elsewhere and 
of unspecified 
site 

805, Fracture 
of vertebral 
column 
without 
mention of 
spinal cord 
injury 

787, Symp-
toms involv-
ing digestive 
system 

9 Fosamax 70 8 824, Fracture 
of ankle 

-1 -1 

10 Fosamax 35 24 824, Fracture 
of ankle 

-1 -1 

11 Actonel 35 12 812, Fracture 
of humerus 

-1 -1 

12 Fosamax 70 4 820, Fracture 
of neck of 
femur 

812, Fracture 
of humerus 

814, Frac-
ture of 
carpal 
bone(s) 
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The patients taking Actonel in this group appear to be complying with the number 
of doses for a once a month treatment. The patients treated with Fosamax do not seem 
to be complying with the medication. If this is the case (and as shown previously, it is 
also true for patients generally prescribed the medication), it would be worthwhile to 
determine just why patients are not complying with the medication and how  
compliance can be improved. 

This table does suggest that there are patients at high risk for fractures who are not 
complying with their medications. We can see if this remains the case for outpatient 
visits for fractures (Table5).  

Table 5. Osteoporosis Medications by Outpatient Fractures 

Row 
number 

RXName Dose 
Strength  

Quantity of 
Prescription 

ICD9 Code ICD9 
Code 

ICD9 Code 

1 Fosamax 35 4 805, Fracture of 
vertebral column 
without mention of 
spinal cord injury 

-1 -1 

2 Fosamax 70 12 825, Fracture of one 
or more tarsal and 
metatarsal bones 

-1 -1 

3 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

4 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

5 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

6 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

7 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

8 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

9 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

10 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

11 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

12 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

13 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 

14 Fosamax 70 156 824, Fracture of 
ankle 

-1 -1 
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Row 
number 

RXName Dose 
Strength  

Quantity of 
Prescription 

ICD9 Code ICD9 
Code 

ICD9 Code 

15 Actonel 30 32 823, Fracture of 
tibia and fibula 

-1 -1 

16 Actonel 30 32 823, Fracture of 
tibia and fibula 

-1 -1 

17 Actonel 30 32 823, Fracture of 
tibia and fibula 

-1 -1 

18 Fosamax 70 4 820, Fracture of 
neck of femur 

812, Frac-
ture of 
humerus 

814, Frac-
ture of 
carpal 
bone(s) 

19 Fosamax 70 4 820, Fracture of 
neck of femur 

812, Frac-
ture of 
humerus 

814, Frac-
ture of 
carpal 
bone(s) 

There is a red flag on the 156 doses of Fosamax to consider; this patient is taking 
the daily treatment. This list also suggests that patients receive multiple follow up 
visits for treatment and there are actually just 5 patients in the sample receiving outpa-
tient treatment for fractures. Preprocessing needs to isolate episodes of treatment  
rather than just a list of treatments. 

It would be of interest to determine whether patients who are taking the medica-
tions just as a preventative measure to avoid osteoporosis are the ones with limited 
compliance compared to patients who already have the disease, and who have com-
plications related to the disease. It is said that “an ounce of prevention is worth a 
pound of cure”. However, if the patients do not accept the prevention, it will do little 
good. 

To examine some of these potential problems, we look to the physician visits and 
laboratory tests datasets restricted to the patients prescribed osteoporosis medications. 

Table 6. Treatment Performed in Physician Visit by Medication (Percent of Patients) 

Treatment 
Performed 

IV 
Therapy 

Lab 
Tests 

X-Rays MRI/CATSCAN Medication 
Prescribed 

Actonel 1.20 13.08 10.94 15.97 3.38 
Boniva 0 13.54 3.09 3.09 4.64 
Evista 0 22.49 4.54 13.84 6.51 
Fosamax 0.22 18.88 6.72 11.58 4.22 
 EKG EEG Other 

Test 
Surgical Proce-
dure 

 

Actonel 3.45 0.26 16.34 7.45  
Boniva 2.04 0 4.51 6.80  
Evista 3.30 0 24.21 21.51  
Fosamax 2.24 0.50 20.72 11.84  
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There are differences in the percentage of patients with the type of treatment given 
the different medications. Patients taking Actonel are much more likely to have an 
 X-Ray or an MRI; those taking Boniva are much less likely. It could be that patients 
with more serious conditions are given Actonel while Boniva is used more for preven-
tion; or it could be that physicians prescribing Actonel are more knowledgeable about 
needed follow up to guard against side effects. It could also mean that patients taking 
Actonel are more likely to be tested for fractures. The EKG and EEG are heart-
related, and are more likely with Actonel and Evista compared to Boniva and Fosa-
max. Surgical procedures, too, are more likely with Evista. Therefore, there are  
additional consequences that are related to the medication choice. 

Of course, this is a non-terminal, treatable disease. Terminal illnesses will always 
be cheaper not to treat. If not treated, the patient dies and is removed from the health-
care system. It is this reason for a threshold value when performing comparative ef-
fectiveness analysis; the healthcare system will pay so much and no more. That is 
why cancer patients are problematic. They are terminal if not treated and it will cost 
less not to treat and reduce the time of survival. Therefore, these patients are at the 
mercy of the threshold value.  

4 Effectiveness Analysis Using a Threshold Value 

In this section, we investigate the problem of defining a patient's quality of life in 
relationship to treatments when the choice is not between drug A and drug B, but the 
effectiveness is measured against a financial threshold value, as has become common 
in cancer treatments as well as other chronic diseases for which few options are  
available for patients. 

4.1 NICE 

The National Health Service in Britain has been using comparative effectiveness analysis 
for quite some time.  NICE stands for the National Institute for Health and Clinical Ex-
cellence.  This organization has defined an upper limit on treatment costs, and if the cost 
exceeds this pre-set limit, then the treatment is denied.  It does not matter if the drug is 
effective or not. That means that there are many beneficial drugs that are simply not 
available to patients in Britain where fully 25% of cancer patients are denied effective 
chemotherapy medications. (Devlin 2008; Mason and Drummond 2009) The number of 
chemotherapy drugs denied is increasing regardless of their effectiveness. 

NICE is not comparing drug A to drug B for chemotherapy. Instead, the organiza-
tion compares the cost of a drug to the value the organization places on your life. If it 
costs too much to keep you alive given your defined value, or to improve your life, 
then you are denied treatment. Similar types of rationing have also come to the United 
States. Oregon has become notorious in its Medicaid benefit, denying cancer drugs to 
patients, but making the same patients aware that assisted suicide is available.  Ore-
gon will not make available drugs that can prolong a patient’s life; it will make avail-
able a drug to end it (which will then save additional medical costs).  Currently, 
pharmaceutical companies have been subsidizing Oregon’s Medicaid by providing 
these drugs to patients who have been denied by Medicaid. (Smith 2009) It has been 
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suggested that euthanasia is cheaper than end of life care, and more cost-effective 
than treating many patients with terminal illnesses. (Sprague 2009)  

Just recently, the Food and Drug Administration has considered retracting approval 
of a chemotherapy drug for breast cancer on the basis of cost effectiveness rather than 
effectiveness. In this case, the definition of effectiveness has changed. The drug was 
approved based upon an improvement in disease-free survival. The intent is to with-
draw approval because effectiveness is now defined as overall survival. The public 
outcry resulted in a postponement of a decision to remove approval at least for 4 
months. (Anonymous-WSJ 2010; Perrone 2010) However, as of December, 2010, the 
FDA has voted to disapprove the drug for breast cancer. 

4.2 QALY 

A comparative effective analysis starts with the perceived patient’s utility given the 
disease burden. The QALY, or quality of life-adjusted years, is an estimate of the 
number of years of life gained given the proposed intervention. Each year of perfect 
health is assigned a value of 1.0. A patient in a wheelchair is given a correspondingly 
lower value as is a patient who is elderly; this value is not clearly defined and is rarely 
based upon patient input. (Prieto and Sacristan 2003)  

Consider an example. Suppose a cancer drug for patients with liver cancer allows a 
patient to live an average of 18 months compared to not using the drug.  However, as 
with most cancer drugs, there are potent side effects. Suppose that the analyst decides 
that the quality of life is only 40% of perfect health (giving a weight of 0.4). Then the 
drug gives 1.5*0.4=0.6 QALYs to the patient. Suppose that at the initial introduction 
of this drug, it costs $1000 per month, or about $18,000 for the anticipated additional 
life of the patient. Then the cost per QALY is equal to 18,000/0.6=$30,000 per year of 
life saved. According to the NICE organization, this drug then would be too costly 
regardless of the fact that there is no comparable drug that is effective in prolonging 
the patient’s life. However, suppose the analyst uses a measure of 60% of perfect 
health. Then the drug gives 1.5*0.6=0.9 QALYs to the patient at a cost of $20,000, 
which brings the amount closer to the pre-set value defined by NICE. Therefore, this 
definition of a scale of perfect health is of enormous importance. In fact, NICE has 
often denied such a cancer drug because of its cost. (Anonymous-NICE 2004; 
anonymous-NICE 2008; Anonymous-bevacizumab 2009; Anonymous-MedicalNews 
2009; Anonymous-NICEreview 2009; Anonymous-NICEreview 2009) 

If a person is otherwise young and healthy and a drug costs $10,000 per year, then 
the QALY is $10,000. However, if a patient is older and has a chronic condition, then 
that patient’s utility may be defined as exactly half that of a young and otherwise 
healthy person. In that case, the QALY is $20,000 for the same drug. If the patient is 
old and has two or more chronic conditions, then the patient’s utility could be defined 
as 25% that of a young and healthy person. In that case, the QALY IS $40,000 per 
year of life saved.  By defining $15,000 as the upper limit for treatment, it is easy to 
see how the definition of a person’s utility can be used to deny care to the elderly. 

However, the cost of treating the disease is not restricted to the cost of medications. 
Therefore, we must look at all aspects of treatment, including physician visits, hospit-
al care, and home health care. We must also look at the impact of patient compliance 
on the overall cost of healthcare. If patients have specific diseases that can be treated, 
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but who do not use the treatment, then outcomes will not be the same compared to 
patients who do comply. Also, patients who switch treatments may suffer from ad-
verse events of the first treatment that are not present in the second treatment.  
Therefore, we must examine the totality of patient care. 

4.3 Definition of Concepts 

There are a number of concepts used in developing comparative effectiveness models. 
These concepts are particularly important when only one drug is compared to a thre-
shold value. There are several ways that are currently in use to define a patient's quali-
ty of life. However, each method deals with a hypothetical situation rather than one 
that is real, bringing into question the validity of the entire process. The methods are 
listed below (McNamee, Glendinning et al. 2004; Puhan, Schunemann et al. 2007): 
 

• Time Trade Off (TTO): Respondents are asked to choose between remaining 
in a state of ill health for a period of time, or being restored to perfect health 
but having a shorter life expectancy. 

In other words, individuals are given the choice between taking a “happy pill” 
that will guarantee them perfect health for a period a time, after which they will 
drop dead versus spending a longer period of time in imperfect health. Would 
you be willing to take this happy pill if you had ten years of perfect health fol-
lowed by death? Suppose you had 20 years? 30 years? At what point will you 
take this happy pill? If you refuse to take this pill, then you will have imperfect 
health of some type, say arthritis, diabetes, or asthma for, say 30 years. Is ten 
years of perfect health better than 30 years of imperfect health? It is not a real 
choice since such a "happy pill" does not exist, and probably never will. 

• Standard gamble (SG): Respondents are asked to choose between remaining 
in a state of ill health for a period of time, or choosing a medical interven-
tion, which has a chance of either restoring them to perfect health, or killing 
them. 

This, too, is a hypothetical situation. A medical intervention is offered to a patient 
if the benefit outweighs the risk for a patient in ill health. There is no current in-
tervention where the choice is perfect health or death. There is also no indication 
of the actual risk involved. Suppose there is a 1% chance of death versus a 25% 
chance of death. The patient decision, even as a hypothetical, may be different. 

• Visual Analogue Scale (VAS): Respondents are asked to rate a state of ill 
health on a scale from 0 to 100, with 0 representing death and 100 
representing perfect health.  
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This scale assumes that individual patients have a reasonable concept of perfect 
health. Since the term is very vague, it is not certain how patients are reflecting upon 
the terminology in order to make a reasonable assessment. Moreover, this scale does 
not allow patients to indicate their quality of life, which also should be taken into 
consideration.  

4.4 Use of Text Analysis 

Because the concepts of perfect health and quality of life are important to the defini-
tion of comparative effectiveness models, we also need to know how the concepts are 
interpreted by patients as they complete the basic surveys used to define quality of 
life. We used text analysis and open ended surveys to see how individuals view these 
basic concepts. Text analysis goes beyond simple frequency counts of words. It  
examines how words and concepts are linked within sentences.  

Generally, a document is converted into a row in a matrix. This row has a column 
for any word contained within the dataset of documents. The matrix value is equal to 
the number of times that word occurs in the document. The matrix will consist mostly  
of zeros since the list of words is much longer than the list of documents. Therefore, 
the next step is to reduce the dimension of the matrix. This is done through the 
process of singular value decomposition.  This feature is extremely valuable for calls 
into customer service, for example, for chart notes, and to examine advertisements 
from the competition.  

There are variations to this general methodology depending upon what you want to 
discover.  For example, if you want to determine what documents contain a specific 
word for flagging purposes, this can be done through filtering. However, if you want 
to look at connections within the text structure itself, you can find much greater  
meaning using the word structure itself. The basics of text analysis are as follows: 

1. Transpose the data so that the observational unit is the identifier and all  
nominal values are defined in the observational unit. 

2. Tokenize the nominal data so that each nominal value is defined as one  
token. 

3. Concatenate the nominal tokens into a text string such that there is one text 
string per identifier. Each text string is a collection of tokens. 

4. Use text mining to cluster the text strings so that each identifier belongs to 
one cluster. 

5. Use the clusters defined by text mining in other statistical analyses. 

The general process of text analysis is outlined below: 
The SVD of an N x p matrix A having N documents and p terms is equal to A=UΣV 

where U and V are N x p and p x p orthogonal matrices respectively. U is the matrix of 
term vectors and V is the matrix of document vectors; Σ is a p x p diagonal matrix with 
diagonal entries d1 ≥ d2 ≥ …≥ dp ≥ 0, called the singular values of Σ. The truncated de-
composition of A is when SVD calculates only the first K columns of U, Σ and V. SVD 
is the best least squares fit to A. Each column (or document) in A can be projected onto 
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the first K columns of U. Similarly, each row (or term) in A can be projected onto the 
first K columns of V. The columns projection (document projection) of A is a method to 
represent each document by K distinct concepts. So, for any collection of documents, 
SVD forms a K dimensional subspace that is a best fit to describe data. 

Cluster analysis, also called data segmentation, has a variety of goals. All goals re-
late to grouping or segmenting a collection of objects into subsets or “clusters” such 
that those elements within each cluster are more closely related to one another than 
the objects assigned to different clusters. An object can be described by a set of  
measurements or by its relation to other objects.  

In addition, another goal is to arrange the clusters into a natural hierarchy. The ar-
ranging involves successively grouping the clusters themselves so that at each level of 
the hierarchy, clusters within the same group are more similar to each other than those 
in different groups. Cluster analysis is used to form descriptive statistics to assess 
whether or not the data consist of a set of distinct subgroups; each subgroup 
representing objects with substantially different properties.  

Central to all of the goals of cluster analysis is the notion of the degree of similarity 
or dissimilarity between the individual objects being clustered. A clustering method  
attempts to group the objects based on the definition of similarity supplied to it. Clus-
tering algorithms fall into three distinct types: combinatorial algorithms, mixture 
modeling and mode seeking. 

Text analysis has as its basis the Expectation Maximization Algorithm. The expec-
tation maximization (EM) algorithm uses a different approach to clustering in two 
important ways:  

1.  Instead of assigning cases or observations to clusters to maximize the differ-
ences in means for continuous variables, the EM clustering algorithm com-
putes probabilities of cluster memberships based on one or more probability 
distributions. The goal of the clustering algorithm is to maximize the overall 
probability or likelihood of the data, given the final clusters.  

2.  Unlike the classic implementation of k-means clustering, the general EM  
  algorithm can be applied to both continuous and categorical variables. 

The expectation-maximization algorithm is used to estimate the probability density of 
a given set of data.  EM is a statistical model that makes use of the finite Gaussian 
mixtures model and is a popular tool for simplifying difficult maximum likelihood 
problems. The algorithm is similar to the K-means procedure in that a set of parame-
ters is re-computed until a desired convergence value is achieved. The finite mixture 
model assumes all attributes to be independent random variables.  

4.5 Text Analysis of Open Ended Questions 

 Approximately 100 pre-nursing students were surveyed and asked to define "health", 
"perfect health", and "quality of life". The results show that there is some ambiguity 
amongst the students, but the general consensus appears to be focused on physical 
functioning or lifestyle habits rather than social functioning and social networks. We 
first look at the definition of "health" using text analysis. Table 7 shows the terms that 
were used in text analysis to define the different clusters. 
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Table 7. Text Clusters Representing the Term, "Health" 

Cluster Number Description Percentage 
1 Physically, health, emotionally 0.08 
2 Happy, ability, own, one life 0.28 
3 Bad, good, +will, life 0.08 
4 +enjoy, in alive, +thing, +not 0.164 
5 Need, +do, +can, on, patient 0.2 
6 +disease, independent, healthy, life 0.08 
7 Physical, with, well, emotional, able 0.08 

The concept that exists in clusters 1,2,5,6, and 7 primarily focus on physical 
functioning while clusters 3 and 4 focus on the ability to enjoy life. These clusters 
indicate that there are two prime considerations held by different groups of people when 
attempting to define "health". Moreover, these two groups would tend to approach 
surveys on quality of life in completely different ways. Similarly, Table 8 shows the text 
clusters defined for "quality of life".  

Table 8. Text Clusters for "Quality of Life" 

Cluster Number Description Percentage 
1 + condition, mental, medical, +problem, + illness 0.26 
2 +absence, human body, human, within, +ability 0.14 
3 Perfect health, perfect, +do, +not, health 0.24 
4 When, diet, with, without, in 0.2 
5 Stable, mentally, well, state, free 0.16 

There is one group that defines "quality of life" by "perfect health" while a second 
cluster indicates that it is equivalent to the absence of illness. This cluster shows the 
ambiguity in the terms as the definition is circular. Two groups focus on a person's mental 
condition to define "quality of life". The final cluster defines quality as a lifestyle habit, 
primarily related to diet. Table 9 shows the clusters for the concept of "perfect health".  

Table 9. Text Clusters for "Perfect Health" 

Cluster Number Description Percentage 
1 Disease, free, exercise, medical, eat 0.15 
2 State, overall, individual, physical, well 0.30 
3 Problem, health, not, living, health 0.1 
4 Feeling, good diet, have, diet, lifestyle 0.04 
5 Life, mentally, physically, do, basis 0.41 

Three groups focus on the lack of disease and physical well being. Cluster number 5 
includes mental well being while cluster number 4 looks at feeling good and lifestyle, 
including diet.  

Another feature of text analysis is that links between terms can be visualized. Figure 4 
examines the links to the term, health. 
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Fig. 4. Links to the Term, Health 

Other than having some type of health problem, the links are to lifestyle concepts, 
eating and weight. There are no links to mental or social functioning. Similarly,  
Figure 5 examines the concept of life. Again, the emphasis appears to be upon  
physical functioning and the ability to do what one wants to do. 

 

Fig. 5. Links to the Term, Life 
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Because of the critical nature of these concepts in the comparative effectiveness 
models, it is absolutely essential to discover how patients put meaning to the terms 
and to compare their understanding of the concepts to the understanding held by those 
who develop the models; if there are considerable differences in understanding,  
difficulties will arise when and if rationing occurs. 

5 Discussion 

The concepts used in comparative effectiveness analysis, such as quality of life and 
time trade off need to be examined closely; otherwise, the validity of the results are in 
doubt. Patient input should be as comprehensive as possible, and text analysis allows 
for them to demonstrate their different viewpoints with regard to the concepts. Patient 
understanding should also be compared to the understanding of those who perform 
comparative effectiveness analysis.  

In addition, there is a considerable difference in using comparative models when 
comparing drug A to drug B to determine which drug provides both better cost and 
more benefit as opposed to comparing drug A to a threshold value. There should be 
some meaningful justification for the threshold. In addition, the full cost of treatment, 
including inpatient and outpatient treatments as well as physician visits and laboratory 
tests should be considered as the complete cost of treatment as opposed to just the 
cost of medication. The overall impact on the future development of medications and 
treatments should also be assessed.  

If the quality of life is sufficiently lowered, it is almost always possible to exceed 
any fixed threshold value. The consequences of miscalculations can result in patient 
deaths because they are deprived of medications that are medically effective but not 
defined as cost effective. In other words, the perspective of the individual patient 
should be considered along with the perspective of society in terms of dollars spent 
upon healthcare. 
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Appendix: SAS Code for Preprocessing  

Many-to-One 
TITLE; 
TITLE1 "Summary Statistics"; 
TITLE2 "Results"; 
FOOTNOTE; 
FOOTNOTE1 "Generated by the SAS System 

(&_SASSERVERNAME, &SYSSCPL) on  
%TRIM(%QSYSFUNC(DATE(), NLDATE20.)) at 
%TRIM(%SYSFUNC(TIME(), NLTIMAP20.))"; 

PROC MEANS DATA=WORK.SORTbyID 
 FW=12 
 PRINTALLTYPES 
 CHARTYPE 
 NWAY 
 VARDEF=DF   
  MEAN  
  STD  
  MIN  
  MAX  
  N ; 
 VAR TOTTCH06 OBTTCH06 OPVTCH06 OPOTCH06 AMETCH06 

AMATCH06 AMTTCH06 AMTOTC06 ERDTCH06 ZIFTCH06 IPFTCH06 
DVTOT06 DVOTCH06 HHNTCH06 VISTCH06 OTHTCH06  
RXTOT06; 

 CLASS cost_Sum / ORDER=UNFORMATTED ASCENDING; 
 
RUN; 
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Merge Datasets 
 

PROC SQL; 

   CREATE TABLE 

SASUSER.QUERY_FOR_SUMMARYOFCONDITIONS_SA AS  

   SELECT t1.patientID, 

 t1.remaining variables from dataset, 

 t2.variables from second dataset 

FROM claims.summaryofconditions AS t1 RIGHT JOIN 

claims.h105 AS t2 ON (t1.patientID = t2.patientID); 
QUIT; 

 
Transpose Data 
 

proc transpose data=medications out=medicationbyid  

     prefix=med_; 

    id patientid; 

run; 

 
Defining Number of Prescriptions 
 

data sasuser.survivaldata;                                                  

  set medicationbytranspose;                                                 

  array meds(379) med_1 - med_379;                                           

  array dates(379) date_1 - date_379; 

do j=1 to 379;                                                               

    if dates(j)=. then dates(j)='31dec2004'd;   

 censor=1;                                                               

  end;                                                                       

  do i=1 to 379;                                                             

    if i=1 then temp=meds(i);                                               

    if meds(i) ne temp then do;                                              

      med_num=i;                                                             

      date_num=dates(i);  

 medchange=meds(i); 

 censor=0;                                                               

      i=379;                                                                 

    end;                                                                     

  end;                                                                       

run;   
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Create Censoring Variable 
 

if date_num = . then date_num='12dec2006'd;        

if (medchange eq ' ') then censor=1; 

if (medchange eq 'Drug_1') then drug_1=0; 

else drug_1=1; 

if (medchange eq 'Drug_2') then Drug_2=0; 

else drug_2=1; 

finaldate=input(newlastdate,anydtdtm17.); 

format finaldate datetime17.; 

final=datepart(finaldate); 

format final date9.;             

 
Survival Analysis 
 

PROC LIFETEST DATA=sasuser.survival data ALPHA=0.05 
; 
 BY medchange; 
 STRATA med_1; 
 TIME Days * censor (1); 
 
RUN; 
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Abstract. The portfolio optimization theory targets the optimal resource allocation 
between sets of securities, available at the financial markets. Thus, the investment 
process is a task, which targets the maximization of the portfolio return and  
minimization of the portfolio risk. Because such an optimization problem becomes 
multi-criterion optimization one it lacks an unique solution. A balance between the 
portfolios risk and portfolio return has to be integrated in a common scalar criterion 
for the risk management. The book chapter considers a bi-level optimization para-
digm for the investment process. The optimization process evaluates the optimal 
Sharp ratio of risk versus the return to identify the parameter of the investor’s pre-
ferences to risk at the upper level. At the lower level of optimization the optimal 
portfolio is evaluated using the upper level defined investor’s preferences. In that 
manner, the portfolio optimization results in an unique solution, which is deter-
mined according to the objective considerations and it is not based on subjective 
assumptions of the portfolio problem. As a result, the portfolio risk is minimized 
according to two arguments: the content of the portfolio with appropriate assets and 
by the parameter of investor’s preferences to risk.   

1 Introduction 

The estimation and the forecast of the financial risk is currently one of the major tasks 
of the investment’s process management. This problem is in the scope of statistics and 
probability modelling. The financial risk is always related with the portfolio manage-
ment [20]. The uncertainty about future events makes the market behaviour unpre-
dictable and prevents the assessment of the parameters of the financial markets under 
dynamical changes. The analysis of the market is performed under predefined as-
sumptions, which are taken into consideration when allocating financial resources. 
Generally, such assumptions concern uncertainty in ideal mathematical behavior, 
constant and not changing environment influences. The formal models in investment 
apply mathematical analytical tools, which formalize both the behavior of the market 
players and future events associated with financial markets. The allocation of invest-
ment resources is formalized and the resulting mathematical methods strongly  
influence the working practice of financial institutions [4]. 
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According to the portfolio theory the decision maker makes his decisions taking in-
to account the risk of the investment. The risk has a meaning of uncertainty. The term 
“risk” is used when the future is not determined and predictable. Currently, the portfo-
lio optimization models are based on probability theory. However, the probabilistic 
approaches cannot fully formalize the real market behaviour. Another attempt for 
handling uncertainty of the financial market is the application of the fuzzy set theory 
[4, 21]. 

The most monumental contribution for the application of the modern mathematical 
models in finance and particularly in risk assessment gives the work of Markowitz 
[9]. The portfolio selection is the most impact-making development in modern ma-
thematical finance management. The Markowitz theory of portfolio management 
deals with the individual investor. This theory makes combination of the probability 
theory and optimization. The investor’s goal is to maximize the return and to minim-
ize the risk of the investment decisions. The investor’s return is formalized as the 
mean value of a random behaved function of the portfolio securities returns. The risk 
is formalized as a variance of these portfolio securities. These mathematical represen-
tations of return and risk allow defining a simple optimization problem which  
formalizes the portfolio management. The two important goals of the investor are to 
maximize the profit and to minimize the risk of the investment. The exact portfolio 
solution depends on the level of risk the investor can bear in comparison with the 
level of portfolio return. Thus, the relation between return and risk is always a major 
parameter, which has to be identified by the investor for practical utilization of the 
portfolio theory. In that manner, the decision making process of the investment is 
generally managed by the subjective assumptions of the investor for the risk/return 
relation of the portfolio. A decreasing of the subjective influence of the investment 
process can be achieved if the unknown investor’s coefficient for undertaking risk is 
calculated according to the optimization problem. A formal model proposing a new 
bi-level optimization problem for the portfolio optimization is presented in the book 
chapter. The upper level evaluates the parameter of the investor’s risk preference. 
Then, this parameter is used for the optimal resource allocation by minimizing risk 
and maximizing the portfolio return. Thus, in a common formal problem the portfolio 
management is performed with a lack of subjective influence in the process of  
resource allocation. The portfolio risk is minimized according to two types of argu-
ments: the portfolio content and the parameter of the investor’s risk preference.                          

2 Taxonomy of the Risk 

The content of the term “risk” is hidden in the uncertainty of the future process, which 
influences the return or costs of the financial assets. The term “risk” is addressed to 
several categories of the financial world [3]. 

Market Risk. It is defined as a risk to financial portfolio, related to the dynamical 
changes of the market prices of equity, foreign exchange rates, interest rates, com-
modity prices. The financial firms generally take a market risk to receive profits. Par-
ticularly, they try to take a risk they intent to have and they actively manage the  
market risk.  
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Liquidity risk is defined as the particular risk from conducting transactions in  
markets with low liquidity as evidence low trading volume and large bid-ask spread. 
Under such conditions the attempt to sell assets may push prices lower and the assets 
have to be sold below their fundamental values or within a time frame, which is  
longer than expected.  

Operational risk is defined as a risk of loss due to physical catastrophe, technical 
failure and human error in the operation of the firm. 

Credit risk is defined as the risk that counterparty may become less likely to fulfill 
its obligations upon date.  

Business risk is defined as the risk that changes in variables of a business plan. It 
will destroy that plan, including quantifiable risks for business cycle and demands, 
changes in the competitive behaviour and/or technology. 

The term of the risk that is usually employed and easily formalized is the variance 
of the dynamically changed costs of the financial assets. Introduced by Markovitz, the 
assets characteristics are defined by their average return Ei  and their risk, evaluated as 
the variance iτ . The book chapter considers the market risk, which results in different 
values of the variances of the average returns. As an example, data for the rates of 
three currencies, USD, GBP and CHF, taken from the Bulgarian site http://econ.bg for 
a period of 15 days is given in Fig.1.   

 
 

 
 

Fig. 1. Rates of USD, GBP CHF currency, taken from http://econ.bg  
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The data is employed to define the portfolio problem (see Table 1; BGN is the 
Bulgarian currency).   

Table 1. Daily returns of three currencies 

DATE 

Rate of 
USD 
[BGN] 

Rate of 
GBP 
[BGN] 

Rate of 
CHF 
[BGN] 

R1  - daily 
return     
USD % 

R2  - daily 
return  
GBP % 

R3  - daily 
return  
CHF % 

30.9.2008 1,3630 2,4574 1,2344 2,029 -0,142 0,219 
29.9.2008 1,3359 2,4609 1,2317 0,406 -0,348 0,408 
26.9.2008 1,3305 2,4695 1,2267 -0,068 0,045 0,049 
25.9.2008 1,3314 2,4684 1,2261 0,279 0,341 -0,163 
24.9.2008 1,3277 2,4600 1,2281 -3,363 -0,974 0,31 
23.9.2008 1,3739 2,4842 1,2243 1,868 0,902 -0,858 
19.9.2008 1,3487 2,4620 1,2349 -1,913 0,094 0,521 
18.9.2008 1,3750 2,4597 1,2285 0,299 0,294 0,-615 
17.9.2008 1,3709 2,4525 1,2361 -0,81 -0,688 0,512 
16.9.2008 1,3821 2,4695 1,2298 -0,6 0,529 0,392 
15.9.2008 1,3905 2,4565 1,2225    

These initial values are noted as Ri (i=1,n; n=3), where i is the index of the asset. It 

is necessary to evaluate the average return Ei and the risk iτ  for each asset. The eval-

uation of the average return is found as the weighted sum t
i

t

t
i RPE ∑= , where tP  is 

the probability that i has a return  t
iR  at time t [17]. The values t

iR  for the USD cur-

rency are assumed to be probably equal to the probability 
N

Pt 1=  = 0,1;  

N=10 – number of days, used for the currency rate. Hence, the average return of the 
USD currency is calculated as  

1873,0)6,0...406,0029,2(1,01 −=−++=E . 

In the same fashion,   

0053,0)529,0...348,0142,0(1,02 =++−−=E    
15544,0)392,0...408,0219,0(1,03 =+++=E , 

and the return vector of the three assets is  

1544,00053,01873,0−=TE . 

The risk of each asset is defined by the variance of the daily returns [3]: 

∑ −=
t

i
ti

t
i REP 22 )(τ

, 

which results in 4147,05357,05355,1=T
iτ .  
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These data are the input for the definition of the portfolio optimization problem. The 
average values Ei represent the mean value around which the daily returns Ri fluctuate. 

The risk iτ  is a quantitative assessment of the diapason in which Ri varies. Larger 

diapasons imply higher risk levels. 
 

3 Portfolio Optimization Problem 

The portfolio theory was developed as a decision support tool for the allocation of 
investments for the sells of financial assets (securities, bounds) from the stock  
exchange [1]. Such an allocation is called “investment” decision making. The investor 
treats each asset as a prospect for future income. Thus, the better combination of fi-
nancial assets (securities) in the portfolio, the better return for the investor. The port-
folio contains a set of securities. The portfolio optimization problem is defined as 
problem for optimal allocation of financial resources for trading financial assets. The 
problem of portfolio optimization targets the optimal resource allocation in the in-
vestment process [12]. The resource allocation is done by investing capital in finan-
cial assets (or goods), which will generate return for the investor after a period of 
time. The objective of the investment process is to maximize the return while keeping 
risk at minimum [11]. In 1952, Harry Markowitz suggested a simple and powerful 
approach to quantify risk. According to the portfolio theory [12] the analytical  
relations between the portfolio risk Vp, portfolio return Ep and the values of the  
investment per type of assets xi are  

   xExEE T
i

n

i
ip == ∑

=1

 

   xxjixxV T
j

n

j

n

i
ip cov(.)),cov(

1

==∑∑
=

 , 

where 
Ei  - average value of the return of asset  i ; 

T
n

T EEE ),...,( 1=  - vector with dimension 1 x n;  

cov(i,j) – co-variation coefficient between the assets  i  and  j . 
The component xxV T

p cov(.)=  formalizes the quantitative assessment of the 

portfolio risk. The component xEE T
p =  is the quantitative evaluation of the portfo-

lio return. The portfolio problem solutions xi , i=1,n  determine the relative amounts 
of the investment per security   i .  

The co-variation is calculated from previously available statistical data for the  
returns of assets i and j and it takes the form of a symmetrical matrix  
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nxn
nnnn

n

n

),cov()2,cov()1,cov(

),2cov()2,2cov()1,2cov(

),1cov()2,1cov()1,1cov(

cov(.)

"
#

"
"

=

. 

The components cov(i,j) are evaluated from the values )(2)1( ,,, N
iii RRR " and 

)(2)1( ,,, N
jjj RRR " , which concern the profit of assets i and j for discrete time moments  

(1), (2),…, (N). The co-variation coefficient between assets i and j is calculated as   

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

−−+

+−−+−−
=

))((

))(())((1
),cov(

)()(

)2()2()1()1(

j
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ERER
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N
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"
 , 

where  

[ ])()2()1(1 N
iiii RRR

N
E +++= "

  ,  
[ ])()2()1(1 N

jjjj RRR
N

E +++= "
 

are the average profits of the assets  i  and  j  for the period ],....,2,1[ NT = . Particu-

larly, the value  2),cov( iii τ=  gives the variation of the return of asset i. The portfo-

lio theory defines the so-called “standard” problem of optimization [12]: 

   
]cov(.)

2

1
[min xExx TT

x
σ−

 ,   (1) 

          xT.1 = 1 , 

where  cov(.) – a symmetric positively defined n x n square matrix,  
E –  a (n x 1) vector of the average profits of the assets for the period of time   

],....,2,1[ NT =  ; 

1

1

1 #=  , is a unity vector, n × 1; 

σ – a parameter of the investor’s preferences to undertake a risk in the investment 
process. 

The constraint of the optimization problem presents the equation 
121 =+++ nxxx " , which formalizes the fact that the investment is not partly im-

plemented and the full amount of the resources are devoted for the investments. If the 
right side of the constraint is less than 1, this means that the amount of the investment 
is not effectively used. The investment per different assets has to be performed for the 
total amount of the available investment resources, numerically presented as a relative 
value of 1. The solutions xi , i=1, 2, …, n give the relative values of the investment, 
which are allocated for the assets  i,  i=1, 2, …, n.  
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The component of the target function   xxV T
p cov(.)=  is the quantitative assess-

ment of the portfolio risk. The component  xEE T
p =  is the quantitative value of the 

portfolio return. The target function of problem (1) aims to minimize the portfolio risk 
Vp and also maximize its return Ep. The parameter σ has a numerical value from the 
range [0, + ∞ ]. This coefficient quantitatively formalizes the investor’s ability to 
undertake risk. If σ =0, the investor is very cautious (even a coward) and his general 
task is to decrease the risk of the investment, ]cov(.)[min xxT

x
. If σ=+ ∞ , the  

investor has forgotten the existence of the risk in the investments. His target is to 
obtain a maximal return from the investment. For that case, the relative weight of the 
return in the target function is most important, and then the optimization problem has 
an analytical form:   ][max][min xExЕ T

x

T

x
≡−σ . 

Thus, in the portfolio problem a new unknown parameter σ is introduced , which 
assesses the investor’s preferences for undertaking risk in decision making. This  
parameter influences the portfolio problem, making it a parametric one. Respectively, 
for a new value of σ , the portfolio problem (1) has to be solved again. The trivial 
case when σ  is not properly estimated the optimization problem has to be solved for 
a set of σ .  The values σ  introduce strong subjective influence to the solutions of 
the portfolio problem. Additionally, for practical reasons, the portfolio problem has to 
be solved multiple times with a set of values for the coefficient of the investor’s  
preferencesσ  to undertake risk. Thus, for real time applications of investment, the 
estimation of σ  and the solution of (1) become quite important. 

The numerical assessment of σ  is a subjective task for the financial analyzer. This 
coefficient strongly influences the definition and respectively the solutions of the 
portfolio problem. Respectively, σ  also changes the final investment decision.  

The portfolio theory uses the space risk-return   Vp=Vp(Ep) for the assessment of the 
portfolio characteristics found as combinations of admissible assets. The investors 
have to choose optimal portfolios from the upper set of admissible solutions named 
“efficiency frontier”. This “efficiency frontier” is not evidently found. Points from 
this curve can be found by solving the portfolio optimization problem with different 
values of the parameterσ .  The “efficient frontier” is evaluated point by point  
according to an iterative numerical procedure: 

1. An initial value of σ for the investor’s preferences is chosen. The zero value 
σ =0  is a good starting point and this corresponds to the case of an investor, 
who is not keen on risky decisions; 

2. the portfolio problem is solved with the chosen σ   

]cov(.)
2

1
[min xExx TT

x
σ−

 
         xT×1 = 1   

and the optimal solution  x(σ) is found; 
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3. evaluation of the portfolio risk and portfolio return:  

)(cov(.))( σσ TT
p xxV =  , )(σxEE T

p = . 

These values give a point into the space )( ppp EVV = , which belongs to the efficient 

frontier;  
4.  new value of  σnew=σold+Δ  is chosen, where   Δ  is determined by considera-

tions for completeness in moving into the set   σ = [0,+∞]. Then, go to point 2. 
 
Hence, for each solution of the portfolio optimization problem one point into the 
space    )( ppp EVV =  , belonging to the curve of the efficiency frontier is found  

(see Fig.2).  
 
 

 
 
 

 
 

 
 
 

Fig. 2. Efficiency frontier of the portfolio optimization 

For practical cases of individual investor, problem (1) is solved with a set of values 
ofσ . Having a set of solutions x(σ )  the final value of  σ * for that investor  is em-
pirically estimated, which gives also the final optimal portfolio solution  x(σ *) as 
well.  However, such an approach generates a contradiction between the manner of 
quantitative definition of problem (1) and the final decision for the investment. The 
portfolio theory insists that the value of σ * has to be estimated before solving the 
problem. However, in practice σ * is estimated after evaluating a set of portfolio 
problems (1) with different values for σ . Respectively, the subjective influence in 
definition of σ * is quite obvious. 

The formal model, which is developed in this book chapter targets at the decrease 
of the subjective influence in evaluating and assessing the parameter of investor’s 
preference to risk σ . The idea of the model is to formalize the decision making 
process by two hierarchically interconnected optimization problems (Fig.3). 

The optimization problem for evaluating σ  is stated at the upper hierarchical lev-
el. This problem can be defined from considerations, which are not subjectively influ-
enced. For example, this optimization problem, can target the evaluation of such a σ , 
which consequently will result in a “well” ratio between the portfolio risk and return.  

On the lower hierarchical level the standard portfolio optimization problem is 
solved usingσ , estimated from the upper optimization problem. Unfortunately, both 

Vp 

Efficient frontier 
Ep 
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optimization problems are interconnected by their arguments. The solution of the 
upper level problem influences as parameter the corresponding low level optimization 
problem and vice versa. Hence, a bi-level optimization problem is stated, which 
represent the decision making process in portfolio optimization. 

 
 
 
 
 
 
 
 
 
 

Fig. 3. Definition of bi-level portfolio optimization problem 

4 Bi-level Hierarchical Optimization Problems 

A general peculiarity of bi-level optimization problems is that by solving an appropri-
ate optimization problem on the upper level, the evaluated solutions are used to define 
a set of parameters in the lower level optimization problems. The solutions of the last 
in turn define a set of parameters for the upper level problem. Thus, an interrelation 
between the solutions at the upper and lower level optimization problems influence 
the exact form of the optimization problems.   

The general bi-level hierarchical optimization problem is made by the formulation 
of the Stackelberg game [16]. The Stackelberg problem can be interpreted as a game 
between two players, each of them making decisions [13, 14, 15]. The decisions of 
the leader (upper level problem) answer the questions: which is the best strategy for 
the leader, if he knows the goal function and the constraints of the follower (lower 
level problem) and how the leader has to choose his next decisions? When the leader 
evaluates his decisions, the follower chooses his own strategy for decision making for 
minimization of his target function. Respectively, the follower solves an optimization 
problem of mathematical programming form.  

The formal presentation of the Stackelberg game in bi-level hierarchical forms is 
given as interconnected optimization sub-problems. The lower level optimization 
problem is in the form  

         ),(min yxf
Yy∈

                (2) 

        0),( ≤yxg ,                 (3) 

where nRx ∈  is a coordination parameter, defined from the solutions of the  

upper level optimization problem, mRYy ⊆∈   is the solution of the lower level 

Problem for finding   σ 

Standard portfolio optimization problem (1) 

σ x(σ) 
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optimization sub-problem, 1: RRRf mn →×  and qmn RRRg →×: . This sub-

problem is parameterized by the values of x. Let  P(x) denotes the optimal solution of  
problem (2) for given  x : 

{ }0),(),,(min),(|)()( *** ≤=∈=
∈

yxgyxfyxfxSyxP
Yy ,

 

where   

{ }0),(|)( ≤∈= yxgYyxS  . 

The optimal problem of the upper level for given lower level solution )(* xPy ∈  is 

),(min *yxF
Xx∈

                     (4) 

     0),( * ≤yxG                 (5) 

  )(* xPy ∈                                    (6) 

where  npmnmn RXRRRGRRRF ⊆→×→× ,:,: 1  .  

This problem is solved by the leader. The bi-level hierarchical problem, titled as 
Stackelberg game, is formulated as hierarchical system with two levels. The optimiza-
tion sub-problem (2-3) is a slave one to the coordination problem (4)-(6). The particu-
lar constraint P(x) determines the rational set of reactions of the slaver player. The 
feasible area of the coordination (4)-(6) is non-explicitly analytically defined  

{ })(,0),(|),( *** xPyyxGyxIR ∈≤=  . 

The reaction of the slaver is evaluated from the set of rational reactions P(x), while  
IR represents the feasible set for the decisions of the leader, among which he can 
search the optimal solution.  

The book chapter considers a special form of the Stackelberg’s problem: 

{ }0),(/),(min **

, *
≤

∈
yxGyxF

yXx

                (7) 

 { }0),(),,(min),(|)()( **** ≤=∈=∈
∈

yxgyxfyxfxSyxPy
Yy

,           (8) 

where the upper level is influenced by the reaction of the lower level by the minimal 
function w(x), defined as 

    ),(min)( yxfxw
Yy∈

=                  (9) 

satisfying the definition set 

    0),( ≤yxg .                (10) 
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For this model the notation w(x) refers to the minimal value of the goal function of the 
lower level f(x,y), where the optimization is performed towards the argument  y. The 
upper level problem can be formulated in a way, excluding y, substituting it in the 
target function and constraints explicitly with the minimal valued function w(x): 

    ))(,(min xwxF
Xx∈

                              (11) 

    0))(,( ≤xwxG ,                              (12) 

where  11: RRRF n →×   and  pn RRRG →× 1:  . By the combination of rela-
tions (9)-(10) and (11)-(12) the bi-level hierarchical optimization problem is stated in 
the form  

    ))(,(min xwxF
Xx∈

                (13) 

    0))(,( ≤xwxG                  (14) 

    ),(min)( yxfxw
Yy∈

=                 (15) 

    0),( ≤yxg .                 (16) 

Both (7)-(8) and (13)-(16) are general nonlinear optimization problems. Due to me-
thodological difficulties for the solution of hierarchically interconnected optimization 
problems, the classical application of the portfolio theory currently lacks a solution of 
the bi-level optimization problems. The portfolio problem is solved by quantitative 
assessment of σ * in advance, without applying interconnected hierarchical optimiza-
tion. The value of σ * is estimated intuitively or empirically by an expert. Here, a 
methodology for the solution of bi-level portfolio problem is applied, derived as non-
iterative coordination [17, 19]. The methodology for non-iterative coordination in 
hierarchical systems defines analytical approximations of the inexplicit function w(x), 
used by the upper and lower optimization problems. Thus, analytical relations be-
tween the investor’s preferences for the risk σ  and the solutions xi are derived [18]. 
Such relations support fast solution of the bi-level problem and respectively support 
real time decision making.  The upper level problem is defined with a target function, 
which minimizes the Sharp ratio: portfolio risk versus portfolio return. The argument 
of this optimization problem is the investor’s preferences for the riskσ . Applying the 
non-iterative methodology [17, 19] analytical relations between the portfolio prob-
lem’s parameters Ep, Vp , the portfolio solutions xi and the parameter of the investor’s 
preferenceσ  are derived. These relations speed up the decision making process and 
the investment decisions can be made in real time.  
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5 Solution of Portfolio Bi-level Problem 

The solutions of the initial problem (1) xi have to be described as analytical functions 
of the σ  parameter. For that case the initial problem (1) is rewritten in the form  

]
2

1
[min xRQxx TT

x
+

                           (17) 

         CAx =  , 

where the correspondence between problems (1) and (17) is:  

Q=cov(.),  R=-σ E , A=1 , C=1 . 

If the value of the coefficient σ  is asserted, problem (1) has a solution, denoted like 
x(σ ). For the case when σ  changes, the solution of the portfolio problem x is an 
inexplicit analytical function ofσ : 

x=x(σ ). 

The portfolio risk   

)(cov(.))()( σσσ xxV T
p =  

and the portfolio return    

)()( σσ xEE T
p =  

are also implicit functions ofσ . 
Problem (2) can be solved using the method of the non-iterative coordination, 

which gives possibility to derive approximations of the implicit analytical relations of 
the portfolio parameters )(),(),( σσσ xEV pp   towards the argumentσ . Using  

relation (15) from [19], the analytical solution of problem (2) is 

  )]()([ 1111 CRAQAAQARQx TTopt +−−= −−−−
.                (18) 

Using this relation, the analytical descriptions of the portfolio risk and return become   

[ ]{ }
[ ]{ })()(

))((
1111

1111

CRAQAAQARQ

QQRAAAQAQRC

QxxV

TT

TTTTT

optTopt
p

+−−

+−+−=

==

−−−−

−−−−

.

 

After several transformations it follows 

[ ] CAAQCRQAAAQARQRV TTTTT
p

111111 )()( −−−−−− +−= . 
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The analytical relation of the portfolio return is obtained as the linear relation towards 
xopt  or  

[ ]{ }
CAAQAQRRAQAAQARQR

CRAQAAQARQRxRxEE
TTTTTT

TTToptTT
p

1111111

1111

)(])([

)()(
−−−−−−−

−−−−

+−−=

=+−−===

 

Finally 

[ ] CAAQCRQAAAQARQRV TTTTT
p

111111 )()( −−−−−− +−=              (19)  

CAAQAQRRAQAAQARQRE TTTTTT
p

1111111 )(])([ −−−−−−− +−−=           (20) 

Relations (19) and (20) can be expressed in terms of the initial portfolio problem (1). 
Thus, explicit analytical relations for the portfolio risk Vp , portfolio return Ep  and the 
optimal solution of the portfolio problem  xopt  are derived towards the coefficient of 
the investor’s risk preference σ .  For the current problem (1), taking into account the 
correspondence between problems (1) and (17), it follows   

 [ ] })()({)( 111111 CAAQAEAQAAQAEQx TTTTopt −−−−−− +−= σσ              (21) 

 CAAQCEQAAAQARQEV TTTTT
p

1121111 )(])([)( −−−−−− +−= σσ            (22) 

 [ ]{ }CAAQAEQAAAQARQExEЕ TTTTToptT
p

111111 )()()()( −−−−−− +−== σσσ  .          (23) 

To simplify the notations, the following coefficients are introduced: 

 [ ] EQAAAQARQE TTT 1111 )( −−−− −=α                  (24) 

      CAAQC TT 11 )( −−=β  

           CAAQAQE TTT 111 )( −−−=γ   , 

where the parameters α, β and γ are scalars. Relations (22) and (23) become 

 βασσ += 2)(pV ,   γασσ +=)(pE .             (25) 

The new derived relations (21)-(24) describe in analytically explicit form the func-
tional relations between the portfolio parameters for risk, return and optimal solution 
towards the coefficient of the investor’s preferences to riskσ . Hence, the solution of 
the portfolio problem (1) is calculated using relations (21)-(23) without the imple-
mentation of optimization algorithms for the solution of the low level optimization 
problem. This considerably speeds up the problem solution of (1). Hence, the portfo-
lio optimization problem can be solved in real time, with no iterative calculations, 
which benefits the decision making in the fast dynamic environment of the stock 
exchange. 
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On the upper optimization level it is necessary to evaluate the parameter of inves-
tor’s preferences σ, under which the better (minimal) value of Sharp ratio (the relation 
Risk/Return) is optimized.  The problem for the evaluation of σ in a formal way is 
stated as 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

=
≥ )(

)(

)(_
)(

min
0 σ

σ
σ

σ
σ

p

p

E

V

returnPortfolio

Risk  . 

According to relation (25) the analytical form of the problem is   
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This problem evaluates the parameter of the investor’s preferences σ  according to 
objective considerations. Thus, the portfolio optimization problem is stated as bi-level 
optimization procedure (Fig. 4). The advantage for the evaluation of  σ  comes from 
the fact that the estimation of σ  is done by overcoming the subjective influences of 
the investor, and it is found from a real optimization problem.  

 The solution   σopt  of such a problem is found according to the relations  
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The following condition must hold:  
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For the particular case when the value of C is a digital number (С=1 for relative  
assessment of the investment), then 
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This relation gives analytical way of calculation of the optimal parameter for risk prefe-
rences of the investor. For that reason the solution of the upper level optimization  

problem is reduced to analytical relation (28), applied for the calculation of optσ . 

6 Assessment of the Bi-level Calculations 

An illustration of the solution of a set of bi-level optimization problems is given below. A 
set of optimization problems is defined with a maximal amount of 13 securities, traded at 
the Bulgarian stock exchange, n=13. The portfolio optimization problems has been de-
fined and solved with variable number of securities n (n=2, 3, …,13). Respectively, the 
corresponding matrices for the portfolios problems were chosen from the largest matrices  

1313| xQ   and
113| xE  , which were defined from the Bulgarian stock exchange data as  

 

Q13=  [0.786167      -0.162559       -0.071959       -0.164858       0.047331         
-0.603850       0.166243        -1.047479       -0.539301     -0.603588       
-0.891402        0.008453        -0.133797; 
 

-0.162559       2.986604          0.793027        0.007331       0.026117         
 0.098366        0.045948        -0.111006       0.655404       -0.071133        
 0.035753       -0.293635       -0.410321; 
 

 -0.071959      0.793027          0.555667         0.039004        -0.008898       
 0.174713        0.013785        -0.060925         0.161520         0.066703         
 0.170407        -0.029705      -0.249643; 
 
 -0.164858        0.007331        0.039004        0.848372        -0.727659       
  0.746201        0.241088        -1.953395       -1.625136       -0.313008        
 -1.802728       -0.786455         0.865357; 

 

  0.047331         0.026117        -0.008898       -0.727659       1.819902        
  -1.231908        0.170827        -1.672948       -0.841580       -1.216701       
  -1.527534        0.263455        -0.134094; 

 

 -0.603850        0.098366        0.174713         0.746201        -1.231908          
 5.813142          0.356443       0.135327        -1.384723        -0.966858        
 0.370034         1.723733        -0.238691; 
 

 0.166243         0.045948         0.013785        0.241088        0.170827         
 0.356443        1.200181          0.075195        0.246796        0.080846          
 1.063820        0.504612        -0.220170; 
 
 -1.047479      -0.111006       -0.060925       -1.953395        -1.672948        
  0.135327        0.075195        12.288469       0.077632        -0.607134        
  3.229930        -1.407467       -0.200097; 



106 T. Stoilov and K. Stoilova 

 

 -0.539301       0.655404        0.161520        -1.625136       -0.841580        
 -1.384723       0.246796        0.077632        5.300921        1.053221         
 2.486395        1.651404        -3.039378; 
 

 -0.603588      -0.071133       0.066703        -0.313008       -1.216701        
 -0.966858       0.080846        -0.607134       1.053221        2.517762         
 0.653272        -0.035333       -0.194460; 
 

 -0.891402       0.035753        0.170407        -1.802728       -1.527534        
 0.370034        1.063820        3.229930        2.486395        0.653272         
 29.446252       1.644501        0.462070; 
 

 0.008453       -0.293635       -0.029705       -0.786455       0.263455         
 1.723733        0.504612        -1.407467       1.651404        -0.035333        
 1.644501        11.792594       1.208723; 
 

 -0.133797      -0.410321       -0.249643       0.865357        -0.134094        
 -0.238691       -0.220170       -0.200097       -3.039378       -0.194460        
 0.462070        1.208723        16.782235]; 

 

  TE13  =  [  1.147143    1.805000    1.084717    1.239130    1.713784  

     2.571667    1.099146    2.230377    1.554639    1.217075  
     2.512333    2.510000    1.844951]. 

The problems with lower dimension  n<13  are defined by sequential removal of the 
leading row and column from Q. Respectively, the lower order matrices Е were  
generated by removal of the leading component of vector E.  

The target of the experiments was to evaluate 30 points of the efficient frontier for 
each optimization problem. Then, having the efficient frontier, the optimization  
procedure continues with finding the portfolio, which has minimal Sharp ratio (risk 
versus return). For that case the parameter of the investor’s preferences for risk σ opt 
is calculated, using (28). 

The sequence of the solution of the portfolio problem is the following:  

- Analytical definition of the portfolio problem (1) with n=13; 
- Evaluation of the scalar values of the intermediate parameters α(n), β(n), γ(n) 

from (24); 
- Starting the calculations of the efficient frontier with initial value   σ*=0; 
- Evaluation of the portfolio parameters Vp=Vp(σ*, α(n), β(n), γ(n),  

Ep=Ep(σ*, α(n), β(n), γ(n)), according to (25). Thus, one point from the efficient  
frontier in the space risk/return )( **

pp EV is found; 

- New value of the coefficient σ is chosen, σ**=σ*+1/30.   

These steps are performed for 30 points of the graphics )( ppp EVV = . 
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Following problem (26), the optimal value of the parameter of the investor’s prefe-
rences   σopt  is identified, evaluated as a solution of an upper level optimization  
problem: 
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where x(σ) is an implicit function, defined by the solution of the portfolio optimiza-
tion problem (1) for different values of σ. Problem (29) introduces an objective crite-
rion for the choice and estimation of the coefficient of the investor’s preferences. This 
problem makes advantages for the estimation of σ in comparison with its subjective 
choice from the financial analyzer, which is performed according to the classical 
model of the portfolio optimization. 

The optimal value of σ opt is numerically calculated using (28). 
Figure 4 presents the graphics 

)(

)(

σ
σ

p

p

E

V  for different optimization problems with  

varying dimensions n=2,3,..7. These graphics explicitly demonstrate the minimum 
(towards σ ) of the ratio of portfolio risk versus return. The corresponding value σopt 
is found according to objective considerations, coming from the upper level  
optimization problem for minimization of Sharp ratio: 
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Problem (30) uses objective target function, which is the Sharp ratio. Thus, the argu-
ment σ is calculated as a solution of a well defined and consistent optimization prob-
lem. In comparison with the classical portfolio theory the value of σ is not assessed 
by subjective consideration of the financial analyzer, which is an advantage of the  
bi-level portfolio problem. The solution of problem (30) can be expressed also  
analytically, according to relation (28). 
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Fig. 4. Relation of the ratio risk/return from  σ  for different problem dimensions (n=2, 3, …, 7)  
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As illustration the corresponding values of risk Vp(x(σopt)), portfolio return 

Еp(x(σopt)) and its optimal value ratio 
)(

)(

σ
σ

p

p

E

V  are given in figures 5-7. For the case of 

portfolio problems with dimensions n=[2; 3; 4; 5; 6; 7 ], the optimal values of σ opt, 
risk Vp and return Ep are the following  

σopt  = [ 0.2161; 0.1307; 0.0851; 0.0464; 0.0406; 0.0384]; 

)( opt
pV σ  = [ 0.5715;  0.2903; 0.197;  0.1199; 0.1118;  0.1083]; 

)( opt
pE σ  = [1.3223; 1.1103; 1.1568; 1.292; 1.3767; 1.4091]; 

)/( pp EV = [0.4322; 0.2614; 0.1703; 0.0928; 0.0812; 0.0769]. 

The graphical interpretation of these results is given in figures 5 - 8, where the  
notation sigma-opt is used for the value   σopt .  

 
 
 
 
 
 
 
 
 
  

 
 
 

Fig. 5. Relation of  σopt and the problem di-
mension  n=2,3,…,7   

Fig. 6. Relation of  )( opt
pV σ

 
and the  

problem dimension n=2,3,…,7 

 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Relation of )( opt
pE σ

 
and the prob-

lem dimension  n=2,3,…,7                   

Fig. 8. Relation of   )/( pp EV
 

and the  

problem dimension  n=2,3,…,7 
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These results prove the consistency of the definition of the portfolio optimization 
problem as a bi-level optimization one. On the upper level the optimal value of the 
parameter of the investor’s preferences is calculated, according to objective optimiza-
tion criteria. In the current case it an optimization problem for the minimization of the 
ratio risk/return (Sharpe Ratio) has been chosen. The optimal value of the parameter σ 
was derived analytically as a solution of the upper level optimization problem. This 
overcomes the weakness of the classical definition of the portfolio optimization  
problem, which assumes subjective estimation of σ. 

7 Conclusion 

The book chapter developed a new formal model of the portfolio problem, which was 
presented as bi-level optimization one. The risk of the investment was minimized twice 
by optimal content of portfolio securities and optimal assessment of the parameter of risk 
preference. The classical description of the portfolio problem is like single level optimi-
zation with predefined parameter for risk preference σ. This parameter has to be  
estimated by the financial analyzer and the portfolio theory insists σ to be given before 
solving the portfolio problem. The estimation of σ is a source of subjective influence for 
the problem definition and the evaluated optimal solution. Currently, the portfolio prob-
lem is solved for a set of values of σ by means to estimate the influence of σ to the prob-
lem solutions. In this research the process of decision making was presented as a two 
level optimization system. The upper level defined the optimal value of the parameter of 
risk preferences of the investor  σ by minimizing the Sharp ratio (portfolio risk versus 
portfolio return). The lower optimization level used σ and solved the portfolio optimiza-
tion problem. The bi-level formalism defined in an unique way the most appropriate 
value of σ by optimizing the Sharp ratio. In that manner, the bi-level formalism achieved 
two benefits: suppressed the subjective assessment of the investor’s risk preferences and 
calculated and applied the optimal value of σ by minimizing the Sharp ratio. These two  
outcomes considerably improved the bi-level definition of the portfolio problem in  
comparison with the classical single level optimization problem.  

Additionally, this work developed and applied a special method for solving the op-
timization problem, titled non-iterative coordination.  It allowed to define explicitly 
and analytically the upper level optimization problem for solving σ and to derive 
explicit analytical relations between the portfolio problem solutions and σ, x(σ). 
These relations speed up the optimal problem solution and the definition of the  
efficient frontier of portfolios. Thus, the decision making process can be performed in 
real time which can respond to the fast dynamic changes of the security market and 
reduce the risk of the investment.   

Acknowledgement. This work is partly supported by project INPORT DVU01/0031 
funded by “Science Researches” of Ministry of Education and Science in Bulgaria. 

 



110 T. Stoilov and K. Stoilova 

References 

1. Bodie, Z., Kane, A., Marcus, A.: Investments. Naturela, Sofia (2000) 
2. Campbell, J., Chacko, G., Rodriguez, J., Viceira, L.: Strategic Asset Allocation in a Conti-

nuous-Time VAR Model, pp. 1–21. Harvard University, Cambridge (2002) 
3. Christoffersen, P.F.: Elements of financial risk management. Elsevier (2003) 
4. Fang, Y., Lai, K.K., Wang, S.: Fuzzy portfolio optimization. Springer, Heidelberg (2008) 
5. Ivanova, Z., Stoilova, K., Stoilov, T.: Portfolio optimization-Internet Information Service. 

Academician Publisher M. Drinov, Sofia (2005) (in Bulgarian) 
6. Kohlmann, M., Tang, S.: Minimization of risk and linear quadratic optimal control theory. 

SIAM J. Control Optim. 42, 1118–1142 (2003) 
7. Korn, R.: Continuous-Time Portfolio Optimization Under Terminal Wealth Constraints. 

ZOP-Mathematical Methods of Operations Research 42, 69–92 (1995) 
8. Magiera, P., Karbowski, A.: Dynamic portfolio optimization with expected value-variance 

criteria. Bucharest, 308–313 (2001) 
9. Markowitz, H.M.: Portfolio selection. J. of Finance 7, 77–91 (1952) 

10. Mateev, M.: Analysis and assessment of investment risk. University publisher Economy, 
Sofia (2000) (in Bulgarian) 

11. Sharpe, W., Alexander, G., Bailey, J.: Investments. Prentice Hall, England Cliffs (1999) 
12. Sharpe, W.: Portfolio theory & Capital markets. Mc Grow Hill (2000) 
13. Shimizu, K., Ishizuka, Y., Bard, J.: Nondifferentiable and Two-Level Mathematical  

Programming. Kluwer Academic Publishers (1997) 
14. Simaan, M.: Stackelberg Optimization of Two-Level Systems. IEEE Trans. Systems, Man 

and Cybernetics, SMC 7, 554–556 (1997) 
15. Simaan, M., Cruz, J.B.: On the Stackelberg Strategy in Nonzero-sum Games. J. of Opti-

miz. Theory & Applic. 11, 535–555 (1973) 
16. Stackelberg, H.: The Theory of the Market Economy. Oxford University Press (1952) 
17. Stoilov, T., Stoilova, K.: Noniterative Coordination in Multilevel Systems. Kluwer  

Academic Publisher, Dordrecht (1999) 
18. Stoilova, K., Stoilov, T.: Noniterative Coordination Application in Solving Portfolio Op-

timisation Problems. In: Proceedings of the International Conference Automatics and In-
formatics, Sofia, pp. 159–162 (2003) 

19. Stoilova, K.: Predictive Noniterative Coordination in Hierarchical Two-level Systems. 
Comptes Rendus De l’Académie Bulgare Des Sciences 58, 523–530 (2005) 

20. Thomas, L.C.: A survey of credit and behavioural scoring: forecasting finan-cial risk of 
lending to consumers. Int. J. of Forecasting 16, 149–172 (2000) 

21. Zadeh: Fuzzy sets. Information and Control 8, 338–353 (1965) 



J. Lu, L.C. Jain, and G. Zhang: Handbook on Decision Making, ISRL 33, pp. 111–123. 
springerlink.com                            © Springer-Verlag Berlin Heidelberg 2012 

Chapter 6 
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Abstract. The basic assumption for using probabilistic decision-making models 
for portfolio selection problems, such as Markowitz’s model, is that the situa-
tion of stock markets in future can be correctly reflected by security data in the 
past, that is, the mean and covariance of securities in future is similar to the past 
one. It is hard to ensure this kind of assumption for the real ever-changing stock 
markets. Possibilistic decision-making models for portfolio selection problems 
are based on possibility distributions, which are used to characterize experts’ 
knowledge. A possibility distribution is identified using the returns of securities 
associated with possibility grades provided by experts. Based on the obtained 
possibility distribution, we construct a possibilistic portfolio selection decision-
making model as a quadratic programming problem. Because experts’ know-
ledge is very valuable, it is reasonable that possibilistic decision-making models 
are useful in real investment environment. 

1 Introduction 

It is well known that modern portfolio analysis is initiated by Markowitz [13]. In 
Markowitz’s mean-variance model, returns of securities are assumed to be random 
variables, and the investors are assumed to seek a portfolio of securities which max-
imizes the return and minimizes the risk of their investment, where the return is  
quantified by the mean, and the risk is characterized by the variance of a portfolio of 
securities. Many researches have been done as the extensions of Markowitz’s mean-
variance models [2, 8, 12, 14, 19] within probability framework. The basic assump-
tion of probability distribution based portfolio selection models is that the situation of 
stock market in future can be correctly reflected by securities data in the past. Howev-
er, there are many uncertain factors and imprecise information so that it is hard to 
believe that such assumption can hold in the real ever-changing stock markets. Under 
such circumstances, it is benefit to take advantage of the experts’ knowledge about 
stock market, which can be represented by the judgment with the historical data of 
securities to evaluate the future security returns. Tanaka and Guo initially characte-
rized the expert knowledge on stock return prediction by the possibility distribution 
which is identified from the past time data plus possibility grades judged by an expert, 



112 P. Guo 

and a possibilistic decision-making model for portfolio selecting is presented based on 
the possibility theory [16-17]. Tanaka et al [18] proposed two kinds of portfolio  
selection models based on fuzzy probabilities and exponential possibility distribu-
tions. Guo et al [4-5] considered a decision-making model for the portfolio selection 
problem with multiple decision makers. Fuzzy mathematical programming based 
portfolio selection models have been studied in the papers [1, 3, 6-7, 9-11, 15]. 

In this chapter, the methods for estimating the possibility distributions of security 
returns is introduced, where the dual possibility distributions, called upper and lower 
possibility distributions, are identified from the security data in the past and the possi-
bility degrees given by experts. These two possibility distributions reflect two ex-
treme opinions on the prediction of stock markets. The upper possibility distribution 
can be regarded as an optimistic viewpoint and the lower distribution as a pessimistic 
one in the sense that the upper possibility distribution always gives a higher possibili-
ty grade than the lower one. Based on the identified possibility distributions,  
possibilistic portfolio selection models are given. 

This chapter is organized as follows. In Section 2, Markowitz’s portfolio selection 
model is introduced. In Section 3, the concepts of upper and lower possibility distri-
butions are addressed. In Section 4, the methods for identifying dual possibility  
distributions are introduced. In Section 5, possibilistic decision-making models for 
portfolio selection problems are given. In section 6, a numerical example is used to 
show the proposed methods. Finally, some concluding remarks are included. 

2 Markowitz’s Portfolio Selection Model 

Assume that there are n securities denoted by jS  (j=1,...,n ). The return of the securi-

ty jS  is denoted as jx  and the proportion of total investment fund devoted to this 

security is denoted as jr . Thus, the following equation holds. 

1
1

=∑
=

n

j
jr

                                

      (1) 

Since the returns of the securities jx (j=1,...,n) vary from time to time, those are as-

sumed to be random variables which can be represented by the pair of the average 
vector and the covariance matrix. For instance, it is assumed that the observation data 
on returns of securities over m periods are given. At the discrete time i, the vector of n 

returns is denoted as ix = t
ini xx ],,[ 1 " . Thus, the total data over m periods are  

denoted as the following matrix. 
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where ijx  denoting the return of the jth security at the time i is defined as {(Closing 

price of the jth security at the time i )-(Its closing price at time i-1)+(Its dividends at 
the time i)}/(Its closing price at time i-1). The average vector of returns over m  

periods denoted as t][x 00
1

0
n,x,x "=  is defined as 
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The variance-covariance matrix ][ ijq=Q  is defined as 

∑
=

−−=
m

k
jkjikiij mxxxxq

1

00 /))((  (i=1,…,n, j=1,…,n).          (4) 

Therefore, random variables jx  (j=1,...,n) can be represented by the average vector 
0x  and the covariance matrix Q, denoted as ( 0x , Q ). Now, the return associated 

with a portfolio tr ],,[ 1 nrr "=  is given by 

xr tz = .                                    (5)  

The average and variance of z are given as: 

( ) xrxr EEzE tt ==)( = 0xr t ,                             (6) 

V(z)= )( xr tV = Qrr t .                   (7) 

Since the variance of a portfolio return is regarded as the risk of investment, the best 
investment is one with the minimum variance (7) subject to a given average return c . 
This is the famous Markowitz’s model [13]. It can be formalized as the following 
quadratic programming (QP) problem. 

    
r

min  Qrr t

                                   (8) 

                             s.t. ct =0xr , 

                            1
1

=∑
=

n

i
ir , 

                            0≥ir . 

By changing the value of c in the QP problem (8), we can obtain the corresponding 
minimum variance of the portfolio return with the expected return given. 
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3 Upper and Lower Possibility Distributions 

Generally speaking, the vagueness and ambiguity of human understanding, the ignor-
ance of cognition and the diversity of evaluation are always contained in human  
knowledge. A possibility distribution is a kind of representation of knowledge and 
information where the center reflects the most possible case and the spread reflects the 
others with relatively low possibilities. The area of the possibility distribution can be 
regarded as a sort of measure of ambiguity. In some case, it is difficult to directly give 
some possibility distribution to represent expert knowledge. However, we can always 
obtain the possibility grades of discrete data from an expert reflecting his judgment on 
some specified events. In portfolio selection problems, experts can choose some typical 
patterns from the past security data and give them associated possibility grades to re-
flect their judgment about the situation of stock markets in the future. The higher the 
possibility grades of security data, the more similar to the future.  

The knowledge from one expert can be represented by a data set 

},...,1|),{( mihii =x  where t
inii xx ],,[ 1 "=x  is an n-dimensional vector characte-

rizing the returns of n securities of the ith sample. ih  is an associated possibility 

grade given by an expert to reflect his judgment to which degree this return vector 
will occur in the future. m is the number of samples. The data set ( ix , ih ) (i=1,...,m) 

can be approximated by a dual data sets ( ix , lih ) and ( ix , uih ) (i=1,...,m) with the 

condition iii hhh 21 ≤≤ . Assume that the values ih1  and ih2  are from a class of the 

functions ),( θxG  with the parameter vector θ . Let ),( lG θx  and ),( uθxG  

correspond to ih1  and ih2  (i=1,...,m), respectively and simply denote as )(xlπ and 

)(xuπ . Given the data set ( ix , ih ) (i=1,...,m), the objective of estimation is to obtain 

two optimal parameter vectors *
uθ  and *

lθ  from the parameter space to approximate 

( ix , ih ) from upper and lower directions according to some given measure. Moreo-

ver, the dual optimal parameter vectors ( *
uθ , *

lθ ) make the relation 

),(),( *
u

* θxθx GG l ≤  hold for any arbitrary n-dimensional vector x .  

Suppose that the function ),( θxG  is an exponential function 

)}(exp{ 1 a(xDa)x −−− −
A

t , simply denoted as eA ),( Da . Then the following formulas 

hold. 

  )}(exp{)( 1 a(xDa)xx −−−= −
il

t
iilπ = el ),( Da  (i=1,…,m),          (9) 

  )}(exp{)( 1 a(xDa)xx −−−= −
iu

t
iiuπ = eu ),( Da  (i=1,…,m),        (10) 

  )()( iuiil h xx ππ ≤≤  and )()( xx ul ππ ≤ ,                        (11) 

where a = t
naaa ],,,[ 21 "  is a center vector, uD  and lD  are positive definite ma-

trices, denoted as 0>uD  and 0>lD , respectively. It can be seen that in the above 

exponential function, the vector a  and matrices uD  and lD  are parameters to be 



 6   Possibilistic Decision-Making Models for Portfolio Selection Problems 115 

solved. Different parameters a , uD  and lD  lead to different values )( il xπ  and 

)( iu xπ  which approximate the given possibility degree ih  of ix  to the different 

extent.  

Definition 1. Given the formulas (9), (10) and (11), the inconsistency index of these 
two approximations (9) and (10), denoted as κ , is defined as follows: 
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It is known from Definition 1 that the smaller the parameter κ  is, the closer to ih  

the values )( il xπ  and )( iu xπ  are from lower and upper directions, respectively. 

y

u

 

Fig. 1. The concept of upper and lower possibility distributions (The upper curve is the upper 
possibility distribution and the lower curve is the lower possibility distribution) 

Definition 2. Denote the optimal solutions of a , uD  and lD  as *a , u*D  and l*D , 

respectively, which minimize κ  with the constraint (11). The following functions  

)}(exp{)( *
1

*** a(xD)axx −−−= −
l

t
lπ ,                    (13) 

  )}(exp{)( *
1

*** a(xD)axx −−−= −
u

t
uπ ,                     (14) 

are called lower and upper exponential possibility distributions of the vector x , re-
spectively. For simplicity afterwards we write )(xuπ  and )(xlπ  instead of 
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)(* xuπ and )(* xlπ . The concept of upper and lower possibility distributions is illu-

strated in Fig. 1. It can be seen from Fig. 1 that the given possibility degrees are com-
pletely included into the boundary of upper and lower possibility distributions. The 
upper possibility distribution can be regarded as an optimistic viewpoint and the low-
er distribution as a pessimistic one in the sense that the upper possibility distribution 
always gives a higher possibility grade than the lower one. The difference between 
the dual possibility distributions reflects the inconsistency of expert knowledge. 

4 Identification of Upper and Lower Possibility Distributions 

The model to identify the upper and lower possibility distributions can be formulated 
to minimize the inconsistency index as follows [5]: 

  
lu D,Da,

min
 ∑

=

− −−
m

1i

1 )()( axDax il
t

i -∑
=

− −−
m

1i

1 )()( axDax iu
t

i         (15) 

       s. t. iil
t

i hln)()( 1 −≥−− − axDax  (i=1,...,m), 

  iiu
t

i hln)()( 1 −≤−− − axDax  (i=1,...,m), 

  lu DD − ≥ 0, 

0>lD . 

In the following, let us consider how to obtain the center vector a  and the positive 
matrices lD  and uD . It is straightforward that upper and lower exponential distribu-

tions should have the same center vector. Otherwise, the relation )()( xx lu ππ ≥ can 

not always hold. Because the vector x with the highest possibility grade should be 
closest to the center vector a  among all ix  (i=1,…,m), the center vector a  can be 

approximately estimated as 

*i
xa = ,                             (16) 

where *i
x  denotes the vector whose grade is k

mki
hh

,...,1
max*
=

= . The associated possi-

bility grade of *i
x  is revised to be 1 because it becomes the center vector. Taking the 

transformation axy −= , the problem (15) is changed into the following problem. 

        lu D,D

min
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−
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1
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i yDy -∑
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−
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1i

1
iu

t
i yDy                       (17) 

              s. t.      iil
t
i hln1 −≥− yDy  (i=1,...,m), 

                      iiu
t
i hln1 −≤− yDy  (i=1,...,m), 

                     lu DD − ≥ 0, 

                          0>lD .  
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The formula (17) is a nonlinear optimization problem due to the last two constraints. 
To cope with this difficulty, we use principle component analysis (PCA) to rotate the 
given data ),( ii hy  to obtain a positive definite matrix easily. The data iy (i=1,…,m) 

can be transformed by linear transformation T whose columns are eigenvectors of the 
matrix Σ = ][ ijσ , where ijσ  is defined as 

ijσ ={ kjkj
k

iki haxax ))((
m

1

−−∑
=

}/∑
=

m

1k
kh                      (18) 

Using the linear transformation T, the data iy  is transformed into }{ i
t

i yTz = . 

Then the formulas (9) and (10) can be rewritten as follows: 

}exp{)( 1
iu

tt
iil TzDTzz −−=π  (i=1,…,m),                 (19)  

}exp{)( 1
il

tt
iiu TzDTzz −−=π  (i=1,…,m).                 (20) 

Since T is obtained by PCA, TDT 1−
u

t  and TDT 1−
l

t  can be assumed to be diagonal 

matrices as follows: 

  TDTC 1−= u
t

u =

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

un

u

c

c

0

.

.

01

,                     (21) 

  TDTC 1−= l
t

l =

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

ln

1

0

.

.

0

c

cl

.                     (22) 

The model (17) can be rewritten as the following LP problem: 

ul C,C
min   ∑

=

m

1i
il

t
i zCz -∑

=

m

1i
iu

t
i zCz                    (23) 

       s. t.    iu
t
i zCz ≤ ihln− ( i=1,...,m), 

            il
t
i zCz ≥ ihln− ( i=1,...,m), 

                ujlj cc ≥ , 

            
ε≥ujc  (j=1,...,n), 

where the condition ujlj cc ≥ ≥ ε >0 makes the matrix lu DD −  semi-positive defi-

nite and matrices uD  and lD  positive. Denote the optimal solutions of (23) as *
uC  

and *
lC . Thus, we have 
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t
uu TTCD

1** −= , 

t
ll TTCD

1** −= .                                 (24)  

For simplicity afterwards we write uD  and lD  instead of *
uD  and *

lD .  

5 Possibilistic Decision-Making Models for Portfolio Selecting 

Assume that x is governed by an n-dimensional possibility distribution eA )( Da, , 

denoted as eA )(~ Da,X , the possibility distribution of the possibility number Y  

with Xr tY = , denoted as )(yBπ , is defined by the extension principle as follows: 

)}()(exp{max)( 1

}|{
axDax

xrx
−−−= −

=
A

t

y
B t

yπ ,                 (25) 

where r  is an n-dimensional vector. Solving the optimization problem (25), the pos-
sibility distribution of Y can be obtained as (See Appendix)  

e
tttt

B yy ),(})()(exp{)( 12 rDrarrDrar AA =−−= −π ,        (26) 

where ar t  is the center value and rDr A
t  is the spread value of the possibility num-

ber Y. e
ttY ),(~ rDrar A  is called the one-dimensional realization of eA )(~ Da,X . 

The portfolio return can be written as 

  z= xr t = ∑
= nj

jj xr
,...,1

,                                   (27) 

where jr  denotes the proportion of the total investment funds devoted to the security 

jS  and jx  is its return. 

Because the return vector x is governed by the dual possibility distribution 
>< eclcecucf ),(,),(~ DaDaX , using the formula (26) the dual distributions of a pos-

sibility portfolio return Z, denoted as >< )(),(~ zzZ
lu ZZ ππ , are obtained as follows: 
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Z zz
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),(})()(exp{)( 12 rDrarrDrar =−−= −π ,            (28) 

  ecl
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c
t
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t

c
t

Z zz
l

),(})()(exp{)( 12 rDrarrDrar =−−= −π ,            (29) 

where c
t ar  is the center value, rDr cu

t  and rDr cl
t  are the spreads of a possibility 

portfolio return Z based on upper and lower possibility distributions.  
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Considering the dual possibility distributions, the following two quadratic pro-
gramming problems to minimize the spread of possibility portfolio return are  
given where the spread of possibility portfolio return is regarded as the measure of 
risk [4]. 

 

  
r

min  rDr cu
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                    s. t. cc
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i
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          0≥ir , 

where c is the expected center value of a possibility portfolio return which should 

comply with the constraint i
ni

ini
aca

,...,1,...,1
maxmin
==

≤≤  to guarantee the existence of the 

solution in (30) and (31). Because cuD  and clD  are positive definite matrices, (30) 

and (31) are convex programming problems. 

Theorem [5]. The spread of the possibility portfolio return based on the lower possi-
bility distribution is not larger than the one based on the upper possibility distribution. 

The nondominated solutions with considering two objective functions, i.e., the spread 
and the center of a possibility portfolio in the possibilistic portfolio selection models 
(30) and (31) can form two efficient frontiers. 

6 Numerical Example 

In order to show the above-proposed approaches, a numerical example for the stock 
market analysis is given. Table 1 lists the security data with associated possibility 
grades for stock return prediction given by an expert. Based on the approach  
introduced in Section 4, the dual possibility distributions, denoted as 

>< eleu ),(,),(~ DaDaX  was obtained as follows: 
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t]714.0,285.0,098.0,513.0[=a , 
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149.0255.0111.0695.0

lD . 

Using models (30) and (31), the portfolios based on upper and lower possibility  
distributions with c=0.5 was shown in Fig. 2. 

Table 1. Security data with an expert’s knowledge 

Years Possibility Sec.1 Sec.2 Sec.3 Sec.4
1977(1) 0.192 -0.305 -0.173 -0.318 -0.477
1978(2) 0.901 0.513 0.098 0.285 0.714
1979(3) 0.54 0.055 0.2 -0.047 0.165
1980(4) 0.517 -0.126 0.03 0.104 -0.043
1981(5) 0.312 -0.28 -0.183 -0.171 -0.277
1982(6) 0.623 -0.003 0.067 -0.039 0.476
1983(7) 0.676 0.428 0.3 0.149 0.225
1984(8) 0.698 0.192 0.103 0.26 0.29
1985(9) 0.716 0.446 0.216 0.419 0.216

1986(10) 0.371 -0.088 -0.046 -0.078 -0.272
1987(11) 0.556 -0.127 -0.071 0.169 0.144
1988(12) 0.54 -0.015 0.056 -0.035 0.107
1989(13) 0.709 0.305 0.038 0.133 0.321
1990(14) 0.535 -0.096 0.089 0.732 0.305
1991(15) 0.581 0.016 0.09 0.021 0.195
1992(16) 0.669 0.128 0.083 0.131 0.39
1993(17) 0.482 -0.01 0.035 0.006 -0.072
1994(18) 0.661 0.154 0.176 0.908 0.715  
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Portfolio based on the upper distribution 

1
23.41%
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3
9.93%

4
46.47%

 

Portfolio based on the lower distribution 

Fig. 2. Portfolios based on upper and lower possibility distributions with c=0.5 

7 Conclusions 

Probability distribution based portfolio selection models basically assume that the 
situation of stock markets in future can be characterized by the past security data. It is 
difficult to ensure such assumption in real investment problems. Possibilistic deci-
sion-making models for portfolio selection problems take advantage of the past secu-
rity data and experts’ judgment, which can gain an insight into a change of stock  
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markets. This chapter addresses an approach for obtaining dual possibility distribu-
tions, i.e., the upper and the lower possibility distributions to reflect the different 
viewpoints of experts in portfolio selection problems. Possibilistic decision-making 
models for portfolio selection problems are formalized as quadratic programming 
problems. It is clear that portfolio returns based on lower possibility distributions have 
smaller possibility spreads than those based on upper possibility distributions. Be-
cause portfolio experts’ knowledge is characterized by the upper and lower possibility 
distributions, the obtained portfolio would reflect portfolio experts’ judgment. 
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Appendix 

Give a possibilistic linear system 

TXY = ,                    (1) 

where T is a matrix and mrank =][T  and the m-dimensional possibilistic vector X  

is governed by the following exponential possibility distribution 

e
t ),()}()(exp{)( 1

AAA DaaxDaxx =−−−=Π − .                (2) 

The possibility distribution of the possibilistic vector Y denoted as )(yYΠ , is  

)(yYΠ = e
t ),( TTDTa A .                          (3) 

Proof. The possibility distribution of the possibilistic vector Y can be obtained by the 
extension principle as 

)(yYΠ )}()(exp{max 1

}|{
axDax ATxyx

−−−= −

=

t .                (4) 

This optimization problem (4) can be reduced to the minimization problem of  
Lagrangian function as follows: 

)()()()( 1 TxykaxDaxkx, A −+−−= − ttL ,                  (5) 

The necessary and sufficient conditions for optimality, that is, 0x =∂∂ /L , 

0k =∂∂ /L , yield the optimal *x as 

)()( 1* ayTTDTDax AA −+= −tt                      (6) 

Substituting (6) to (4), we have 

)(yYΠ )}()()(exp{ 1 TayTTDTay A −−−= −tt ,             (7) 

where there exists 1)( −tTTDA  because mrank =][T  is assumed. The parametric 

representation of )(yYΠ  is 

)(yYΠ = e
t ),( TTDTa A .                     (8) 
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Abstract. A new method to find representative phrases from a musical score is 
given in this paper. It is based on the computation and use of a fuzzy proximity 
relation on a set of phrases. This relation is computed as a conjunction of values 
given by a W-indistinguishability on a set of variation of notes in the phrases, 
where W is the Lukasiewicz t-norm. Different fuzzy logics are used and com-
pared in order to show their influence on the final decision. The proposed me-
thod to find the most representative phrase has been proved successful on  
different musical scores. 

1 Introduction 

The concept of musical “motif” stands for a short musical phrase on which a compos-
er develops the whole musical score. The “motif” is a melodic element that is impor-
tant throughout the work and that can be varied to generate more musical phrases. 
This work uses a practical approximation to the criteria of Overill [8] for searching 
musical motifs based on the analysis of the different phrases. The motif of a score is 
found using a “fuzzy pattern machine model” that uses indistinguishability operators 
and proximity fuzzy relations to compare the phrases. 

In [8] the author discusses the importance in music analysis of establishing the  
occurrences of a musical motif and its variants. He presents it as a tedious and time-
consuming process; therefore, it is a task that can be carried out by a computer using 
several models that must include the design of which variants are to be included in the 
search. The number of variants that are considered have been found to have a pro-
found effect on the computer time required. He presents two models that are based on 
recurrence relations and closed analytic expression of fuzzy pattern matching. 

Each one of the Overill [8] models assumes the existence of an atomic exact 
matching operation that can be represented in a formula to be evaluated and tabulated 
as a function of some independent parameters. These results allow a prior estimation 
of the relative run times of different music searches. Both proposed models are also 
equally capable of handling inversion, retrogradation or inverted retrogradation of a 
motif [1]. Nevertheless, both models are only concerned with pitch, without taking 
into account other musical issues such as the duration. 

Finally, Overill concludes that from the music analysis, the traditional approaches 
such as the two models analyzed in his paper, have many drawbacks and limitations, 
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mainly due to the complexity and the computer time they require, which makes them 
less useful for practical applications. 

Some other approaches present a method to find representative phrases from a 
musical score [3][4]. They are based on the computation of a fuzzy proximity relation 
on the set of phrases. Two musical phrases can be considered ‘similar’ when the vari-
ations between the first and the second notes are ‘equivalent’, AND the variations 
between the second and the third notes are ‘equivalent’, AND …, so on and so forth. 
That is, two phrases are similar if the conjunction of the distances between couples of 
consecutive notes are similar. This conjunction can be modeled using different ma-
thematical operators, specifically triangular norms. Therefore, two phrases can be 
similar even if the starting tone is different, because the comparison system works by 
evaluating relative distances between notes allowing transportations on the scale.  

Once the fuzzy relation “proximity” has been computed on a set of phrases, a  
method that automatically selects some phrases is defined by computing a fuzzy set 
representing the characteristic of being ‘similar to the other phrases’ on the set of 
phrases. The chosen representative phrase is the one with highest membership degree 
in such fuzzy set. As an example, this method is applied to find the representative 
phrase of the musical score shown in Figure 1. 

 

Fig. 1. A few phrases of Invention # 1 of J. Bach 

This chapter is organized as follows. Section 2 includes some preliminaries about 
fuzzy logic and decision making in uncertain environments with imprecise informa-
tion. Also the concepts of proximity and similarity which are basis for the proposed 
searching methodology are defined. Section 3 presents the concept of specificity mea-
surement that is used to evaluate the reliability of results produced by the decision 
method. The definitions that are used to compute the distance between consecutive 
notes of a phrase are described in section 4. It is also proven that the negation of a 
distance is a W-indistinguishability operator. This is applied to the variations of con-
secutive notes for each couple of phrases in order to compute the proximity on the set 
of phrases. It is then possible to obtain how similar the phrases sound. The experi-
mental procedure, step by step experiments and results are explained in sections 5 to 
8. An example to show how the algorithm for searching musical motifs performs  
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starts in section 5. The details on how to build a proximity relationship on the set of 
phrases using 3 different t-norms and the OWA operator with 3 levels of tolerance are 
shown in section 6, in order to compare different aggregations’ operators. 

Section 7 details the method to choose a representative phrase, and finally, section 
8 includes the last step of the application related to the calculation of the specificity 
measurement. The chapter finalizes with the conclusions in section 9. 

2 Fuzzy Logic in Decision Making with Uncertainty 

Fuzzy logic is useful when dealing with vague, uncertain, and complex environments. 
The imprecise information that characterizes the elements of a universe can be  
interpreted as a linguistic variable and modeled with fuzzy sets.  

Given a universe of discourse E, a fuzzy set [13] is a mapping μ: E → [0, 1] gives 
a membership degree to every element of E in the interval [0, 1]. 

A semantic label is assigned to this fuzzy set and its membership degree is used to 
measure a characteristic of the elements of the universe E. 

It is also well known that an algebra on fuzzy sets allows to define an extension of 
the logic operators AND, OR, and NOT,  using triangular norms (t-norms), triangular 
conorms (t-conorms) and negation operators respectively [7]. The t-norm can be  
defined as follows [9][10], 

For all x, y, z in [0,1], a binary operation T: [0, 1] × [0, 1] → [0, 1] is a t-norm if it 
satisfies the following axioms: 

T(1, x) = x, T(0, x) = 0 for all x in [0, 1] (1) 

T(x, y) = T(y, x) –symmetry- (2) 

T(x, T(y, z)) = T(T(x, y), z) –associativity- (3) 

If x ≤ x’ and y ≤ y’ then T(x, y) ≤  T(x’, y’) –monotonicity- (4) 

The t-conorm operator can be defined in a similar way, but having S(1, x) = 1,  
S(x, 0) = x, and similar axioms (2), (3), and (4). 

The most common continuous logic operators are shown in Table 1. 

Table 1. Most used t-norms and t-conorms in fuzzy logic 

Logic t-norm t-conorm 
Zadeh min(x,y) max(x,y) 

Product x*y x + y - xy 

Łukasiewicz max(0, x+y-1) min(1, x+y) 
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The usual negation operator is defined as a mapping N: [0, 1] → [0, 1] with N(x)  
= 1-x for any x ∈ [0, 1]. It is possible to define the fuzzy set “NOT A” from a fuzzy 
set “A” and a negation operator N as follows:  

μ ΝΟ Τ   Α (x)   =  Ν( μ Α (x))  for every x in E. (5) 

When it is necessary to gather several concepts, informations or fuzzy sets  in a single 
fuzzy set, aggregation operators are useful. For example, operators between t-norms 
and t-conorms, such as averages, are aggregation operators [2]. 
On the other hand, fuzzy relations R: E×E→ [0, 1] have many applications to make 
fuzzy inference with uncertain, imprecise, or incomplete knowledge. For example, it 
can be used to model similarity or implication relations in order to generate rules and 
therefore to infer some conclusions [13]. A fuzzy rule can be expressed as, 

IF “x is A” THEN “y is B” 

where A and B are fuzzy sets (may be defined as a conjunction, aggregations or dis-
junction of other fuzzy sets), and x and y are measurable variables of the elements of 
the universe E. The main characteristic of the approximate reasoning is that from the 
knowledge of “x is A’ ”, for example ‘x is almost A’, and the rule stated above, and 
by applying the compositional rule of inference it is possible to learn that “y is B’ ” 
[14], for example, inferring that  “x is almost B”. 

2.1 Proximity and Similarity 

Let E = {e1, ..., en} be a finite set and R a fuzzy relation on E. The relation degree for 
every pair of elements ei and ej in E is denoted eij. So eij = R(ei, ej). Some common 
fuzzy relations properties are the following: 

• A fuzzy relation R is reflexive if eii = 1 for all 1 ≤ i ≤ n. 
• A fuzzy relation R is α -reflexive if eii ≥ α, for all 1 ≤ i ≤ n. 
• The relation R is symmetric if eij = eji for all 1 ≤ i, j ≤ n. 

 

A reflexive and symmetric fuzzy relation is called a fuzzy proximity relation. 
Let T be a t-norm [9]. A fuzzy relation R: E× E → [0, 1] is T-transitive if and only 

if T(R(a, b), R(b, c)) ≤ R(a, c) for every a, b, c in E. So R is T transitive if T(eik, ekj) 
≤ eij for every 1 ≤ i, j, k ≤ n. 

A T-indistinguishability relation is a reflexive, symmetric and T-transitive fuzzy 
relation. 

Finally, a fuzzy similarity is a reflexive, symmetric and min-transitive fuzzy relation. 
Similarities are therefore particular cases of T-indistinguishabilities, where the  

t-norm is the minimum [11]. 
It is possible to establish the following proposition: Let d be a normalized distance 

in E. Let N: [0, 1] → [0, 1] be the usual negation operator. Then S: E× E →  [0, 1] 
defined as S(x, y) = N(d(x, y)) is a W-indistinguishability, where W is the 
Łukasiewicz t-norm. 
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Proof 

If d is a distance, 

d(x, x) = 0 for all x in E (6) 

d(x, y) = d(y, x) for all x, y in E. (7) 

d(x, y) ≤ d(x, z) + d(z, y) (triangular inequality) (8) 
 
Then S is a W-indistinguishability because: 

S(x, x) = N(d(x, x)) = N(0) = 1 for all x in E (S is reflexive)  (9) 

S(x, y) = N(d(x, y)) = N(d(y, x)) = S(y, x) for all x, y in E (symmetry) (10) 

By the triangular inequality of d, d(x, y) ≤ W*(d(x, z), d(z, y)) (11) 

where W* is the Łukasiewicz t-conorm, that is, the dual t-conorm of W [9]. Then  
applying the operator N, 

N(d(x, y)) ≥ N(W*(d(x, z), d(z, y))) = W(N(d(x, z)),N(d(z, y))) (12) 

and then 

S(x, y) ≥ W(S(x, z), S(z, y) ) for all x, y, z in E. (13) 
 
Then S is W-transitive and therefore is a W-indistinguishability. 

3 Measure of Specificity on Fuzzy Sets 

The concept of specificity provides a measurement of the degree of having just one 
element in a fuzzy set or a possibility distribution. It is strongly related to the inverse 
of the cardinality of a set. 

Specificity values were introduced by Yager showing their usefulness as a measure 
of “tranquility” when making a decision. Yager stated the specificity-correctness tra-
deoff principle. The output information of an expert system or any other knowledge 
based system should be both specific and correct if it is to be useful. Yager suggested 
the use of specificity in default reasoning, in possibility qualified statements and in 
data mining processes, giving several possible manifestations of this measure. 

Let X be a set with elements {xi} and let [0, 1]X be the class of fuzzy sets of X. A 
measure of specificity [12] is a mapping Sp: [0, 1]X →[0, 1] such that: 

 

Sp(μ) = 1 if and only if μ is a singleton (μ = {x1}) (14) 

Sp(∅) = 0 (15) 

If μ and η are normal fuzzy sets in X and μ ⊂ η, then Sp(μ) ≥ Sp(η) (16) 
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Given a measurement of specificity Sp on a fuzzy set and given a T-indistinguishability 
S, the expression Sp(μ/S) is a measure of specificity under T-indistinguishabilities [6] 
when it verifies the following four axioms: 

Sp({x} / S) = 1 (17) 

Sp(∅ / S) = 0 (18) 

Sp(μ / Id) = Sp(μ) (19) 

Sp(μ / S) ≥ Sp(μ) (20) 

Yager introduced the linear measurement of specificity on a finite space X as: 
 

Sp(μ) = a1 − ∑
=

n

2j
wj aj 

(21) 

 
where aj is the jth greatest membership degree of μ and {wj} is a set of weights that 
verifies, 

wj ∈ [0, 1] ∑
=

n

2j
wj = 1 

(22) 

wj ≥ wi for all 1< j<i. 
 
This is the operator which is going to be applied to musical composition to know how 
useful the decision of choosing a phrase is. If there is only one representative phrase, 
the specificity of the fuzzy set “similar to other phrases” is maximal. By adding some 
more information on the proximity on phrases, some groups of similar phrases can be 
clustered in just one phrase. 

4 Intelligent Algorithm for Searching Musical Motifs 

A first step to find musical motifs is to separate a musical score into phrases. Then, 
the phrases are compared to each other in order to evaluate the proximity degree of 
every couple of phrases. From the proximity and the concept “similar to other phras-
es’ defined in a fuzzy set, it is possible to identify the motifs from the set of candidate 
phrases [5].  

An approximation of the pre-searching method described by [8] is used as a starting 
point for searching the musical motifs. The algorithm in pseudo code can be written as: 

a) A score is separated into phrases. 
b) The proximity degree of every couple of phrases is computed. 
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c) A fuzzy set ‘candidate to be a motif’ is computed on the set of phrases by aggregating 
the proximity degree of each phrase with other phrases. 
d) The most representative phrase is the one with highest membership degree on the 
fuzzy set ‘candidate to be a motif’. 
 
The selection of the set of phrases can be done in different ways. The whole process 
depends on the chosen way of separation of phrases. 

The pre-searching method takes into account the following criteria: 

1) The variation of tones into a phrase. 
2) The distance of the intervals between notes into a phrase. 

The following definitions are given to establish a notation and a description of the 
given methodology. 

4.1 Phrases and Variation Points 

A phrase of a score is a sorted set of notes. For each couple of consecutive notes there is 
a measurable variation. It is possible to define a point for each couple of consecutive 
notes represented by (x, y). 

A variation point for a note is the pair pi = [tone, variation], where the tone is 
represented using the positive integer in the standard MIDI for the respective note, and 
the variation is the difference between two tones (number of semitones of difference with 
the next note). 

4.2 Distance between Ordered Notes 

Let Pn = { p1, p2, …, pn} be a set of notes, that is, a musical phrase. 
A function that computes the n-1 distances between consecutive notes is defined as 

follows: 

D(Pn ) = [ d(p1, p2 ), d( p2, p3 ), …,d( pn-1,pn ) ] (23) 

where d is a distance, for example, the Euclidean distance. 

4.3 A W-Indistinguishability S of Consecutive Notes 

Let Sr be a W-indistinguishability operator Sr : R × R → [0,1] defined by 

Sr (a , b) = ( rmax – d( | a – b | ) / rmax  where the range rmax is | amax – bmax | (24) 

A function of real numbers Sv: Rn x Rn → Rn is used to compute the  
W-indsitinguishabilities between the (n-1) variation points of two phrases X and Y. It 
is defined as follows, 

Sv({x1,x2,...,xn1},{y1,y2,...yn1})={Sr(x1,y1),Sr(x2,y2), ..., Sr(xn, yn) } (25) 
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To define a proximity degree S: Pn × Pn’ → [0,1] of two musical phrases Pn and Pn , a 
conjunction operator T on the W-indistinguishability degrees of the distances between 
variation points given by D is computed as follows. 

S ( Pni , Pnj ) = T( Sv ( D(Pni), D(Pnj) ) ) (26)

Note that T is an n-ary t-norm operator (a conjunction operator) defined from a binary 
t-norm through the associative property: 

T(x1, x2, ..., xn) = T(x1,T(x2,T(...,T(...,xn)))) (27) 

4.4 Choosing Operators for Different Meanings of “Representative Phrases” 

Once a proximity relationship on the set of phrases is obtained, it is necessary to translate 
it into musical concepts. The way in which a fuzzy set describing the representative con-
cept on the set of phrases based on the proximity relation can be done using different  
operators. Depending on how is it understood the concept of representative phrase: 

• If a phrase is representative when it is similar to ALL other phrases, it is possible 
to define the representativeness of a phrase by using a conjunction of the proximi-
ty values with the rest of phrases through a t-norm. So a phrase is representative 
when it is similar to a phrase 1 AND it is similar to phrase 2 AND…it is similar 
to phrase n.  

• If the phrase is representative when it is similar to ANY other phrase, then it is 
possible to use a disjunction, for example, the MAX t-conorm.  So a phrase is 
representative when it is similar to a phrase 1 OR it is similar to phrase 2 
OR…it is similar to phrase n (all other phrases but itself).  

• If the phrase is representative when it is similar to SOME other phrase, it is 
possible to use aggregation operators, which are in between conjunction and 
disjunctions. For example, an Ordered Weighted Averaging function (OWA), 
or an average. 

R. R. Yager´s Ordered weighted averaging functions (OWAs) are also a class of averag-
ing aggregation functions. The difference in the weighted arithmetic mean  is that the 
weights are not associated with the inputs but with the magnitude. In some applications 
all inputs are equivalent, and the importance of one specific input is determined by its  
absolute value. 

5 Experiments and Results 

In this section, a step by step example is developed to show how the proposed algo-
rithm performs. The eight first notes of Figure 1 are considered to evaluate if there is 
a possible motif. The score is divided into phrases of 8 notes. 

The first phrase Pn
1 includes the first 8 notes in the score; the initial silence is omit-

ted. The rest of the phrases Pn’
i are formed taking 8 consecutive notes starting from the 

9th note in the superior line (first voice); then it is shifted a note for every phrase for 
the two voices separately until there are 10 more phrases. All the resulted phrases  
after the normalization of the durations of their notes  are shown in Figure 2. 
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= [ (C5 , 2) , (D5 , 2) , (E5 ,  1) , (F5 , -3) , (D5,  2) , (E5 , -4) , (C5 ,  7) , (G5 ,  0) ]

= [ (C6 , -1) , (B5 , 1) , (C6 ,  2) , (D6 , -7) , (G5,  2) , (A5 ,  2) , (B5 ,  1) , (C6 , -3) ]

= [ (B5 , 1) , (C6 , 2) , (D6 , -7) , (G5 ,  2) , (A5 ,  2) , (B5 ,  1) , (C6 , -3) , (A5 ,  0) ]

= [ (C6 , 2) , (D6 , -7) , (G5 ,  2) , (A5 ,  2) , (B5 ,  1) , (C6 , -3) , (A5 , 2) , (B5 , 0) ]

= [ (D6 , -7) , (G5 , 2) , (A5 ,  2) , (B5 ,  1) , (C6, -3) , (A5 ,  2) , (B5 , -4) , (G5 , 0) ]

= [ (G5 , 2) , (A5 , 2) , (B5 ,  1) , (C6 , -3) , (A5 ,  2) , (B5 , -4) , (G5 ,  7) , (D6 , 0) ]

= [ (C4 , 2) , (D4 , 2) , (E4 ,  1) , (F4 , -3) , (D4,  2) , (E4 , -4) , (C4 ,  7) , (G4 , 0) ]

= [ (D4 , 2) , (E4 , 1) , (F4 , -3) , (D4 ,  2) , (E4 , -4) , (C4 ,  7) , (G4 , -12), (G3 , 0) ]

= [ (E4 , 1) , (F4 , -3) , (D4 ,  2) , (E4 , -4) , (C4,  7) , (G4 , -12 , (G3 , -) , (- ,  0) ]

= [ (F4 , -3) , (D4 , 2) , (E4 , -4) , (C4 ,  7) , (G4, -12) , (G3 , -) , (- , -) , (- ,  0) ]

= [ (D4 , 2) , (E4 , -4) , (C4 ,  7) , (G4 , -12), (G3, -) , (- , -) , (- , -) , (G4 ,  0) ]

P
n

1 

P
n

2 

P
n

3

P
n

4

P
n

5

P
n

6

P
n

7

P
n

8

P
n

9

P
n

10

P
n

11

Note that in same way that the models described in [8], this method is concerned 
only with pitch, without taking into account the real duration of the notes in order to 
simplify the pre-searching. On the other hand, based on the combination of tools and 
techniques, this method is capable of handling inversion, retrogradation and inverted 
retrogradation of motifs. 

 

 

Fig. 2. Normalized phrases of invention #1 

The 8 notes represented by their scale and duration of the 11 phrases are: 
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In this case, only eleven of the initial phrases for the two voices are analyzed in or-
der to simplify the example and to show some details. This procedure can be applied 
to the whole musical score (more than 400 phrases), using different lengths to find the 
best motif. 

The variation points of the eleven normalized phrases of Invention # 1 of J. Bach 
(Figure 2) are represented in the following matrix using the traditional musical nota-
tion for the different classes of pitch, with the first seven letters of the Latin alphabet 
and a number after the letter which represents the octave. The selected phrases  
include notes between 4 th  and 6 th octaves. 

The n-1 distances D(Pn) between the variation points of every phrase are calculated 
and shown in the following Table 2: 

Table 2. Distance D(Pn) between notes of every phrase 

= [ 2,00 2,24 4,12 5,83 6,32 11,70 15,65 ]

= [ 2,24 1,41 9,22 11,40 2,00 2,24 1,41 ]

= [ 1,41 9,22 11,40 2,00 2,24 4,12 5,83 ]

= [ 9,22 11,40 2,00 2,24 4,12 5,83 2,24 ]

= [ 11,40 2,00 2,24 4,12 5,83 6,32 11,70 ]

= [ 2,00 2,24 4,12 5,83 6,32 11,70 15,65 ]

= [ 2,00 2,24 4,12 5,83 6,32 11,70 15,65 ]

= [ 2,24 4,12 5,83 6,32 11,70 20,25 22,47 ]

= [ 4,12 5,83 6,32 11,70 20,25 16,97 9,00 ]

= [ 5,83 6,32 11,70 20,25 16,97 0,00 10,00 ]

= [ 6,32 11,70 20,25 16,97 0,00 0,00 7,00 ]
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The next step is to normalize Table 2 using the maximum distance, which in this 
case is 22.47 (see row 8, last column). The normalized table is shown in Table 3. 

Table 3. Normalized distances D(Pn) between notes of every phrase 

Phrase Normalized Values 
1 0,09 0,1 0,18 0,26 0,28 0,52 0,7 
2 0,1 0,06 0,41 0,51 0,09 0,1 0,06 
3 0,06 0,41 0,51 0,09 0,1 0,18 0,26 
4 0,41 0,51 0,09 0,1 0,18 0,26 0,1 
5 0,51 0,09 0,1 0,18 0,26 0,28 0,52 
6 0,09 0,1 0,18 0,26 0,28 0,52 0,7 
7 0,09 0,1 0,18 0,26 0,28 0,52 0,7 
8 0,1 0,18 0,26 0,28 0,52 0,9 1 
9 0,18 0,26 0,28 0,52 0,9 0,76 0,4 
10 0,26 0,28 0,52 0,9 0,76 0 0,45 
11 0,28 0,52 0,9 0,76 0 0 0,31 

The next step is to compute the W-indistinguishability of every phrase with respect 
to the other 10 phrases. This is obtained by computing the distance of every variation 
point of the phrases (values of Table 3) and the other 10 rows, and applying the usual 
negation operator N(x) = 1 – x of distances, to obtain W-indistinguishabilities  
between variation points of different phrases. 
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For example, Table 4 shows the proximity of phrase 6 with the rest of the phrases  
using different continuous conjunction operators (t-norms of Table 1). Every value in the 
rows of Table 4 is calculated using the negation operator N(x) = 1 – x to the subtraction 
of 2 values from Table 3. Those are obtained by comparing phrase by phrase and varia-
tion point by variation point for each one of the eleven phrases. For example, the value in 
column 1 and row 5 of Table 4 (0.58) is computed using the negation N(x) = 1 – x, 
where x= (0.09-0.51), normalized values of the first variations points of phrases 6 and 5 
respectively (Table 3). 

The last 3 columns of Table 4 are the values for every t-norm of Table 1 (product, min-
imum, Łukasiewicz) applied to each one of the rows. For example, the value obtained by 
the t-norm product for the phrase 5 (0.299) is the product of (0.58 * 0.99 * 0.92 * 0.92 * 
0.98* 0.76 * 0.82), that is, the multiplication of all the values of the corresponding row. 

Table 4. W-indistinguishabilities of the variation points of Phrase 6 with the other phrases 

 Phrase 6 product min w 
1 1 1 1 1 1 1 1 1 1 1 
2 0,99 0,96 0,77 0,75 0,81 0,58 0,37 0,095 0,366 0,000 
3 0,97 0,69 0,68 0,83 0,82 0,66 0,56 0,115 0,563 0,000 
4 0,68 0,59 0,91 0,84 0,9 0,74 0,4 0,082 0,403 0,000 
5 0,58 0,99 0,92 0,92 0,98 0,76 0,82 0,299 0,582 0,000 
7 1 1 1 0,92 1 1 1 1 1 1 
8 0,99 0,92 0,92 0,92 0,76 0,62 0,7 0,254 0,620 0,000 
9 0,91 0,84 0,9 0,92 0,38 0,77 0,7 0,130 0,380 0,000 

10 0,83 0,82 0,66 0,92 0,53 0,48 0,75 0,078 0,479 0,000 
11 0,81 0,58 0,28 0,92 0,72 0,48 0,61 0,026 0,282 0,000 

6 Building a Proximity Relationship on the Set of Phrases 

Two phrases can be considered ‘similar’ when the variation between the first and the 
second notes are ‘similar’, AND the variation between the second and the third notes 
are ‘similar’, AND …, so on and so forth. Such concept of ‘similar’ is replaced by 
‘W-indistinguible’ in this paper's proposal. 

The calculation of the conjunction of W-indistinguishabilities of the variation 
points for each phrase regarding the others defines a proximity relationship on the set 
of phrases. The final values of the proximity on the set of phrases are shown in Tables 
5, 6 and 7 where the conjunction (AND) is implemented by the three different t-norms 
of Table 1. Tables 8, 9 and 10 also show the proximity values using the OWA opera-
tor with different percentages. Table 8 shows the OWA operator at 85%, taking out 
the least significant variation point, Table 9 shows the OWA operator at 71% taking 
out the two least significant variation points, and finally, Table 10 shows the OWA  
operator at 57%, taking out the three least significant variation points. 

These three cases are equivalent to using a vector of weighs, Wi=1/6, for the 6 
highest membership degrees values of each one of the phrases. The second case 
would correspond to using a vector of weighs Wi=1/5 for the 5 highest membership 
degree values of every phrase, and the last case uses a vector Wi=1/4 for the 4 highest  
membership degree values of every phrase. 
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Table 5. Proximity of phrases using the t-norm minimum 

 1 2 3 4 5 6 7 8 9 10 11 
1 1 0,366 0,563 0,403 0,582 1 1 0,620 0,380 0,358 0,282
2 0,366 1 0,582 0,556 0,542 0,366 0,366 0,063 0,188 0,334 0,509
3 0,563 0,582 1 0,582 0,556 0,563 0,563 0,259 0,198 0,188 0,334
4 0,403 0,556 0,582 1 0,579 0,403 0,403 0,100 0,282 0,198 0,188
5 0,582 0,542 0,556 0,579 1 0,582 0,582 0,380 0,358 0,282 0,198
6 1 0,366 0,563 0,403 0,582 1 1 0,620 0,380 0,358 0,282
7 1 0,366 0,563 0,403 0,582 1 1 0,620 0,380 0,358 0,282
8 0,620 0,063 0,259 0,099 0,380 0,620 0,620 1 0,400 0,099 0,099
9 0,380 0,188 0,198 0,282 0,358 0,380 0,380 0,400 1 0,245 0,099

10 0,358 0,334 0,188 0,198 0,282 0,358 0,358 0,099 0,245 1 0,245
11 0,282 0,509 0,334 0,188 0,198 0,282 0,282 0,099 0,099 0,245 1

The proximity values using the t-norm minimum are in the range of 0.063 to 1, with an 
average value of 0.46; t-norm minimum gives the highest values in the set of proximities. 

Table 6. Proximity of phrases using the t-norm product 

 1 2 3 4 5 6 7 8 9 10 11 
1 1 0,095 0,115 0,082 0,299 1 1 0,269 0,104 0,030 0,014
2 0,095 1 0,240 0,113 0,099 0,095 0,095 0,004 0,027 0,066 0,105
3 0,115 0,240 1 0,241 0,113 0,115 0,115 0,019 0,024 0,030 0,098
4 0,082 0,113 0,241 1 0,249 0,082 0,082 0,007 0,027 0,015 0,027
5 0,299 0,099 0,113 0,249 1 0,299 0,299 0,059 0,050 0,033 0,016
6 1 0,095 0,115 0,082 0,299 1 1 0,269 0,104 0,030 0,014
7 1 0,095 0,115 0,082 0,299 1 1 0,269 0,104 0,030 0,014
8 0,269 0,004 0,019 0,007 0,059 0,269 0,269 1 0,133 0,007 0,002
9 0,104 0,027 0,024 0,027 0,050 0,104 0,104 0,133 1 0,085 0,004

10 0,030 0,066 0,030 0,015 0,033 0,030 0,030 0,007 0,085 1 0,084
11 0,014 0,105 0,098 0,027 0,016 0,014 0,014 0,002 0,004 0,084 1

The proximity values using the t-norm product are in the interval 0.002 to 1 with 
an average value of 0.23; t-norm product gives medium values of proximities. 

Table 7. Proximity of phrases using the t-norm Lukasiewicz 

  1 2 3 4 5 6 7 8 9 10 11 
1 1 0,000 0,000 0,000 0,000 1 1 0,000 0,000 0,000 0,000
2 0,000 1 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
3 0,000 0,000 1 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000
4 0,000 0,000 0,000 1 0,000 0,000 0,000 0,000 0,000 0,000 0,000
5 0,000 0,000 0,000 0,000 1 0,000 0,000 0,000 0,000 0,000 0,000
6 1 0,000 0,000 0,000 0,000 1 1 0,000 0,000 0,000 0,000
7 1 0,000 0,000 0,000 0,000 1 1 0,000 0,000 0,000 0,000
8 0,000 0,000 0,000 0,000 0,000 0,000 0,000 1 0,000 0,000 0,000
9 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 1 0,000 0,000
10 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 1 0,000
11 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 0,000 1
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The proximity values calculated by the t-norm of Lukasiewicz are only 0s and 1s. 
It gives the lowest values of proximities. 

Table 8. Proximity of phrases using OWA 85% 

  1 2 3 4 5 6 7 8 9 10 11 
1 1 0,579 0,663 0,592 0,761 1 1 0,697 0,704 0,479 0,479 
2 0,579 1 0,653 0,592 0,592 0,579 0,579 0,198 0,344 0,606 0,542 
3 0,663 0,653 1 0,653 0,592 0,663 0,663 0,282 0,428 0,344 0,606 
4 0,592 0,592 0,653 1 0,582 0,592 0,592 0,358 0,504 0,428 0,344 
5 0,761 0,592 0,592 0,582 1 0,761 0,761 0,521 0,526 0,504 0,428 
6 1 0,579 0,663 0,592 0,761 1 1 0,697 0,704 0,479 0,479 
7 1 0,579 0,663 0,592 0,761 1 1 0,697 0,704 0,479 0,479 
8 0,697 0,198 0,282 0,358 0,521 0,697 0,697 1 0,620 0,380 0,311 
9 0,704 0,344 0,428 0,504 0,526 0,704 0,704 0,620 1 0,620 0,245 

10 0,479 0,606 0,344 0,428 0,504 0,479 0,479 0,380 0,620 1 0,620 
11 0,479 0,542 0,606 0,344 0,428 0,479 0,479 0,311 0,245 0,620 1 

The proximity values obtained by applying the OWA 85% are in the range of 
0.198 to 1, with an average of 0.608. It eliminates the first level of the lowest values. 

Table 9. Proximity of phrases using OWA 71% 

  1 2 3 4 5 6 7 8 9 10 11 
1 1 0,752 0,676 0,679 0,824 1 1 0,761 0,739 0,526 0,504 
2 0,752 1 0,803 0,679 0,676 0,752 0,752 0,568 0,662 0,618 0,751 
3 0,676 0,803 1 0,840 0,679 0,676 0,676 0,579 0,568 0,803 0,781 
4 0,679 0,679 0,840 1 0,903 0,679 0,679 0,663 0,579 0,568 0,741 
5 0,824 0,676 0,679 0,903 1 0,824 0,824 0,592 0,663 0,579 0,568 
6 1 0,752 0,676 0,679 0,824 1 1 0,761 0,739 0,526 0,504 
7 1 0,752 0,676 0,679 0,824 1 1 0,761 0,739 0,526 0,504 
8 0,761 0,568 0,579 0,663 0,592 0,761 0,761 1 0,761 0,445 0,358 
9 0,739 0,662 0,568 0,579 0,663 0,739 0,739 0,761 1 0,761 0,380 
10 0,526 0,618 0,803 0,568 0,579 0,526 0,526 0,445 0,761 1 0,761 
11 0,504 0,751 0,781 0,741 0,568 0,504 0,504 0,358 0,380 0,761 1 

The proximity values using the OWA operator at 71% gives values between 0.36 
and 1 with an average value of 0.71, OWA 71%. This operator eliminates the first and 
second levels of the lowest values. 

Table 10. Proximity of phrases using OWA 57% 

  1 2 3 4 5 6 7 8 9 10 11 
1 1 0,773 0,689 0,739 0,916 1 1 0,916 0,766 0,663 0,579 
2 0,773 1 0,903 0,689 0,689 0,773 0,773 0,774 0,803 0,781 0,752 
3 0,689 0,903 1 0,903 0,739 0,689 0,689 0,752 0,774 0,814 0,817 
4 0,739 0,689 0,903 1 0,916 0,739 0,739 0,676 0,699 0,655 0,788 
5 0,916 0,689 0,739 0,916 1 0,916 0,916 0,739 0,676 0,719 0,719 
6 1 0,773 0,689 0,739 0,916 1 1 0,916 0,766 0,663 0,579 
7 1 0,773 0,689 0,739 0,916 1 1 0,916 0,766 0,663 0,579 
8 0,916 0,774 0,752 0,676 0,739 0,916 0,916 1 0,854 0,739 0,479 
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Table 10. (continued) 

9 0,766 0,803 0,774 0,699 0,676 0,766 0,766 0,854 1 0,854 0,739 
10 0,663 0,781 0,814 0,655 0,719 0,663 0,663 0,739 0,854 1 0,854 
11 0,579 0,752 0,817 0,788 0,719 0,579 0,579 0,479 0,739 0,854 1 

The proximity values obtained by OWA 57% are in the range of 0.48 to 1 with an av-
erage value of 0.79, OWA 57%. This operator eliminates the first, second, and third le-
vels of the lowest values. 

7 A Method to Choose a Representative Phrase 

Once all the previous measurements have been calculated, the proposed method tries to 
find the representative phrases from the information of Tables 5, 6, 7, 8, 9 and 10. By the 
aggregation of every row in the proximity matrix and by using the arithmetic mean, a 
fuzzy set: ‘proximity with the rest of phrases’ is defined on the set of phrases. Then, the 
phrase or phrases with certain membership degree (that exceed a threshold), are chosen 
as the most representative phrases. The normalized mean values are presented in Tables 
11 and 12 and Figures 3 and 4. 

Table 11. Fuzzy set “proximity with other phrases” on the set of phrases using t-norms 

Phrase Avg Product Avg Min Avg W 
1 0,301 1,000 0,555 1,000 0,200 1,000 
2 0,094 0,312 0,387 0,697 0,000 0,000 
3 0,111 0,369 0,439 0,790 0,000 0,000 
4 0,093 0,308 0,369 0,665 0,000 0,000 
5 0,152 0,504 0,464 0,835 0,000 0,000 
6 0,301 1,000 0,555 1,000 0,200 1,000 
7 0,301 1,000 0,555 1,000 0,200 1,000 
8 0,104 0,345 0,326 0,587 0,000 0,000 
9 0,066 0,220 0,291 0,524 0,000 0,000 
10 0,041 0,137 0,267 0,480 0,000 0,000 
11 0,038 0,125 0,252 0,453 0,000 0,000 

Table 12. Fuzzy set “proximity with other phrases” on the set of phrases using OWAs 

Phrase Avg OWA85% Avg 
OWA71% 

Avg 
OWA57% 

1 0,695 1,000 0,746 1,000 0,804 1,000 
2 0,526 0,757 0,701 0,940 0,771 0,959 
3 0,555 0,798 0,708 0,949 0,777 0,966 
4 0,524 0,753 0,701 0,939 0,754 0,938 
5 0,603 0,867 0,713 0,956 0,794 0,988 
6 0,695 1,000 0,746 1,000 0,804 1,000 
7 0,695 1,000 0,746 1,000 0,804 1,000 
8 0,476 0,685 0,625 0,837 0,776 0,965 
9 0,540 0,777 0,659 0,883 0,770 0,957 
10 0,494 0,711 0,611 0,819 0,740 0,921 
11 0,453 0,652 0,585 0,785 0,688 0,856 
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Fig. 3. Fuzzy set “proximity of every phrase i with the rest of phrases”, using t-norms  
connectives 

 

Fig. 4. Fuzzy set “proximity of every phrase i with the rest of phrases”, using OWAs  
aggregations 

It is possible to conclude that the representative phrases in this case are 1, 6, and 7, 
with mean values over 30%, 55% and 20% respectively for each t-norm. These phras-
es are shown in Figure 5. 

It is also possible to identify the second set of representative phrases, 3 and 5, by 
looking at Tables 11 and 12. They are also representative with values over 40% and 
10% for the t-norms Min and Product respectively. A musical representation of phras-
es 3 and 5 is shown in Figure 6. 

The case using OWAs is similar to the t-norms, but in this case, the membership 
degrees for each phrase have undergone a big increment that is inversely proportional 
to the percentage of the OWA. This is because the elements with lower values are 
taken off from the calculations. In the case of OWA 85% the representative phrases 
are still 1, 6, and 7; phrases 3 and 5 are an additional subset of representative phrases 
with values over 79%. In the cases of OWA 71% and OWA 57% all of the values are 
over 78% as they tend to 1, so the important differences have been lost especially for 
the range of phrases between 1 and 7. 
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Fig. 5. A musical representation of phrases 1, 6 and 7 

 

Fig. 6. A musical representation of phrases 3 and 5 

Phrase 7 is descending an octave and phrase 6 is ascending in 7 semitones (see 
how they confirm proximity relations in Tables 5, 6, 7). On the other hand, phrases 3 
and 5 have a high level of proximity, and in practice, it is easy to see that these  
phrases contain an important part of representative phrases 1, 6 and 7. 

8 Computing the Specificity Measure of the Fuzzy Set “Similar 
to Other Phrases” and the Inference Independent Sets Using 
the Proximity on Phrases 

After choosing the representative phrases, following the presented procedure, the next 
step consists in computing  the specificity measure of every one of the fuzzy sets  
obtained in section 7 (Table 11 and Table 12). This is a mechanism to evaluate the 
decision's reliability from the perspective of the data that have been used in the selec-
tion of phrases. When the specificity is one, there is just one representative phrase to 
choose.  

Figure 7 shows all the fuzzy sets obtained in section 7. Every fuzzy set is obtained 
by the aggregation of the proximity values of each one of the t-norm tables (Tables 5 
to 7) and each one of the OWA tables (Tables 8 to 10). 

Table 13 shows the 11 values for every one of the 6 fuzzy sets and their calculated 
values of specificity (last column), using the formula of lineal specificity (21). 
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Fig. 7. Fuzzy set of values of proximity of phrases, OWA and t-norm cases 

Table 13. Normalized membership degree “proximity with other phrases” on the set of phrases, 
OWA and t-norm cases 

  1 2 3 4 5 6 7 8 9 10 11Sp 
owa85 1,00 0,75 0,79 0,75 0,86 1,00 1,00 0,68 0,77 0,71 0,65 0,2
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
w 1,00 0,00 0,00 0,00 0,00 1,00 1,00 0,00 0,00 0,00 0,00 0,8
prod 1,00 0,31 0,36 0,30 0,50 1,00 1,00 0,34 0,22 0,13 0,12 0,56
min 1,00 0,69 0,79 0,66 0,83 1,00 1,00 0,58 0,52 0,48 0,45 0,29

The inference independent sets [6] aims to gather in one class all the similar phras-
es, so the decision is easier, as we now choose between a few cases representing some 
similar phrases. Those sets of phrases are calculated for every one of the initial fuzzy 
sets that are shown in Table 13. For each case, one of the proximity matrixes of Table 
5 to 10 is used. The result is a table of 6 new fuzzy sets obtained from the original 
fuzzy sets that in some cases have changes in their values. 

Table 14 is the result of computing the proximity values from Table 8 with the 
fuzzy sets in Table 13. This is how the inference independent sets for the OWA 85% 
case are obtained. A graphical view of the results is shown in Figure 8. These results 
should be compared with Figure 7. In this specific case, all the values begin with at 
least 25%. This is a special case where the fuzzy sets obtained by product t-norm and 
Lukasiewicz t-norm have the same membership degrees. 
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Table 14. New membership degree “proximity with other phrases” on the set of phrases for 
OWA 85% 

  1 2 3 4 5 6 7 8 9 10 11Sp 
owa85 1,00 0,75 0,79 0,75 0,86 1,00 1,00 0,69 0,77 0,71 0,65 0,19
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
w 1,00 0,57 0,66 0,59 0,76 1,00 1,00 0,69 0,70 0,47 0,47 0,30
prod 1,00 0,57 0,66 0,59 0,76 1,00 1,00 0,69 0,70 0,47 0,47 0,30
min 1,00 0,69 0,79 0,66 0,83 1,00 1,00 0,69 0,70 0,48 0,47 0,26

 

Fig. 8. New fuzzy sets of values of proximity under OWA 85% proximity 

Table 15 and Figure 9 show the results of computing the proximity values from 
Table 9 with the fuzzy sets in Table 13 for the OWA 71% operator. In this case, all 
values are over 50%. Again, the fuzzy sets of product t-norm and Lukasiewicz t-norm 
have the same membership degrees. 

Table 15. New membership degree “proximity with other phrases” on the set of phrases under 
OWA 71% proximity 

 1 2 3 4 5 6 7 8 9 10 11 Sp 
owa85 1,00 0,75 0,79 0,77 0,86 1,00 1,00 0,76 0,77 0,71 0,65 0,19
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04

w 1,00 0,75 0,67 0,67 0,82 1,00 1,00 0,76 0,73 0,52 0,50 0,25
prod 1,00 0,75 0,67 0,67 0,82 1,00 1,00 0,76 0,73 0,52 0,50 0,25
min 1,00 0,75 0,79 0,73 0,83 1,00 1,00 0,76 0,73 0,59 0,57 0,22
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Fig. 9. New fuzzy sets of values of proximity under OWA 71% proximity 

 
Table 16 and Figure 10 show the result of computing the proximity values from 

Table 10 with the fuzzy sets in Table 13 for the OWA 57% case. All the values are 
over 57%; again they are special cases where the fuzzy sets of product t-norm and 
Lukasiewicz t-norm have the same membership degrees. 

 

Table 16. New membership degree “proximity with other phrases” on the set of phrases under 
OWA 57% proximity 

 1 2 3 4 5 6 7 8 9 10 11 Sp 
owa85 1,00 0,77 0,79 0,78 0,91 1,00 1,00 0,91 0,77 0,71 0,65 0,16
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,91 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
W 1,00 0,77 0,68 0,73 0,91 1,00 1,00 0,91 0,76 0,66 0,57 0,19
prod 1,00 0,77 0,68 0,73 0,91 1,00 1,00 0,91 0,76 0,66 0,57 0,19
min 1,00 0,77 0,79 0,75 0,91 1,00 1,00 0,91 0,76 0,66 0,60 0,18
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Fig. 10. New fuzzy sets of values of proximity under OWA 57% proximity 

 
 

Table 17 and Figure 11 show the result of computing the proximity values from 
Table 7 with the fuzzy sets in Table 13 for the Lukasiewicz t-norm case. The values 
are still the same, distributed between 0 and 1. 
 
 

Table 17. New membership degree “proximity with other phrases” on the set of phrases under 
Lukasiewicz t-norm % proximity 

 1 2 3 4 5 6 7 8 9 10 11 Sp 
owa85 1,00 0,75 0,79 0,75 0,86 1,00 1,00 0,68 0,77 0,71 0,65 0,20
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
W 1,00 0,00 0,00 0,00 0,00 1,00 1,00 0,00 0,00 0,00 0,00 0,80
prod 1,00 0,31 0,36 0,30 0,50 1,00 1,00 0,34 0,22 0,13 0,12 0,56
min 1,00 0,69 0,79 0,66 0,83 1,00 1,00 0,58 0,52 0,48 0,45 0,29
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Fig. 11. New fuzzy sets of values of proximity under Lukasiewicz t-norm proximity 

Table 18 shows the results of computing the proximity values from Table 6 with 
the fuzzy sets in Table 13 for the product t-norm proximity. The fuzzy sets are shown 
in Figure 12. The values are distributed between 0 and 1. Note that in this case the 
only fuzzy set that changes is the Lukasiewicz t-norm. 

 

Table 18. New membership degree “proximity with other phrases” on the set of phrases under 
product t-norm % proximity 

 1 2 3 4 5 6 7 8 9 10 11 Sp 
owa85 1,00 0,75 0,79 0,75 0,86 1,00 1,00 0,68 0,77 0,71 0,65 0,20
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
W 1,00 0,09 0,11 0,08 0,29 1,00 1,00 0,26 0,10 0,03 0,01 0,69
prod 1,00 0,31 0,36 0,30 0,50 1,00 1,00 0,34 0,22 0,13 0,12 0,56
Min 1,00 0,69 0,79 0,66 0,83 1,00 1,00 0,58 0,52 0,48 0,45 0,29
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Fig. 12. New fuzzy sets of values of proximity under Product t-norm proximity 

 
Table 19 and Figure 13 summarize the proximity values obtained from Table 5 

with the fuzzy sets in Table 13 for the minimum t-norm proximity. The values in this 
case are distributed between 29% and 100%. Again, the fuzzy sets of product t-norm 
and Lukasiewicz t-norm have same membership degrees. 

 

Table 19. New membership degree “proximity with other phrases” on the set of phrases under 
min t-norm % proximity 

 

 1 2 3 4 5 6 7 8 9 10 11 Sp 
owa85 1,00 0,75 0,79 0,75 0,86 1,00 1,00 0,68 0,77 0,71 0,65 0,20
owa71 1,00 0,94 0,94 0,93 0,95 1,00 1,00 0,83 0,88 0,81 0,78 0,08
owa57 1,00 0,95 0,96 0,93 0,98 1,00 1,00 0,96 0,95 0,92 0,85 0,04
W 1,00 0,36 0,56 0,40 0,58 1,00 1,00 0,62 0,38 0,35 0,28 0,44
prod 1,00 0,36 0,56 0,40 0,58 1,00 1,00 0,62 0,38 0,35 0,28 0,44
Min 1,00 0,69 0,79 0,66 0,83 1,00 1,00 0,62 0,52 0,48 0,45 0,29

 
Additional information is the number of times that every of the membership de-

grees has increased during each one of the inference independent sets calculation. It 
allows us to identify the most susceptible elements to be inferred from the proximity 
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Fig. 13. New fuzzy sets of values of proximity under Minimum t-norm proximity 

relations and other elements in the fuzzy set. Those elements are considered suscepti-
ble to be inferred because their increments are part of an inference independent set. 

The phrase with the highest number of variations is phrase 8 with a total of 17 var-
iations, followed by the set of phrases 2, 9 and 11 with 12 variations. The set com-
posed by phrases 5 and 10 has 11 variations, and phrase 3 with just 9 variations. All 
of these are listed in Table 20. 

Figure 14 is a graphical representation of the number of variations of every phrase 
for every case of inference independent set calculation process and an accumulate 
total of variations per phrase. 

Table 20. Number of variations in the calculation of inference independent sets 

Num of Variations 1 2 3 4 5 6 7 8 9 10 11 
owa85 0 2 2 2 2 0 0 4 3 2 3 
owa71 0 3 2 4 2 0 0 4 3 3 3 
owa57 0 4 2 4 4 0 0 5 3 3 3 
w 0 0 0 0 0 0 0 0 0 0 0 
pro 0 1 1 1 1 0 0 1 1 1 1 
min 0 2 2 2 2 0 0 3 2 2 2 
Total 0 12 9 13 11 0 0 17 12 11 12 
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Fig. 14. Variations in membership degrees during inference independent sets calculation 

9 Conclusions and Remarks 

A method to search musical representative phrases using a W-indistinguishability  
operator and fuzzy proximity relations on a set of phrases is proposed and illustrated. 

An algorithm for searching musical motifs is followed step by step. A musical 
score is separated in phrases, six cases of proximity relations are calculated, six fuzzy 
set of phrases candidates to be a motif are computed by aggregating the proximities 
with different operators. Finally, the results are evaluated by the calculation of the 
independent inference sets to choose among classes of similar phrases, instead of 
choosing single phrases, by the determination of the specificity measurements under 
the knowledge of the proximities. Three of the proximities are computed using t-
norms and the other three were computing using different OWA operators. 

On the other hand, Yager's specificity measure of fuzzy sets is considered in order 
to evaluate the reliability in the decisions of selecting the representative phrases. Dif-
ferent fuzzy logic operators were applied to compute each one of the proximities, and 
the determination of the representative phrases process was successfully carried out. 
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Abstract. The modern textile/clothing industry is facing to a great number of 
important challenges related to sustainability. These challenges include envi-
ronmental disasters and hazards to human health caused by toxic materials, re-
source exhaustion (water, energy, raw materials), and social impacts caused by 
delocalization, counterfeiting and other elements. In this context, in order to 
guarantee the development of the textile/clothing industry in a sustainable and 
optimal way when developing or producing new textile products, industrial 
companies need to optimize their production organization by minimizing risks 
occurring not only at the level of materials and processes but also in the whole 
international textile supply chain. In this chapter, we propose a risk-based mul-
ti-criteria decision support system for evaluating risks of different textile  
materials and the corresponding suppliers using the criteria of sustainable de-
velopment (environment protection, recycling capacity, energy saving, human 
health and safety, and social impacts). Some evaluation criteria have been  
normalized by recognized international organizations. A method of data  
aggregation with multiple fuzzy criteria is applied in order to select the most 
appropriate textile material and its supplier. A new method combining expert 
knowledge on enterprise strategy and sensitivity criteria will be used for deter-
mining the linguistic weights of these fuzzy criteria. In this decision support 
system, the aggregated evaluation index takes into account the criteria of sus-
tainable development and the specific application context as well as company 
strategies on the management of its supply chain.  

1 Introduction 

Sustainable development is a common concern for all industrial sectors nowadays. 
Governments and industrial companies are required to make decisions using relevant 
and explicit criteria in order to minimize risks at all levels and select appropriate 
strategies and projects for sustainable development [1]. Finding a systematic and suit-
able approach for planning sustainability in a company or a supply chain has become 
a basic requirement for policy makers, product designers, and production and supply 
chain managers [2].  
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Sustainable development is a complex multidimensional concept dealing with envi-
ronment, economics, human health and social impact. According to the well-known 
report Our Common Future [3], it is defined as “development that meets the needs of 
the present without compromising the ability of future generations to meet their own 
needs”. It requires the unification of economics and ecology as well as social and cul-
tural development [2]. In the process of product development, overseeing risk man-
agement is a key issue for sustainable development. The potential risks are related to 
the product, internal company operations or management, and supply chain manage-
ment [4]. At the product level, for example, the product could contain hazardous mate-
rials which cause harm to the environment when disposed of landfill at the end of the 
product life or during its production process. It may be difficult to reuse or recycle the 
product when it becomes waste. At the company management level, accidents such as 
fires and explosions could occur with unsustainable operations. Maintaining low-cost 
labor could lead to serious social impacts and decrease of product quality. At the 
supply chain management level, some economic loss could be related to a bad choice 
of partners, a bad strategy of delocalization, or to counterfeiting. In practice, the devel-
opment of a decision-making system based on the evaluation of multi-risks existing at 
all levels is important for realizing sustainable planning in an industrial company and 
its related supply chain. It can provide efficient support to decision-makers in industrial 
companies by suitably combining all sustainable criteria.  

Risk evaluation and management in an industrial supply chain have been widely 
studied by researchers. An overview on supply chain risk management (SCRM) is 
given in [5], where SCRM is defined as the management of supply chain risks 
through coordination or collaboration among the supply partners so as to ensure prof-
itability and continuity. The supply chain risks mainly include uncertain economic 
cycles, uncertain consumer demands, and unpredicted natural and man-made disas-
ters. In [6], a general risk management procedure has been integrated into the design, 
planning, and performance evaluation process of supply chain networks through Petri 
net simulation. In [7], a multiperiod supply chain network model with risk manage-
ment has been proposed for integrating social impacts and responsibilities of manu-
facturers, retailers and consumers. This model explicitly defines the cost functions, 
emission functions, risk functions, and demand functions of the supply chain network, 
and describes the behavior of the various decision makers in it. Based on this model, a 
solution for multicriteria decision making has been proposed in [8]. Environmental 
risk assessment and related decision making strategies that minimize risks have been 
discussed in [9]. It proposes a basic analytical framework that couples multicriteria 
decision analysis with adaptive management. In practice, systematic multicriteria 
decision analysis tools are usually considered as an appropriate method in risk man-
agement because it requires balancing scientific findings with multi-faceted input 
from many stakeholders with different values and objectives.  

Although risk analysis and risk management applying decision making tools has been 
extensively studied by researchers, the principal focus of its development to date has 
been on the technical challenges of characterising and modelling the environmental be-
haviour and biological action of chemicals, whereas issues concerning its broader 
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 socio-political context have been generally neglected. Problem definition, risk analysis 
and decision making have, therefore, tended to be dominated by experts and by expert 
opinion. Fresh insights from the social sciences advocate a pluralistic, inclusive ap-
proach, with experts participating alongside other stakeholders in a consensual decision 
making process [10].  

Sustainable development with risk evaluation and management is also an important 
factor in the success of the textile industry. Now it is commonly recognized that the 
European textile industry is no longer a manpower industry but a capital-intensive 
industry that must constantly develop its competitiveness through research to develop 
high-tech, niche products that meet consumers’ ever-changing requirements [11]. One 
important action in textile industry is the development of eco-textiles, i.e. new mate-
rials with eco-friendly characteristics such as recycling of fabrics, use of non-toxic 
chemicals, reduction of waste at source, improvement of energy efficiency, and opti-
mization of effluent treatment. We need to consider these characteristics in an integral 
way instead of studying them separately. In the design and production of new eco-
materials, the risks at all levels of raw materials, manufacturing processes, and  
business process in the textile supply chain should be systematically taken into ac-
count. In the current situation, most existing work on sustainable development in 
textile industry is related to the development of new eco-materials, the company's 
final decision is still largely driven by cost minimization and other economic aspects, 
and human factors are rarely concerned. As human factors play an important role in 
economics and social and cultural contexts, they also constitute major components in 
sustainable development and risk management. 

In this chapter, we propose a multicriteria decision support system for evaluating 
the risks of a number of textile materials and their corresponding suppliers using the 
criteria of sustainable development. The standardized environment-related criteria and 
human-factor-related criteria are aggregated using linguistic weights. These weights 
are generated by combining fuzzy sensitivity criteria and expert knowledge on enter-
prise strategies related to supply chain development, marketing, application contexts 
of finished products and other issues. Compared with the existing evaluation work of 
sustainable development, the proposed decision support system has the following 
advantages: 1) it is strongly related to the specific application context of textile mate-
rials; 2) it takes into account not only the well-known environment-related criteria 
(quantity of hazardous materials, recycling capacity, energy saving, …) but also so-
cial and human factors in the textile supply chain (human health and safety, low-cost 
labor impact, delocalization impact, …); 3) it has the capacity to process linguistic 
variables, which are frequently encountered in this kind of evaluation work. 

This chapter is organized as follows. In Section 2, we formalize the proposed deci-
sion support system. Especially, we introduce the structure of risk evaluation for the 
textile supply chain and explicitly give the list of all evaluation indicators. The proce-
dure of aggregation of all evaluation indicators is described in Section 3. In Section 4, 
we present the method using fuzzy sensitivity analysis for determining the weights of 
the evaluation criteria and adjust these weights by introducing the expert knowledge 
on enterprise strategy. In Section 5, we show the effectiveness of the proposed system 
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using an illustrative example for selecting the most suitable textile material and its 
supplier, meeting the requirements of all the indicators. The conclusion is given in 
Section 6. 

2 Formalization of the Proposed Decision Support System 

The proposed decision support system aims at selecting the most suitable textile materials 
and its supplier by optimizing the predefined criteria of sustainable development. It  
includes the following modules: 1) a database of representative materials and all the risk 
criteria related to environment, recycling, energy saving as well as human and social 
factors. For each criterion, the description of its evaluation procedure is also included in 
this database. 2) A user interface for the input of material parameters and evaluation 
results. 3) A procedure for generating and adjusting the weights of the evaluation criteria. 
4) A procedure for aggregating evaluation data of different criteria.  

In this system, the structure of the evaluation procedure, the evaluation criteria and 
the corresponding evaluation data are formalized as follows. 

2.1 Structure of the Evaluation Procedure 

Sustainable planning or decision making for sustainable development is generally con-
sidered as a hierarchical evaluation structure, in which the criteria are distributed at 
different levels whose details increase from top to bottom [2]. In our evaluation proce-
dure, the first level of the hierarchy always describes the overall purpose of the prob-
lem, and is usually perceived in a very abstract form. As we move down the hierarchy, 
we try to define the immediate evaluation nodes in more meaningful and tangible 
terms. The bottommost level contains concrete evaluation indicators which can be 
either measured directly using physical instruments or evaluated by experts. The envi-
ronmental indicators are evaluated with well-known lifecycle assessment methods. The 
overall objective of the first level varies with values of evaluation indicators. The gen-
eral scheme of this hierarchical evaluation structure is described in Fig. 1. 
 

 

Fig. 1. General scheme of the hierarchical evaluation structure 

Sustainable development

Economic Social Environmental

Level 1: 

Level 2: 

Level 3: Econ indicators Social indicators Env indicators
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In this paper, for simplicity, we formalize the hierarchical structure for evaluating 
textile materials into three levels. The readers can refer to [14, 15, 16] in order to 
obtain the details of the subsequent levels of the environmental, social and enterprise 
evaluation frameworks. All the concrete evaluation indicators are organized into three 
categories: economic, social and environmental. However, in a specific application, 
materials or products are evaluated using only one part of indicators. The general 
principle and methods we propose in this chapter can be easily extended to any spe-
cific application in which users can choose suitable evaluation indicators according to 
their purpose. 

The related notations are defined below. 
At Level 3, the economic indicators are denoted as I

1
eco , I

2
eco , … , I

p
eco  (the 

number of the economic indicators is p). The social indicators are denoted as I
1
soc

, 

I
2
soc , …, I

q
soc  (the number of the social indicators is q). The environmental indica-

tors are denoted as I
1
env , I

2
env , …, I

r
env  (the number of the environmental indica-

tors is r). The weights relating Level 2 to Level 3 are W
i
eco (i=1, …, p), W

j
soc (j=1, 

…, q), W
k
env (k=1, …, r). The evaluation indicators and their weights can be numeri-

cal or linguistic values. 
At Level 2, the evaluation criteria for the economic, social and environmental cate-

gories can be calculated from the indicators at Level 3 and the weights relating Level 
2 to Level 3. They are denoted as Reco , Rsoc  and Renv  respectively. The weights 

relating Level 2 to Level 1 are W eco , W soc  and W env . 

The overall evaluation criterion denoted as R can be calculated from the criteria at 
Level 2 and the weights relating Level 2 to Level 1. 

2.2 List of Evaluation Indicators 

The most commonly used evaluation indicators for sustainable development in the 
textile supply chain are in the environmental category. In [12], ten normalized envi-
ronmental indicators have been measured and calculated using the lifecycle  
assessment method CML 2001 [14]. They are  

- Eutrophication Potential (EP – I
1
env ) 

- Global Warming Potential (GWP – I
2
env ) 

- Ozone Layer Depletion Potential (ODP – I
3
env ) 

- Acidification Potential (AP – I
4
env ) 

- Fresh Aquatic Eco-Toxicity Potential (FAETP – I
5
env ) 

- Human Toxicity Potential (HTP – I
6
env ) 

- Marine Aquatic Eco-Toxicity Potential (MAETP – I
7
env ) 

- Photochemical Ozone Creation Potential (POCP – I
8
env ) 
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- Terrestrial Eco-Toxicity Potential (TETP – I
9
env ) 

- Water Consumption (WC – I
10
env ) 

For each textile material, these environment-related indicators are numerical or car-
dinal (r = 10). The objective of the environmental category is the minimization of all 
these indicators. 

Among these indicators, the most important indicators selected by industrial com-
panies include: I

2
env (Global Warming Potential), which is related to energy usage 

and measured in equivalent kg CO2, I
6
env (Human Toxicity Potential), which causes 

risks to health and is measured in kg DCB eq., and I
10
env (Water Consumption),  

considered as the water-resource depletion indicator and measured in kg. 
In this paper, the environmental indicators are combined with social and economic im-

pacts related to risk criteria of industrial product design [4].  The list of additional evalua-
tion indicators is given below. They include supply chain costs and risks related to the 
production processes. For the economic category (p = 8), the chosen indicators include 

- Raw Material Cost (RMC –  I
1
eco

) 

- Machine Consumption Cost (MCC – I
2
eco

) 

- Transportation Cost (TC – I
3
eco

) 

- Labor Cost (LC – I
4
eco

) 

- Energy Consumption Potential (ECP – I
5
eco

) 

- Quality Risk Potential (QRP – I
6
eco

) 

- Benefit Loss Potential (BLP – I
7
eco

) 

- Time Consumption (TC – I
8
eco

)  

The sum of the first five indicators constitutes the cost of finished products. The ob-
jective of the economic category is to obtain the maximum benefit and the best prod-
uct quality within a very short time and with a minimal cost of the finished products. 

Notice that some indicators of the economic category can also have impacts on the 
environmental indicators. For example, energy consumption potential (ECP) and trans-
portation cost have impacts on global warming, quality risk potential on the generation of 
waste. In practice, the interaction between these two categories is complex. One econom-
ic action aiming at minimizing one environmental indicator can cause negative effects. 
For example, transportation cost can be decreased by setting up a short transportation 
distance, thus reducing GWP (eq.kg CO2). But the material and industrial facilities of the 
new production system may require more energy and different chemical processes,  
leading to an increase of GWP or other environmental impacts. 

More complete social indicators developed by the United Nations UNEP-SETAC 
Life Cycle Initiative can be found in [15]. They are classified into 31 subcategories 
and concern different stakeholders, namely workers, local communities, societies, 
consumers and value-chain actors. In this chapter, the chosen indicators for the social 
category (q = 8) are slightly different from those of [15]. This subset of indicators is 
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designed specifically for the textile supply chain in the background of delocalization, 
bearing in mind the limited scope of the assessment of alternative product designs and 
their corresponding suppliers. They include 

- Impact of Low Employee’s Income (LEI – I
1
soc

) 

- Non-Community Liaison (NCL – I
2
soc

) 

- Negative Effects for Worker’s Health (NEWH – I
3
soc

) 

- Negative Effects for Worker’s Safety (NEWS – I
4
soc

) 

- Noise Level (NL – I
5
soc

) 

- Site Nuisance (SN - I
6
soc

) 

- Product Nuisance (PN - I
7
soc

) 

- Staff Non-Training Level (SNTL - I
8
soc

)  

These indicators are mainly related to the industrial facilities and processes within an 
establishment, and the corresponding data are easily available while the database  
required for the guideline [15] is often incomplete. Different from the cardinal indica-
tors of the environmental category, the indicators of the economic and social catego-
ries are linguistic or ordinal values, given by professional experts from their  
evaluation and analysis of internal data of the related company and its supply chain.  

In this paper, these indicators take values from the following set: {very low, low, 

medium, high, very high} = { 1
~
b , 2

~
b , 3

~
b , 4

~
b , 5

~
b }. Moreover, all the indicators of 

the three categories have been consistently defined so that low values correspond to 
good textile materials and high values to bad textile materials. Thus, the best textile 
material corresponds to the lowest value of the overall evaluation criterion R. 

These evaluation indicators take into account not only the criteria related to prod-
uct design and production but also those of the related supply chain and human  
factors concerning this product. 

3 Computing the Overall Criterion from the Multiple 
Evaluation Indicators  

In this chapter, we assume that there exist n textile materials, denoted as T = {T1, T2, …, 
Tn}. The main function of the proposed decision making system is the aggregation of all 
the risk indicators presented in Section 2, in order to select or rank the most appropriate 
textile material from T in terms of sustainable development. Based on the performance 
analysis of the existing methods, we apply a method of fuzzy multicriteria decision mak-
ing for aggregating all the fuzzified evaluation indicators with linguistic weights. 

3.1 Existing Methods for Multicriteria Decision Making  

The authors of [12, 13] have summarized the existing methods for multicriteria  
decision making. These methods can be classified into three groups: 
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- Multi-attribute utility theory that aims at aggregating different sources of data 
or different points of view in a single function that is then optimized. These methods 
have been widely used in different applications. The main difficulty in this group is 
the construction of an appropriate utility function and determination of relevant 
weights for different evaluation criteria. The effects of compensation, i.e. the good 
effect of one criterion may be compensated by the bad effect of another criterion, and 
incomparability between criteria should be minimized. One representative method of 
this group is AHP [17].  

- Interactive methods that consist of interactive and iterative exploration of all alter-
natives. These methods are suited to problems with an almost infinite number of alterna-
tives and are then not adapted to the ranking of a set of limited textile materials. 

- Outranking methods that consist of pairwise comparison of alternatives accord-
ing to each criterion with introducing indifference and preference thresholds. In this 
group, the method PROMETHEE [18] is the most well-known and has been success-
fully applied to the environment-related decision making problems [19], including 
textile lifecycle assessment due to their high degree of pragmatism [12].  

Compared with the multi-attribute utility theory, the outranking methods are easy for 
interpretation and can remove the effects of compensation and incomparability. How-
ever, they have the following drawbacks [20]: 1) they may only be applied if the deci-
sion maker can express his preference between two alternatives on any given criterion 
on a ratio scale. The preference between two alternatives can be changed by removing 
or adding one alternative. 2) They may be applied if the decision maker can express 
the importance of each criterion, which is often uncertain or imprecise for the deci-
sion maker. 3) The weights of the criteria express trade-offs between the criteria. 4) 
They may only be used with criteria where the differences between evaluations are 
meaningful. 5) It is impossible to take discordance into account when constructing 
outranking relations.  

The outranking methods may be efficient for processing cardinal and normalized 
evaluation criteria. However, for processing human-evaluation-based ordinal criteria, we 
need to propose new methods in order to integrate all types of variables and further op-
timize the result of decision making with the extended evaluation criteria presented in 
Section 2.  

In this context, fuzzy multicriteria decision making methods may be powerful tools 
for dealing with the subjectivity, imprecision and vagueness in the evaluation criteria 
and the related weights. The corresponding aggregation operations enable to combine 
the individual opinions on group decision making. Some representative methods of 
fuzzy multicriteria decision making can be found in [21, 22]. These methods have 
been successfully applied in tool steel materials selection under fuzzy environment 
[23] and risk decision-making in natural hazards [24].   

3.2 Proposed Procedure for Aggregating Evaluation Indicators 

This procedure was proposed in [25] and successfully applied in the design of fa-
shion-oriented industrial products [26]. It is based on a number of hierarchical opera-
tions for aggregating fuzzy evaluation indicators and their corresponding fuzzy 
weights. First, we transform all the numerical and linguistic evaluation indicators into 
fuzzy variables for the following reasons: 
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1) Taking into account significant data ranges and removing the effects of scales 
and non significant data ranges according to professional knowledge of experts. 

2) Obtaining physically interpretable results of evaluation and classifying all 
materials according to significant ranking results. 

3) Maintaining conformity between all the evaluation indicators (environmental, 
economic and social) and with the knowledge of experts, usually expressed in 
linguistic variables and rules. 

4) Removing the effects of compensation and incompatibility by using appropriate 
linguistic operations and introducing the knowledge of experts. 

 

Fig. 2. Membership functions of each fuzzy evaluation indicator (I: any numerical evaluation 
indicator) 

For each numerical indicator, we have two possibilities for transforming it into a fuzzy 
variable. If there exists a representative learning database for all materials, the corres-
ponding measured data can cover the whole range of this indicator and we can apply the 
fuzzy c-means algorithm to regroup these measures into five classes, corresponding to 

B={ 1
~
b , 2

~
b , 3

~
b , 4

~
b , 5

~
b } defined in Section 2. If there does not exist any representative 

database for all materials, we invite a number of professional experts to analyze the nu-
merical value of each indicator. From this analysis, each expert selects a linguistic value 
from the set B. The corresponding five membership functions take triangular and trape-
zoidal forms and their parameters are determined by aggregating the judgments of all the 
experts (see Fig. 2). If no expert knowledge is available for selecting linguistic values 
from the set B, one can uniformly divide the range of the corresponding evaluation indi-
cator I into five equal subintervals, each corresponding to one fuzzy value of B. The 
range of the indicator I can be obtained by computing the minimum and maximum of the 
evaluation values for all the material samples.  

For each linguistic indicator, the corresponding fuzzy variable can also be defined 
by aggregating the judgments of different experts or by uniformly dividing the range 
of evaluation values into five equal subintervals.  

In general, the corresponding fuzzy evaluation indicator takes into account the distribu-
tion of evaluation scores given by all the experts. For a specific material, it is a vector of 
five components, each representing the membership degree of this material to one fuzzy 
value of the set B. The sum of these components is 1 since B represents a fuzzy 5-partition. 
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By following the same principle, we transform the weights of the evaluation  
indicators into fuzzy variables.  

Theoretically, a relevant textile material in terms of sustainable development cor-
responds to the minimization of all the risk evaluation indicators. However, in prac-
tice, these indicators often conflict and can not reach their minimum values in the 
same time. Therefore, a relevant material should correspond to the minimum value of 
the aggregation of these indicators with relevant weights. These weights should be 
carefully determined according to each specific application. These applications are 
usually related to company strategies: economic benefit oriented product develop-
ment; balance between environment, benefit and social impacts; human safety ori-
ented product development; hard-condition application-oriented products; and other 
technical, economic and social strategies. 

Next, we apply the procedure of fuzzy multicriteria decision making [25] for ag-
gregating these fuzzy risk evaluation indicators with linguistic weights. The weights 

at Levels 3 and 2, denoted as { W
i
j

} and { W j } respectively, take values from the 
set {less important, important, very important, strongly important} in which the im-
portance of the criteria are qualified with four linguistic values. Compared with the 
other fuzzy multicriteria aggregation methods, this method is more flexible and capa-
ble of treating both linguistic evaluation indicators and linguistic weights. The details 
of this procedure are given below. 

For any textile material Tk, k∈{1, 2, …, n}, we define its relevancy degrees (evalu-
ation criteria) for the three categories using fuzzy number arithmetics (+, ×), i.e. 

∑ ×
p

=i
k

eco
i

eco
ik

eco ))(TI(W=)(TR
1

 for the economic category 

∑ ×
q

=i
k

soc
i

soc
ik

soc ))(TI(W=)(TR
1

 for the social category 

∑ ×
r

=i
k

env
i

env
ik

env ))(TI(W=)(TR
1

 for the environmental category 

Next, these three relevancy degrees can be further aggregated to generate the overall 
relevancy degree, i.e. 

)(TRW+)(TRW+)(TRW=)R(T k
envenv

k
socsoc

k
ecoeco

k ×××  

Evidently, R(Tk), R
eco(Tk), R

soc(Tk), R
env(Tk) are also defined on B={ 1

~
b , 2

~
b , 3

~
b , 4

~
b , 

5
~
b  }. After the normalization, we have  

∑
n

=i

R
i

k
k

)R(T

)R(T
=)(TR

1
0

 

where ∑ R
i )R(T 0   is the upper bound of 0-cut of the fuzzy number ∑ )R(Ti . 

Evidently, the values of )(TR k  varies between 0 and 1. The closer its value is to 0, 

the more relevant the corresponding material Tk is with respect to the predefined risk 
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evaluation indicators. Therefore, we define a fuzzy positive ideal solution (r += 0) and 
a fuzzy negative solution (r- = 1) and compute the distances between the overall rele-
vancy degree of the material Tk and these two ideal solutions [27, 28]. We then have 

)r),(TRd(=d +
k

+
k  and )r),(TRd(=d kk

−−  

where y)d(x,  is a fuzzy distance between two fuzzy sets. Finally, we compute the 

ranking criterion as follows. 

))d(+(d=)Rank(T +
kkk −− 1

2
1

 

The material Tk that corresponds to the maximum value of the ranking criterion for all 
the materials is the most relevant to the risk evaluation criteria defined in Section 2. It 
is considered as the most appropriate material in terms of sustainable development. 

4 Determination of the Weights 

The weights of the three categories and the different indicators are first determined 
according to the sensitivity to evaluated or measured data and then optimized or ad-
justed using the professional knowledge of experts. 

In Section 3, all the evaluation indicators were transformed into fuzzy values de-
fined on the set B using the fuzzy c-means algorithm, equal partition or expert know-

ledge. The sensitivity criterion of each indicator j
iI  (i ∈{1, 2, …} and j ∈{eco, soc, 

env}) related to all the representative material samples T1, …, Tn can be defined by 

| |∑
≠

−
− lk

l
j

ik
j

i
j

i ))(Tdefuz(I))(Tdefuz(I
)n(n

=S
1

2
 

S
i
j is the defuzzified averaged distance for all pairs of material samples for the eval-

uation indicator I
i
j

. In the procedure of defuzzification, 1
~
b , 2

~
b , 3

~
b , 4

~
b , 5

~
b , consi-

dered as weights of the averaging operation, are set to be 0, 0.25, 0.5, 0.75, and 1  
respectively. As the difference between two defuzzified indicators is smaller than 1, 
then S

i
j  varies between 0 and 1. A small value of S

i
j  means that the indicator I

i
j  

is less sensitive to evaluated or measured data and then has less influence on the final 
decision or ranking result. In the same way, the indicator I

i
j  is very sensitive and 

has more influence on the final decision if the corresponding S
i
j is close to 1. 

By uniformly dividing the range of the sensitivity criteria for all the evaluation in-
dicators into four equal subintervals {very low, low, high, very high}, we transform 
them into fuzzy sets and obtain the rules relating the data sensitivity to the linguistic 
weights of the evaluation indicators. The four fuzzy values of the data sensitivity 
criteria correspond to the following values of the weights: less important, important, 
very important, and strongly important. This correspondence is set up according to the 
following principles.     
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1) If the data sensitivity of an evaluation indicator is very low, then its weight 
should be a little important. 

2) If the data sensitivity of an evaluation indicator is very high, then its weight 
should be strongly important.  

3) Medium values of data sensitivity criteria correspond to medium importance 
levels (important or very important) for the related evaluation indicators. 

In the same way, we can also define the weights of the three categories according to 
their sensitivity criteria. The sensitivity criterion for each category is defined as the 
average of the sensitivity values calculated from all the evaluation indicators of this 
category, i.e. 

S j=
1
z ∑i= 1

z

S i
j

 

where z = p if j = eco, z = q if j =soc and z = r if j = env.  
In practice, the sensitivity to evaluated or measured data should not be the unique 

criterion for determining the weights of the evaluation indicators and the categories. 
The strategies of the company for its supply chain, marketing, applications of finished 
products as well as other technical, economic and social considerations should be 
integrated into the procedure of weight definition. In many cases, these elements play 
a more important role than the nature of measured data.   

For simplicity, we design a questionnaire in which a number of questions related to 
the strategies of the company are asked. Several professional experts are invited to give 
the importance levels (the previously defined four levels) of these questions for each 
indicator and each category. Several examples of these questions are given below. 

1) Economic benefit oriented development 
2) Balance between environment, benefit and social impacts 
3) Coordination between environment and benefit 
4) Human safety oriented development 
5) Consumer preference oriented development 
6) Hard-condition application-oriented products 
7) Ecology oriented products 

In contrast with the previous evaluation, the evaluation of the weights for the indicators 
and categories is mainly related to general strategies of the company instead of specific 
textile materials and specific processes. For each indicator I

i
j , by combining all the 

possibilities of the sensitivity criterion S
i
j  (very low, low, high , very high) and the 

importance level L
ik
j  related to each question Qk, k∈{1, …, w}, we obtain the corres-

ponding weight W
ik
j  by using the following rules extracted from the expert knowledge. 

1) If S
i
j  is very high and L

ik
j  is strongly important, then W

ik
j  is strongly  

important 
2) If S

i
j  is very high and L

ik
j  is very important, then W

ik
j  is very important 
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3) If S
i
j  is very high and L

ik
j  is important, then W

ik
j  is important 

4) If S
i
j  is very high and L

ik
j  is less important, then W

ik
j  is less important 

5) If S
i
j  is high and L

ik
j  is strongly important, then W

ik
j  is strongly important 

6) If S
i
j  is high and L

ik
j  is very important, then W

ik
j  is very important 

7) If S
i
j  is high and L

ik
j  is important, then W

ik
j  is important 

8) If S
i
j  is high and L

ik
j  is less important, then W

ik
j  is less important 

9) If S
i
j  is low and L

ik
j  is strongly important, then W

ik
j  is very important 

10) If S
i
j  is low and L

ik
j  is very important, then W

ik
j  is very important 

11) If S
i
j  is low and L

ik
j  is important, then W

ik
j  is important 

12) If S
i
j  is low and L

ik
j  is less important, then W

ik
j  is less important 

13) If S
i
j  is very low and L

ik
j  is strongly important, then W

ik
j  is very important 

14) If S
i
j  is very low and L

ik
j  is very important, then W

ik
j  is important 

15) If S
i
j  is very low and L

ik
j  is important, then W

ik
j  is a important 

16) If S
i
j  is very low and L

ik
j  is less important, then W

ik
j  is less important 

 
In these rules, the importance level of the indicator I

i
j  related to the question Qk is a 

little more important than the sensitivity criterion S
i
j  in the determination of the 

weight W
ik
j . This is because the quantity of experimental data is often limited and 

the database can not be really representative in most situations. The final value of 
W

ik
j  can be obtained by aggregating the judgments of all the experts. Formally, the 

aggregated result is a fuzzy set expressed by a 4-dimensional vector of which the sum 
of all components is 1. The final weight of the indicator I

i
j  can be obtained by  

calculating the maximum value of the weights for all the questions (Q1, …, Qw), i.e. 

W i
j= maxk{W ik

j } . This means that the weight of the indicator I
i
j

 is important if it is 

important to at least one strategy of the company, and that this weight is not important 
if it is not important to any strategy of the company.  

The weight of each category can be determined in the same way. 

5 An Illustrative Example 

This example aims at supporting decision makers in choosing the best scenario of a 
sustainable supply chain by considering risks in the aspects of environment, econom-
ics and social impacts. This case illustrates the comparison of three fabric samples for 
producing apparel items evaluated as the same functional unit. It includes not only the 
determination of raw materials and processes in terms of environment, but also the 
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selection of fabric suppliers in the supply chain in terms of cost, quality and social 
impacts. The strategies of the company are integrated into the procedure of weight 
definition for the evaluation indicators.  

The three fabric materials of interest are T1, T2 and T3. The unified ranges of evalu-
ation indicators for environment are defined by a group of experts. Next, each range is 
uniformly divided into 5 subintervals, each corresponding to one fuzzy value (see  
Fig. 2). The values of the environmental evaluation indicators for these three  
materials are given in Table 1.   

Table 1. Numerical and fuzzy data of the environmental evaluation indicators 

Materials –  
Indicators Range T1 T2 T3 

I
1
env

 
(Kg phosphate eq.) 

[0, 0.004] 
Num: 0.002 Num: 0.0025 Num: 0.0038 

Fuz:  
(0 0 1 0 0) 

Fuz:  
(0 0 0.5 0.5 0) 

Fuz: 
(0 0 0 0.2 0.8) 

I
2
env

 
(Kg CO2 eq.) 

[0, 10] 
Num: 6.5 Num: 9.5 Num: 8 

Fuz: 
(0 0 0.4 0.6 0) 

Fuz: 
(0 0 0 0.2 0.8) 

Fuz: 
(0 0 0 0.8 0.2) 

I
3
env

 
(Kg R11 eq.) 

[0, 1] 
Num: 0.6  Num: 0.5 Num: 0.95  

Fuz: 
(0 0 0.6 0.4 0) 

Fuz: 
(0 0 1 0 0) 

Fuz: 
(0 0 0 0.2 0.8) 

I
4
env

 
(Kg SO2 eq.) 

[0, 10] 
Num: 7  Num: 9.5  Num: 6  

Fuz: 
(0 0 0.2 0.8 0) 

Fuz: 
(0 0 0 0.2 0.8) 

Fuz: 
(0 0 0.6 0.4 0) 

I
5
env

 
(Kg DCB eq.) 

[0, 1.8] 
Num: 0.1 Num: 0.1 Num: 1.8 

Fuz: 
(0.78 0.22 0 0 0)

Fuz: 
(0.78 0.22 0 0 0) 

Fuz: 
(0 0 0 0 1) 

I
6
env

 
(Kg DCB eq.) 

[0, 0.7] 
Num: 0.68 Num: 0.6 Num: 0.68 

Fuz: 
(0 0 0 0.12 0.88)

Fuz: 
(0 0 0 0.57 0.43) 

Fuz: 
(0 0 0 0.12 0.88) 

I
7
env

 
(Kg DCB eq.) 

[0, 1932] 
Num: 1800 Num: 1650 Num: 1800 

Fuz: 
(0 0 0 0.27 0.73)

Fuz: 
(0 0 0 0.6 0.4) 

Fuz: 
(0 0 0 0.27 0.73) 

I
8
env

 
(Kg Ethene eq.) 

[0, 0 .009] 
Num: 0.008 Num: 0.005 Num: 0.003 

Fuz: 
(0 0 0 0.32 0.68)

Fuz: 
(0 0 0.78 0.22 0) 

Fuz: 
(0 0.67 0.33 0 0) 

I
9
env

 
(Kg DCB eq.) 

[0, 0.04] 
Num: 0.01  Num: 0.015 Num: 0.038 

Fuz: 
(0 1 0 0 0) 

Fuz: 
(0 0.5 0.5 0 0) 

Fuz: 
(0 0 0 0.2 0.8) 

I
10
env

 
(Kg) 

[0, 500] 
Num: 150 Num: 120 Num: 450 

Fuz: 
(0 0.8 0.2 0 0) 

Fuz: 
(0.04 0.96 0 0 0) 

Fuz: 
(0 0 0 0.4 0.6) 
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Table 2. Aggregated evaluation data for the indicators of economics and social impacts  

Materials- 
Indicators 

T1 T2 T3 

I
1
eco

 
Su1 (0 0.4 0.6 0 0) Su3 (0.5 0.5 0 0 0) Su5 (0 0 0 0.5 0.5) 
Su2 (0 0 0 0.8 0.2) Su4 (0 0.1 0.9 0 0) Su6 (0 0 0 0.1 0.9) 

I
2
eco

 
Su1 (0 0 0.6 0.4 0) Su3 (0.3 0.7 0 0 0) Su5 (0 1 0 0 0) 
Su2 (0 0 0.5 0.5 0) Su4 (0.5 0.5 0 0 0) Su6 (0 1 0 0 0) 

I
3
eco

 
Su1 (0 0 0.2 0.8 0) Su3 (0.9 0.1 0 0 0) Su5 (0 0 0 0.5 0.5) 
Su2 (0 0.3 0.7 0 0) Su4 (0.9 0.1 0 0 0) Su6 (0 0 0 0.1 0.9) 

I
4
eco

 
Su1 (0.7 0.3 0 0 0) Su3 (1 0 0 0 0) Su5 (0 0.6 0.4 0 0) 
Su2 (0 0 0.6 0.4 0) Su4 (0.8 0.2 0 0 0) Su6 (0 0 0.5 0.5 0) 

I
5
eco

 
Su1 (0 0 0.6 0.4 0) Su3 (0.3 0.7 0 0 0) Su5 (0 0 0 0.7 0.3) 
Su2 (0 0 0 0.8 0.2) Su4 (0.5 0.5 0 0 0) Su6 (0 0 0 0.9 0.1) 

I
6
eco

 
Su1 (0 0.4 0.6 0 0) Su3 (0 0.3 0.7 0 0) Su5 (0 0 0.3 0.7 0) 
Su2 (0 0 0 0.2 0.8) Su4 (0 0 0.5 0.5 0) Su6 (0 0 0 0.8 0.2) 

I
7
eco

 
Su1 (0 0.5 0.5 0 0) Su3 (0 0 0.3 0.7 0) Su5 (0 0.5 0.5 0 0) 
Su2 (0 0.5 0.5 0 0) Su4 (0 0 0.3 0.7 0) Su6 (0 0.5 0.5 0 0) 

I
8
eco

 
Su1 (0 0.4 0.6 0 0) Su3 (0.7 0.3 0 0 0) Su5 (0 0 0 0.5 0.5) 
Su2 (0 0 0.8 0.2 0) Su4 (0.5 0.5 0 0 0) Su6 (0 0 0 0.1 0.9) 

I
1
soc

 
Su1 (0 0 0.5 0.5 0) Su3 (0 0.3 0.7 0 0) Su5 (0.1 0.9 0 0 0) 
Su2 (0.8 0.2 0 0 0) Su4 (0.4 0.6 0 0 0) Su6 (1 0 0 0 0) 

I
2
soc

 
Su1 (0 0 0 0.6 0.4) Su3 (0.3 0.7 0 0 0) Su5 (0 0 0.5 0.5 0) 
Su2 (0 0 0.5 0.5 0) Su4 (0.3 0.7 0 0 0) Su6 (0 0 0 0.2 0.8) 

I
3
soc

 
Su1 (0 0 0 0.5 0.5) Su3 (0 0 0 0.3 0.7) Su5 (0 0.4 0.6 0 0) 
Su2 (0 0.4 0.6 0 0) Su4 (0 0 0.1 0.9 0) Su6 (0.1 0.9 0 0 0) 

I
4
soc

 
Su1 (0 0 0 0.8 0.2) Su3 (0 0 0 0.4 0.6) Su5 (0.2 0.8 0 0 0) 
Su2 (0 0.5 0.5 0 0) Su4 (0 0 0.5 0.5 0) Su6 (0.5 0.5 0 0 0) 

I
5
soc

 
Su1 (0 0 0 1 0) Su3 (0 0 0 0.4 0.6) Su5 (0 0 0 0.3 0.7) 
Su2 (0 0.5 0.5 0 0) Su4 (0 0.1 0.9 0 0) Su6 (0 0 0.5 0.5 0) 

I
6
soc

 
Su1 (0 0 0.7 0.3 0) Su3 (0 0 0.2 0.8 0) Su5 (0 0 0.3 0.7 0) 
Su2 (0 0.5 0.5 0 0) Su4 (0 0.3 0.7 0 0) Su6 (0 0.5 0.5 0 0) 

I
7
soc

 
Su1 (0.8 0.2 0 0 0) Su3 (0 0.5 0.5 0 0) Su5 (0.5 0.5 0 0 0) 
Su2 (0.8 0.2 0 0 0) Su4 (0 0.5 0.5 0 0) Su6 (0.5 0.5 0 0 0) 

I
8
soc

 
Su1 (0 0.4 0.6 0 0) Su3 (0 0 0 0.1 0.9) Su5 (0 0.4 0.6 0 0) 
Su2 (0 0.7 0.3 0 0) Su4 (0 0 0.4 0.6 0) Su6 (0.9 0.1 0 0 0) 

The linguistic indicators for economics and social impacts are evaluated by ex-
perts, and their aggregated results for the three textile materials T1, T2 and T3 and six 
suppliers are given in Table. 2. Each material can be provided by two suppliers whose 
social environment and production strategies are quite different. In general, the sup-
pliers Su1, Su3 and Su5 aim at providing medium-quality products with a lower pro-
duction cost, while the suppliers Su2, Su4 and Su6 produce high-quality products with 
a relatively high production cost while maintaining a balance between environmental, 
economic and social impacts in their activities.  
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From the evaluation data provided in Table 1 and Table. 2, we can easily calculate the 
sensitivity criterion for each evaluation indicator and then transform it into a fuzzy value 
(a 4-dimensional vector). The corresponding results are given in Table. 3. From these 
results, we find that the indicators I

6
env and I

7
env are very insensitive to the evaluation 

data and they play a less important role in the final decision or the final ranking result. 
Therefore, low values should be given to the corresponding weights. In the same way, 
I

3
eco , I

5
env and I

9
env are very sensitive to the evaluation data and we need to assign 

high weights to them. 

Table 3. Fuzzy sensitivity values for all the evaluation indicators 

Indicators 
(env.) 

Sensitivity 
S

i
env

 
Indicators 
(economic) 

Sensitivity

Si
eco

 
Indicators 

(social) 

Sensitivity 

Si
soc

 

I
1
env

 0.3 I
1
eco

 0.4 I
1
soc

 0.29 

I
2
env

 0.2 I
2
eco

 0.25 I
2
soc

 0.39 

I
3
env

 0.3 I
3
eco

 0.51 I
3
soc

 0.35 

I
4
env

 0.23 I
4
eco

 0.34 I
4
soc

 0.40 

I
5
env

 0.63 I
5
eco

 0.37 I
5
soc

 0.28 

I
6
env

 0.08 I
6
eco

 0.26 I
6
soc

 0.18 

I
7
env

 0.06 I
7
eco

 0.15 I
7
soc

 0.17 

I
8
env

 0.39 I
8
eco

 0.46 I
8
soc

 0.38 

I
9
env

 0.47  

I
10
env

 0.44  

From the data in Table. 3, we obtain the sensitivity values for all three categories, 

i.e. S
env =0.31, S

eco =0.34, S
soc =0.31. These three categories have similar sensi-

tivity values related to evaluation data. 
Also, according to Table. 3, the range of the sensitivity values for all the indicators 

is between [0, 0.63]. Having uniformly divided it into four subintervals, we obtain the 
corresponding fuzzy values of the sensitivity criteria. 

Moreover, for the company of interest, we define three strategies for management 
of the supply chain. The first strategy (St1) is the maximization of the profits of the 
company with minimal costs. It does not consider the environmental and social im-
pacts in the production of materials and selection of suppliers. The second (St2) is the 
maximization of economic benefits with minimal environmental impacts. The third 
(St3) is to set up a balance between economic benefits, reduction of costs, environ-
mental impacts and social impacts. According to these strategies, the experts define 
the importance levels for all the evaluation indicators and all the questions. Next, 
these importance levels are further combined with the sensitivity values and we obtain 
the final weights of the evaluation indicators (see Table. 4). 
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Table 4. The final aggregated weights for all the evaluation indicators 

Weights 
(env.) 

Strategies 
Weights 

(eco.) 

Strategies Weight
s 

(social) 

Strategies 

St
1 

St
2 St3 St

1 
St
2 

St
3 

St
1 St2 St3 

W
1
env

 

1 
0 
0 
0 

0 
0 
0 
1 

0 
0 
0 
1 

W
1
eco

 

0 
0 
0 
1 

0 
0 
0 
1 

0 
0 
0 
1 

W
1
soc

 

1 
0 
0 
0 

0 
1 
0 
0 

0 
0 
1 
0 

W
2
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
2
eco

 

0 
0 
1 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
2
soc

 

1 
0 
0 
0 

1 
0 
0 
0 

0 
0 
1 
0 

W
3
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
3
eco

 

0 
0 
0 
1 

0 
0 
0 
1 

0 
0 
0 
1 

W
3
soc

 

0 
1 
0 
0 

0 
0 
1 
0 

0 
0 
0 
1 

W
4
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
4
eco

 

0 
0 
0 
1 

0 
0 
0 
1 

0 
0 
0 
1 

W
4
soc

 

0 
1 
0 
0 

0 
0 
1 
0 

0 
0 
0 
1 

W
5
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
5
eco

 

0 
0 
0 
1 

0 
0 
0 
1 

0 
0 
0 
1 

W
5
soc

 

1 
0 
0 
0 

1 
0 
0 
0 

0 
0 
1 
0 

W
6
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
6
eco

 

0 
0 
1 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W
6
soc

 

0 
1 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W 7
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W 7
eco

 

0 
0 

0.5 
0.5 

0 
0 

0.5 
0.5 

0 
0 

0.5 
0.5 

W 7
eco

 

0 
0 
1 
0 

0 
0 
1 
0 

0 
0 
0 
1 

W 8
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W 8
eco

 

0 
0 
1 
0 

0 
0 
1 
0 

0 
0 
1 
0 

W 8
soc

 

0 
1 
0 
0 

0 
0 
1 
0 

0 
0 
0 
1 

W 9
env

 

1 
0 
0 
0 

0 
0 

0.5 
0.5 

0 
0 

0.5 
0.5 

 

W 10
env

 

1 
0 
0 
0 

0 
0 
1 
0 

0 
0 
1 
0 
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Next, we apply the method presented in Section 3.2 for aggregating evaluation data 
of each category and each strategy of the company. The corresponding results are 
given in Table. 5. The weights of the categories are given by experts because their  
sensitivity values are rather close each other. The total normalized relevancy degrees 
as well as the ranking values of all the materials and all the suppliers under different 
strategies are also given in this table. 

Table 5. Aggregated relevancy degrees for the three categories and the three strategies 

Relevancy 
degree T1-Su1 T1-Su2 T2-Su3 T2-Su4 T3-Su5 T3-Su6 

Strategy St1 Wenv=(0 1 0 0), Weco=(0 0 0 1), Wsoc=(1 0 0 0) 

Renv
 (1 0 0 0 0) (1 0 0 0 0) (1 0 0 0 0) (1 0 0 0 0) (1 0 0 0 0) (1 0 0 0 0) 

Reco
 

(0.7 1.65 
3.02 1.47 0) 

(0 0.72 2.59 
2.6 0.94) 

(3.37 2.17 
0.72 0.58 0) 

(2.87 1.57 
1.49 0.92 0) 

(0 1.69 1.02 
2.5 1.64) 

(0 1.02 0.92 
2.2 2.64) 

Rsoc
 

(0.54 0.3 
0.4 0.5 0.2) 

(0.54 0.83 
0.63 0 0) 

(0 0.33 0.4 
0.53 0) 

(0 0.43 0.89 
0.66 0) 

(0.4 0.96 
0.5 0.23 0) 

(0.83 0.99 
0.17 0 0) 

Normalized 
R 

(0.14 0.24 
0.42 0.2 0) 

(0.05 0.1 
0.36 0.36 

0.13) 

(0.52 0.3 
0.1 0.08 0) 

(0.44 0.22 
0.21 0.13 0) 

(0.05 0.23 
0.14 0.35 

0.23) 

(0.05 0.14 
0.13 0.31 

0.37) 
Rank 0.58 0.4 0.82 0.74 0.38 0.3 

Strategy St2 Wenv=(0 0 0 1), Weco=(0 0 0 1), Wsoc=(0 1 0 0) 

Renv
 

(0.5 1.5 1.8 
1.68 1.5) 

(0.5 1.5 1.8 
1.68 1.5) 

(0.55 1.2 
2.1 1.7 1.6) 

(0.55 1.2 
2.1 1.7 1.6) 

(0 0.45 0.62 
3.5 4.28) 

(0 0.45 0.62 
3.5 4.28) 

Reco
 

(0.7 1.65 
3.02 1.47 0) 

(0 0.72 2.59 
2.6 0.94) 

(3.37 2.17 
0.72 0.58 0) 

(2.87 1.57 
1.49 0.92 0) 

(0 1.69 1.02 
2.5 1.64) 

(0 1.02 0.92 
2.2 2.64) 

Rsoc
 

(0.54 0.4 1 
1.22 0.47) 

(0.8 1.6 
1.27 0 0) 

(0 0.43 0.69 
1.07 1.47)  

(1.32 0.73 
1.47 1.34 0) 

(0.5 1.68 1 
0.47 0) 

(1.67 1.68 
0.33 0 0) 

Normalized 
R 

(0.09 0.22 
0.34 0.24 

0.11) 

(0.05 0.18 
0.32 0.29 

0.16) 

(0.26 0.23 
0.2 0.17 

0.14) 

(0.25 0.19 
0.26 0.2 

0.1) 

(0.01 0.16 
0.12 0.36 

0.35) 

(0.03 0.12 
0.1 0.34 

0.41) 
Rank 0.49 0.42 0.58 0.57 0.28 0.26 

Strategy St3 Wenv=(0 0 0 1), Weco=(0 0 0 1), Wsoc=(0 0 0 1) 

Renv
 

(0.5 1.5 1.8 
1.68 1.5) 

(0.5 1.5 1.8 
1.68 1.5) 

(0.55 1.2 
2.1 1.7 1.6) 

(0.55 1.2 
2.1 1.7 1.6) 

(0 0.45 0.62 
3.5 4.28) 

(0 0.45 0.62 
3.5 4.28) 

Reco
 

(0.7 1.65 
3.02 1.47 0) 

(0 0.72 2.59 
2.6 0.94) 

(3.37 2.17 
0.72 0.58 0) 

(2.87 1.57 
1.49 0.92 0) 

(0 1.69 1.02 
2.5 1.64) 

(0 1.02 0.92 
2.2 2.64) 

Rsoc
 

(0.8 0.6 1.4 
2.9 0.97) 

(1.34 2.6 
2.4 0.33 0) 

(0.2 1.37 
1.1 1.6 2.6) 

(0.47 1.64 
2.6 2 0) 

(0.77 2.7 
1.74 1 0.47) 

(3.6 2.3 0.7 
0.5 0.54) 

Normalized 
R 

(0.1 0.18 
0.3 0.3 
0.12) 

(0.09 0.24 
0.33 0.22 

0.12) 

(0.2 0.22 
0.19 0.19 

0.2) 

(0.19 0.21 
0.3 0.22 

0.08) 

(0.03 0.22 
0.15 0.31 

0.29) 

(0.15 0.16 
0.1 0.27 

0.32) 
Rank 0.46 0.49 0.51 0.55 0.35 0.39 

 
From Table. 5, we can find that the ranking values of different suppliers producing 

the same textile material are close to each other related to the other suppliers. The 
relevancy order of the three materials is T2>T1>T3. However, the difference of the 
ranking values between these materials decreases after the integration of environ-
mental and social indicators. Suppliers Su1, Su3 and Su3 are more relevant to the strat-
egy of profit maximization with minimal costs. However, suppliers Su2, Su4 and Su6 
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are more relevant to the strategy of setting up a balance between economic develop-
ment and reduction of environmental and social impacts. This conclusion is  
completely appropriate to the nature of these suppliers.  

6 Conclusion 

This chapter applied a method of data aggregation with multiple fuzzy criteria for 
selecting the most appropriate textile material and the most suitable supplier. In this 
process of data aggregation, the linguistic weights of the evaluation indicators are 
determined using a predefined sensitivity criterion and expert knowledge on enter-
prise strategy related to its supply chain, marketing, application contexts of finished 
products and other issues. In this way, the final aggregated evaluation index takes into 
account the criteria of sustainable development and the specific development strategy 
of the related company.  

This work can be further improved by re-considering the social and economic indi-
cators and their evaluation methods with the cooperation of researchers specialized in 
sociology and economy. The process of weight generation for the evaluation indica-
tors and the categories can also be further optimized by systematically formalizing 
and re-organizing expert knowledge. 
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Chapter 9 
Fuzzy Decision System for Safety on Roads 
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Abstract.  The topic of road safety is a crucial problem because it has become 
nowadays one of the main causes of death, despite the efforts made by the 
countries trying to improve the roads conditions. When starting a journey, there 
are different factors, both objective and subjective, that influence on the driving 
safety. In this work, we apply fuzzy logic to model these subjective considera-
tions. A committee machine that combines the information provided by three 
fuzzy systems has been generated. Each of these fuzzy systems gives a degree 
of risk when traveling taking into account fuzzy conditions of three variables: 
car (age, last check, the wear on brakes and wheels, etc.); driver (tiredness, 
sleeping time, sight, etc.); and characteristics of the trip (day or night, weather 
conditions, length, urban or country road, etc). The final system gives not only 
the degree of risk according to this fuzzy prediction but the degree in which this 
risk could be decreased if some of the conditions change according to the ad-
vice the fuzzy decision system provides, such as, for example, if the driver 
takes a rest, or if the tyres are changed. 

1 Introduction 

The topic of road safety is a crucial problem because it has become nowadays one of 
the main causes of death, despite the efforts made by the countries trying to improve 
the roads conditions. When starting a journey, there are different factors, both objec-
tive and subjective, that influence on the driving safe (Bedard et al. 2002; Chen 2007), 
and we should be able to take all of them into account to improve the safety on roads. 
This paper has a clear purpose, to present other ways to improve road traffic safety. 

In the literature, we can find a large body of research on traffic accidents based on 
the analysis of statistical data. Most of them work with the probability approach of 
risk. Conventionally, researchers use linear or nonlinear regression models and prob-
abilistic models (Kweon and Kockelman 2003; Chong et al. 2005). But these models 
are often limited in their capability to fully explain the process when underlying so 
many nonlinear processes and uncertain factors. That is why in this paper we will 
show an original approach that takes into account not only data but subjective factors. 
There are some authors who have also applied fuzzy logic to classify roads sections in 
order to identify the more dangerous elements that need interventions (Cafiso et al. 
2004; Jayanth et al. 2008), or who have used it for predicting the risk of accidents, for 
example, on wet pavements (Xiao et al. 2000). But few of them refer to factors that 
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are evaluated in a fuzzy way, i.e., linguistic characteristics that can be implemented 
by means of soft computing techniques to increase the safety on roads (Imkamon et 
al. 2008; Valverde et al. 2009). 

On the other hand, conventional quantitative techniques are unsuitable for complex 
system analysis that requires approaches closer to human qualitative reasoning and 
decision making processes to manage uncertainty. In this framework fuzzy logic plays 
an essential role embedding the human ability to summarize information for decision 
making with incomplete, vague and imprecise data (Klir and Yuan 2005; Zadeh 
1975). It has been proved as a useful tool when dealing with the uncertainty and the 
vagueness of real life (López et al. 2010; Farias et al. 2010). 

In this work, a committee machine that combines the information provided by 
three fuzzy systems has been generated. Each of these fuzzy systems gives a degree of 
risk when traveling under certain fuzzy conditions that are related to the correspond-
ing input variable: car (age, last check, the wear on brakes and wheels, etc.), driver 
(tiredness, sleeping time, sight, etc.), and characteristics of the trip (day or night, 
weather conditions, length, city or road, etc). The final system gives not only the de-
gree of risk of traveling according to this fuzzy prediction but the degree in which this 
risk could be decreased if some of the conditions change such as, for example, if the 
driver takes a rest, or if the tyres are changed, according to the advice the fuzzy deci-
sion system provides. 

The paper is organized as follows. In Section 2, the modeling of the reliability and 
risk of any system is analytically described. Section 3 is devoted to the description of 
the involved variables of the fuzzy systems. Section 4 shows the committee machine 
that has been implemented to obtain the risk of traveling under certain conditions and 
the advice the fuzzy decision system provides in order to enhance the risk. The paper 
ends with the conclusions. 

2 Modeling Reliability and Risk 

In this section, we introduce a classical way to define and model risk according to its 
definition in probability. The main reason for developing this section is to show 
another possibility in modeling the risk and then to compare both ways. This proba-
bilistic approach is the most used in applications that involve any kind of vehicles and 
it is also very popular in modeling risk and risk reduction for verification and valida-
tion of engineering systems (Logan et al. 2005; Logan et al. 2003). 

Reliability engineering is a discipline that deals with the study of the ability of a 
system or component to perform its required functions under stated conditions for a 
specified period of time (Liu 2010). In this section we report risk in terms of reliabili-
ty. More specifically, reliability here is going to be defined as the probability of that a 
functional unit will perform its required functions for a specified interval under stated 
conditions. 

Reliability engineers rely heavily on statistics, probability and reliability theories, 
etc. For example, some of the techniques that are used in reliability are reliability 
prediction, prognosis, fault diagnosis, Weibull analysis, reliability testing and accele-
rated life testing. Because of the large number of reliability techniques available, their 
expense, and the varying degrees of reliability required for different situations, most 
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projects develop a reliability program plan to specify the tasks that will be performed 
in order to evaluate the risk expected by a specific system (López et al. 2009). This 
section provides an overview of some of the most common reliability and risk engi-
neering tasks. 

Automobile engineers deal with reliability requirements for the vehicles (and their 
components). They must design and test their products to fulfill hard specifications. 
Once this model of reliability of a specific system is developed, a risk analysis and 
evaluation are due. 

For engineering purposes, reliability is mathematically defined as: 

 ∫
∞
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where T is the random variable ‘Time before failure of the device’, F is the function 
of distribution of T, f(s) is the failure probability density function and t is the length of 
the period of time (which is assumed to start from zero). 

Reliability engineering (and then risk analysis) is concerned with two key elements 
of this definition: 

1. Reliability is a probability; failure is regarded as a random phenomenon, T is the 
random variable ‘Time until next device’s failure’ and it is a recurring event with-
out any information on individual failures, the causes of failures, or the relation-
ships between failures, except that the likelihood for failures to occur varies over 
time according to a given probability function.  

2. Reliability is applied to a specified period of time. Also other units may sometimes 
be used. For example, for this traffic application, reliability might be specified in 
terms of miles, age of the car, etc. A piece of mechanical equipment of a car may 
have a reliability rating value in terms of cycles of use. 

Different methods and tools can be used to calculate reliability. Every system requires 
a different level of reliability and gets different level of risk as consequence. A car 
driver can operate under a wide range of conditions including the motivation and 
health condition of the driver, car status, and other environment variables. The conse-
quences of failure could be serious, but there is a correspondingly higher budget. A 
stapler may be more reliable than a car, but has a very much different set of perform-
ing conditions, insignificant consequences of failure, and a much lower budget. 

Reliability requirements are included in the system or subsystem specifications. 
Requirements are specified in terms of some reliability parameters such as the mean 
time between failures (MTBF) or, equivalently, the number of failures during a given 
period of time. It is very useful for systems that work frequently as vehicles and elec-
tronic equipment. Risk increases as the MTBF decreases and therefore reliability 
increases too. For systems with a clearly defined failure time the empirical distribu-
tion function of these failure times can be easily determined. Early failure rate studies 
determine the distribution with a decreasing failure rate over the first part of the bath-
tub curve. Although it is a general praxis to model the failure rate with an exponential 
distribution, the empirical failure distribution is often parameterised with a Weibull or 
a log-normal model which are more realistic. 
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Another point to take into account when evaluating the risk of complex systems is 
the combination of several components and subsystems that affects not only the cost 
but also the risk. In this case the risk evaluation may be performed at various levels, 
for each component, subsystem and for the whole system. Many factors of different 
nature must be addressed during this evaluation, such as temperature, speedy, shock, 
vibration, heat, and so on. 

Reliability design starts with the development of a model by using blocks diagram 
and fault trees to provide a graphical way of evaluating the relationship between the 
different parts of the system. One of the most important design techniques is redun-
dancy in which if one part of the system fails, there is an alternative path. For exam-
ple, a vehicle might use two light bulbs for signaling the brake. If one bulb fails, the 
brake light still works using the other bulb. Redundancy increases the system reliabili-
ty decreasing the risk of failure of the system; however, it is difficult and expensive 
and it is therefore limited to critical parts of the system.  

Risk evaluation deals with failure rate that mathematically is defined in terms of 
probability and reliability by means of the risk function. This risk function λ(t) is the 
frequency with which a system or component fails per unit of time t (second, hour or 
so). For example, an automobile’s risk function or failure rate in its tenth year of ser-
vice may be many times greater than its failure rate during the first year. It is also 
known in the literature as hazard function or rate and it can be computed as the quo-
tient between the failure density function f(t) and the reliability R(t), although there 
are other useful relations as the following formula, 
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In practice, the mean time between failures (MTBF) is often used instead of failure rate. 
This is because for an exponential failure distribution, the risk function becomes constant 
λ(t) = λ; this property is the well known ‘memoryless’ characteristic of exponential dis-
tribution. However, for other distributions as Weibull or log-normal, the risk function 
may not be constant with respect to time and they can be monotonic increasing (‘wearing 
out’), monotonic decreasing (Pareto distribution, ‘burning in’) or not monotonic. 

Table 1 shows the formulation of two of the most popular distribution in reliability: 
exponential and Weibull. There are also other important distribution but their formu-
lation is too complex for our purpose.  

Table 1. Reliability distributions used to compute risk 

Distribution Name Reliability Function Risk Function 
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Modeling the system usually requires the combination of several subsystems or 
components that are connected in series, parallel or are ‘K out of N’ independent sys-
tems. In any of those cases, both reliability and risk functions are represented for 
more general formulas as it is shown in Table 2. 

Table 2. Reliability and risk functions for compound systems 

System Design Reliability Function Risk Function 
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The complexity of the calculus increases in an environment with a lot of devices or 
components. The study of a system such as a human-machine interaction tool is too 
complex to assure the goodness of the method. These models incorporate predictions 
based on parts-count failure rates taken from historical data. Very often these predic-
tions are not accurate in an absolute sense, so they are only useful in order to assess 
relative differences in design alternatives. 

Figure 1 shows an example of a system with seven components of four different 
types (according to its color). It consists of four subsystems connected in series, 
where the second and the third ones are at the same time parallel subsystems (that is, 
compound subsystems). In a vehicle, for example, components can represent brakes, 
lights, tyres, or any other part of the car in this case. 

 
 

 

Fig. 1. System with for compound subsystems 
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3 Description of the Fuzzy System That Evaluates the Risk on 
Road 

The whole fuzzy system that has been designed in this chapter represents the risk on 
roads when driving due to different factors. It is not easy to collect the right data 
needed to establish a correlation between, for example, human factors such as the 
fatigue or the drowsiness, and the accidents (Moore-Ede et al. 2004; Petridou and 
Moustaki 2000; Shinar 1978). The right choice of risk factors is a very key upon 
which success of failure of evaluation models depend. In this sense, a fuzzy model is 
a robust system that allows to represent the uncertainty of considerations on the 
weather, the status of the driver, etc. 

Three main fuzzy subsystems have been defined for each of the variables under  
consideration: the environment, the driver and the car. For each of them, different fuzzy 
sets have been assigned to the selected input variables. The membership functions are 
adjusted manually by trial and error. The rule base for each one is designed based on the 
experience and understanding of the process, and are weighted accordingly to this know-
ledge. The antecedents of each rule are combined by the AND operator (that is  
implemented as the product or the minimum, depending on the subsystem). 

The rules are evaluated in parallel using fuzzy reasoning. Fuzzy inference methods 
are classified in direct methods and indirect methods. Direct methods, such as Mam-
dani's and Sugeno's are the most commonly used. These two methods only differ in 
how they obtain the outputs. Indirect methods are more complex. In this work,  
Mamdani’s is used except when the output is a binary one (then Sugeno’s is applied). 

The output of each subsystem is obtained by applying the Centre of Area (COA) or 
the MOM (Mean of Maximum) defuzzification methods. Defuzzification is the 
process of converting the degrees of membership of output linguistic variables into 
numerical values. 

The combination of the fuzzy outputs of those subsystems gives the final degree of 
risk when making the trip under those conditions. This final output is again the result 
obtained by a fuzzy inference. 

All the fuzzy systems have been implemented in Matlab©. 

3.1 Environment Fuzzy Subsystem 

The first fuzzy system refers to the Environment and all the factors related to this  
aspect of the driving. It is a Mamdani one (the output of the rule base is a linguistic  
value). 

The fuzzy input variables of this subsystem are: 

- Day/night: range [0 10]. This represents the level of luminosity. Two fuzzy trape-
zoidal sets have been defined for Dark and Clear labels (Figure 2). Complementa-
ry membership functions have been considered as this factor depends on the  
location, the season of the year, etc. 
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Fig. 2. Fuzzy sets assigned to the input variable luminosity 

- Weather: range [0 10]. Three triangular membership functions represent Bad, 
Normal and Good weather (Figure 3). In this case, the fuzzy sets assigned are not 
symmetric. 

 

Fig. 3. Fuzzy sets assigned to the input variable weather 

- Length: range [0 500] Km. This variable is represented by three asymmetric tra-
pezoidal fuzzy sets meaning Short, Medium and Long (Figure 4). They represent 
the distance of the tour. It could be assume that for long distances, the risk is 
higher because it influences on other factors such as driver’s fatigue, for example. 

 

Fig. 4. Fuzzy sets assigned to the input variable length 

- Road type: range [0 5] where 0 means rural or secondary road, and 5 motorway. 
Three Gaussian functions represent the fuzzy sets Rural, Normal and Highway 
(Figure 5). 

These environmental factors come from external and independent sources. They result 
from measurements of some parameters such as time of the day, the type of roadway, 
etc. 
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Fig. 5. Fuzzy sets assigned to the input variable Road type 

Nine fuzzy rules have been defined to link those conditions and they are weighted 
according to the impact of each factor on the risk. The defuzzyfication method ap-
plied in this system is mom (mean of maximum). 

 

Fig. 6. Fuzzy sets assigned to the output variable risk for any of the three fuzzy subsystems 
(car, driver, and environment) 

The fuzzy output is the risk that entails to travel under those conditions. The range, 
between 0 and 10, is covered by three triangular membership functions meaning Low, 
Medium and High (Figure 6). As it is possible to see, the fuzzy sets do not overlap, 
therefore the output is linear. 

3.2 Driver Fuzzy Subsystem 

The second fuzzy system refers to the Driver (Miyajima et al. 2007; Evans 1996). 
There are many behavioral issues that could be considered. For example, fatigue is 
one of the most pervasive yet under-investigated causes of human error related driv-
ing accidents. But there is not simple tool or objective way for investigators to collect 
the right data needed to correlate driving risk with fatigue in an analytical way. Beha-
vioral factor are interrelated and any attempt of categorization can only be arbitrary. 

Having said this, in this application, the primary factors that have been taking into 
account because they affect the driver behaviour and therefore have been selected as 
input variables for the fuzzy logic model are: 

- Visual capacity: range [0 10], with labels Low, Medium and High, defined by 
asymmetric triangular fuzzy sets (Figure 7). It has been considered as an  
independent input but it is not, as it depends for example on the weather,  
luminosity, etc. 
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Fig. 7. Fuzzy sets assigned to the input variable visual capacity 

- Tiredness or fatigue (Brown 1994): range [0 10]. It is represented by three trian-
gular membership functions: Little, Medium and Much (Figure 8). This is quite a 
crucial factor but difficult to model. 

 

Fig. 8. Fuzzy sets assigned to the input variable tiredness 

- Sleep (Horne and Reyner 1995): [0 10], number of hours that the driver has slept 
the previous night. Trapezoidal fuzzy sets represent the values of Little, Medium 
and Much (Figure 9). For example, slept hours fewer than 4 are considered Little, 
with high risk of crashes as the fatigue of the driver may make him slow in the 
reactions. 

 

Fig. 9. Fuzzy sets assigned to the input variable time slept 

- Motivation: range [0 10]. Two fuzzy sets, Low and High, are defined for this 
variable with trapezoidal functions (Figure 10). 
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Fig. 10. Fuzzy sets assigned to the input variable motivation 

These factors, among others, reduce the capability for adjustment to suddenly chang-
ing conditions that may culminate in an accident. 

The output variable is again a fuzzy measurement of the risk that entails the trip when 
the driver is under those conditions, defined as in the environment system (Figure 6). 

At the same time, some of these inputs and other environment inputs are related to 
another fuzzy system, Rest. This fuzzy system, which has a strong influence on the 
driver, has the following inputs that have been previously defined: Tiredness, Sleep, 
Motivation, Length, and Road type. 

The output of this fuzzy system, time_relax, is the fuzzy necessity of rest. The de-
fuzzyfication of this variable (three trapezoidal sets for Little, Medium and High) 
gives the minutes, between 0 and 60, which the driver should rest. This rest decreases 
the risk of driving as it improves the driver condition. 

3.3 Car Fuzzy Subsystem 

The third system refers to the Car status. There are different fuzzy inputs related to 
the car conditions and different ways to deal with them. In fact, although the car sys-
tem is the main element of this block, two more fuzzy systems have been defined that 
are closely related, Tyres/brakes and Light. They have some inputs in common. 

On the one hand, the fuzzy subsystem Car has the following inputs: 

- Lights: range [0 10]. Three Gaussian fuzzy sets have been defined for Bad, Nor-
mal and Good conditions of the lights (Figure 11). 

- Tyres: range [0 10]. The same as for lights (Figure 11). They stand for the status 
of the tyres, if they should be replace or can be kept. 

- Brakes: [0 10]. The same as for lights (Figure 11). Acceptable brakes conditions 
(Normal or Good) are considered when normalized wear is lower than 6. Other-
wise they will not supply enough friction to stop the car at the required distance. 

 

Fig. 11. Fuzzy sets assigned to the input variable lights, tyres and brakes 
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- Check: range [0 24] months. It can be Recent (less than 10 years), Medium or 
Far, all of them represented by symmetric triangular membership functions, as it 
is possible to see in Figure 12. 

 

Fig. 12. Fuzzy sets assigned to the input variable check 

- Kilometers: range [0 300000] Km. The fuzzy sets defined for this input are Few, 
Medium and Many, represented by asymmetric triangular membership functions 
(Figure 13). 

 

Fig. 13. Fuzzy sets assigned to the input variable kilometers 

- Car Age: [0 20]: Little, Medium and Big (triangular), see Figure 14. Car age 
between 0-3 years stands for almost new, where more than 8 years is considered 
old. 

 

Fig. 14. Fuzzy sets assigned to the input variable age of the car 

The fuzzy output of the system is the risk regarding the car that will be the third input to 
the final Risk fuzzy system. At the same time, Lights is also an input to Light system. 
This system receives inputs that are in common with other systems, such as Day/night, 
Weather, Lights and Visual Capacity. These inputs have been already defined. 
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In the same way, the Tyres/brakes system has the following inputs described  
before: Weather, Length and Road type, and two new ones: 

 
- Tyres: that can take values between 0 and 10 for Bad, Normal and Good conditions 

(Figure 11) 
- Brakes: again three fuzzy sets for [0 10] (Figure 12). 
 
These two systems, Light and Tyres/Breaks are Sugeno-fuzzy type. They provide 
two possible outputs: OK or Change, suggesting lights change or brakes or tyres  
replacement if necessary. 

As an example of the formulation of the rules of the any of the fuzzy inference sys-
tems, Figure 15 shows the rules for the car subsystem. In this case, the rules have six 
variables in the antecedent, and the output is the level of risk provided for that subsystem. 

 

Fig. 15. Inference fuzzy rules for the subsystem car risk evaluator 

4 Risk Fuzzy System Implementation 

The committee machine combines all of the fuzzy systems described in section 3 (see 
Figure 17). As it is possible to see, the final output gives the risk of driving taking into 
account all the factors that have been considered in each fuzzy subsystem. The inputs 
of this system are: the Risk_driver, Risk_environment and Risk_car, which come 
from each main subsystem. The output is defined by seven triangular fuzzy sets in a 
universe of discourse [0 100] (Figure 16) and it is defuzzified by the centroide  
method. In this case, fifteen rules are considered. 
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Fig. 16. Fuzzy sets assigned to the final output variable risk 
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Fig. 17. Fuzzy committee machine that evaluates the risk of driving 

To interact with the system, an interface has been developed (Figure 18). By means 
of slides, the inputs variables can be set to different values by the user. Information 
about the range of possible values for each factor is provided by the corresponding 
buttons (Info). 
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The outputs of the system are given in two ways: the REAL RISK and the 
ENHANCED RISK. The risk level is computed as Real risk, that is, the value that is 
obtained taking into account the actual conditions. Besides, the system gives another 
value, the Enhanced risk, which represents the improved value of the risk that would 
be obtained if any of the advice given by the decision system is taking into account. 
This new risk value is calculated when pressing the button “Accept” after marking 
any of the suggestions and then “calculate”. 

As it is possible too see in the interface, the advice may consist in four actions: 
 

- Take a rest of … minutes 
- Have your tyres changed 
- Have your brakes changed 
- Light action: do something to improve the visibility 

 

Fig. 18. System Interface of the decision systems that evaluates the driving risk 

The value of the final risk is then recalculated by considering only the pieces of ad-
vice that are marked, that is, that have been followed. Then, this part of the system is 
set to the corresponding optimum condition once it has been applied (for example, 
tiredness = 0, brakes are now perfect, etc.). 

The implementation of the correctness actions is presented in Fig. 19. The accepta-
tion of a specific piece of advice acts as a switch (action_accepted) that is propagated 
to the corresponding fuzzy subsystem. 
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The output of each fuzzy subsystem is shown by means of graphics (scopes in  
Figure 19). Therefore it is possible to see if there has been any step because the  
conditions have improved respect to a previous situation. 

As it is also possible to see in Figure 19, there are other inputs that could have  
been included, as the status of the mirrors, which were taken into account in some 
versions of this tool. This input is equivalent to the input lights, and it does not add 
any significant information. The list of possible factors to be included could be  
countless. 

 

Fig. 19. Implementation of the correctness action by the fuzzy decision system 
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The risk level calculated by this fuzzy system does not mean probability of  
accident but influence of some factors on the safety of the trip. 

5 Conclusions 

Risk taking, on a long term basis, is in many ways equivalent to accident proneness. 
This paper intends to be a contribution to reducing or avoiding those car accidents on 
roads. 

This work describes a simple analysis tool that investigates the relationship be-
tween some subjective factors that affect the driving and the risk of travelling under 
those conditions. 

Three main issues have been considered: the driver, the car and the environment. 
For each of them, a fuzzy subsystem that calculates the risk of driving regarding some 
subjective factors has been designed. A combination of all of them in a more complex 
system gives the final value of risk. 

The presented results indicate that, in addition to calculating the risk of driving un-
der certain conditions, the fuzzy decision system can be applied to determine specific 
corrective actions that should be undertaken to improve safety. 
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Abstract. One of the key areas in risk management in the public rubber indus-
try in Thailand (PARIT) is to accurately forecast rubber latex prices thus to ad-
just rubber production in a timely manner. Accurately forecasting rubber latex 
price may not only reduce risks of overproduction and costs of over stocking, 
but also respond promptly and directly to global market thus improve in gaining 
higher sales in the competitive rubber marketing environment. This chapter 
presents a rubber latex price forecasting model, with three variations, i.e., one-
year prediction, 6-month prediction and 4-month prediction, each embedding 
with either non-neural or neural network training techniques. The model is vali-
dated using actual rubber latex prices trend data, which in turn compared with 
experimental forecasting results to determine forecasting accuracy and the  
best-fitting model for policy makers in PARIT. 

Keywords: Risk management, latex price, forecast, neural network training 
techniques. 

1 Introduction 

The last several years have witnessed a tremendous increase and volatility in com-
modity prices, such as natural rubber prices. The most recent episode with such an 
increase in commodity prices is the period from 2002 and 2008, which has been la-
beled a “supercycle” by many observers. After a sharp sell-off during the 2001 reces-
sion, the rubber prices rose to unprecedented levels between 2006 and 2008 only to 
collapse in late 2008 due to the global economic downturn [10]. At the initial stage of 
the supercycle, the demand ran ahead of available supply, reducing inventories. The 
supply-side of market then began to respond by raising prices. Higher prices then 
affected demand, with resultant slowing down of consumption growth. At the same 
time, investments were made, which, after a period of time, began to yield higher 
production. With production growth first catching and then surpassing consumption 
growth, market began to shift from deficit to equilibrium, and then to surplus. The 
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transformation in markets was completed by 2008, although prices kept escalating for 
a period of time before it dived sharply. Even so, the behavior of markets during the 
last 5 years was normal in the broadest sense [10]. 

In addition to raising commodity prices, the last few years also saw a very high 
level of volatility in commodity prices [10]. The various players in the rubber supply 
chain have evolved different responses to the volatility [6]. The increased volatility 
has raised the need for reliable and timely market intelligence. While buyers and pur-
chasing agents need to have a good feel of where prices are heading before entering a 
new contract and negotiation, suppliers and production planners also need a concise 
yet efficient way to forecast the market demand and price movement.  

Southeast Asia (Thailand, Indonesia and Malaysia) produced over 70 percent of 
global natural rubber, with Thailand being the largest of the three producers [17, 10]. 
Thailand, as the world’s largest rubber exporter, sells rubber and raw rubber products 
to countries around the world, and possesses about 39 percent share of the world mar-
ket [24, 15, 18]. Their exported rubber products include rubber latex, rubber sheet, 
rubber block and other primary rubber products which contribute to production of 
tyres, gloves and shoes, etc. To monitor global rubber production and market trends, 
Thai Rubber Association offers world’s natural rubber production data on its website. 
Although the data is more than 4 months old, it does give an accurate breakdown of 
production data by the major natural rubber producing countries. 

Rubber latex prices in the public agricultural rubber industry in Thailand (PARIT) 
are affected by many factors, such as global rubber demand, changes in supply, input 
costs, government policies, economic and political factors in local and global markets, 
etc. A small change in these factors may cause large rubber price fluctuations and 
cause difficulties for policy development and planning. It is also traditionally ac-
cepted that it is more difficult to pinpoint an exact cause for upward or downward 
pricing pressure on rubber prices at any point in time because the markets are globally 
more competitive and rubber production costs typically do not influence rubber mar-
ket prices. In addition, exchange rates and interest costs influence prices of all  
commodities.  

According to Dana and Gilbert [6], price management techniques have the potential to 
improve the functioning of the rubber supply chain in developing economies. They 
pointed out that many developing countries still lack expertise on market-based approach 
to managing risk, a problem which is exacerbated by cumbersome decision-making 
processes that permit insufficient delegations for quick response to market signals. Dana 
and Gilbert suggested some important steps to the agricultural commodity risk manage-
ment for the developing countries, including those of applying modern financial tech-
niques for identifying and quantifying risk, and monitoring price exposure throughout the 
course of the season, and establishing the type of risk management monitoring and  
reporting functions, and so on.  

Risk management is an important step to sustain the natural rubber industry in 
Thailand. One of the key areas in risk management in PARIT is to accurately forecast 
rubber latex prices thus to adjust rubber production accordingly and in a timely man-
ner. Accuracy in forecasting rubber latex price not only reduces risks of overproduc-
tion and costs of over stocking, but also allows for a prompt and direct response to the 
global market, ultimately improves in gaining higher sales in the competitive rubber 
marketing environment. Results from forecasting directly affect PARIT in the areas of 



 10 A New Latex Price Forecasting Model 193 

risk management, planning, production, sales and prices. Taking rubber plant  
planning as an example, too much planting may result in rubber overproduction which 
increases rubber inventory, leading to rubber latex price cut; while too little planting 
may lead to losing opportunity for higher economic income from the rubber exports in 
the Thai rubber industry sector. 

Forecasting, as a significant capability of decision support systems, provides useful 
information in supporting organizations’ decision making processes. It is one of the 
critical steps in facilitating desired management and improving various performances 
of organizations because it enables prediction of future events and conditions by sta-
tistically analyzing and utilizing data or information from the past [12, 25]. While the 
forecasting results may directly affect many areas such as planning, production, sales 
and prices [9, 16] in PARIT, the success of performing forecasting activities depends 
on a trustworthy tool to enhance accuracy of the forecasting results. 

This chapter investigates a possible rubber latex price forecasting model, with three 
variations, i.e., one-year prediction, 6-month prediction and 4-month prediction, each 
embedding with either non-neural or neural network training techniques. The model is 
validated using actual rubber latex prices trend data, and its outcomes are compared 
with experimental forecasting results to determine forecasting accuracy and the  
best-fitting model for policy makers in PARIT.  

The rest of the chapter is organized as follows: Section 2 briefly introduces the 
rubber industry in Thailand. Section 3 presents the methods used in this study. Expe-
riments are developed by employing non-neural network training and neural network 
training techniques in Section 4. Section 5 concludes the chapter. 

2 The Public Agricultural Rubber Industry in Thailand 

Thailand is the world’s largest rubber exporter. It exports rubber or raw rubber products 
to many countries over the world, such as Japan, China and the United States of America, 
etc., with a 39 percent share of the world market [15, 18]. The exported products include 
rubber sheet, rubber block, rubber latex and other primary rubber products, whereas only 
a small fraction of rubber products is reserved for manufacturing within Thailand  
[24, 15, 18]. 

The agricultural sector is one of the significant growth sectors in Thailand. This 
sector is responsible for rubber production planning and selling price policy develop-
ment. However, little attention has been paid to enhancing price forecasting models or 
improving the accuracy in forecasts in this sector even though several studies in 
PARIT have focused on management, control and forecasting in the recent years  
[24, 11]. A focus on improving forecasting is exceptional as the agricultural sector has 
been using similar models for a long period of time. Their existing models apply  
traditional statistical techniques only. 

The Office of Agricultural Economics (OAE) in Thailand makes its rubber latex 
price trend data available in its website, which are utilized as information references 
for non-government agencies to create their own production planning. The data also 
assists Thai agriculturists to decide upon quantities of rubber to produce for the next 
period of time. In addition, the data is also employed to conduct research for a rubber 
latex price index every month to provide information about the current situation and 
assist planning of emergency policy for the future [1, 2]. 
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We attempt to derive a feasible forecasting model for rubber latex prices in PARIT 
using artificial intelligence (AI) techniques, such as non-neural and neural network 
training techniques. We use the monthly rubber price data from PARIT’s websites to 
create an experimental environment for testing the model and verifying the proposed 
techniques in this study. The outcomes of this study may be used to assist policy 
makers in the agricultural sector in forecasting future rubber price trends in a competi-
tive environment through policy development and implementation. This may assist in 
advancing the agricultural sector’s forecasting practice and thereby contribute to 
Thailand’s economic development.  

3 The Rubber Price Forecasting Model and Analysis Procedure 

There has been a dramatic development in combining traditional forecasting techniques, 
such as the statistics-based forecasting techniques, to IT-related forecasting techniques, 
especially AI-based techniques. Examples of such techniques include fuzzy logic, neural 
network, genetic algorithms and hybrid ones [14]. While these modern forecasting tech-
niques have been widely used around the world, especially in developed countries, it is 
not the case in some traditional areas and sections in Thailand, such as in PARIT. The 
traditional statistics-based forecasting models, and similar ones, have been used by 
PARIT for a long period of time [24, 11]. The adoption of modern forecasting techniques 
may not only improve the accuracy in forecasting results, but also enhance forecasting 
process and risk management practices in PARIT. 

There have been some works on utilizing AI techniques for forecasting purposes in 
the past few years. For example, Co’s work [4] compared the performance of artificial 
neural networks with exponential smoothing and ARIMA models in forecasting rice 
exports from Thailand. However, our work differs from his work in a few ways. First, 
our model is for forecasting rubber latex prices, while his work is for forecasting rice 
exports. Secondly, while we focus on creating forecast models using neural network 
and non-neural networking training techniques, his work compared the performance 
of artificial neural networks with traditional forecasting models. 

Existing forecasting methods differ in objectives and application problems within the 
organizations. Basically, one forecasting technique may be efficient for particular appli-
cation scenarios but it may be unsuitable or inaccurate for other situations. This study, 
based on a comparative method, attempts to gain a feasible forecasting model that sup-
plies less forecasting errors for the Thai rubber industry. We first provide a description of 
non-neural and neural network tech-niques in the next subsection, and then present the 
main components and data analysis procedures of the new forecasting model. 

3.1 The Training Techniques 

Two types of training techniques, i.e., neural network (NN) training technique and 
non- neural network (non-NN) training one, are used in our latex price forecasting 
model. A brief description of each will be given in this subsection.   

3.1.1   Non-NN Training Technique 
Time series analysis is often applied in prediction for the component analysis of his-
torical data sets to determine a forecasting model used to predict the future [19]. 
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There are several well-known time series forecasting techniques such as simple mov-
ing average (SMA), weight moving average (WMA), exponential smoothing (ES) and 
seasonal autoregressive integrated moving average (SARIMA) [12, 19]. Among these 
techniques, ES has the capability to create trend and seasonal analysis efficiently for 
time series forecasting, while SARIMA has the capability and efficiency of creating 
seasonal time series forecasting based on a moving average (MA). This study  
deployed ES and SARIMA as base techniques for rubber latex price forecasting. 

The formula for the ES technique, particularly simple seasonal exponential 
smoothing, is shown below: 
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 is the model-estimated k-step ahead forecasting at time t for series Y, t the 

trend, L the length of time, S the seasonal length, α the level smoothing weight and δ 
is the season smoothing weight [21]. 

Time series data from several consecutive periods of time are added and divided to 
obtain mean values to create the prediction [19]. The formula of the SARIMA tech-
nique or equivalent to autoregressive integrated moving average (ARIMA) (0, 1, (1, s, 
+1)) (0, 1, 0) with restrictions among MA parameters is as follows:   
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and N is the total number of observations, at (t = 1, 2, …, N) is the white noise series 

which normally distributed with mean zero and variance σ 2

a , p is the order of the 
non-seasonal autoregressive element, q is the order of the non-seasonal moving aver-
age element, P is the order of the seasonal autoregressive element, Q is the order of 
the seasonal moving average element, s it the seasonality or period of the model, 
ϕp(B) is the autoregressive (AR) polynomial of B of order p, θq(B) is the MA poly-
nomial of B of order q, ΦP(B) is the seasonal AR polynomial of BS of order P, ΘQ(B) 
is the seasonal MA polynomial of BS of order Q, Δ is the differencing operator, B is 
the backward shift operator, and μ is the optional model constant or the stationary 
series mean. Independent variables x1, x2, …, xm may be included in the model as the 
formula is shown below. 
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where ci,  i = 1, 2, …, m, is the regression coefficients for the independent variables. 
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3.1.2   NN Training Technique 
Neural network is a well-known predictive technique that claims to provide more reli-
able results than other forecasting techniques [19, 22, 23]. This technique creates a 
relationship between dependent and independent variables from several training data 
sets during the learning process. The results from this learning process are called neu-
rons. Neurons arrange themselves in a level form and have connection lines to transfer 
or process data from the input, hidden to output layers. Each connection line presents 
weights between each layer connection. Moreover, neurons adjust their weights via an 
activation function, which is the processing function to create results that are used to 
calculate the desirable results [19, 7]. The activation function deployed in this study is 
the sigmoid function, which is a non-linear function. Its formula is  
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To improve the reliability and accuracy of the forecasting results, we employed a 
supervised learning technique, i.e., feed-forward back propagation neural network 
(BPN), which was considered to be a suitable learning technique for rubber latex 
price forecasting. The supervised learning technique is used to adjust weights for 
producing forecasting with fewer errors between an output from NN and a desirable 
output. A feed-forward architecture is a one way connection from the input, hidden to 
output layers within the network in the model [22]. The input layer consists of inde-
pendent variables or predictors. The hidden layer consists of unobservable nodes or 
units, presenting a function to be utilized for independent variables or predictors. The 
output layer consists of dependent variable(s). Additionally, a feed-forward BPN has 
the capability to simulate the complicated relationship of the function correctly, which 
is called a universal approximator, without having previous knowledge of the function 
relationships [19, 22, 8]. 

However, overtraining of data sets may cause low efficiency of non-training data 
sets in the forecasting model. Thus data separation is introduced to solve this problem 
by dividing the same data set into two groups, namely a training data set and a test 
data set [19, 8]. Based on the Crowther and Cox’s principle [5, 20], this study parti-
tioned the data set at 70 percent for the training data set and 30 percent for the testing 
data set. 

The multilayer perceptron (MLP) was used in this study to facilitate the use of a 
supervised learning network and a feed-forward BPN. The MLP network is a function 
of one or many independent variables or predictors in the input layer which may re-
duce forecasting errors of one or many dependent variables in the output layer [26]. 
The MLP formulae are shown below. 
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Additionally, error measurements in the forecasting model used in this study are the 
root mean square error (RMSE) and mean absolute percentage error (MAPE). The 
formula of this error measurement is   
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where RMSE is root mean square error value of the forecasting model. Y is the origi-
nal series of time (t), t is time series, n is the number of non-missing residuals and k is 
the number of parameters in the model. 

MAPE is an average of the differences between the actual and forecasted data of 
the absolute percentage [3]. It is one of the commonly used measurements for assess-
ing accuracy in quantitative forecasting because it is easy to compute and understand 
as it reported the results in typical percentage format [13].  

The formula of this error measurement is represented as  

 N/׀PE׀∑

where PE is the absolute value of the percent error and N the number of periods for 
the percent error [13], or 

[(∑ | Actual data – forecasted data | /Actual data) x 100 / N] 

3.2 Components of the Forecasting Model 

The new forecasting model for latex prices in PARIT has three main components: 
input, processing and output components. The input component consists of two main 
subcomponents, one for individual and the other for group policy makers to input data 
for forecasting. Policy makers may input new rubber data sets to create forecasts, or 
retrieve data from the existing rubber price database (and/or forecasting results  
database) to form dataset/s for forecasting.  

The processing component consists of three main subcomponents, namely time-
series forecasting, AI and error measurement. This study analyzes rubber data sets 
into non-neural and neural network training date sets. Each data set is separately 
processed using the Statistical Package for the Social Sciences (SPSS) to create fore-
casts. Forecasting errors for accuracy and reliability purposes can be measured with 
each data set. 

The output component consisted of two main subcomponents, namely the forecast-
ing results and the database. The results are produced during the processing compo-
nents. Both forecasting data sets (non-neural and neural network training) are then 
compared to the actual corresponding data set. The forecast data is stored in the  
database for retrieval and modification for policy makers to make decisions. 
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3.3 Data Analysis Procedures 

This study deployed rubber latex price data sets from the website of OAE in Thailand 
to examine a newly refined price forecasting model. These data sets were collected on 
a monthly and yearly basis from the period January 2004 to April 2009. We focus on 
rubber latex prices in three provinces: Rayong, Nakornsrithammarat and Pattani, 
Thailand. The data analysis process involved six procedures, as described below. 

Data Preparation: Time series data from January 2004 to April 2009 are used to pre-
pare data sets for four months, six months and one year for January to December 2007 
and January to April 2009 forecasting. The reason for selecting forecasting for three 
different time periods is to enhance validity and reliability of the newly refined  
forecasting model. 
Sequence Chart Creation: A sequence chart to consider rubber price trends from Jan-
uary 2004 to April 2009 is plotted before the forecasts are created. This chart displays 
rubber latex price trends to examine a seasonality factor within the trends, so that 
suitable forecasting techniques could be selected and utilized. 
Data processing: Non-neural and neural network training are used for analysis with 
application of forecasting techniques provided in SPSS, namely ES and SARIMA. 
Error Measurement: Errors in the forecasts are examined while the SPSS application 
created the forecasts for non-neural and neural network training. Forecasting  
accuracy is thereby strengthened. 
Results comparison: Forecasting results from non-neural and neural network training 
are compared with the actual price data sets for these provinces to determine the  
possibility of using this new forecasting model in this industry. 
Figures Creation: Figures are created to present forecasting results, comparisons and 
errors to policy makers and/or decision makers, so that they may have a better  
understanding or visual summary when planning and/or making decisions. 

The following section presents experimental results based on the data from the three 
selected provinces where the market prices for rubber latex in Thailand are most sig-
nificant. The results are compared between non-neural and neural network training. 
The results are then classified and presented in four months, six months and one year 
subsets, respectively. 

4 Experimental Results 

This section presents the rubber latex price trends and forecasting results. The trends data 
from three selected provinces, Rayong, Nakornsrithammarat and Pattani in Thailand are 
used as testing data sets. The data span from January 2004 to April 2009, as shown in 
Fig. 1. It can be seen that the rubber latex price data from the abovementioned three prov-
inces have similar trends. Generally, the rubber latex prices increase in the middle of the 
year as demand for rubber rises while there is less rubber production. Prices decrease at 
the end of the year as there is high rubber production and normal rubber demand. In 
Thailand, the rainy season starts from June and ends in October, and the winter or mild 
season starts from November and ends in February the next year. It is apparent that  
rubber latex prices are time series data (with seasonality factors). 
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Fig. 1. Summary of rubber latex price trends 

Rubber latex price forecasting results are used with a hold-out sample method to 
perform forecasting result validation and evaluation of forecasting accuracy. Rubber 
latex prices data collected are based upon a hold-out sample method in this section. A 
hold-out sample method was also utilized to prevent data overtraining. As mentioned 
early, the data set was separated into two groups, called training and testing data sets 
at the rates of 70 and 30 percent, respectively. The confidence interval was set to 95 
and 99 percent for RMSE and MAPE in the SPSS software for each experiment.  

While we have conducted a range of forecasting trends, we show only a part of the 
experimental results to demonstrate the feasibility of our method. For example, we 
present the forecasting results in four months trends, six months trends and one year 
trends, respectively. We selected the experimental results for Rayong province as a repre-
sentative exemplar to present the forecasting results as those from other provinces also 
have the similar forecasting results. 

4.1 One Year Rubber Latex Price Forecasts 

Fig. 2 shows the actual Rayong price forecasts for January to December 2007. Two 
types of forecasts, using either non-neural or neural network training approach, are 
shown in the figure. For the 4-month prediction, three sets of forecasting results (i.e., 
January-to-April curve, May-to-August curve, and September-to-December curve) are 
concatenated to form a single one-year forecast curve. Similarly, the 6-month predic-
tion concatenated two half-year predictions in the figure. As a comparison, the actual 
rubber latex prices curve is also shown in the figure. It demonstrates that the one year 
prediction is the most accurate one among the three predictions. Actually, the one 
year prediction has RMSE and MAPE values which were 3.6328 or 5.13 percent for 
non-neural training and 4.3943 for neural network training, respectively. In contrast, 
the RMSE and MAPE values for the four month prediction and the six month predic-
tion are much higher. In addition, the 6-month prediction is more accurate than the  
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4-month prediction. This is because that the 6-month prediction has a RMSE and 
MAPE of 3.9404 or 5.52 percent for non-neural network training and 4.5526 for 
neural network training, and the 4-month prediction has a RMSE and MAPE of 
4.0245 or 5.65 percent for non-neural network training and 4.5796 for neural network 
training. 

The 2007 forecast by the NN training technique for Rayong province was shown in 
Fig. 3. Similar to the forecasting results displayed in Fig. 2, the one year forecast 
created lower RMSE and MAPE values, which were 3.8957 or 5.41 percent, than the 
other two forecasts. The RMSE and MAPE values were 4.0053 or 5.58 percent for the 
six month forecast and 4.0951 or 5.71 percent for the four month forecast, both of 
which were much higher than the one year forecast. It can be summarized that the one 
year forecast performed better than the four month and the six month forecasts.  

Comparing the actual rubber latex price curve with the forecasting curves demonstrat-
ed that the one-step ahead forecast, January to December, was the most accurate one 
among the three periods of forecasts for both non-NN and NN training techniques. Based 
on the forecasting results, RMSE and MAPE values, the one year forecast provided the 
best-fitting forecasting model for adoption in PARIT, followed by the six month and the 
four month forecasts. Furthermore, the forecasting results with the use of the non-NN 
training technique, particularly the ES technique for three different time intervals, were 
better than the NN training technique. Therefore, it can be summarized that the one year 
forecast with the non-NN training technique provided a better performance than the other 
2007 forecasts for Rayong province. Both the non-NN and NN training techniques 
created similar forecasts and none was found to be close to the actual data. This occurred 
because of a short-term fluctuation in the input data. Additionally, the major reason that 
the one year forecast performed better than the four month and the six month forecasts is 
the seasonality which can generate fluctuations in data. This suggests that further  
research is needed to follow in this direction in the future. 

 

Fig. 2. Summary of Rayong rubber latex price forecasts by the non-NN training for January to 
December 2007 
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Fig. 3. Summary of Rayong rubber latex price forecasts by the NN training for January to  
December 2007 

4.2 Four Month Rubber Latex Price Forecasts 

Apart from Rayong rubber latex price forecasts for January to December 2007, anoth-
er experiment for January to April 2009 was conducted in order to examine the pro-
posed forecasting model further. Non-NN and NN training forecasting results were, 
once again, compared with actual rubber latex prices for January to April 2009, and 
are shown in Figure 4. It demonstrated that the results produced using the NN tech-
nique was marginally better than those of the non-NN training technique. The RMSE 
and MAPE values were 6.2279 or 7.70 percent for the non-NN training and 6.2211 or 
7.53 percent for the neural network training.  

 
Fig. 4. Summary of Rayong rubber latex price forecasts for January to April 2009 
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For the four month prediction, the RMSE and MAPE values suggest that the model 
that includes neural network training prediction provides the best-fitting forecasting 
model. Based on this analysis, these results demonstrate that the neural network train-
ing method generated more accurate forecast results than that of the non-neural net-
work training method. Our experiments also showed that the forecasting with neural 
network training support is more useful when there is not much data fluctuation to 
cause forecasting noise or errors. Similar to the case of one year forecasting, it does 
require independent variables in forecasts, unlike non-neural network training. Again, 
both non-neural network training and neural network training showed similar trends, 
as displayed in the Fig. 4. 

5 Conclusions 

This chapter described a new latex price forecasting model for PARIT, in the aim of 
improving the accuracy of the latex price forecasting thus to reduce the risk of rubber 
overproduction in PARIT. 

We investigated the best-fitting forecasting model for rubber latex prices forecast-
ing. The method was based on non-neural and neural network training techniques. We 
compared the forecasting results with the actual rubber latex price data to determine 
the best-fitting forecasting model. Experiments have shown that the model with non-
neural network training generates more accurate forecasts for one year prediction, and 
the model with neural network training generates more accurate forecasting result for 
the four month prediction.  

To our knowledge, this preliminarily study brings a new perspective to policy 
makers in PARIT in creating forecasting with AI techniques. This method may be 
considered as a possible decision support tool in rubber latex price forecasting in 
Thailand. Further research on longer time-span rubber price forecasting is needed to 
judge more clearly how effective this forecasting model may be applied to rubber 
price forecasting in PARIT. 
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Abstract. Pandemic influenza has great potential to cause large and rapid in-
creases in deaths and serious illness. The objective of this paper is to develop an 
agent-based model to simulate the spread of pandemic influenza (novel H1N1) 
in Egypt. The proposed multi-agent model is based on the modeling of individ-
uals' interactions in a space-time context. The proposed model involves differ-
ent types of parameters such as: social agent attributes, distribution of Egypt 
population, and patterns of agents' interactions. Analysis of modeling results 
leads to understanding the characteristics of the modeled pandemic, transmis-
sion patterns, and the conditions under which an outbreak might occur. In addi-
tion, the proposed model is used to measure the effectiveness of different  
control strategies to intervene the pandemic spread. 

Keywords: Pandemic Influenza, Epidemiology, Agent-Based Model, Biological 
Surveillance, Health Informatics. 

1 Introduction 

The first major pandemic influenza H1N1 is recorded in 1918-1919, which killed 20-40 
million people and is thought to be one of the most deadly pandemics in human history. 
In 1957, a H2N2 virus originated in China, quickly spread throughout the world and 
caused 1-4 million deaths world wide. In 1968, an H3N2 virus emerged in Hong Kong 
for which the fatalities were 1-4 million [16]. In recent years, novel H1N1 influenza has 
appeared. Novel H1N1 influenza is a swine-origin flue and is often called swine flue by 
the public media. The novel H1N1 outbreak began in Mexico, with evidence that there 
had been an ongoing epidemic for months before it was officially recognized as such. It 
is not known when the epidemic will occur or how sever it will be. Such an outbreak 
would cause a large number of people to fall ill and possibly die.  

In the absence of reliable pandemic detection systems, computer models and sys-
tems have become important information tools for both policy-makers and the general 
public [15]. Computer models can help in providing a global insight of the infectious 
disease outbreaks' behavior by analyzing the spread of infectious diseases in a given 
population, with varied geographic and demographic features [12]. Computer models 
promise an improvement in representing and understanding the complex social  
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structure as well as the heterogeneous patterns in the contact networks of real-world 
populations determining the transmission dynamics [4]. One of the most recent ap-
proaches of such sophisticated modeling is agent-based modeling [3]. Agent-based 
modeling of pandemics recreates the entire populations and their dynamics  
through incorporating social structures, heterogeneous connectivity patterns, and 
meta-population grouping at the scale of the single individual [3].  

In this paper we propose a stochastic multi-agent model to mimic the daily person-to-
person contact of people in a large scale community affected by a pandemic influenza in 
Egypt. The proposed model is used to: (i) assess the understanding of transmission dy-
namics of pandemic influenza, (ii) assess the potential range of consequences of pan-
demic influenza in Egypt, and (iii) assess the effectiveness of different pandemic control 
strategies on the spread of the pandemic. We adopt disease parameters and the recom-
mended control strategies from WHO [16]. While, we use Egypt census data of 2006 [7] 
to create the population structure, and the distribution of social agent attributes. Section 2 
reviews different epidemiological modeling approaches: mathematical modeling, cellular 
automata based modeling, and agent based modeling. While, section 3 reviews related 
multi-agent models in literature. Section 4 discusses the proposed model, and section 5 
validates the proposed model. Section 6 discusses the pandemic control strategies and 
their effect on the spread of the pandemic. Section 7 presents the modeling experiments 
and analysis of results, and then we conclude in Section 8. 

2 Epidemiological Modeling Approaches 

The search for an understanding of the behavior of infectious diseases spread has 
resulted in several attempts to model and predict the pattern of many different com-
municable diseases through a population [5]. The earliest account was carried out in 
1927 by Kermack and McKendrick [9]. Kermack and McKendrick created a mathe-
matical model named SIR (Susceptible-Infectious-Recovered) based on ordinary dif-
ferential equations. Kermack and McKendrick started with the assumption that all 
members of the community are initially equally susceptible to the disease, and that a 
complete immunity is conferred after the infection. The population is divided into 
three distinct classes (see Fig 1): the susceptible (S) healthy individuals who can catch 
the disease; the infectious (I) those who have the disease and can transmit it; and the 
recovered (R) individuals who have had the disease and are now immune to the infec-
tion (or removed from further propagation of the disease by some other means). 

 

Fig. 1. SIR (Susceptible–Infectious–Recovered) Model 

Let ( )tS , ( )tI , and ( )tR  be the number of susceptible, infected and recovered in-

dividuals, respectively, at time t, and N is the size of the fixed population, so we have:  

( ) ( ) ( )tRtItSN ++=                           (1) 
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Upon contact with an infected a susceptible individual contracts the disease with 
probability β , at which time he immediately becomes infected and infectious (no 

incubation period); infectious recover at an individual rate γ  per unit time. Based on 
mentioned assumptions; Kermack and McKendrick derived the classic epidemic SIR 
model as follows:  

         
SI

dt

dS β−=
 

ISI
dt

dI γβ −=
              (2) 

                                                   
I

dt

dR γ=
 

From equations (1) and (2), we found that SIR model is deterministic and doesn't 
study the nature of population vital dynamics (handling newborns and deaths). Fol-
lowing Kermack and McKendrick, other physicians contributed to modern mathe-
matical epidemiology; extending SIR model with more classes and supporting vital 
dynamics such as: SEIR (Susceptible–Exposed–Infectious–Recovered), and MSEIR 
(Immunized–Susceptible–Exposed–Infectious–Recovered) models [9]. However, 
mathematical models had not taken into account spatial and temporal factors such as 
variable population structure, and dynamics of daily individuals' interactions which 
drive more realistic modeling results [1].  

The second type of developed models is cellular automata based models, which in-
corporate spatial parameters to better reflect the heterogeneous environment found in 
nature [13]. Cellular automata based models are an alternative to using deterministic 
differential equations, which use a two-dimensional cellular automaton to model loca-
tion specific characteristics of the susceptible population together with stochastic 
parameters which captures the probabilistic nature of disease transmission [2].  Typi-
cally a cellular automaton consists of a graph where each node is a cell. This graph is 
usually in the form of a two-dimensional lattice whose cells evolve according to a 
global update function applied uniformly over all the cells [13]. Cell state takes one of 
the SIR model states, and is calculated based on cell present state and the states of the 
cells in its interaction neighborhood. As the Cellular automata based model evolves, 
cells states will determine the overall behavior of a complex system [2]. However, 
cellular automata based models neglect the social behavior and dynamics interactions 
among individuals in the modeled community. Therefore, cellular automata gave the 
way to a new approach; Agent-based models. 

Agent-based models (ABM) are similar to cellular automata based models, but lev-
erage extra tracking of the effect of the social interactions of individual entities [1]. 
Agent-based model consists of a population of agents, an environment, and set of 
rules managing agents' behavior [12]. Each agent has two components: a state and a 
step function. Agent state describes every agent attributes values at the current state. 
The step function creates a new state (usually stochastically) representing the agent 
attributes at the next time step. The great benefit of agent-based models is that these 
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models allow epidemiological researchers to do a preliminary "what-if" analysis with 
the purpose of assessing systems' behavior under various conditions and evaluating 
which alternative control strategies to adopt in order to fight epidemics [12]. 

3 Multi-agent Related Models 

This section discusses the risk-based decision making process which includes the 
main risk-based decision making activities, the types of decision making process and 
the decision support technology for risk-based decision making. The decision support 
technology discussed briefly as this chapter focusing on the five main elements of 
risk-based decision making framework for investment in real estate industry. 

3.1 Main Risk-Based Decision Making Activity 

Related agent-based models are Perez-Dragicevi model, BIOWar, and EpiSims. 
Perez-Dragicevi [12] had developed a multi-agent model to simulate the spread of a 
communicable disease in an urban environment using measles outbreak in an urban 
environment as a case study. The model uses SEIR (Susceptible–Exposed–Infectious–
Recovered) model and makes use of census data of Canada. The goal of this model is 
to depict the disease progression based on individuals' interactions through calculation 
of ratios of susceptible/infected in specific time frames and urban environments. 
BIOWar [10] is a computer model that combines computational models of social 
networks, communication media, and disease transmission with demographically 
resolved agent models, urban spatial models, weather models, and a diagnostic error 
model to produce a single integrated model of the impact of a bioterrorist attack on an 
urban area. BIOWar models the population of individual agents as they go about their 
lives. BIOWar allows the study of various attacks and containment policies as re-
vealed through indicators such as medical phone calls, insurance claims, death rates, 
over-the counter pharmacy purchases, and hospital visit rates, among others. EpiSims 
[8] is an agent-based model, which combines realistic estimates of population mobil-
ity, based on census and land-use data of USA, with configurable parameters for 
modeling the progress of a disease. EpiSims involves a way to generate synthetic 
realistic social contact networks in a large urban region. 

However, the proposed agent-based model will differ from the above models for: 
(i) usage of census data of Egypt, (ii) proposed extension to SIR model, (iii) and 
studying the effect of different control strategies on the spread of the disease. This 
study is considered very important which incorporate Egypt population structure in 
modeling process. We have adopted Egypt census data of 2006 for creating realistic 
social contact networks such as home, work and school networks. While, the pro-
posed extension to SIR model encompasses new classes; modeling the real pandemic 
behavior and control states such as (in contact, quarantined, not quarantined, dead, 
and immunized). In addition, we involve the study of the effect of different control 
strategies on the spread of the pandemic influenza. We plan in future work to inte-
grate the proposed model with different simulation tools and models such as weather 
models, transportation models, and decision support models to build a complete  
system for pandemic management in Egypt.  
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4 Proposed Model 

In what follows, we propose an extension to SIR model. Then we propose the multi-
agent model based on the proposed extension of SIR model states. Finally, we  
validate the proposed multi-agent model by aligning with the classical SIR model.  

4.1 Proposed Extension to SIR Model 

We propose an extension to SIR model by adding extra classes to represent more realistic 
agent states (see Fig 2). In addition, we adopt stochastic approach to traverse among 
agent states using normal distribution. Agents are grouped based on the proposed exten-
sion to SIR model into nine classes. The first class is the (S) Susceptible agents, who are 
not in contact with infectious agents and are subject to be infected. At the start of the 
modeling, all agents fall in the (S) Susceptible class. The second class is the (C) in Con-
tact agents, who are in direct contact with other infectious agents. The third class is the 
(E) Exposed agents, who are infected agents during the incubation time (latent) of the 
disease. The fourth class is the (I) Infectious agents, who are contagious. The fifth class is 
the (Q) Quarantined agents, who are infected agents quarantined by the health care au-
thorities. The sixth class is the (NQ) Not Quarantined agents, who are infected agent but 
not quarantined. The seventh class is the (D) Dead agents. The eighth class is the (R) 
Recovered agents. The ninth class is the (M) Immunized agents, who are immunized 
against the disease infection. 

 

Fig. 2. State chart of proposed extension to SIR model. (S) Susceptible, (C) in  
Contact, (E) Exposed, (I) Infectious, (Q) Quarantined, (NQ) Not Quarantined, (D) Dead, (R) 
Recovered, and (M) Immunized. 

Fig 3 presents flow chart which explains in details the sequence of the state chart of 
the proposed extension to SIR model. All population members are born susceptible then 
may contact contagious agents (move into in-contact class). In-contact agents may ac-
quire the infection (move into the exposed class) based on given distribution. Exposed 
agents remain non-contagious for given latent time. At the end of the latent time, agents 
will become contagious (move into the infectious class). Infected agents may ask for 
doctor help and thus become quarantined by health care authorities (move into quaran-
tined class), or ignore disease symptoms (move to non-quarantined class) based on given  
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distribution. Non-quarantined agents are the main source of disease in this model. Non-
quarantined agents may ask for doctor help and thus become quarantined, or die (move to 
dead class) based on given distribution. Quarantined agents may response to disease 
drugs and become recovered (move to recovered class) or die (move to dead class) based 
on given distribution. Recovered agents may become immunized (move to immunized 
class) based on given distribution, or become susceptible again.  

Fig. 3. Flow chart of the proposed extension to SIR model 

4.2 Proposed Multi-agent Model 

The proposed multi-agent based model attempts to realistically represent the behavior of 
individuals' daily activities, and the natural biological process of the pandemic influenza 
spread among individuals as a result of individuals' interactions. Proposed agent-based 
model involves (i) population agents, (ii) agents' rules which govern the behavior of the 
agents, (iii) and the infection transmission patterns following the proposed extension to 
SIR model. Agents represent human population, in which each agent is involved in a 
sequence of daily basis activities according to the agent social type. These daily activities 
allow agents to interact themselves in groups or even travel and join other groups.  The 
daily activities of working, travelling, and public gathering are modeled, while agents' 
states are calculated on discrete time steps during agent life time. 
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Proposed multi-agent model has several parameters such as: simulation parameters, 
disease model parameters, agents' attributes, and population distribution based on census 
data. First: simulation parameters which include (i) number of days to be simulated, (ii) 
random seed for the gaussian random number generator, (iii) population size, (iv) and 
initial agents. Second: disease model parameters which include: (i) incubation time 
which is the average time of infected agent before being contagious, (ii) percentage of 
recovered infected agents after treatment, (iii) percentage of immunized agents after the 
recovery, (iv) percentage of dead agents, (v) average minimum and maximum time re-
quired to recover infected agent, and finally (vi) percentage of quarantined infected 
agents (see Table 1 for parameters default values). Third: agent attributes which are cru-
cial for describing the nature of the pandemic and control the behavior of agent among 
time and space. Agent attributes includes: (i) health state (based on proposed extension to 
SIR Model states), (ii) social activities level (High, Moderate, Low), (iii) daily move-
ment, (iv) spatial location, (v) infection time, (vi) social type (SPOUSE, PARENT, 
SIBLING, CHILD, OTHERFAMILY, COWORKER, GROUPMEMBER, 
NEIGHBOR, FRIEND, ADVISOR, SCHOOLMATE, OTHER), and (vii) agent social 
networks. Social activities level controls the number of daily contacts of the agent, which 
proportionally affect the number of in-contact agents interacting with the infected agent. 
Increasing number of in-contact agents adds more chance to the reproduction number to 
increase which means epidemic outbreak [4]. Reproduction number (R) can be defined as 
the average number of secondary agents infected by a primary agent case [16]. We have 
distributed number of daily infected cases based on the social activities level as follow-
ing: Low: 2 agents, Moderate: 3 agents, and High 4 agents. Social type distribution is 
based on Egypt Census data of 2006 [7]. Egypt census data has classified population into 
five classes (see Table 2). The distribution of social types based on census data leads to 
different social network structure. All involved distributions are assumed to be Gaussian 
distribution with mean of 0 and standard deviation of 1. Distributions are subject to be 
replaced in future work according to the availability of more information about Egypt 
population. 

At the beginning of the system startup, configurations are loaded and user is required 
to set up initial agents. The simulation runs in a loop for a pre-specified number of days. 
When the simulation starts, the first step is to create the initial agents instances. Next, 
agents start practicing their natural daily activities. During each day, every member of the 
agent community moves around, and communicates with their social network agents or 
with public agents. See Fig 4 for the spatial representation of agents moving and contact-
ing each other, and their health states represented with different icons. Daily moved dis-
tance by agents and the number of contacted agents are randomly determined by each 
agent attributes. During the day activities, simulation keeps track of the social networks 
of each agent which can be at work, home, or school. 

Selection of contact agents is random and most likely results in contacting new 
agents who are created at runtime. Newly created agents are initially susceptible, and 
are placed randomly across the landscape. Agent social types are drawn from normal 
distribution based on the population structure of census data of Egypt 2006. Agent 
health state and disease clock are changed according to the proposed extension to SIR 
model. Infected agent will affect all agents in his social networks to be exposed. Thus, 
probability of agent to be infected increases according to the number of infected 
agents in his social networks. 
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Table 1. Default values of model parameters 

Parameter Default Value 
Number of simulated days 50 
Random Seed 0 
Population Size 72798031* 
Agents Initial agents 
Incubation Time (latent) 2 days** 
Percentage of immunized agents 0.95** 
Percentage of recovered agents 0.9** 
Percentage of dead agents 0.14** 
Min. time to be recovered 5 day*s* 
Max. time to be recovered 14 days** 
Percentage of quarantined agents 0.1 
       *   Egypt census data of 2006 [7]. 
       ** WHO [16] values for novel H1N1 pandemic. 

 

Table 2. Age distribution of Egypt 

 
 
 
 
 

Age 
(years)  

Percen-
tage 

Possible social types 

< 4 10.60 % SIBLING, CHILD, OTHER 
05–14   21.10 % SIBLING, CHILD, OTHERFAMILY, 

COWORKER, GROUPMEMBER, NEIGHBOR, 
FRIEND, SCHOOLMATE, OTHER 

15–44   49.85 % SPOUSE, PARENT, SIBLING, OTHERFAMILY, 
COWORKER, GROUPMEMBER, NEIGHBOR, 
FRIEND, ADVISOR, SCHOOLMATE, OTHER 

45–59  12.36 % SPOUSE, PARENT, SIBLING, OTHERFAMILY, 
COWORKER, GROUPMEMBER, NEIGHBOR, 
FRIEND, ADVISOR, OTHER 

> 59 6.08 % SPOUSE, PARENT, SIBLING, OTHERFAMILY, 
GROUPMEMBER, NEIGHBOR, FRIEND, OTHER 
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Fig. 4. Snapshot displays agents with different health states moving & contacting each others 

5 Proposed Model Validation 

It is often very difficult to validate epidemiological simulation models due to the lack 
of reliable field data, and the lack of real geographical location of the individual cases 
occurred. We have to validate the proposed multi-agent model against other available 
models that have been validated such as SIR model [14]. SIR Model has a long his-
tory and has proved to be a plausible model for real epidemics. The proposed model 
should be aligned with the SIR model at least for some simplified scenarios. In order 
to align the proposed model to SIR model, we have evaluated SIR model using 
Mathematica [11] based on given parameters (basic reproduction number R0 =3, du-
ration of Infection = 9.5, initially immunized = 0, initially infected = 0.01% - see Fig 
5) and we have evaluated the same model parameters in the proposed multi-agent 
model (see Fig 6). Two graphs are not a perfect match, but the proposed multi-agent 
model graph match the general behavior of SIR model graph. Two graphs differ by 
the magnitude and the smoothness of the curves. The source of difference of curves 
behavior is confined in the following factors: (i) the heterogeneous structure of the 
population, (ii) different reproduction numbers which are calculated for each agent 
independently, (iii) and the usage of random variable for infection time instead of 
deterministic values in SIR model. 
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Fig. 5. Mathematica SIR Model. Parameters: R0=3, Duration of Infection=9.5, initially immunized 
= 0, initially infected = 0.01%. 

 

Fig. 6. Proposed multi-agent model. Parameters: 3 infected agents – Population Size: 300 
agents – Duration: 50 days. 

6 Pandemic Control Strategies 

Control strategies are useful for the development of an action plan to control disease 
outbreak. Controlling outbreak is related to the peak of infectious and the time required 
reaching the peak. Time required reaching the peak is helpful for giving time for different 
control strategies to be effective. Without a properly planned strategy, the pandemic 
chaos might be disastrous causing large-scale fatalities and substantial economic damage. 
A proven control strategy would incorporate increasing awareness of population, vacci-
nation, social distancing, and quarantining decisions [16] [6]. The proposed multi-agent  
 



 11 An Agent-Based Modeling for Pandemic Influenza in Egypt 215 

model permits injection of control strategies to study different scenarios for controlling 
the outbreak. User can determine control strategies and the coverage percentage applied 
to the population. Control strategies will affect the agent health states, and the agent daily 
activities. Increasing awareness will increase the number of doctors' visit and the number 
of quarantined infected agents. Vaccination moves susceptible and in-contact agents to 
be immunized. Social distancing and quarantining reduce the number of possible contacts 
among individual agents. In experiments we will run different scenarios of applied  
control strategies. 

7 Experiments and Analysis of Results 

The proposed multi-agent model was programmed using Java programming language 
and run on AMD Athlon 64 X2 Dual 2.01 GHz processor with 1GB memory. To 
demonstrate the model behavior, we have run five scenarios of pandemic influenza in 
a closed population of 1000 agents, and initially three infected agents. Each run takes 
about eight minutes to be completed. Simulated scenarios are: (i) population with no 
deployed control strategies, (ii) population with deployed 50% of increasing aware-
ness control strategy, (iii) population with deployed 50% of vaccination control strat-
egy, (iv) population with deployed 50% of social distancing control strategy, and (v) 
population with deployed 50% of quarantining control strategy. We display suscepti-
ble, infectious and removed curves of each scenario to be compared with each other. 
In the first scenario with no deployed control strategies, we have found that epidemic 
has a steep infection curve which reaches its peak (608 infected agents – 60.8% of the 
population is infected) on day 10 (see Fig 7). At the end of the simulation, we have 
analyzed the distribution of health states among social types. Mortality rate is high 
among schoolmates, neighbors, and advisors. Numbers of immunized agents are close 
for schoolmates, and parents, while equals zero with child agents (see Fig 8).  

 

Fig. 7. Scenario 1: pandemic peak is at day 10 
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Fig. 8. Scenario 1: distribution of health states to social types 

We have a pandemic peak at day 10. Thus, we choose to apply control strategies 
from day 8 to day 12 in the rest of the scenarios to study the effect of the control strat-
egy on the pandemic peak. In the second scenario, we found that the number of in-
fected agents is reduced during the deployment period of increase awareness control 
strategy to reach it is minimum value of 67 infected agents (6.7 % of the population) 
at day 12 (see Fig 9.a). This is because agents are asking for doctor help when they 
have influenza symptoms. 

In the third scenario, we found that the number of infected agents is reduced to 320 
agents (32% of the population) at day 9 (see Fig 9.b). In the fourth and the fifth scenarios, 
we found that the number of infected agents is increased to 614 (61.4% of the popula-
tion) at day 10 (see Fig 9.c - d). This means that there are control strategies which not 
affect the pandemic spread when applied on given outbreak duration such as: social dis-
tancing and quarantining through the outbreak peak. Finally, we conclude that the aggre-
gate attack rate is exponentially increasing without any deployed control strategies. At-
tack rate is controlled by different factors such as: the daily travelling distance of agents, 
and the percentage of vaccinated agents. As a result, proper combination of deployed 
control strategies can be effective to decrease the pandemic damage. 

a.  

Fig. 9. a: Scenario 2, b: Scenario 3, c: Scenario 4, d: Scenario 5 
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b.  

c.  

d.  

Fig. 9. (continued) 

8 Conclusion 

The field of computational epidemiology has arisen as a new branch of epidemiology to 
understand epidemic transmission patterns, and to help in planning precautionary meas-
ure. For this reason a spatially explicit agent-based epidemiologic model of pandemic 
contagious disease is proposed in this paper. The methodology for this paper involves the 
development of a multi-agent model of pandemic influenza in Egypt. The proposed mod-
el simulates stochastic propagation of pandemic influenza outbreaks, and the impact of 
the decisions made by the healthcare authorities in population with millions of agents. 
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We have proposed extension to SIR model, in which we have investigated the agent 
attributes. The model can be easily customized to study the pandemic spread of any other 
communicable disease by simply adjusting the model parameters. We have simulated the 
spread of novel H1N1 pandemic in Egypt. Experiments are run in a closed population of 
1000 agents, and initially 3 infected agents.  Modeled novel H1N1 reaches infection peak 
(608 agents) with in 10 days without deployment of control strategies. Number of dead 
agents reaches its peak at the end of the simulation with mortality of 658 dead agents. 
Deployment of proper combination of control strategies can limit the pandemic chaos 
and reduce the fatalities and substantial economic damage. Further work on proposed 
model includes: agents with additional attributes that allow a better realistic model (e.g., 
ages, gender, etc), as well as finding optimal combination of control strategies to manage 
the pandemic outbreak waves. 
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Abstract. The last decade has been extraordinary, as it is marked by a succession 
of disasters. The risks in supply chain are critical because of increasing outsourc-
ing, off-shoring, product variety, lean manufacturing and supply chain security. 
Moreover, organizations and societies are at a greater risk of system failure because 
of the massive interdependency throughout the global supply chains. Due to those 
facts, continuity is the main concern of any supplier. This chapter gives an  
overview on how a better supply chain decision making with risk can be made so 
as to achieve supply chain resilience and business continuity. 

1 Introduction to Risk in Supply Chain 

Risk in the supply chain is not a new phenomenon. Business organizations have al-
ways been exposed to the failure of a supplier to deliver the right quantity, at the right 
time, to the agreed quality and at the agreed price. One important characteristic to 
know is that even when the individual risk to each member of a chain is small, the 
cumulative effect over the hundreds or thousands of members in a large chain  
becomes very significant.  

There are basically two kinds of risk to a supply chain: 1) internal risks that appear in 
normal operations, such as late deliveries, excess stock, poor forecasts, financial risks, 
minor accidents, human error, faults in information technology systems, etc; and 2) ex-
ternal risks that come from outside the supply chain, such as earthquakes, hurricanes, 
industrial action, wars, terrorist attacks, outbreaks of disease, price rises, problems with 
trading partners, shortage of raw materials, crime, financial irregularities, etc. 

Leading companies take a broad, risk-based approach to securing their supply 
chains, based on comprehensive information on the operating environment and  
detailed analyses of the risks they need to address. Armed with this information they 
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develop and implement risk management strategies across the supply chain, and  
reduce their vulnerability to highly damaging disruptions. 

As described in Table 1 and Fig. 1, the supply chain risks and vulnerabilities are 
raising more and more. Therefore, the awareness of supply chain risk management 
thinking is changing. Uncertainty seems to be a disturbing factor in organized life and 
continuous change feels like a treat to social life and economy.  

One important aspect of risk management in supply chain is the timing of man-
agement actions. In principle, the company’s or the network’s risk management 
process should be continuous. Companies observe their operational environment and 
business processes and carry out decision and planning procedures, which have an 
effect of risks. This may be difficult in practice and it is advantageous to restrict the 
process to certain situations.  

The activation of the risk management process is particularly associated with situa-
tions and events that are new and therefore, cause uncertainty. Such situations can be 
related to the establishment of a new network and changes in network relationships. 
Large purchases or projects and external signals, like customer or product specific in-
vestments and technology decisions also cause uncertainty. Identification of the compa-
ny’s internal signals may sometimes be a more convenient way to analyze uncertainty in 
the business environment. 

According to [1] one view of risks that is common in the management literature is 
that a risk is thought of in terms of variability or uncertainty. In the insurance indus-
try, the term risk is an accurate item to be insured. In this category, the writers seek to 
differentiate the two categories of risk, i.e. pure risk and speculative risk. 

Table 1. The 11 Greatest Supply Chain Disasters 

 
     Source: SupplyChainDigest 
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According to a survey report from [2], 74% of the organizations had experienced 
supply chain disruption in last 12 months; 35% had experienced increased supply 
chain disruption; and 88% expected to experience supply chain disruption in the next 
12 months. 

The main objective of any risk management practice is to increase risk adjusted re-
turns, improve strategic judgment, and/or avoid extraordinary losses due to lawsuits, 
fines, operational failures, or negligence. The need for organizations to meet best 
practice in the management of supply chain risk has never been more important, or 
challenging, as they face potential economic downturn, increasing regulation and ever 
more complex supply chains that make it difficult to understand risk aggregation. 
Furthermore, supply chain risk management assumes importance in the wake of or-
ganizations understanding that their risk susceptibility is dependent on other constitu-
ents of their supply chain. 

 
Fig. 1. Major Disasters from 1997 to 2011 (adapted from Dr. Debra Elkins, GM) 

According to the [3], Risk Management Process involves applying logical and  
systematic methods for: 

 Communication and consultation throughout the process; 
 Establishing the context; 
 Assessing risks (identification, analysis, evaluation) and treating risk associated 

with any activity, process, function, project, product, service or asset; 
 Monitoring and reviewing risk; 
 Recording and reporting the results appropriately. 

In this context, the approach by using the ISO31000, the ISO28002 and the BS 25999 
standards will be essential to explore the effective practices of two important and  
necessary variables of SCRM: resilience and business continuity. 

2 Resilience in Supply Chain 

In the supply chain literature, the topic of resilience emerged a few years ago and has 
recently become more widely recognized (Christopher and Peck, 2004 [4]; Craighead 
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et al., 2007 [5]; Sheffi and Rice, 2005 [6]). There are many papers published on 
supply chain resilience, with focus on qualitative insights into the problem. The re-
searchers tend to focus on supply chain disruptions from the point-of-view of either 
mitigation measures or response measures, but typically do not look at both stages 
simultaneously as Falasca et al. (2008) [7] proposed.  

Tomlin (2006) [8] developed a model to determine the best contingency and miti-
gation strategies for a firm with a single product and two alternative suppliers. The 
parameters used by the author include supplier reliability, capacity and costs, transit 
lead time, volume and response time flexibility, as well as different inventory and 
demand considerations. Those parameters are then used to determine appropriate 
tactics for dealing with supply chain disruptions. The resulting model is most relevant 
to individual members of a supply chain and for tactical decision-making, and it does 
not explicitly take supply chain design decisions into consideration.  

Lodree Jr, and Taskin (2007) [9] introduce an insurance risk management framework 
for disaster relief and supply chain inventory planning. This framework provides an ap-
proach by which decision makers can quantify the risks and benefits of stocking deci-
sions related to supply chain disruptions and disaster relief efforts. The authors introduce 
different newsvendor problem variants that take into consideration demand uncertainty as 
well as the uncertainty related to the occurrence of extreme events. Optimal inventory 
levels are determined and the insurance premium associated with disaster-relief planning 
is calculated. Once again, the parameters used by the authors are tactical in nature and are 
most appropriate for individual supply chain members.  

Huang et al. (2007) developed a dynamic system model for supply chains and ap-
plied it to the management of disruptive events in full-load states of manufacturing 
chains. Their model is used to analyze demand shocks and to determine the level of 
contingent resources that must be synchronously activated by the members of the 
chain. The authors describe how the model can be used to reduce the impact of dis-
ruptive events and thus to enhance risk management. In this case, although the para-
meters used by the authors are tactical in nature, they are appropriate for coordinating 
an entire supply chain by assessing the impacts of disruptive events on the entire sys-
tem and by activating contingency plans for mitigating these impacts.  

Datta, et al. (2007) presented an agent-based framework for studying multi-product, 
multi-country supply chains subject to demand variability, production, and distribu-
tion capacity constraints, with the aim of improving supply chain flexibility and  
resilience. The model developed by the authors showed the advantages of using a 
decentralized information structure and flexible decision rules, monitoring key per-
formance indicators at regular intervals, and sharing information across members of 
the supply chain network. One key limitation of this study, however, is that it does not 
incorporate cost data into the agents’ decision-making functions, limiting the possibil-
ities of performing relevant trade-off analyses. The parameters used by the authors are 
tactical in nature, since different fundamental structures of the supply chain network 
are not discussed, but they are appropriate for coordinating an entire supply chain. 
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Tang (2006) [12] reviewed various models for managing supply chain risks and  
related various supply chain risk management strategies examined in the research  
literature with actual practices.  

Kleindorfer and Saad (2005) [13] developed a conceptual framework for managing 
supply chain disruption risk that includes the tasks of specification, assessment, and 
mitigation. The authors analyze the relationship among diversification (extended to 
facility locations, sourcing options, and logistics), weakest link identification, lean-
ness and efficiency, backup systems, contingency plans, information sharing, mod-
ularity of process and product designs, and other elements of agility and flexibility in 
relation to supply chain disruption drivers. Sheffi (2005) [14] discussed the use of 
safety stocks, extra capacity, redundant suppliers, standardized components and si-
multaneous processes and analyzed their effect on the resilience of a firm’s supply 
chain in order to derive a series of qualitative insights into the problem. The consider-
ations in both of those papers can be categorized as strategic, and those characteristics 
are most relevant at the level of individual members of a supply chain.  

Peck (2005) [15] identified different sources and drivers of supply chain  
vulnerability and developed a multi-level conceptual framework for the analysis of 
the nature of supply chain vulnerabilities. The drivers identified by the author include 
products and processes, assets and infrastructure dependencies, organizations and  
inter-organizational networks, as well as the environment.  

Before Falasca et al. (2008) [7], Craighead et al. (2007) [5] used an empirical re-
search design to derive different insights and propositions that relate the severity of 
supply chain disruptions to three specific supply chain design characteristics (density, 
complexity, and node criticality), as well as to the supply chain mitigation capabilities 
of recovery and warning. The chosen design characteristics can be categorized as 
strategic in nature, and as appropriate to the study of an entire supply chain, however 
the authors do not explicitly derive any quantitative relationships between them. 

The idea of resilience suggests the speed with which a chain can return to normal 
working after some kind of damage. So in different circumstances supply chain risk 
management might either try to prevent risky events from occurring (reducing vulne-
rability) or accept that they will occur and then return the chain to normal working as 
quickly as possible (increasing resilience). 

2.1 Resilience Management System Requirements 

The organization shall establish, document, implement, maintain, and continually 
improve a resilience management system in accordance with the requirements of ISO 
28002 [16], and determine how it will fulfill these requirements. The requirements to 
build a resilient management system are: Understanding the Organization and its  
Context; Policy Management Review; Planning; Implementation and Operation; 
Checking and Corrective Action; and Management Review (Fig. 2). 

Here we summarize the requirements: 

1) Understanding the Organization and its Context 

 The organization shall define and document the internal and external context 
of the organization. 

 The organization shall identify and document some procedures related to risk 
protection and resilience in order to define the context for the management 
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system and its commitment to the management of risk and resilience within 
specific internal and external contexts of the organization. 

 The organization shall define and document the objectives and scope of its 
resilience management system within specific internal and external context 
of the organization. 

 The organization shall define the scope consistent with protecting and pre-
serving the integrity of the organization and its supply chain including rela-
tionships with stakeholders, interactions with key suppliers, outsourcing 
partners, and other stakeholders. 

2) Policy Management Review 
  Top management shall define, document, and provide resources for the organiza-

tion’s resilience management policy reflecting a commitment to the protection of 
human, environmental, and physical assets; anticipating and preparing for potential  
adverse events; and business and operational resiliency. 

The policy statement of an organization shall ensure that within the defined scope 
of the resilience management system several responsibilities should be taking in ac-
tion, including: a commitment to the enhanced organizational and supply chain sus-
tainability and resilience; a commitment to risk avoidance, prevention, reduction, and 
mitigation; to provide a framework for setting and reviewing resilience management 
objectives and targets.  

3) Planning 
The main proposal of this requirement is to ensure that applicable legal, regulatory, 

and other requirements to which the organization subscribes are considered in develop-
ing, implementing, and maintaining its resilience management system. Furthermore, this 
requirement follows the risk assessment exigencies.  

4) Implementation and Operation 
This requirement which proposal is to implement and operate resilience in supply 

chain has the following procedures: resources, roles, responsibility, and authority for 
resilience management; competence, training, and awareness; communication and 
warning; documentation; control of documents: operational control; and incident pre-
vention, preparedness, and response. 

5) Checking and Corrective Action 
The organization shall evaluate resilience management plans, procedures, and ca-

pabilities through periodic assessments, testing, post-incident reports, lessons learned, 
performance evaluations, and exercises. Significant changes in these factors should be 
reflected immediately in the procedures.  

The organization shall keep records of the results of the periodic evaluations. 

6) Management Review 
Management shall review the organization’s resilience management system at 

planned intervals to ensure its continuing suitability, adequacy, and effectiveness. 
This review shall include assessing opportunities for improvement and the need for 
changes to the resilience management system, including the resilience management 
system policy and objectives. The results of the reviews shall be clearly documented 
and records shall be maintained. 



 12   Supply Chain Risk Management: Resilience and Business Continuity 225 

7) Resilience Management Policy 
The resilience management policy is the driver for implementing and improving 

an organization’s resilience management system, so that it can maintain and enhance 
its sustainability and resilience. This policy should therefore reflect the commitment 
of top management to: 

a) Comply with applicable legal requirements and other requirements 
b) Prevention, preparedness, and mitigation of disruptive incidents 
c) Continual improvement 

The resilience management policy is the framework that forms the basis upon which 
the organization sets its objectives and targets. The resilience management policy 
should be sufficiently clear to be capable of being understood by internal and external 
interest parties (particularly its supply chain partners) and should be periodically re-
viewed and revised to reflect changing conditions and information. Its area of applica-
tion (i.e., scope) should be clearly identifiable and should reflect the unique nature, 
scale, and impacts of the risks of its activities, functions, products, and services. 

 

Fig. 2. Resilience Management System Flow Diagram 
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2.1.1   Best Practices of a Resilient Organization 
Innovative organizations are fielding new ideas and deploying new solutions that 
increase both their risk intelligence and capacity for resilience. Three case studies  
reported in the literature are the following. 

(1) Nokia changed product configurations in the nick of time to meet customer 
demand during a supply disruption. Both Ericsson and Nokia were facing a shortage 
of a critical cellular phone component (radio frequency chips) after a key supplier in 
New Mexico (Philips’s semiconductor plant) caught fire during March 2000. Ericsson 
was slow in reacting to this crisis and lost €400 million in sales. In contrast, Nokia 
had the foresight to design their mobile phones based on the modular product design 
concept and to source their chips from multiple suppliers. After learning about Phi-
lips’s supply disruption, Nokia responded immediately by reconfiguring the design of 
their basic phones so that the modified phones could accept slightly different chips 
from Philips’s other plants and other suppliers. Consequently, Nokia satisfied cus-
tomer demand smoothly and obtained a stronger market position. Please refer to 
Hopking [17] for details. 

(2) Li and Fung Limited changed its supply plan in a flash to meet customer de-
mand during a currency crisis. When the Indonesian Rupiah devalued by more than 
50% in 1997, many Indonesian suppliers were unable to pay for the imported compo-
nents or materials and, hence, were unable to produce the finished items for their US 
customers. This event sent a shock wave to many US customers who had outsourced 
their manufacturing operations to Indonesia. In contrast, The Limited and Warner 
Bros. continued to receive their shipments of clothes and toys from their Indonesian 
suppliers without noticing any problem during the currency crisis in Indonesia. They 
were unaffected because they had outsourced their sourcing and production opera-
tions to Li and Fung Limited, the largest trading company in Hong Kong for durable 
goods such as textiles and toys. Instead of passing the problems back to their US cus-
tomers, Li and Fung shifted some production to other suppliers in Asia and provided 
financial assistance such as line of credit, loans, etc. to those affected suppliers in 
Indonesia to ensure that their US customers would receive their orders as planned. 
With a supply network of 4,000 suppliers throughout Asia, Li and Fung were able to 
serve their customers in a cost-effective and time-efficient manner. Despite the eco-
nomic crisis in Asia, this special capability enabled Li and Fung to earn its reputation 
in Asia and enjoy continuous growth in sales from 5 billion to HK$17 billion from 
1993 to 1999. Please refer to [18] and [19] for details. 

(3) Dell changed its pricing strategy just in time to satisfy customers during supply 
shortage. After an earthquake hit Taiwan in 1999, several Taiwanese factories in-
formed Apple and Dell that they were unable to deliver computer components for a 
few weeks. When Apple faced component shortages for its iBook and G4 computers, 
Apple encountered major complaints from customers after trying to convince its cus-
tomers to accept a slower version of G4 computers. In contrast, Dell’s customers  
continued to receive Dell computers without even noticing any component shortage 
problem. Instead of alerting their customers regarding shortages of certain compo-
nents, Dell offered special price incentives to entice their online customers to buy 
computers that utilized components from other countries. The capability to influence 
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customer choice enabled Dell to improve its earnings in 1999 by 41% even during a 
supply crunch [20], [21]. 

Creating supply chain resiliency requires more than utilizing the framework to identi-
fy, assess, and mitigate the enterprise risks. The long-term success of a resilient 
supply chain depends heavily on the organization’s ability to foster a culture of  
reliability that stretches across departmental borders. 

2.2 Business Continuity in Supply Chain 

Over the years the need for disaster recovery, business recovery and contingency 
planning has increased. Realizing that most business processes today extend beyond 
the boundaries of a single entity, awareness of critical supply chain interdependencies 
has risen sharply. (Fig. 3) 

Nearly all organizations rely in some way or another on supply chains to ensure busi-
ness continuity, and they are vulnerable if supplies are interrupted. Business Continuity is 
the concern of the entire organization, not just the IT department. For supply chains, the 
basic requirement of business continuity is that the flow of materials is not interrupted by 
any disaster hitting the chain, or that it is able to return to normal as quickly as possible. 
Also, we should pinpoint the changing nature of business, such as: 

 Increasing dependency on information and communications technology(ICT). 
 Increasing system interdependency. 
 Increasing commercial complexity. 
 Increasing technical complexity. 
 Increasing expectations from customer. 
 Increasing Threat. 

 

Fig. 3. Scope of Business Continuity Management 

  Source: Chartered Management Institute (2002) 
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In order to keep an organization's client base and business partners, business  

continuity standard [22] was created. BS 25999 offers the framework to develop, 
implement, maintain, and improve a dynamic Business Continuity Management 
(BCM) System that combats business interruption. The professional practices that this 
standard offers are based on 10 principles to know:  

1. Project Initiation and Management. 

2. Risk Evaluation and Control. 

3. Business Impact Analysis. 

4. Developing Business Continuity Management Strategies. 

5. Emergency Response and Operations. 

6. Developing and Implementing Business Continuity Plans. 

7. Awareness and Training Programs. 

8. Exercising and Maintaining Business Continuity Plans. 

9. Crisis Communications. 

10. Coordination with External Agencies. 

Supply chain continuity is one aspect of a broader category of issues called Supply 
Chain Risk Management (SCRM). Supply chain continuity is an emerging discipline. 
One of the greatest threats to business continuity faced by manufacturers is loss of 
critical raw materials. Most organizations rely in some way on their supply chain to 
ensure business continuity and they are vulnerable if supplies are interrupted. BS 
25999 ensures that organization will develop a network of supply chains so that when 
one link breaks, another link is ready to take its place. Furthermore, the flow of mate-
rials is not interrupted by any disaster hitting the chain or that it is able to return to 
normal as quickly as possible. 

The recommendations to ensure business continuity in supply chain are [23]: 

• Maintaining safety stock. 
• Monitoring transportation entities and planning for contingent shipping  

arrangements. 
• Observing product transportation paths, looking for potential bottlenecks. 
• Developing plans to allow for acceleration of shipments. 
• Implementing a crisis communications process with key vendors. 
• Developing continuity plans to address in-house product receipt, inventory  

management and product shipment processes, with an emphasis on labor  
interruption and other single points of failure. 

Business continuity efforts are enhanced with management system-oriented models that 
avoid professional jargon and focus on business outcomes. Putting the business continui-
ty program into key organizational outputs is meant to focus on the objectives of man-
agement and to speak in the language of the organization. Because of this, the business 
continuity program is able to communicate real capability and output, rather than focus-
ing on micro business continuity-specific projects. Then strategies and plans for how to 
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recover should be developed that could be implemented, both before the incident (similar  
 
to risk management strategies) and after the incident, post-incident strategies are  
implemented to maintain partial or total product supply. 

2.2.1   Supply Chain Continuity Framework 
Various authors have proposed different development cycles for business continuity 
management, each of which places an emphasis on particular aspects of business conti-
nuity plan (BCP) such as CCTA (1995), Barnes (2001), Hiles and Barnes (2001), Starr, 
Newfrock, & Delurey (2002), and Smith (2002). In this section, a framework is created 
to allow a company to create supply chain visibility and better handle supply chain dis-
ruptions, improving the organization’s performance. The framework is based in a BCP 
process life cycle with six stages (risk mitigation management, business impact analysis, 
supply continuity strategy development, supply continuity plan development, supply 
continuity plan testing and supply continuity plan maintenance) with five supply chain 
operational constructs (inventory management, quality, ordering cycle-time, flexibility 
and costumers) with the purpose to keep supply chain more resilience. 

In creating a mitigation program the goal is to eliminate risks where possible and to 
lessen the negative impact of disasters that cannot be prevented. Mitigation is as  
simple as fastening down computer terminals in earthquake-prone areas or moving 
computers to a higher floor where floods are a potential threat to dispersing critical 
business operations among multiple locations, to relocating an operation from an area 
where the risks are extremely great or perhaps contractually transferring some opera-
tions. However, there is the need to have a BCP to maintain continuity of business 
during a destructive disruption. 

According to Fig. 4 (Blos, Wee, & Yang, 2010), the BCP process life cycle has the 
business continuity best practices for developing and maintaining a supply chain con-
tinuity plan. Therefore, a comprehensive business continuity program that considers 
all internal and external links in the supply chain is essential if the business is to sur-
vive following a major disaster. With this affirmation, we developed a supply chain 
continuity framework, where the BCP process life cycle, together with the operational 
constructs, has the objective of keeping the supply chain more resilient: 

1. Stage 1: Risk Mitigation Management: 
This first stage will assess the threats of disaster, existing vulnerabilities, po-
tential disaster impacts, and identifying mitigation control are needed to pre-
vent or reduce the risks of disaster related to the operational constructs (O.C). 

2. Stage 2: Business Impact Analysis (BIA): 
This stage identifies mission-critical processes of the OC, and analyzes 
the impacts to business if these processes are interrupted as a result of dis-
aster. Furthermore, the BIA is the foundation on which a comprehensive 
business continuity program is based. Its goal is to determine the most to 
the least time-critical business functions throughout the organization. For 
each of these functions, determine a related recovery time objective 
(RTO) and the target time to recover from disruption. For a supply man-
agement, a BIA will include a review of the manufacturing operations, 
transportation, distribution services, support technology, warehouses, and 
service centers, as well as a tradeoff in between them. 
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3. Stage 3: Supply Continuity Strategy Development: 

The third stage assesses the requirements and identifies the options for  
recovery of critical processes and resources related to the O.C. in the 
event they are disrupted by a disaster 

4. Stage 4: Supply Continuity Plan Development: 
This stage develops a plan for maintaining business continuity based on 
the results of previous stages. 

5. Stage 5: Supply Continuity Plan Testing: 
This stage will test the supply continuity plan document to ensure its cur-
rency, viability, and completeness. 

6. Stage 6: Supply Continuity Plan Maintenance: 
The final stage will maintain the supply continuity plan in a constant 
ready-state for execution. 

 

Fig. 4. Supply Chain Continuity Framework 

2.2.2   Business Assessment Process 
The business assessment is divided into two components, risk assessment and busi-
ness impact analysis (BIA). Risk assessment is described to evaluate existing expo-
sures from the organization’s environment, whereas the BIA assesses potential loss 
that could be caused by a disaster. 

2.2.2.1   Risk Assessment. The purpose of risk assessment is the generation of know-
ledge linking specific risk agents with uncertain but possible consequences [30], [31]. 
Furthermore, risk assessment is an evaluation of the exposures present in an organiza-
tion’s external and internal environment. It identifies whether or not the facility hous-
ing the organization is susceptible to floods, hurricanes, tornadoes, sabotage, etc. It 
then documents what mitigation steps have been taken to address these threats. The 
basis of risk assessment is the systematic use of analytical – largely probability-based 
– methods which have been constantly improved over the past years. 

The basis of risk assessment is the systematic use of analytical – largely probabili-
ty-based – methods which have been constantly improved over the past years. Proba-
bilistic risk assessments for large technological systems, for instance, include tools 
such as fault and event trees, scenario techniques, distribution models based on Geo-
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graphic Information Systems (GIS), transportation modeling and empirically driven  
 
human-machine interface simulations [32], [33]. With respect to human health,  
improved methods of modeling individual variation [34], dose-response relationships 
[35] and exposure assessments [36] have been developed and successfully applied. 
The processing of data is often guided by inferential statistics and organized in line 
with decision analytic procedures. These tools have been developed to generate 
knowledge about cause effect relationships, estimate the strength of these relation-
ships, characterize remaining uncertainties and ambiguities and describe, in quantita-
tive or qualitative form, other risk or hazard related properties that are important for 
risk management [37], [38]. In short, risk assessments specify what is at stake, calcu-
late the probabilities for (un)wanted consequences, and aggregate both components 
into a single dimension [39]. 

According to [3], Risk Assessment is the overall of “Risk Identification, Risk 
Analysis and Risk Evaluation”. 

2.2.2.2   Risk Identification. The organization should identify sources of risk, areas 
of impacts, events and their causes and their potential consequences. The aim of this 
step is to generate a comprehensive list of risks based on those events that might en-
hance, prevent, degrade or delay the achievement of the objectives. It is also impor-
tant to identify the risks associated with not pursuing an opportunity. Comprehensive 
identification is critical, because a risk that is not identified at this stage will not be 
included in further analysis. Identification should include risks whether or not their 
source in under control of the organization. 

The organization should apply risk identification tools and techniques which are 
suited to its objectives and capabilities, and to the risks faced. 

Relevant and up-to-date information is important in identifying risks. This should 
include suitable background information where possible. People with appropriate 
knowledge should be involved in identifying risks. After identifying what might hap-
pen, it is necessary to consider possible causes and scenarios that show what  
consequences can occur. All significant causes should be considered. 

2.2.2.3   Risk Analysis. Risk analysis is about developing an understanding of the 
risk. Risk analysis provides and input to risk evaluation and to decisions on whether 
risks need to be treated and on the most appropriate risk treatment strategies and  
methods. 

Risk analysis involves consideration of the causes and sources of risk, their posi-
tive and negative consequences, and the likelihood that those consequences can occur. 
Factors that affect consequences and likelihood should be identified. Risk is analyzed 
by determining consequences and their likelihood, and other attributes of the risk. An 
event can have multiple consequences and can affect multiple objectives. Existing 
risk controls and their effectiveness should be taken into account. 

The way in which consequences and likelihood are expressed and the way in which 
they are combined to determine a level of risk will vary according to the type of risk, 
the information available and the purpose for which the risk assessment output is to 
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be used. These should all be consistent with the risk criteria. It is also important to 
consider the interdependence of different risks and their sources. 

 
The confidence in determination of risk and their sensitivity to preconditions and 

assumptions should be considered in the analysis, and communicated effectively to 
decision makers and other stakeholders if required. Factors such as divergence of 
opinion among experts or limitations on modeling should be stated and may be  
highlighted. 

Risk analysis can be undertaken with varying degrees of detail depending on the 
risk, the purpose of the analysis, and the information, data and resources available. 
Analysis can be qualitative, semi-quantitative or quantitative, or a combination of 
these, depending of the circumstances. In practice, qualitative analysis is often used 
first to obtain a general indication of the level of risk and to reveal the major risks. 
When possible and appropriate, one should undertake more specific and quantitative 
analysis of the risks as a following step. 

Consequences can be determined by modeling the outcomes of an event or set of 
events, or by extrapolation from experimental studies or from available data. Conse-
quences can be expressed in terms of tangible and intangible impacts. In some cases, 
more than one numerical value or description is required to specify consequences for 
different times, places, groups or situations. 

2.2.2.4   Risk Evaluation. The purpose of risk evaluation is to assist in making deci-
sions, based on the outcomes of risk analysis, about which risks need treatment to 
prioritize implementation. 

Risk evaluation involves comparing the level of risk found during the analysis 
process with risk criteria established when the context was considered. If the level of 
risk does not meet risk criteria, the risk should be treated. 

Decisions should take account of the wider context of the risk and include consid-
eration of the tolerance of the risks borne by parties other than the organization that 
benefit from the risk. Decisions should be made in accordance with legal, regulatory 
and other requirements. 

In some circumstances, the risk evaluation can lead to ad decision to undertake further 
analysis. The risk evaluation can also lead to a decision not to treat the risk in any way 
other than maintaining existing risk controls. This decision will be influenced by the 
organization’s risk appetite or risk attitude and the risk criteria that have been established. 

2.2.2.5   Business Impact Analysis (BIA). A BIA is an assessment of an organiza-
tion’s business functions to develop an understanding of their criticality, recovery 
time objectives, and resource needs all based on the [25]. Moreover, BIA‘s primarily 
objective is to identify impact of business disruption and time sensitivity for recovery 

During the BIA process it is evaluated the risk of business process failures and it is 
identified the critical and the necessary business functions and their resource depen-
dencies [25].  Also, it is estimated the financial and operational impacts of a disrup-
tion; it is identified regulatory/compliance exposure; and it is determined the impact 
upon the client’s market share and corporate image. 

The BIA process is a crucial link between the risk management stage and the busi-
ness continuity plan development stage. The BIA identifies the mission-critical areas 
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of business and continuity requirements which become the main focus of the business 
continuity. 

 
The benefits of BIA are: 

1. Identify the requirements for recovering disrupted mission-critical areas. 
2. Guarantee the business stability. 
3. Guarantee an ordinate recovery. 
4. Reduce the dependency of key personal. 
5. Increment the active protection. 
6. Guarantee the safety of people, customers and partners. 

Business Continuity is a concern of the entire organization, not just the IT department. 
Therefore, all area of the organization should be involved in a comprehensive BIA. At 
least one representative from each business area of the organization should participate. 

Recovery time requirements consist of several components. Collectively, these com-
ponents refer to the length of time available to recover from a disruption. An under-
standing of these components is a prerequisite for conducting the BIA. The components 
of recovery time are: Maximum Tolerable Downtime (MTD), Recovery Time Objective 
(RTO), Recovery Point Objective (RPO), and Work Recovery Time (WRT). (Fig. 5) 

MTD represents the maximum downtime the organization can tolerate for a business 
process (RTO+RPO); RTO indicates the time available to recover disrupted system re-
sources; RPO extent of data loss measured in terms of a time period that can be tolerated 
by a business process. WRT is the time period to recover the lost data, work backlog, and 
manually captured data once the systems/resources are recovered or repaired.  

 

Fig. 5. The BIA Process (Recovery Time Requirements)  
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One result of the analysis is a determination of each business function’s RTO. The 
RTO is the time within which business functions or application systems must be res-
tored to acceptable levels of operational capability to minimize the impact of an  
outage. The RTO describes the time between the point of disruption and the point at 
which business functions or application systems must be operational and updated to 
current status. The RTO is associated with the recovery of resources such as computer 
systems, manufacturing equipment, communication equipment, facilities, etc. 

RPO expresses the tolerance to a loss of data as a result of disruptive event. It is 
measured as the time between the last data backup and the disruptive event. 

The BIA determines RPO for each application by asking participants the question 
“What is the tolerance, in terms of length of time, to loss of data that may occur between 
any two backup periods?” The response to this question indicates the values of RPO. 

The BIA process consists of a sequence of 11 steps that interact together to identify 
the impacts of a business disruption and determine the requirements to restore dis-
rupted critical business process: 1. Define BIA objectives, scope, and assumptions; 2. 
Identify business functions and process; 3. Assess financial and operational impacts; 4. 
Identify critical processes; 5. Assess MTDs and prioritize critical process; 6. Identify 
critical IT systems and applications; 7. Identify critical non-IT resources; 8. Determine 
RTO; 9. Determine RPO; 10. Identify work-around procedures; and 11. Generate BIA 
information summary. 

At the end of the BIA process a report is generated that includes details of the key 
output from the steps of the BIA process and summarize its findings. 

3 Conclusion and Future Research Proposal 

This chapter reviewed two important and necessary variables of a supply chain risk 
management: resilience and business continuity. We discussed resilience management 
system requirements, the best practices of a resilient organization, the supply chain 
continuity framework and the business assessment process.  

Since supply chain risk management is a relatively new area of research, there are 
many research opportunities in the field of resilience and business continuity. In addi-
tion, the most important aspect is to create a SCRM culture. This is not just risk man-
agement but performance improvement, where companies will make money by taking 
smart risks or lose money by failing to re-tool their legacy business processes to  
assess and mitigate risk effectively.  

Focusing the worst risk scenario, our future research proposal suggests to manage 
PPPI (Public-Private Partnerships on Infrastructure) by creating strategic geological 
centers to monitor the weather risk events (floods, hurricanes, volcano smokes,  
tsunamis, etc) and creating strategic evacuation plans. 
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Abstract. In this paper, the design of a fuzzy decision system for autonomous 
parallel car parking is presented. The modeling of the problem, the physics in-
volved, the fuzzy sets assigned to the linguistic variables and the inference rules 
are explained. Different fuzzy operators have been tested in the generated simu-
lation environment and the results have been compared. The decision system is 
proposed as a benchmark to show the influence of the different fuzzy strategies 
on the final decision. The comparison is made in terms of number of maneuvers 
for parking the vehicle. It also depends on the range of measurements to envi-
ronmental objects around the car and on the starting position. The final imple-
mentation of the parking system in a Java Applet can be tested in the web using 
any browser. 

1 Introduction 

Fuzzy logic has been proved as a useful approach to implement decision systems 
when risk is involved. When uncertainties and inaccuracies exist and they are un-
avoidable, fuzzy strategy provides a robust methodology to deal with that vagueness 
[1, 2]. 

On the other hand, the autonomous parking problem attracts a great deal of atten-
tion from research community and the automobile industry because of the complexity 
of this problem for non-holonomic vehicles (cars) and the possibility of numerous 
applications [3, 4]. 

The impact of different ways of parking on environmental effects, mainly vehicle 
emissions and air pollution, needs attention. Vehicle energy consumption and special-
ly the urban air quality at street level, related to location and design of parking proce-
dures, need to be assessed and quantified. The number of maneuvers when parking 
process is under way can have a strong influence on some environmental issues [5]. 
At the same time, the parking procedure can potentially disrupt traffic flow and  
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require crowd management, for example in special events. In this sense, decision  
making on the best sequence of parking steps is a way of managing traffic problems 
and the potential risks this procedure entails. 

The motion control for autonomously parking a vehicle is within the general prob-
lem of steering the car from an arbitrary point to a specified one. There are some ap-
proaches reported in the literature on the parking problem [6, 7, 8]. Most of them refer 
to street parking detection using different visual techniques [9, 10, 11]. Many others 
are focused on the path planning approach [12], i.e., planning a feasible path to reach 
a point and subsequently following the path, such as the developed by [13, 14, 15, 16, 
17]. More recent works on autonomous driving do not deal with the parking problem 
but with more complex issues that include uncertainty and risk [18, 19] or control of 
vehicles [20]. 

For these approaches, accurate localization of the vehicle has to be provided during 
the motion. They usually require accurate kinematic and dynamic models of the ve-
hicle and its environment. However, within these models some of the vehicle’s para-
meters are uncertain or unknown, or an analytical model of the system is not available 
[21]. In this case, the fuzzy approach can be very useful as it allows to generate the 
parking maneuvers based on approximate reasoning [22, 23, 24, 25, 26]. That is, the 
exact position of the vehicle neither the obstacle are needed, but some linguistic rules 
to describe the motion of the car when parking. 

This paper describes the design and implementation of a fuzzy decision system that 
shows different fuzzy strategies for parking a car. The problem specification, the phys-
ics involved, the fuzzy sets assigned to the linguistic variables and the inference rules 
are explained. For each of the different alternatives that are provided by the system, 
some criterions are calculated that allows us to decide the best one. That is, the best 
sequence of motions to park the vehicle with fewer maneuvers, more smoothly, etc. 

The main goals of this parking system are: 

• To park the car from any start location in any available space (given by the user 
in the implemented interface). 

• To maintain the fuzzy rules as simple as possible. 
• To develop a tool where it is possible to see the influence of different fuzzy 

strategies on the behaviour of that decision system. 

So the resulting system is a good balance between simplicity, correct modeling and 
effectiveness. The system is proposed as a benchmark to show the influence of the 
logic operators on the decision, as in [27]. 

The final implementation of the parking system in a Java Applet can be interactive 
tested in the internet using any web browser at http://www.fdi.ucm.es/profesor/ 
lgarmend/SC/aparca/index.html. 

The paper is organized as follows. Section 2 presents an analysis and comparison 
of different intelligent approaches to the parking problem. In section 3 the problem 
specification and the model of the vehicle motion are presented. In section 4 the fuzzy 
simulation environment that has been generated to implement the autonomous car 
parking process is described. Section 5 shows the results of applying different fuzzy 
strategies; they are compared and discussed in terms of efficiency. Conclusions end 
the paper. 
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2 Analysis and Comparison of Different Approaches to the 
Parking Problem 

The automatic parallel parking problem has previously attracted a great deal of atten-
tion among researchers. The research in car parking problem is derived from the gen-
eral motion planning problem and is usually defined as finding a path that connects 
the initial configuration to the final one with collision-free capabilities and by  
considering the non-holonomic constraints [28]. 

Current approaches to solving this problem can be classified into two main catego-
ries: (1) the path planning approach, where a feasible geometry path is planned in 
advance, taking into account the environmental model as well as the vehicle’s dynam-
ics and constraints, and then control commands are generated to follow the reference 
path; (2) the skill-based approach, where fuzzy logic or neural networks are used to 
acquire and transfer an experienced human driver’s parking skill to an automatic 
parking controller. There is no reference path to follow and the control command is 
generated by considering the orientation and position of the vehicle relative to the 
parking space [29]. 

The most common approaches to solve this problem are generally path tracking 
ones. Path planning is an open-loop approach. The accuracy of the resulting path de-
pends on the accuracy of actuators. However, the effect of control actions is not com-
pletely reliable, for example, wheels may slip. The position error caused by actuators 
cannot be compensated by an open-loop strategy. In the case of open-loop parking, 
even though position errors may be compensated by subsequent iterative motions 
(i.e., backward or forward motions), this compensating strategy increases the time and 
cost of implementation. Some researches [28, 30] have proposed various intelligent 
control strategies on this topic for the path planning approach. 

In contrast, a skill based intelligent approach (let say fuzzy or neuro-fuzzy) gene-
rates control commands at each sampling period based on the current position of the 
vehicle relative to the parking space. 

Both the path planning approach and the intelligent approach rely on the environ-
mental modeling and sensor information which are in general approximate, having 
uncertainties. In this sense, fuzzy systems employ a mode of approximate reasoning 
which enables them to make robust and meaningful decisions under uncertainty and 
partial knowledge. That is why the fuzzy approach seems to be useful when dealing 
with this problem, and therefore we have focused on it for this application. 

In the fuzzy logic approaches of [31, 32, 33], the control command (i.e., the steer-
ing angle of the vehicle) was generated based on the relative longitudinal and lateral 
distance of the vehicle to the parking space and the orientation of the vehicle. Fuzzy 
rules were built for each of the parking steps [31] or for different parking positions 
[32, 33]. 

More sophisticated solutions have been tried, taking advantage of the synergy of 
soft computing techniques. For example, in [29] a genetic fuzzy system is used to 
tune a fuzzy logic controller for both a skid steering AGV and a front-wheel steering 
AGV. In this case the car-like mobile robot is always navigated to reach a ready-to-
reverse position with the vehicle orientation parallel to the parking space. So, the 
vehicle is first reversed into the maneuvering space and then is moved forward to 
adjust its position inside the space, and these steps can be repeated several times until 
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the desired final position is reached within some tolerance. Some promising results 
are shown but, in contrast with our paper, no information about the number of ma-
neuvers during the parking process or the influence of different fuzzy logics is  
presented. 

In [34], a neuro-fuzzy model has been developed for autonomous parallel parking 
of a car-like mobile robot. The fuzzy model has been identified by subtractive cluster-
ing algorithm and trained by ANFIS (Adpative Neural Fuzzy Inference System). The 
simulation results show that the model can successfully decide about the motion di-
rection at each sampling time without knowing the parking space width, based on the 
direct sonar readings which serve as inputs. But then the input data to identify the 
neuro-fuzzy model are needed, therefore previous simulation or experimental data are 
to be generated. This information is not always available. 

In [28], an automatic fuzzy behavior-based controller for diagonal parking is pro-
posed where the fuzzy controller consists of four main modules in charge of four 
different tasks: deciding the driving direction to meet the constraints of the parking 
lot, selecting the speed magnitude, and planning the short paths when driving forward 
and backward. While the global structure of the fuzzy controls system has been ob-
tained by emulating expert knowledge as drivers, the design of the different constitu-
ent modules has mixed heuristic and geometric-based knowledge. So some modules 
have been designed by translating heuristic expert knowledge into fuzzy rules. On the 
other hand, the modules which should perform forward and backward maneuvers are 
designed based on the fuzzy rules that have been extracted by identification and  
tuning process from numerical data corresponding to geometrically optimal paths. 

To summarize, the parallel parking problem with car-like vehicles has attracted a 
great interest in the research community. Due to the strong nonlinearities inherent in 
the problem, and the complexity of the required sensor and vehicle models, the task is 
hard to attack by conventional methods. But is has been tackled with different intelli-
gent techniques. Between them, fuzzy logic has been proved as a useful strategy to 
translate the expert knowledge of a human driver into rules and to deal with the uncer-
tainty. The originality of our proposal is that we not only solve the problem by a fuzzy 
approximation but we have generated a simulated environment where different types 
of fuzzy logic can be tested and compared. We include linguistic constraints for the 
process of parking a car and show the influence of the selection of different approach-
es on the final number of maneuvers of the parking process. 

3 Problem Description 

The parking structures for vehicles in the urban environment may be classified as 
“lane”, “diagonal” and “row” [35]. 

The problem description is a simplified model of the real world parallel parking 
strategy, with the following items (Figure 1): 

 
• A vehicle (car-like) 
• The border of the parking lane 
• The parking bay 
• Front and rear obstacles 
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Fig. 1. Parking scenario 

The goal is to park the car with the minimum number of maneuvers. The parking 
maneuver is considered complete when the necessary location with respect to the 
environmental objects is reached. That is, when the vehicle is in the parking bay, with 
an angle respect to the border of the parking lane very close to zero, and it keeps cer-
tain distance to the rest of obstacles. 

3.1 The Car Model 

The car is modeled as a four-wheeled vehicle with the steering wheels at the front. It 
is able to move forward or backward at a constant speed on the plane. No considera-
tion has been taken into account about acceleration or braking in this simplified model 
because their influence on the topic of this work can be neglected. 

Figure 2 describes the physical model of the car. The body frame of the car places 
the origin (x,y) at the center of rear axle (x and y are the coordinates of the midpoint 
of the vehicle’s rear wheel axle). The x-axis points along the main axis of the car. 
Obviously, dealing with these car-like vehicles the variable z, height, is not consi-
dered in the motion of the car. θ is the orientation angle of the vehicle’s frame, as 
shown in Figure 2. The next state of the position variables, x, y and z, is given by 
equation (1), where the dynamics of the vehicle’s is defined. In this equation, variable 
s stands for the longitudinal velocity of the midpoint of the front wheel axle, and Φ is 
the steering angle (it is negative for the wheel orientation shown in Figure 2). In this 
application, the vehicle runs at constant speed. The vehicle can steer the front wheels 
in the interval [-45º, 45º]. The wheel base, that is, the distance between the front and 
rear axles, is represented as L. If the steering angle is fixed at Φ, the car travels in a 
circular motion, in which the radius of the circle is ρ. Note that ρ can be determined 
from the intersection of the two axles shown in Figure 2 (the angle between these  
axes is |Φ|). 
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Fig. 2. Car model 

The vehicle is controlled by the steering angle. This simplified model allows us to 
deal with the vehicle in order to apply fuzzy logic to parking it; an analytical model is 
not needed. 

3.2 Modeling the Scenario 

As it was said, the parking structures for vehicles in the urban environment may be 
classified as “lane”, “diagonal” and “row”. In the case of the lane structure, the park-
ing bays are oriented parallel to the traffic lane, as in Figure 3. This structure is  
mainly used for parking along the streets. In this paper the lane structure for parallel 
parking is considered. The parallel parking maneuver results in lateral displacement 
of the vehicle into the parking bay. 

A parallel parking maneuver consists of N iteratively repeated low-speed motions 
(backwards-forwards) with the coordinated lateral and longitudinal control aimed at ob-
taining the lateral displacement of the vehicle. The word “parallel” indicates that the 
start and end orientations of the car are the same for each iteration. The vehicle’s 
orientation varies during the iterative motion. The number of such motions depends on 
the longitudinal spacing available within the parking bay and the necessary parking 
“depth” which depends on the width of the vehicle. As we will prove, for the same condi-
tions, the number of motions will also depend on the type of fuzzy logic applied. 

Different scenarios are created to test the car, depending on the start location of the 
vehicle. The start position for the parallel parking maneuver must ensure that the sub-
sequent motion will be collision-free with the borders of a parking bay. Typically, the 
parking space is structured into bays of a rectangular form. 

In all of them, the relevant details to describe the situation in a certain instant of time 
are: 

• The angle formed between the car and the parking bay. 
• The distance from the car to the border of the parking lane. This distance is 

measured from the most right wheel x value (see Figure 2) 
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• The distance to the front and back obstacles. These distances are measured from 
the front and rear bumpers of the car. The corners of the parking bay must be 
considered. A desired minimal safety distance between the vehicle and the  
nearest corner of the bay during the motion must be ensured. 

In any case, the vehicle must be oriented almost parallel to the parking bay, and it 
must also reach a suitable start position in front of the bay. 

One important aspect to remark in this decision system is that the objects of the 
environment are not avoided as just something that the car cannot go through or 
something not to collide with. Instead of doing so, the distance to the obstacles is used 
as information that helps the car to take a decision, i.e. if the car is going forward and 
the front object is quite near, it will decide to go backward and so on. 

In order to obtain the rules of the decision system, three clearly different strategies, 
or maneuvers, are specified. They constitute the possible scenarios that are going to 
be considered. These three strategies are shown in Figure 3, depending on the initial 
location of the vehicle. 

 
a) b) c) 

Fig. 3. Three parking strategies considered, a), b) and c), respectively 

a) In real life you would try to park in a single backward maneuver if the car is 
in front of the parking bay, taking into account that the dimensions of the bay 
are compared with those of the vehicle and the free bay is suitable for the ve-
hicle’s size. That is what the car does as well in the applet; it goes backward 
while steering right, and then at the right distance from the border of the 
parking lane, it starts to steer left. 

b) If the car is behind the parking bay, it will have to move forward. Depending 
on the distance to the border of the parking lane, it will approach the border 
while moving forward, or it will move away from the rear obstacle, so it gets 
some leeway to try the backward strategy again. 

c) If the car is far from the parking space, it will be driven to a position near the 
parking lane, and then the vehicle moves forward in order to start a backward 
movement into the parking bay. 
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Unlike a real driver would do, the car will not try to find a good start location, but it 
will try to park from wherever the user puts the car with the mouse in the graphic 
interface of the application. 

4 The Car Parking Fuzzy Decision System 

Fuzzy logic is a useful tool to represent approximate reasoning [2]. It allows us to 
deal with vagueness and uncertain environments. In this paper we have used the soft-
ware tool Xfuzzy [36] to implement the fuzzy-inference-based system for car parking. 
It consists of several tools that cover the different stages in the design process of a 
fuzzy inference system. Xfuzzy has been programmed in Java and has GNU license. 
One of its most suitable characteristics is the capacity for developing complex  
systems and the flexibility to extend the set of available fuzzy functions.  

The different tools of Xfuzzy can be executed independently. The simulation envi-
ronment integrates them under a graphical interface that facilitates the design procedure 
to the users. 

The decision system is designed as a set of rules each of one consists of some ante-
cedents and the corresponding consequence. The antecedents are linguistic variables 
that are described by fuzzy terms, and so is the output variable. 

The inputs of the decision system are shown on the left of the system displayed in 
Figure 4. The five input variables are: the orientation of the car (that is, the angle 
between the car and the parking bay, θ), the distances to the border of the parking 
lane, distance to the front and to the rear obstacles, and the previous strategy, that is, 
the previous movement that has been taken. 

The rules are grouped in four subsystems (Figure 3). Each of these fuzzy subsys-
tems computes an output by the defuzzification method of the center of area. The 
names of these four fuzzy systems indicate the strategy to be applied; they are: back-
ward, forward approaching to the parking lane, forward moving away from the bay, 
and the last block is called strategy selector. It will be explained later. 

The first three blocks are used to decide the angle in which the steering wheel 
should be steered, depending on the strategy to be implemented: backward, forward 
approaching, or forward moving away. 

The outputs are also shown on the right hand of the image (Figure 4), they are  
named: strategy, steering_backward, steering_forward_approach, and steering_forward_ 
moveaway. The three fuzzy subsystems calculate a steering output, but only one is going 
to be applied, the corresponding to the value of the output of the fourth subsystem, new 
strategy. 

The last group of rules decides the best strategy to be applied. The defuzzification 
method used in this system is the maximum value of the membership functions of the 
other three, in order to choose only one of the strategies. 
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Fig. 4. The fuzzy car parking system implemented in Xfuzzy 

 

This procedure can be called a coupling configuration (Figure 5) in the following 
sense. After computing the output of one of the first three fuzzy subsystems, this is 
combined with the information of the fourth (previous strategy) to calculate the final 
decision. 
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Fig. 5. Coupling configuration of outputs 

4.1 Car Parking Fuzzy Variables 

Input variables: Distance, Orientation and Previous Strategy. The input variables 
of the system are the distance to the obstacles and to the bay, the initial orientation of 
the vehicle, and the previous strategy (Fig. 4). 

Figure 6 (left) shows the three fuzzy sets assigned to the variable distance, which is 
the same for the three distances that are needed as inputs: curbDist, backObstacleDist 
and frontObstacleDist. The labels correspond to “touching”, “close” and “far”, and 
the membership functions are trapezoidal. 

The linguistic input variable orientation has been defined by six fuzzy sets with 
trapezoidal membership (see Figure 6, right). The range goes from -90 to 90 degrees, 
scaled to [-1.75, 1.75]. The “straight” label means close to 0º. Although the functions 
representing negative and positive angles overlap between them, the two that are 
nearer to the middle, L1 (Left) and R1 (Right), do not cross the zero value. This way 
it is not possible to state a rule that says that “it is clearly heading right and more or 
less heading left”, which would imply a contradiction, but “it is quite straight and also 
a bit turned to the right”. 

 

Fig. 6. Fuzzy input variables: distance (left) and orientation (right) 

Final steering 
angle 

Previous 
strategy 

steering 

Fuzzy 
System 

Fuzzy 
System 

Fuzzy 
System 
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The other input variable, called previous_strategy, is modeled by classical or “crisp” 
sets because only one strategy will be applied at a time. The four singleton values are: 
“stop”, “fwApproach”, “fwMoveAway” and “backward” (see Figure 7, right). 

 
Output Variables: Steering and Strategy. The fuzzy sets modeling the linguistic 
variables on the steering wheel are quite similar to the input variable orientation but 
the interval is now [-45º, 45º], scaled in this case to [-0.8, 0.8]. Besides, the overlap 
between them is a bit lower in order to produce a more precise output (Figure 7, left). 

This linguistic variable corresponds to three different outputs, depending on the strate-
gy that is going to be applied. So, there are steering_fw_approach, steering_bw, and 
steering_fw_away. 

 

Fig. 7. Fuzzy variables: steering (left) and strategy (right) 

The variable strategy is modeled as explained above for previous_strategy variable 
(Figure 7, right). 

4.2 Car Parking Fuzzy Rules 

Keeping in mind that one of the goals of this system is to maintain the rule base as 
simple as possible while designing the three strategies, the following notation is used: 

Distance to the curb → Desired orientation 

That is, given a certain distance to the border of the parking lane, the output should be the 
angle of the steering wheel that will make the car to be closer to the desired orientation.  

Again, an indirect scheme is used to define the rules. Several fuzzy subsystems are 
applied and the output of each of them is used as input of the following one. The se-
quence is the following (Figure 8). This is applied for each strategy. 

 
 
 
 

Fig. 8. Indirect rule inference 

distance angle orientation Fuzzy 
System

Fuzzy 
System
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Usually a premise of a rule may contain the conjunction (AND or &), implemented 
by a t-norm [37]. It may combine more than one linguistic variable, i.e., 

“if x is X and y is Y” 
or 

“x==X & y==Y”, 

where x and y are fuzzy variables, such as Back obstacle distance, and X, Y are fuzzy 
sets (close, far, …). 

Equal to X 
x =  X 

Less than X 
x < X 

Less or equal 
than X 
x <= X 

Greater than X 
x > X 

Greater or equal 
than X 
x >= X 

     

Fig. 9. Interpretation of some linguistic labels used in the premises of the rules 

In this application we also use expressions such as “x < X”, that stands for the 
fuzzy premise “x is less that X”. For example, given a fuzzy set X, the fuzzy sets “less 
than X”, “less or equal than X”, “more than X”, “more or equal than X”, are defined 
in figure 9 [19]. 

In this case, for the car parking, “less than touching” in the variable that gives the 
distance to the border of the parking lane means that the car is on the sidewalk. 

The rules for the four fuzzy subsystems that have been implemented are detailed in 
the following sections. 

4.2.1   Backward Strategy 
According to the formulation of the rules stated above (Figure 8), the rules to compute 
the steering_backward angle can be expressed in a general way as (Table 1), where 
far, close, touching corresponds to Figure 4, left. 

Table 1. Fuzzy general rules for the backward strategy 

Distance Desired_Orientation 
Far  L3 
Close  L1 
Touching  Straight 
Less than touching  R2 
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That means that if the car is far from the parking bay, in order to get it closer, it 
should be orientated or turned quite to the left (first row). But if the car is near the 
bay, the approaching angle should be only a bit to the left (second row). Finally, if the 
car is very close to the border of the parking lane, or even touching it, it should move 
with an angle next to zero (straight). But if the distance to the parking bay is less than 
touching, then the car is on the sidewalk. In that case, it should be approaching the 
border of the lane with an angle quite to the right to correct the position. 

Let us take the first rule as an example. When the distance of the car to the border 
of the parking lane is big (far in Table 1), the resulting output tries to drive the steer-
ing wheel so the car reaches that L3 (quite to the left) desired angle. 

To get this desired orientation to the left L3, if the car's angle is less than L3 -more 
to the left-, the steering output must be L3. If the angle is more than L3 - more to the 
right-, then the steering output should be R3. And when the car is at the desired angle, 
the steering should be straight (0 º). 

Therefore, the first row of Table 1 is implemented in Xfuzzy by the following set 
of rules: 

 
if(curbDist == far & orientation >  L3) 

    -> steering_backward = R3; 

if(curbDist == far & orientation <  L3) 

    -> steering_backward = L3; 

if(curbDist == far & orientation == L3) 

    -> steering_backward = straight; 

 
The same reasoning is done for the rest of the rules in Table 1, resulting in the following 
rules: 

 
if(curbDist == close & orientation <  L1) 

    -> steering_backward = L3; 

if(curbDist == close & orientation >  L1) 

    -> steering_backward = R3; 

if(curbDist == close & orientation == L1) 

    -> steering_backward = straight; 
 

if(curbDist == touching & orientation <  straight) 

    -> steering_backward = L3; 

if(curbDist == touching & orientation >  straight) 

    -> steering_backward = R3; 

if(curbDist == touching & orientation == straight) 

    -> steering_backward = straight; 
 

if(curbDist < touching & orientation < R2)  

    -> steering_backward = L3; 
 

4.2.2   Forward Approaching the Bay 
The rules for implementing the steering angle when the forward strategy has been 
applied are the following (Table 2): 



250 C. Martín, M. Santos, and L. Garmendia 

Table 2. Fuzzy general rules for the forward strategy 

Distance Desired_Orientation 
Far  R2 
Close  R2 
Touching  Straight 
Less than touching  L1 

That means that the car will try to move forward with an angle R2 (quite to the 
right) when it is far or close to the parking bay. When the car is touching the border of 
the lane, it will try to keep a straight angle. If the distance to the bay is less than zero, 
then the car will look for a left orientation angle, and so on. 

Each of these rules of Table 2 is implemented by a set of fuzzy rules as in the  
previous example. 

 
if(curbDist >= close & orientation <  R2) 

    -> steering_fw_approach = R3; 

if(curbDist >= close & orientation == R2) 

    -> steering_fw_approach = straight; 

if(curbDist >= close & orientation >  R2) 

    -> steering_fw_approach = L3; 

 

if(curbDist == touching & orientation < straight) 

    -> steering_fw_approach = R3; 

if(curbDist == touching & orientation > straight) 

    -> steering_fw_approach = L3; 

 

if(curbDist < touching & orientation >  L1) 

    -> steering_fw_approach = L3; 

if(curbDist < touching & orientation <= L1) 

    -> steering_fw_approach = straight; 

4.2.3   Forward Moving Away from the Rear Obstacle 
When the car is far from the parking lane and the previous strategy was forward moving 
away, the next steps are defined in Table 3. There are no rules that define what happens 
when the car is close to or touching the border of the parking lane, because in that case 
this strategy is not going to be selected by the strategy selector (see next section). 

Table 3. Fuzzy general rules (previous strategy = forward moving away) 

Distance Desired_Orientation 
Far  Straight 
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The rules that implement this statement are: 
 
if(orientation >  straight) 

    -> steering_fw_moveaway = L3; 

if(orientation == straight) 

    -> steering_fw_moveaway = straight; 

if(orientation <  straight) 

    -> steering_fw_moveaway = R3; 

4.2.4   Strategy Selector 
Finally, the inference engine of the fourth fuzzy subsystem, strategy selector, decides 
which one of the three strategies must be applied. The reasoning is as follows, 

• If the car is touching the border of the parking lane and its orientation is straight, 
then stop; it is successfully parked. 

• If there is enough back space, then go backward. 
• If the back obstacle is really near and the car is close to (or near) the parking 

bay, then go forward towards the bay. 
• If the back obstacle is really near and the car is far from the bay, then go forward 

moving away from the rear obstacle. 
 

These fuzzy sets are described in Figure 5, right. When the car is touching the back 
obstacle, it has to move forward. But then, it will not be touching the obstacle any-
more, so the next movement is going backwards. That way, the car could be moving a 
little forward, then a little backward, then a little forward again, and so on. That is the 
reason why there is an input that is the “previous strategy”. 

Knowing the previous strategy, this logic can be added to the preceding rules: 
If the previous strategy was forward (approaching the parking bay, or moving 

away), then continue moving forward applying the same strategy (approaching or 
moving away), unless the back obstacle is far, the front obstacle is very near, or the 
car is correctly parked. 

 
The rules the describe the behaviour of the strategy selector are the following, 
 
if(orientation == straight & curbDist == touching) 

    -> newStrategy = stop; 

if(backObstacleDist > touching & (!(orientation == straight & 

curbDist == touching))) 

    -> newStrategy = backward; 

if(backObstacleDist <= touching & curbDist <= close & 

(!(orientation == straight & curbDist == touching))) 

    -> newStrategy = fwApproach; 

if(backObstacleDist <= touching & curbDist > close & 

(!(orientation == straight & curbDist == touching))) 

    -> newStrategy = fwMoveAway; 
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if(prevStrategy == fwApproach & backObstacleDist <= far & 

frontObstacleDist > touching & (!(orientation == straight & 

curbDist == touching))) 

    -> newStrategy = fwApproach; 

if(prevStrategy == fwMoveAway & backObstacleDist <= far & 

frontObstacleDist > touching & (!(orientation == straight & 

curbDist == touching))) 

    -> newStrategy = fwMoveAway; 

5 Results of the Car Parking Fuzzy Decision System with 
Different Fuzzy Operators 

Different fuzzy logic operators have been applied to check which the best strategy for 
parking a four-wheeled vehicle with steering wheels is. The influence of the selection 
of one or another implementation of the fuzzy logic on the system response is shown. 
The results are compared in terms of number of iterations (that is, movements that the 
car has to carry out to park). 

The following three logics are implemented to compute de conjunction (t-norm) 
operators in the premise of the rules [37]: 

Table 4. Different implementation of the fuzzy operators 

 and or 
Zadeh min(x,y) max(x,y) 
Łukasiewicz max(0, x+y-1) min(1, x+y) 
Product x*y x + y - x*y 

Figure 10 shows the sequence of motions during an autonomous parallel parking for 
different fuzzy logics, when the car is far from the border of the parking lane and at 
different initial locations regarding the free bay (Behind, inFront, at_the_same_high, 
see Figure 3). The parking bay is between two objects. The rear wheel axle is plotted. 

When the necessary “depth” is not reached, further iterative motion has to be car-
ried out. The number of maneuvers is presented for each of the fuzzy logics (steps). 
The movements of the car are also printed in different colours (red for Zadeh, green 
for Product and blue for Lukasiewicz). 

The interface that has been developed allows to place the car at any point of the sce-
nario, i.e., at any length of the parking lane and at different starting locations. The si-
mulation can be run step by step or in a go. It is possible to chose if the user wants to 
see the three paths (corresponding to the three implemented fuzzy logics) or just one of 
them. 

In this example, it is possible to see how Lukasiewicz’s logic gives the worst results 
(more number of iterations) in all the cases. The behaviour of the others is quite simi-
lar, although Zadeh’s seems slightly better. 
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Fig. 10. Different initial position of the car regarding the bay and comparison of fuzzy logics 

5.1 Discussion of the Decisions Based on the Fuzzy Logic Used for the Car 
Application 

In the following figures (11 to 13), the results of applying different fuzzy logics for differ-
ent distances of the car to the border of the parking lane and to the environmental objects 
are shown. The car is moving from an initial position near to the border of the parking lane 
(80) to a distance of 400 far from the bay, in the X-axis. The distance (80 to 400) does not 
correspond to any real unit. It stands for pixels; it is a convention to show the meaning of 
far or close regarding the bay. If a conversion to length units were to be given, 80 would 
be equivalent to around 4 m and 400 around 20 m. The size of the car in the scenario is 
90x40 px. The Y-axis is fixed for each case (relative distance to the bay). When the num-
ber of movements is 1000 that means that the car did not achieve to park. 

First, in Figure 11 the results when the initial position of the car is behind the free 
bay are shown. In this case, if the car is initially near the border of the parking lane 
(80), it is difficult to say which the best logic in terms of fewer motions for parking is; 
but while it is moving away from the border (from 230 to 400), Lukasiewicz performs 
worse and Zadeh’s is the best one. 

Some erratic lines appear in Figure 11, where the number of motions goes to zero 
at same distances. That means that the system was not able to park the vehicle proper-
ly. Near the parking bay, it strongly depends on where the car is initially placed. 
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Fig. 11. Initial position of the car behind the bay 

The results correspond to the left part of Figure 10. 
Figure 12 shows the maneuvers that the car makes from an initial position at the 

height of the free bay, that is, between obstacles. 

 

Fig. 12. Initial position of the car at the height of the bay 
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In this case, as it can be seen in Figure 12, if the car is near the parking lane, the 
best logic is again Zadeh’s, but while it is moving away from the border of the park-
ing lane (from 230 to 400), Product and Zadeh’s are quite similar. In any case, the 
difference between the three implementations of the fuzzy logic when the car is far 
from the bay is very small. 

Finally, in Figure 13 the results of applying different fuzzy logics when the car is in 
front of the bay at different distances to the border of the parking lane are presented. 

 
Fig. 13. Initial position of the car in front of the bay 

In this case, the three fuzzy logics perform quite well until the distance to the border of 
the parking lane is around 240. In that case, the behavior gets worse for all of them, al-
though it is slightly better for Zadeh’s, especially for large distances (from 370 on). 

The results of applying those different fuzzy logics allow us to draw some conclu-
sions that are summarized in Table 5. The best logic is determined respect to the dis-
tance to the border of the parking lane. 

Table 5. Results of applying different fuzzy logics (best logic) 

Initial car position Behind inFront at_the_same_height 
Zadeh far near far 

Łukasiewicz near - - 
Product medium - medium 
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The results of applying Zadeh implementation of the fuzzy operators gives good 
results when the car is far from the border of the parking lane, either if it is placed 
behind or at the same height of the bay. Nevertheless, Product gives the best results 
when the car is not near but not far from the border of the lane for any initial position 
regarding the bay. The Lukasiewicz’s implementation does not perform well in this 
application. 

6 Conclusions 

Fuzzy logic has been proved very useful in order to developed decision systems when 
subjective implications are involved [38, 39]. 

The use of fuzzy logic has helped to develop a simple but robust and efficient deci-
sion system for car parking. The car in the simulation applet is able to park success-
fully from most of the initial situations. 

The application of three different fuzzy logics allows us to show how the number 
of maneuvers that are needed to park the car depends on both the initial position and 
the chosen logic. For each initial position of the car, a specific fuzzy implementation 
of the operators gives the best results. 

The implemented applet can by tested at http://www.fdi.ucm.es/profesor/lgarm 
end/SC/aparca/index.html. 
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Abstract. Investment in the real estate industry is subject to high risk, especial-
ly when there are a large number of uncertainty factors in a project. Risk analy-
sis has been widely used to make decisions for real estate investment.  
Accordingly, risk-based decision making is a vital process that should be consi-
dered when a list of projects and constraints are being assessed. This chapter 
proposes a risk-based decision making (RBDM) framework for risk analysis of 
investment in the real estate industry, based on a review of the research. The 
framework comprises the basic concepts, process, sources and factors, tech-
niques/approaches, and issues and challenges of RBDM. The framework can be 
applied to problem solving different issues involved in the decision making 
process when risk is a factor. Decision makers need to understand the terms and 
concepts of their problems and be familiar with the processes involved in deci-
sion making. They also need to know the source of their problems and the rele-
vant factors involved before selecting the best and most suitable technique to 
apply to solve their problems. Furthermore, decision makers need to recognize 
the issues and challenges related to their problems to mitigate future risk by 
monitoring and controlling risk sources and factors. This framework provides a 
comprehensive analysis of risk-based decision making and supports decision 
makers to enable them to achieve optimal decisions. 

Keywords: Risk-based decision making framework, risk analysis, investment, 
real estate industry, risk-based decision making technique. 

1 Introduction 

Decision making is a process of gathering input and processing the data collected for 
analysis to produce a list of outcomes based on given sources and limitations. All 
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decisions made will involve low, medium or high level risk based on the uncertainty 
factors affecting the analysis. The higher the uncertainty of factors related to the deci-
sion making, the higher the level of risk. If decision makers are familiar with the 
sources and factors that will affect the decision making, however, and know how to 
monitor and control the uncertainty factors, the risk will be lower. This chapter will 
propose a risk-based decision making framework for investment in the real estate 
industry which aims to reduce risk. 

Risk-based decision making concepts and applications have been explored by 
many researchers who have applied different techniques and methods to support the 
decision making process in different fields. For example, a study into the practices of 
risk-based decision making for investment in the real estate industry has been con-
ducted to investigate risk-related issues in which it was found that many decisions are 
made based on an investigation and analysis of factors, then weighting, calculating 
and selecting the best option based on a high performance index (Piyatrapoomi, 
Kumar & Setunge, 2004). Real estate projects are characterized by high risk, high 
returns and long cycles; thus real estate investors need to carefully research each pro-
ject if they are to maximize the return and minimize the risk (Shiwang, Jianping & 
Na, 2009; Ren & Yang, 2009; Juhong & Zihan, 2009).  

Risk analysis decision making is an important tool because such investments nor-
mally yield a high return but at the same time pose a high risk to success (Zhou, Li & 
Zhang, 2008; Zhi & Qing, 2009). There are many substantial studies related to risk 
analysis techniques and approaches for the real estate industry. In principle, risk-
based decision making techniques involve risk analysis and support the decision mak-
ing process. The literature shows that various risk-based decision making techniques 
have been integrated with decision support tools and intelligent agents to enhance the 
usefulness of the technique. Predicting and controlling risk has become the key to the 
success or failure of a project (Wanqing, Wenqing & Shipeng, 2009). Several tech-
niques have been proposed and applied in e-service intelligence to evaluate, analyze, 
assess or predict risk, including the Analytic Hierarchy Process (AHP) and Monte 
Carlo Simulation, Markowitz Portfolio Optimization Theory, real options methodol-
ogy (Rocha et al., 2007), and a Hidden Markov Model (Sun et al., 2008; Lander & 
Pinches 1998, cited in Rocha et al., 2007).  

Risk analysis with uncertainty in the decision making process deals with the meas-
urement of uncertainty and probability and the likely consequences for the choices 
made for the investment. The uncertainty of variables or factors that will affect the 
risk analysis process will impact the success of a project investment in the real estate 
industry. Techniques such as fuzzy set theory (Sun et al., 2008) and fuzzy-analytical 
hierarchy process (F-AHP) have been proposed to solve such problems.  

This chapter proposes a risk-based decision making framework for investment pre-
analysis in the real estate industry, as shown in Figure 1. The proposed risk-based 
decision making framework comprises five main elements namely: foundation con-
cepts; process; sources and factors; techniques/approaches; and issues and challenges. 
These five elements will be explained in subsequent sections. This framework can be 
applied to different problems or issues in various industries and can support decision 
makers to render their decision making process more structured and manageable. 
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Fig. 1. The structure of the proposed risk-based decision making framework 

The structure of this chapter is organized as follows. Following this introduction, 
risk-based decision making concepts are highlighted in Section 2. The risk-based 
decision making process is explained in Section 3. Section 4 elaborates on risk 
sources and risk factors that may affect the risk analysis for each project to be selected 
for investment. In Section 5, some examples of the risk-based decision making tech-
niques currently applied in real estate project investment are described. Section 6 
explains the issues and challenges of risk-based decision making, and the chapter is 
summarized in Section 7.  

2 Risk-Based Decision Making Concepts 

This section discusses the concepts of risk-based decision making including the defi-
nition of risk, types of risk, and a brief explanation of risk analysis. These concepts 
relate mainly to risk-based decision making for investment as applied in the real estate 
industry. 

2.1 Definition of Risk and Risk-Based Decision Making 

According to Aven (2007), risk is defined as the combination of possible conse-
quences and associated uncertainties, as shown in Figure 2. Associated uncertainties 
refer to the uncertainties of the sources of risk. A source is a situation or event that 
carries the potential of a certain consequence, and ‘vulnerability’ is defined as the 
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combination of possible consequences and associated uncertainties from a given 
source. There are three categories of sources: threats, hazards, and opportunities. Ex-
posure of a system to certain threats or hazards can lead to various outcomes such as 
economic loss, the number of fatalities, the number of attacks and the proportion of 
attacks that are successful. Based on the identified vulnerabilities, risk can be de-
scribed, using standard risk matrices showing the likelihood of threats and possible 
consequences (Aven, 2007). The vulnerability analysis literature has a focus on me-
thods for identifying vulnerabilities and measures that can be implemented to mitigate 
these vulnerabilities. A common definition of vulnerability is a fault or weakness that 
reduces or limits a system’s ability to withstand a threat or to resume a new stable 
condition. Vulnerabilities are related to various types of objects such as physical, 
cyber, human/social and infrastructure (Anton, et al., 2003 as cited in Aven, 2007).  

 

Fig. 2. Risk viewed as a combination of sources and vulnerability (Aven, 2007) 

Risk-based decision making is a process based on the analysis of risk related is-
sues. The result of the analysis of the choices on the list will vary depending on the 
level of uncertainty factors that will affect the decision making process. Risk arises 
because of possible consequences and associated uncertainties, and there are various 
risk sources that will affect the level of risk for given alternatives. The risk-based 
decision making for each investment project aims to minimize or eliminate unwanted 
outcomes to optimize the benefits of the investment.  

2.2 Types of Risk 

Two main types of risk affect the decision making process for investment in the real 
estate industry: systematic risk (beta) and unsystematic risk. According to Chauveau 
and Gatfaoui (2002), systematic risk is a measure of how the asset co-varies with the 
economy, and unsystematic risk also known as idiosyncratic risk which is independ-
ent of the economy. According to the Capital Asset Pricing Model (CAPM) (Lintner, 
1965; Sharpe, 1963, 1964, cited in Lee & Jang, 2007), the total risks are calculated as 
follows: 

                         Total risk = Systematic risk + Unsystematic risk.                          (1) 

2.2.1   Systematic Risk 
Systematic risk refers to a type of risk that influences a large number of assets. It can-
not be avoided despite stock portfolio diversification (Brealey & Myer, 2000, cited in 
Lee & Jang, 2007). According to Lee and Jang (2007), systematic risk can differ from 
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period to period. Managerial decisions about operations, investments, and financing 
will influence the performance for the company, consequently affecting how its re-
turns vary with market returns. The CAPM suggests that the expected rate of return 
on a risk asset can be obtained by adding the risk-premium to the risk-free rate; the 
expected risk premium varies in direct proportion to beta in a competitive market 
(Chen, 2003; Gencay, Selcuk & Whitcher, 2003; Lintner, 1965; Sharpe, 1963, 1964; 
Sheel, 1995, cited in Lee & Jang, 2007). Mathematically, the expected rate of return is 
described as  
 

                                                Ri = Rf + (Rm – Rf)βi,                                                  (2) 
 
where Ri is the expected return on the ith security Rf the risk-free rate; Rm the return 
on the market portfolio; βi the estimated beta of the ith security; (Rm – Rf)βi the risk 
premium. Based on CAPM, systematic risk refers to a type of unavoidable risk on the 
stock market. Systematic risk is presented by beta which is calculated by linear analy-
sis between the daily prices of stocks and the security index of the stock market  
(Jian, Zhao & Xiu, 2006).  

2.2.2   Unsystematic or Idiosyncratic Risk 
Unsystematic risk, or idiosyncratic risk, is sometimes referred to as a specific risk 
which is sensitive to diversification, contrasting with systematic risk, which is undi-
versifiable. Idiosyncratic risk is significant for asset pricing because it inhibits the 
intergenerational sharing of aggregate risk (Storesletten, Telmer & Yaron, 2007). 

CAPM and Arbitrage Pricing Theory (APT) assert that idiosyncratic risk should 
not be priced in the expected asset returns, and the recent surge of interest in the idio-
syncratic risk of common stocks has generated substantial evidence on the role of 
idiosyncratic risk in equity pricing (Liow & Addae-Dapaah, 2010). The main reason 
for this interest is that most investors are under-diversified due to wealth constraints, 
transaction costs or specific investment objectives; as such, idiosyncratic risk may be 
important to less well-diversified real estate investors who wish to be compensated 
with additional risk premium. Such investors need to consider idiosyncratic risk (to-
gether with market risk) when estimating the required return and the cost of capital on 
assets or portfolios. Both systematic (market) and idiosyncratic volatility are relevant 
in stock asset pricing (Campbell et al., 2001, cited in Liow & Addae-Dapaah, 2010).  

Various intelligent techniques including the Real Option method, Multi-State ap-
proach, variable precision rough set (VPRS), Condition Value-at-Risk (CVaR), AHP, 
Support Vector Machine (SVM), Radial Basis Function Neural Network, Fuzzy 
Comprehensive Valuation Method and Projection Pursuit Model based on Particle 
Swarm Optimization (PSO) have been applied to deal with and support unsystematic 
or idiosyncratic risk-based decision making. 

2.3 Risk Analysis 

Risk analysis is the process of identifying the security risks to a system and determin-
ing their probability of occurrence, their impact, and the safeguards that would miti-
gate that impact (Syalim, Hori & Sakurai, 2009). The risk analysis concept is present 
in business transactions, especially in the real estate industry which involves high cost 
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and high capital (Wu, Guo & Wang, 2008). Regardless of the types of risk, the  
application of risk analysis has a positive effect in identifying events that could cause 
negative consequences for a project or organization and taking actions to avoid them 
(Olsson, 2007). Risk analysis is a vital process for project investment in the real estate 
industry which has low liquidity and high cost. It mainly consists of three stages: risk 
identification, risk estimation and risk assessment (Yu & Xuan, 2010).  

Several risk analysis techniques, tools, and methodologies have been developed to 
analyze risk in different industries. Some of these techniques, such as the even swaps 
method, have been integrated with decision support tools called Smart-Swaps to sup-
port multi-criteria decision analysis and assist decision makers, in particular the pro-
ject manager, to engage in optimal decision making (Mustajoki & Hamalainen, 2007).  

2.3.1   Risk Identification 
There are currently several risk identification techniques at present including the Del-
phi technique, brainstorming, Fault Tree Analysis, SWOT analysis and expert survey. 
Of these, Delphi is the most widely used.  

2.3.2   Risk Estimation 
Risk estimation quantifies the risks that exist in the process of investment in real es-
tate projects. It uses risk identification, determines the possible degree of influence of 
such risks and objectively measures them to make evaluation decisions and subse-
quently choose the correct method to address the risks. The theoretical basis of risk 
estimation includes the Law of Large Numbers (LLN), the Analogy Principle, the 
Principle of Probabilistic Reasoning and the Principle of Inertia (Xiu & Guo, 2009). 

2.3.3   Risk Assessment 
The risk assessment or risk evaluation of investment in real estate projects refers to 
the overall consideration of the risk attributes, the target of risk analysis and the risk 
bearing capability of risk subjects on the basis of investment risk identification and 
estimation, thus determining the degree of influence of investment risks on the system 
(Xiu & Guo, 2009). 

Risk occurs at different stages of the investment process. There are many techniques 
or approaches available for risk-based decision making, each of which has its own fea-
tures or criteria and is used for quantitative or qualitative analysis, or both. Some re-
searchers have combined or embedded these techniques to conduct both quantitative and 
qualitative analysis. For example, the real options method is strictly concerned with 
quantitative analysis. However, Information and Communication Technology (ICT) 
investments experience tangible and intangible factors, and the latter can be mainly 
treated by qualitative analysis. They have proposed a decision analysis technique which 
combines real options, game theory, and an analytic hierarchy process for analyzing ICT 
business alternatives under threat of competition (Angelou & Economides, 2009).  

Risk analysis involves decision making in situations involving high risks and large 
uncertainties, and such decision making is difficult as it is hard to predict what the 
consequences of the decisions will be (Changrong & Yongkai, 2008; Ju, Meng & 
Zhang, 2009; Hui, Zhi & Ye, 2009; Chengda, Lingkui & Heping, 2001). There are 
two dimensions of risk analysis, namely, possible consequences and associated  
uncertainties (Aven, Vinnem & Wiencke, 2007).  
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An example of the risk analysis framework proposed by Li et al. (2007) including 
the risk factor system, data standards for risk factors, weights of risk factors, and inte-
grated assessment methods was used to quantitatively analyze the outbreak and spread 
of the highly pathogenic avian influenza virus (HPAI) in mainland China. They used 
a Delphi method to determine the risk factors according to predetermined principles, 
and an AHP integrated with multi-criteria analysis was used to assess the HPAI risk.  

Risk analysis is an important process that needs to be conducted to achieve optimal 
decision making. Real estate franchisors can achieve their goals and objectives if they 
fully understand and can identify the uncertain factors and variability that will affect 
the level of risk for each given alternative. The uncertain factors or variables will lead 
to probability and consequences and can be retained as a list of threats that will affect 
the risk level. It is therefore important to propose a framework of risk analysis as a 
guideline for investors in the real estate industry.  

3 Risk-Based Decision Making Process 

This section discusses the risk-based decision making process which includes the 
main risk-based decision making activities, the types of decision making process and 
the decision support technology for risk-based decision making. The decision support 
technology discussed briefly as this chapter focusing on the five main elements of 
risk-based decision making framework for investment in real estate industry. 

3.1 Main Risk-Based Decision Making Activity 

According to Busemeyer and Pleskac (2009), decision making processes become more 
complex, experience greater uncertainty, suffer increasing time pressure and more rapidly 
changing conditions, and have higher stakes. Thus, it is important to have a guidelines or 
step-by-step activity that will ensure all the requirements and elements for the risk-based 
decision making are clearly identified, defined and prioritized.  

The main activity for the risk-based decision making need to be listed and perform 
accordingly as required to ensure the decision made is beneficial. Moreover, risk 
analysis needs to be performed carefully to ensure there are no undetected or potential 
problems on the horizon as the risk factors and its sources have the tendency to be 
uncertain. The uncertainty of risk factors will lead to probability and consequences to 
the outcome of the decision making process with risk. Risk can be distinguished from 
other events due to the unwanted effects associated with it, and its ability to change 
the outcome of the interaction in a negative way or towards an unwanted direction. 
The consequences are the outcome of an event expressed qualitatively or quantita-
tively, being a loss, injury, disadvantage or gain. There may be a range of possible 
outcomes associated with an event (Hussain et al., 2007). Figure 3 shows the main 
activities of risk-based decision making for investment in the real estate industry.  
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Fig. 3. Risk-based decision making main activity for investment in the real estate industry 

The process starts from defining and gathering information sources or data about 
a current, incoming or upcoming real estate project in the list. For example, the 
details about the properties or property portfolio need to be collected from valid 
sources such as real estate agency. Information regarding the project available in 
the real estate industry should be gathered as much as possible for the risk-based 
decision making. A check list is used to determine all the elements of potential risk 
factors are identified and to ensure they are all covered. All the potential risk factors 
will be identified by asking questions such as what can happen, why it happens and 
how it happens. The risk identification processes include internal and external 
sources through brainstorming, inspections, professional consultations, case studies, 
audits and questionnaires. 
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The identified risk will be analyzed and the risk level for each project in the list 
will be determined using several related techniques. The analysis involves ranking 
and prioritizing the risks for each project based on the project’s profile and the risk-
consequences analysis. The risk analysis might use qualitative or quantitative tech-
niques, or a combination of the two, to identify the risk level and the consequences of 
each project. Feasibility studies for all elements in the list will be checked and aim to 
uncover the strengths and weaknesses of the identified risk factors and determine 
whether or not the project will be successful. Once the analysis is done, the best pro-
ject for investment will be selected and monitored. Feedbacks from the decision mak-
ers will be asked for each of the output of all of the risk analysis activities involved to 
ensure all elements or criteria have been met. 

The output or decision point of the decision making process can be categorized 
into three choices or alternatives: hold, proceed (go) or discard (stop) (Strong et al., 
2009). The hold state stipulates waiting for a better time to continue the process; the 
proceed (go) decision point is to proceed with the potential or actual line of business; 
and discard (stop) decision point terminates the process. Feasibility studies on all the 
sources and factors or variables that will affect the project investment need to be  
carried out to eliminate, hedge or mitigate the risk. 

3.2 Types of Risk-Based Decision Making Process 

Decision making process can be divided into two main types: static decision making 
process and dynamic decision making process. These two main types of decision 
making process are related to different investment strategies in the real estate indus-
try: simultaneous strategy or sequential strategy. Simultaneous and sequential invest-
ments are common in the real estate market (Rocha et al., 2007). All decision making 
analysis will involve risk, and what matters is the level of risk involved in each solu-
tion chosen by decision makers. The risks that arise are an inherent implication of 
decision making processes which need to be analyzed carefully, and there is a need 
for a system that can cater for this problem, thus helping decision makers to lower the 
risk or to make wise decisions for every problem they face. 

3.2.1   Static Risk-Based Decision Making Process  
The static decision making process normally corresponds to the simultaneous invest-
ment strategy. It is a now-or-never decision where the two options are represented 
using the circle nodes and the triangle nodes represented the end of process in Figure 
4. All irreversible resources are compromised at once, and are a process that is related 
to investment in the real estate industry. The simultaneous strategy is usually imple-
mented during periods of increased demand and implies lower construction costs but, 
in turn, carries less certain returns. The industry has suffered bitter experiences with 
residential housing developments and mega-entertainment resorts that started simul-
taneously but have generated profits only after five or more years of construction. 
Figure 4 shows the static decision making process.  
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Fig. 4. Static (simultaneous) decision making process (Rocha et al., 2007) 

3.2.2   Dynamic Risk-Based Decision Making Process  
The dynamic decision making process is related to sequential investment strategy, in 
which risks are faced in sequence with relatively smaller increments at every phase of 
the project, but at the expense of relatively higher construction costs. In sequential 
investment strategy, the initial outflow is lower than in simultaneous investment strat-
egy and expected inflows of a previous phase may finance subsequent ones. Dynamic 
decisions arise in many applications including military, medical, management, sports, 
and emergency situations. Dynamic risk prediction is an important process in achiev-
ing optimal decision making when dealing with investments with a limited budget 
plus time and other constraints. The dynamic decision making process for the predic-
tion of risk level is generally related to three managerial flexibilities characteristics 
(information gathering, waiting option and abandon option) as shown by three differ-
ent nodes (circle, square and triangle) of real option methods, as depicted in Figure 5. 
The circle nodes represent the options available for the next steps and the triangle 
nodes represent the end of the process for the particular decision made. The most 
important characteristic related to the dynamic decision making process is the waiting 
option represented in square nodes. 

 

Fig. 5. Dynamic (sequential) decision making process (Rocha et al., 2007) 

The challenge decision maker’s face with is that the characteristics of each option 
are often unknown, especially when dealing with a higher uncertainty of risk factors 
or risk sources. Higher uncertainties of risk sources or risk factors will lead to higher 
probability of unsuccessful investment or consequences of the decision made for 
given options. Owing to the increased complexity of the decision, the uncertainty of 
evaluation also increases. In this situation, decision makers are unable to use precise 
numbers to express their evaluations, although they can still give approximate ranges 
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of evaluations through their knowledge and cognition (Lin, Lee & Ting, 2008). To 
achieve optimal decision making, however, it is important for them to master good 
knowledge of risk analysis, and they need to analyze the risk sources and risk factors 
for the given options. 

3.3 Decision Support Technology for Risk-Based Decision Making Process 

The literature review indicates that there is much work to be done to develop an intel-
ligent decision support system (IDSS) for handling risk-based decision making in 
business operations. Decision support tools help businesses to manage their business 
tasks efficiently and effectively, especially when managers deal with decision making 
processes in their daily routine (Lu, et al., 2007; Niu, Lu & Zhang, 2009). This is 
perhaps the most important concern for the future of risk analysis systems for manag-
ers, since it will promote vital and useful technology that helps decision makers to 
identify the risks involved in making decisions to meet their organization’s goals and 
objectives.  

A combination of tools in an IDSS will make the system more useful to organiza-
tions, especially when dealing with risk analysis. All decision making involves risk, 
and it is the level of risk involved in each chosen solution that matters to decision 
makers. The risks that arise need to be analyzed carefully using a system that helps 
decision makers to lower the risk and make wise decisions. There appears to be gen-
eral agreement that the use of an intelligent agent as one of the artificial intelligence 
mechanisms integrated with decision support system tools will provide an IDSS that 
helps managers to make decisions effectively and efficiently. IDSS is an example of 
decision support technology which is flexible in use. IDSS for real estate investment 
can help real estate investors to make effective cost, fund and market analysis, and 
can assist investors to make scientific decisions. Furthermore, IDSS is reliable and 
can result in a profitable outcome because the factors in the decision support system 
are numerous and a large number of modules and methods are provided to help a 
policy maker analyze problems (Rui et. al., 1996).  

Uncertainty and complexity are common conditions that have led to greater recog-
nition of systemic and holistic approaches to problem solving (Cassaigne & Lorimier, 
2007). Cassaigne and Lorimier have reported on the findings of exploratory research 
into the technical and organizational challenges facing IDSS for nonoperational deci-
sion making and have indicated directions for future research. They believe that due 
to the complexity of nonoperational decisions, it might be necessary for the decision 
maker to involve one or more domain experts to identify the possible characteristics 
of the problem, the decision technique, the possible solutions and their impacts. IDSS 
“would combine the knowledge-based reasoning method with formal methods of 
decision analysis” (Holtzman, 1999, cited in Cassaigne & Lorimier, 2007). Thus, the 
integration of different methods with decision support tools to solve uncertainties of 
risk factors should be applied to achieve the optimal decision. This is possible when 
dealing with semi-structured problems.  

The literature also notes current developments in the field of decision support tech-
nology use for risk analysis. Most research efforts reported in popular journals or 
databases have tried to fulfill the need to develop IDSS for structured types of deci-
sions to solve the daily routine activities of an organization. The systems related to 
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IDSS proposed by other researchers have focused more on how daily problems are 
solved in industry. For instance, Delen and Pratt (2006) developed an integrated IDSS 
for manufacturing systems that is capable of providing and independent model repre-
sentation concept. They believe that managers need to integrate intelligent informa-
tion systems that are capable of supporting them throughout the decision making life-
cycle, which starts with structuring a problem from a given set of symptoms and ends 
with providing the information needed to make the decision. They also report on a 
collaborative research effort, the aim of which has been to fill this need by developing 
novel concepts and demonstrating the viability of these concepts within an  
advanced modeling environment.  

According to Mora et al. (2007), research on how to design, build and implement 
IDSS from a more structured and software engineering/systems engineering perspec-
tive in absent in the entire research period from 1980–2004. They used an existing 
conceptual framework to assess the capabilities and limitations of the IDSS concept, 
and through a conceptual meta-analysis research of the Decision Support System 
(DSS) and artificial intelligence (AI) literature from 1980 to 2004, they developed a 
strategic assessment of the initial proposal called Capability Assessment Framework 
for decision making support system (DMSS). This framework identifies three dimen-
sions as core structural components: the user-interface capability dimension (UICD); 
the data, information and knowledge-representation capability dimension (DIKCD); 
and the processing-capability dimension (PCD). They discovered that the DMSS 
community focused on the decision making process rather than on the development of 
a specific AI mechanism. Most of the decision support technologies developed have 
been integrated with intelligent agent to make the software system more useful and 
beneficial to users. 

4 Risk Sources and Risk Factors in the Real Estate Industry 

This section explains the five main categories of risk sources and risk factors for in-
vestment in the real estate industry, namely financial risk, economic risk, scheduled 
risk, policy risk, and technical risk and others. Each of these risk sources has its own 
risk factors as a sub element. The next part of this section discusses the risk factors 
based on the stages of real estate investment.  

4.1 Financial Risk 

Financial risk refers to the uncertainty of profits which originate from the process of 
financing, money allocation and transfer, and interest payments as financial aspects of 
a project. The financial risk consists of three sub-categories of risk factors: policy, 
engineering and market. The value of financial risk will normally be decreased because 
of the high rates of return in a short period of time that allow investors who have suffi-
cient budget and capital to engage in investment in the real estate industry. Some in-
vestors acquire their capital for investment through mortgages, either from a bank or an 
organization; however, since this involves high cost and high capital, and properties 
are not easily sold, the risk level for the real estate investment will be very high. Over 
the past decade, real estate has become a hot investment area, but real estate projects 
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are characterized by high risk, high return and long cycles, which require that real es-
tate investors carefully research each project to maximize the return and minimize the 
risk. Risk analysis using scientific methods and tools to understand the risk situation 
thoroughly is therefore essential when making decisions on investment  
(Yu & Xuan, 2010).  

According to Zhi and Qing (2009), financial risk includes own fund risk, bank loan 
risk, shares risk and financial structure risk. Financial risk analysis is the core of real 
estate investment risk analysis and will directly determine the decision making  
concerning the investment.  

Real estate industry business processes include managing, buying and selling prop-
erties, rental services for properties, and advertising properties for sale or rent. Buying 
and selling properties involves high project costs or investment and careful considera-
tion needs to be given to any transaction. Even though investment in the real estate 
industry incurs high cost and slow liquidity, it offers more value and a higher rate 
return on investment in a short period of time (Zhou, Wang & Li, 2010). The value of 
financial risk can be minimized with rises in the price and value of the property over 
time, especially when the property is located in an area which is still in a development 
phase. For example, if public transport or other amenities such as a children’s play-
ground or park, community centres, or schools are still in the development phase, the 
value of the property will increase once these facilities are completed. Property prices 
are also affected by many other factors, such as interest rate, land supply and inflation 
rate (Hui, Yu & Ip, 2010).  

Real estate investment is subject to high risk because it is heavily dependent on 
bank loans, and the risks involved can be traced back to the asset security of bank 
loans (Xiaozhuang, 2008). Financial risk can also be mitigated by analysing the real 
estate portfolio, based on the financial requirements of the real estate investment  
(Wu et al., 2009).  

According to Saleem and Vaihekoski (2008), currency risk can have very impor-
tant implications for portfolio management, the cost of capital of a firm, and asset 
pricing, as well as currency hedging strategies, as any source of risk which is not 
compensated for in terms of expected returns should be hedged. Real estate invest-
ment is speculative and its return and risk are influenced by many factors, such as the 
natural environment, the socio-economic environment, the market, and enterprise 
purchasing capability (Liu, 2007).  

4.2 Economic Risk 

Economic risk includes regional development risk, market supply and demand risk, 
and inflation risk (Zhi and Qing, 2009). Li and Suo (2009) define economic risk fac-
tors as consisting of the sales cycle, industry competitiveness, economic operation, 
exchange rate and interest rate. Sun et al. (2008) propose a model based on general 
relationships among significant elements of dynamic risk prediction for real estate 
franchisors in the real estate industry using the real option method. One of the risk 
sources proposed in the model is economic risk, which includes finance, financing, 
market requirement and land price. 
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4.3 Scheduled Risk 

Scheduled risk affects the degree of risk for the given alternatives (Sun et al., 2008). 
Real estate investment is normally related to capital risk and liquidity risk. Investors 
must have the knowledge to understand and manage these factors in the real estate 
industry. The list of projects for an investment need to be analyzed and priority is 
given to the most beneficial project according to the available budget and time.  
Liquidity risk is related to scheduled risk because both of these risk sources are  
dependent on time series. 

Yu and Xuan (2010) define scheduled risk as the delay of part of the whole project 
process, or even the entire project, which is often accompanied by an increase in cost. 
The Critical Path method based on Work Breakdown Structure (WBS) is the most 
commonly-used methodology for scheduled risk.  

4.4 Policy Risk 

Policy risk refers to uncontrollable elements which can cause great harm as a source 
of risk in real estate development, even though there is only a small likelihood of their 
occurrence (Yu & Xuan, 2010). Jin (2010) highlights policy environment risk as the 
lifecycle risk impact factors of a real estate project. Organization policy and industrial 
policy are also examples of the variables or factors that might affect the result of risk 
analysis (Sun et al., 2008). Zhi and Qing (2009) define policy risk as including mone-
tary policy risk, industrial policy risk, land policy risk, housing policy risk, tax policy 
risk, and town planning risk. Li and Suo (2009) point out that policy factors consist of 
environmental policy, tax policy, financial policy, and industrial policy. 

4.5 Technical Risk and Others 

Technical risk refers to the harm and danger caused by technical deficiencies or de-
fects (Yu and Xuan, 2010), and tendering management, design change and project 
construction are the source of risk factors for technical risk (Sun et al., 2008). Leifer 
et al. (2000, cited in Strong et al., 2009), define three major dimensions of uncertainty 
that are relevant for all innovation development projects targeting new lines of  
business: technological, market organizational, and resource uncertainties.  

Other risk factors include political risk, construction risk, location factors, and set-
tlement risk. Sun et al. (2008) propose political risk as a major source of risk. Risk 
factors for political risk include industrial policy, housing and regulation reform, and 
social risk: city planning, zone development and public interference. 

Zhi and Qing (2009) describe construction risk as the first-level index, other than 
financial, policy and economic risk that should be selected for risk evaluation after 
investigating residential real estate markets. Construction risk includes nature condi-
tion risk, the risk of project delays, project quality risk, development cost risk and 
construction claim risk. 

Li and Suo (2009) highlight two other main risk factors for real estate investment: 
the location factor, and settlement risks: sales return sum, settlement ability, settle-
ment period. Moreover, Yu and Xuan (2010) suggest that another source of risk is 
management risk; that is, risks that originate from errors or changes in management, 
or that are linked to how a project is organized, managed and implemented. Xiaobing 
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and Haitao (2009) state that the risk indicators for the early stage of real estate pro-
jects includes purchasing land risks, removing and resettlement risks, survey risks, 
design risks, financing risks, bidding risks, contract risks and approval risks. Based on 
the review of literature, Table 1 depicts the risk factors that will affect risk analysis 
for investment in the real estate industry. 

Table 1. A summary of risk factors that will affect the risk analysis for investment in the real 
estate industry 

Risk Analysis Factors 
Sociological risk Technical risk 
Organizational policy risk Economic risk 
Contractual risk Behavioral risk 
Types of user (decision makers) Organizational risk 
Goals and objectives of decision maker Scheduled risk 
Political risk Currency risk 
Social risk Technological risk 
Financial risk Policy risk 
Market organizational risk Resource uncertainties risk 
Construction risk Psychological risk 
Regulatory risk  Natural environment risk 
Socio economic environment risk Market risk  
Enterprise purchasing capability risk Nature condition risk 
Location factor risk Settlement risk 
Management risk Purchasing land risk 
Removing and resettlement risk Survey risk 
Design risk Bidding risk 
Contract risk Approval risk 

4.6 Risk Factors Based on Stages of Real Estate Investment 

Li et al. (2009) divided risk factors into four stages of real estate project investment. 
1) Risk factors during the investment decision process: development opportunity risk, 
risk of regional economic environment, risk of regional social environment and risk of 
project positioning. 2) Risk factors during the process of obtaining land: risk of mar-
ket supply and demand, risk of development cost, risk of financing and risk of levy 
land and remove. 3) Risk factors during the construction process: risk of project  
quality, risk of project duration, risk of development cost, risk of contracting, risk of 
project technology, risk of construction claim, risk of natural conditions and risk of 
contract mode. 4) Risk factors during the rent and sale management process: risk  
of marketing opportunity, risk of sales planning, risk of operating contract and risk of 
natural disasters or other contingencies. 

Jin (2010) illustrates the lifecycle risk impact factors according to the different 
stages of a real estate project as follows. 1) The risk in the investment decision stage,  
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including: policy environment risk, investment opportunity choice risk and invest-
ment property type choice risk. 2) The risk in the land acquisition stage, including: 
land price change risk, land idle risk, levy land and dismantle risk and raise funds 
risk. 3) The risk in the construction stage, including: inviting public bidding mode 
risk, contract way risk, contract bargain risk, quality risk, schedule delay risk, devel-
opment cost risk, construction safe risk and construction claim risk. 4) The risk in the 
lease and sale stage, including: lease and sale opportunity risk, lease and sale contract 
risk. 5) The risk in the property operation stage, including: natural disaster risk and 
contingency risk. 

5 Risk-Based Decision Making Techniques for Real Estate 
Project Investment 

Investment in the real estate industry in emerging economies demonstrates tight work-
ing capital, low liquidity, slow payback, high sunk cost, capital intensive outflows 
that are not immediately recovered, enduring uncertainties about demand, price/m2, 
land costs, and short to medium construction times. It is very important for investors 
to have an approach or technique to analyze the real estate project investment to 
minimize the uncertainty or risks that will affect their profits and margins (Rocha et 
al., 2007; Sun et al., 2008). This section will explain some of the risk-based decision 
making techniques for investment in the real estate industry, which are divided into 
three categories, namely, quantitative, qualitative and hybrid technique.  

5.1 Quantitative RBDM Technique 

Quantitative technique refers to the analysis of variables or elements that can be 
measured using either discrete or continuous numerical data involving statistical data 
analysis. Some examples of quantitative RBDM techniques for investment in the real 
estate industry include Beta, Projection Pursuit model based on Particle Swarm Opti-
mization (PSO), condition value-at-risk (CVaR), Maximal Overlap Discreet Wavelet 
Transform (MODWT), Markowitz’s Portfolio Analysis, Regression Analysis,  
Statistical Stepwise Regression Analysis and Neural Network Sensitivity Analysis. 

5.1.1   Beta 
Beta is a risk measurement for systematic risk (Li & Huang, 2008). Beta measures the 
degree of co-movement between the asset’s return and the return on the market port-
folio. In other words, beta quantifies the systematic risk of an asset (Xiong et al., 
2005).The systematic risk, as denoted by βi, is a measure of the slope of a regression 
line between the expected return on the ith security (Ri) and the return on the market 
portfolio (Rm) such as Standard and Poor’s 500 (S&P 500 cited in Lee & Jang, 2007) 
and Stock Index and New York Stock Exchange (NYSE) Index. Mathematically, the 
beta (βi) is expressed as 

                                         Ri = β0 + βiRm+ei.                                                         (3) 

Based on the formula given above, an asset with a higher beta should have a higher 
risk than an asset with a lower beta (Tang & Shum, 2003). 
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5.1.2   Projection Pursuit Model Based on Particle Swarm Optimization (PSO) 
The Projection Pursuit model based on Particle Swarm Optimization (PSO) is used to 
process and analyze high dimensional data, especially non-linear and non-state high-
dimensional data. PSO can be used to solve a large number of non-linear, non-
differentiable and complex multi-peak optimization problems and has been widely 
used in science and engineering. The Projection Pursuit model can make exploratory 
analysis and is also referred to as the deterministic analysis method (Shujing & Shan, 
2010). Modeling steps for the Projection Pursuit Model are as follows: Investment 
risk assessment program of the normalized values; Projection index structure  
function; Optimized projection target function; Scheme selection. 

5.1.3   Condition Value-at-Risk (CVaR) 
A dynamic condition value-at-risk (CVaR) technique is one of the new tools of risk 
measurement for studying investment in real estate. This technique was proposed by 
Rockafellar and Uryasev as cited in Meng et al. (2007) and has many good properties, 
such as being computable, convex and more efficient than the Markowitz value-at-
risk technique for portfolio investment.  

5.1.4   Maximal Overlap Discreet Wavelet Transform (MODWT) 
Maximal Overlap Discreet Wavelet Transform (MODWT) provides a natural plat-
form for investigating the beta or systematic risk behavior at different time horizons 
without losing any information (Xiong et al., 2005). They proposed this method to 
decompose a time series of any length into different timescales and listed the advan-
tages of MODWT over the Discreet Wavelet Transform (DWT) as follows: 1) The 
MODWT can handle any sample size, while the Jth order DWT restricts the sample 
size to a multiple of 2J; 2) The detail and smooth coefficients of a MODWT multi-
resolution analysis are associated with zero-phase filters; 3) The MODWT is invariant 
to circularly shifting the original time series; 4) The MODWT wavelet variance  
estimator is asymptotically more efficient than the same estimator based on the DWT. 

5.1.5   Markowitz’s Portfolio Analysis and Regression Analysis  
Lin and Chen (2008) carried out a study on the identification of default risk as a sys-
tematic risk based on Chinese stock markets using two analyses, namely portfolio 
analysis and regression analysis to check whether default risk is systematic and to 
discover the relationship between the expected return and the default risk. Regression 
analysis was used to examine whether default risk is systematic in the Chinese stock 
market. They determined that default risk is not a systematic risk factor of the Chinese 
stock market; however, these two analyses can be used to analyze and identify the 
systematic risk for investment in an industry.  

5.1.6   Statistical Stepwise Regression Analysis and Neural Network Sensitivity  
Analysis  

Based on the research study by Wang, Hsiao and Fu (2000) exploring the relationship 
between a firm’s systematic risk and its long-term investment activities, the results of 
these techniques show that systematic risk is reduced for investment activities in the 
fibre industry. For the electronic industry, however, the systematic risk is higher, as 
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firms increase their long-term investment ratio. Companies with a higher portion of 
long term investment in assets will show a more significant difference. They use step-
wise regression analysis to explore the impact of independent variables on systematic 
risk and neural network sensitivity analysis to analyze the non-linear relationship be-
tween a firm’s systematic risk and its long-term investment activities. Their findings 
indicate that if an industry is somewhat mature and does not have many investment 
opportunities, the long-term investments in the industry are more diversified. 

5.2 Qualitative RBDM Technique 

Qualitative technique is a method for analyzing variables or elements that cannot be 
measured using numerical data; these variables or elements will instead be given a 
category such as low, medium or high. Some examples of qualitative RBDM tech-
niques for investment in the real estate industry include the fuzzy comprehensive 
valuation method and variable precision rough set (VPRS) technique. 

5.2.1   Fuzzy Comprehensive Valuation Method  
The fuzzy comprehensive valuation method is used to evaluate the risk degree of a 
real estate project. Jin (2010) applied this method for comprehensive risk evaluation 
which would be beneficial and practical for the real estate projects lifecycle. Fuzzy 
comprehensive valuation is also used to estimate the lifecycle of the project’s identi-
fied risk factors to confirm the risk level (highest risk, higher risk, general risk, lower 
risk, low risk), the first class index evaluation and index weight of all classes. The 
results of the paper shows that the total risk of each stage of a real estate project re-
duces gradually with the development of real estate projects, and the risk of same 
stage reduces gradually with the development of real estate projects. This would pro-
vide a foundation data to dynamic deal scheme decision for risk for real estate pro-
jects. This technique has also been used to obtain the value of the risk of real estate 
investment and has significance in theory and practice for investment risk analysis  
(Li & Suo, 2009). 

5.2.2   Variable Precision Rough Set (VPRS)  
Xie et al. (2010) designed an adaptive algorithm for dynamic risk analysis in a petro-
leum project investment based on a variable precision rough set (VPRS) technique. 
Their intention was to develop a risk ranking technique to measure the degree of risk 
for individual projects in a portfolio for which experts are invited to identify risk indi-
ces and support decision makers in evaluating the risk exposure (RE) of individual 
projects. Their investigation includes the definition of multiple risks involved in any 
petroleum project investment using multi-objective programming to obtain the optimal 
selection of projects with minimum risk exposure. The significance of risk indices is 
then assigned to each of the corresponding multi-objective functions as a weight. 

5.3 Hybrid RBDM Technique 

In order to provide a comprehensive evaluation of risk analysis, the combinations of 
qualitative and quantitative techniques have been useful for generating better  
decisions and takes into account all possible uncertainty factors.  
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5.3.1   Radial Basis Function Neural Network  
Radial Basis Function (RBF) Neural Network is an example of an evaluation model 
for development risk in the real estate industry. RBFs are embedded in a two-layer 
feed-forward neural network; the input into an RBF neural network is nonlinear while 
the output is linear. The RBF neural network consists of one hidden layer of basic 
functions, or neurons and the chosen RBF is usually a Gaussian. At the input of each 
neuron, the distance between the neuron’s centre and the input vector is calculated. 
The output of the neuron is then formed by applying the basis function to this dis-
tance. The RBF network output is formed by a weighted sum of the neuron outputs 
and the unity bias shown. It empirical analysis shows that the evaluation model is 
characterized as good data approximation, with high stability and normalization. RBF 
neural network has the advantage of automatically defining the initial weights and 
reducing the influence of overlay depending on the experience and knowledge of 
experts (Zhi & Qing, 2009).  

5.3.2   Support Vector Machine 
The SVM modelling approach has been proposed by Li et. al. (2009) to predict risk 
for real estate investment. Firstly, the merits of the structural risk minimization prin-
ciple and the small study sample and non-linear case are used to analyze the risk fac-
tors during the investment stage in real estate projects. A model based on SVM in real 
estate investment risk is then built up. SVM learning training samples are usually 
based on a project proposal, project feasibility study report, project evaluation reports 
and other information.  

According to Tao and Yajuan (2010), the main idea of SVM is to transform the in-
put space into a higher dimension space with the nonlinear transformation of inner 
product function definition, then seeking out the nonlinear relation of the input vari-
ables and output variables in the higher dimension. They agreed that SVM can solve 
such problems as small samples, nonlinear case and higher dimensions, and that it 
provides a global optimal solution since SVM is a convex quadratic programming 
problem.  

5.3.3   Analytic Hierarchy Process  
AHP is a multi-criteria decision analysis technique that is commonly used for risk 
analysis. It aims to choose from a number of alternatives based on how well these 
alternatives rate against a chosen set of qualitative as well as quantitative criteria 
(Saaty & Vargas, 1994; Schniederjans, Hamaker & Schniederjans, 2005, cited in An-
gelou & Economides 2009). AHP has also been employed to determine the  
weight of every index to deal with the uncertainty of the risk analysis of real estate 
investment (Li & Suo, 2009). 

5.3.4   Real Option Method  
The application of a real option method seeks to examine the changes in uncertainty 
that will affect the optimal timing for investment. There are three managerial flexibil-
ity criteria of the real option method that influence optimal timing: information  
gathering, waiting option and abandon option (Rocha et al., 2007).  

Wong (2007) examines the effect of uncertainty on investment timing in a canoni-
cal real options model. His study shows that the critical value of a project that triggers 
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the exercise of the investment options exhibits a U-shaped pattern against the  
volatility of the project. It is found that there is a positive relationship between the 
risk factor and return factor when the volatility of the project increases. 

According to Xie et al. (2010), a related factor that makes the timing of a project 
crucial is the irreversibility of the investments because, for example, the sunk cost 
cannot be recovered even if market conditions change adversely. One way to avoid 
regret for irreversible investments under uncertainty is to ‘wait and see what happens’.  

There are other RBDM techniques, not discussed here, which can be applied in the 
real estate industry, but this chapter focuses on the RBDM framework. Each tech-
nique has its own limitations and benefits because decision makers must have the 
knowledge of how to apply the particular technique when making decisions. Decision 
makers need to choose the best technique to suit their problem solving situation. 

6 Issues and Challenges of Risk-Based Decision Making  

The issues and challenges of RBDM need more consideration and would be a relevant 
focus for future research. The risk analysis of investment in real estate projects refers 
to the overall consideration of the risk attributes, the target of risk analysis and the risk 
bearing capability of risk subjects on the basis of investment risk identification and 
estimation, which determine the degree of influence of investment risks on the system 
(Xiu & Guo, 2009). There are several methodologies or techniques proposed by other 
researchers to evaluate, analyze, assess or predict the risk. Some of these are the Monte 
Carlo method, fuzzy set theory (Sun et al., 2008), Markowitz, fuzzy-analytical hierar-
chy process (F-AHP), a real option method (Rocha et al., 2007), and a hidden Markov 
model. There are a number of issues related to these methods or models. The first is 
that they have different characteristics, advantages and limitations when applied in 
different fields (Sun et al., 2008; Lander & Pinches 1998, cited in Rocha et al., 2007). 
For example, real option methodology has problems in the practical implementation of 
risk analysis, such as lack of mathematical skills, restrictive modelling assumptions, 
increasing complexity and limited power to predict investment in competitive markets 
(Lander & Pinches, 1998 cited in Rocha et al., 2007). 

Availability of high quality data is the second issue for RBDM. Zeng, An and 
Smith (2007) believe that high quality data are a prerequisite for the effective applica-
tion of sophisticated quantitative techniques. They therefore suggest that it is essential 
to develop new risk analysis methods to identify major factors, and to assess the asso-
ciated risks in an acceptable way in various environments in which such mature tools 
cannot be effectively and efficiently applied.  

The third issue is that real estate investment risk evaluation is a complex decision 
making problem with multiple factors and multiple targets (Zhou, Zhang and Li, 
2008). The majority of existing real estate investment risk evaluations give priority to 
single-goal decision making, use single indices such as the maximum expectation, the 
largest variance, the minimum standard deviation rate to evaluate the real estate in-
vestment. These evaluating methods are easy to understand, but they cannot compre-
hensively evaluate the quality of an overall program. There are also those who use 
Multi-element Analysis Model (MAM) for real estate investment risk evaluation. The 
traditional MAM is based on the assumption that the whole of the distribution is  
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subject to the normal distribution, yet the whole distribution of a real estate invest-
ment program is uncertain; thus, it is imprecise to use MAM for real estate investment 
risk analysis. Furthermore, many evaluation programs or models involve many 
evaluation indices, such that the dimensions are different and the weights are difficult 
to determine, and there are therefore difficulties in the practical application.  

The fourth issue is related to incomplete risk data availability. In decision making, 
the correct methodology is important to ensure that the right decision is made, and 
that it will be beneficial to investors, users or agents. More formal methodology is 
thus necessary in decision making processes (Hussain et al., 2007; Zeng, An & Smith, 
2007). Formal methodologies are needed to make sure that any decision can be as-
sessed effectively and efficiently. Many risk analysis techniques currently used in the 
UK construction industry are comparatively mature, such as Fault Tree Analysis, 
Event Tree Analysis, Monte Carlo Analysis, Scenario Planning, Sensitivity Analysis, 
Failure Mode and Effects Analysis, Programme Evaluation and Review Technique 
(Zeng, An & Smith, 2007). In many circumstances, however, the application of these 
tools may not give satisfactory results due to the incompleteness of risk data.  

The fifth issue is the need for an effective and efficient technique. New risk analy-
sis methods to identify major factors and to assess the associated risks in an accept-
able way in various environments are needed, as older tools cannot be effectively and 
efficiently applied.  

The sixth issue is the non scientific method proposed. The methods of risk analysis 
which have been used by domestic real estate developers so far, such as risk survey, 
break-even analysis and sensitivity analysis, are based on the discounted cash flow 
and net present value (NPV). These methods are far from scientific and easily lead to 
faults, and furthermore, to the severe consequences of failure (Yu & Xuan, 2010). 

7 Summary 

This chapter suggests a risk-based decision making framework that is applicable for 
investment in the real estate industry. Risk-based decision making is an important 
area of focus in real estate investment, which involves high risk and high cost. Risk 
with high uncertainties will lead to the occurrence of a higher percentage of probabili-
ties and consequences. The uncertainties of a number of risk factors and risk sources 
contribute to the level of dynamic risk prediction, which is dependent on what takes 
place from the initial investment to the later stages of the real estate development. 

The decision support technology review for the framework indicates that there is 
much work to be done to develop an intelligent decision support system that can be 
used for handling risk-based decision making in business operations, or as a tool for 
businesses managing their business tasks, particularly when they deal with decision 
making processes in their daily routine as a manager. This is perhaps the most impor-
tant concern for the future of an information system related to risk analysis or risk 
aggregation for managers who deal with decision making processes, because it will 
promote vital and useful technology to help decision makers identify the risk involved 
in making certain decisions to meet an organization’s goals and objectives. Thus, it is 
vital to explore a new technique for risk analysis using decision support technology 
such as Intelligent Decision Support System for investment in the real estate industry. 
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Abstract. Due to the complex market and business environment, undesirable 
disruptions in logistics can affect enterprises and weaken its business strength. 
Risk Management has become the key in avoiding business losses. Logistics in-
terruption can come from an unforeseen exogenous event such as an earthquake 
or from an endogenous event, like the Toyota Quality recalls in 2010 that inter-
rupted enterprise logistic operations and degraded its performance (Trkman & 
McCormack, 2009). In this chapter, the risk management in logistics is studied 
from the process flow perspective. The topics discussed consist of logistics 
processes, risk management strategy, risk management process in logistic, and 
enterprise performance evaluation. Several risk management theories and 
framework from the literature are presented in the chapter.  The aim is to pro-
vide valuable insights for enterprises through understanding the essential risk 
management concepts in logistics. 

Keywords: Risk management, Logistics, Risk drivers, Vulnerability, Risk  
preference, Mitigation, Consequence/probability matrix. 

1 Introduction 

Due to the complex market and business environment, the increasing globalization 
resulted in a complex logistics network. To adapt this complexity, logistics has pro-
vided more services, such as vendor managed inventory (VMI) and cross-docking 
warehouse distribution as a business strategy. At the same time, undesirable disrup-
tions in logistics affect enterprises and weaken its business strength. For example, the 
2010 Iceland volcano eruption disrupted flight schedules; other factor such as wage 
increase may force manufacturing plants to relocate.  

Logistics is a process linking the activities of product manufacturing from suppli-
ers to customers. The Journal of Logistics Managements (1998) defined logistics as 
the “process of planning, implementing, and controlling the efficient and effective 
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flow of storage goods, services, and related information from the point of origin to the 
point of consumption for the purpose of conforming to customer requirements”. From 
the perspective of the logistics function, logistics is managing the physical delivery 
and storage in an efficient way to fulfil enterprise business requirements.  

According to the Council of Supply Chain Management, logistics management 
should aim to achieve seven goals: deliver the right product to the right place at the 
right time with the right quantity and at the right quality and at the right price to the 
right customer. It is not easy to coordinate all the seven goals for all internal units and 
external partners. Therefore, to comply with all these goals, a global business must 
rely upon the collaboration of both the upstream and downstream partners. 

Managing logistics in an effective and efficient manner has become a business 
strategy to sustain enterprise development. Loutenço (2005) stated that “the key to 
successful logistics management requires heavy emphasis on integration of activities, 
cooperation, coordination and information sharing throughout the entire supply chain, 
from suppliers to customers”. In terms of information sharing, incessant enhancement 
of information technology has supported the logistics management on data exchange 
and communication across the entire process flow, such as the application of bar code 
and radio-frequency identification (RFID), point of sale (POS); electronic data inter-
change (EDI), virtual private network (VPN), and the enterprise resource planning 
(ERP) system. This not only reduces the complexity of physical process flow, but also 
lowers the uncertainties in the supply chain. 

Even so, no logistic system can avoid being affected by the uncertainty of a risk at-
tack. To compete in the low profit margin market, the company must sustain opera-
tion performance in all circumstances. The following sections discuss the logistics 
processes, the risk management strategy, the risk management process in logistics, 
and the enterprise performance evaluation.   

2 Scope 

Logistics play an important role in sustaining business competency through process 
efficiency improvement. Logistics link the internal functions and collaborate with the 
upstream and downstream partners to achieve synergistic result. Logistics manage-
ment is adaptive to global networking (Nilsson & Waidringer, 2005) in order to meet 
market demand, provide prompt services and manage logistics effectively.  

Due to the influence of risks in logistics performance, implementing risk manage-
ment has been a critical issue recently. Risk management strategy can be viewed from 
the mitigation strategy approach and the contingency strategy.  Mitigation strategy 
means taking pre-actions to avoid or lower the likelihood of a risk, whereas contin-
gency strategy pertains to post-actions taken to handle damage in a quick and short 
time with minimal expense. This chapter focuses on mitigation strategy to set out risk 
management processes.   

2.1 Logistics Processes  

Logistics systems and management are diverse from one industry to another. No sin-
gle type of logistics management can fit into all types of industries. There are two 
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kinds of process flows in the logistic chains: the physical flow and the information 
flow. The physical flow carries the raw materials from the suppliers, transforms it into 
finished products, and then delivers the products to the customers. Nowadays, infor-
mation technology helps in the collection of data from each node of logistics in a 
speedy and timely manner in order to support a complex global delivery network. The 
logistics network of physical and information flow is illustrated in Figure 1. 
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Fig. 1. Physical and information flows in logistics network. (Bowersox et al. 2005). 

2.1.1   Physical Flow  
Physical flow carries the materials from suppliers and delivers the final products to the 
customers. Mentzer (2008) classified the physical flow of logistics management func-
tions into seven elements as listed in Table 1. Each function collaborates with other  
functions in an efficient manner to move products to the customers in accordance with 
the seven goals. 

Table 1. A summary of logistics management functions ( Mentzer, et al. 2008) 

Transportation management Network design (inbound and outbound), 3PL/4PL management, 

commercial tariff/regulation control, vehicle routing 

Warehousing management Location selection, design, management, shelf system and 

bounded warehouse 

Material handling management Product packing, labeling, picking system, delivery scheduling, 

dispatching and cross-docking management 

Inventory management FIFO, strategic inventory control, JIT, VMI, consignment and 

total inventory cost control 

Order management and 

fulfillment 

Ordering system, data mining and documents exchange 

Procurement Supplier management, cost negotiation and sourcing  

Customer Service Customer satisfaction, delivery scheduling and data mining 
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The logistics chains include many activities and involve different partners in the chain. 
Autry et al. (2008) defined the activities in the pipeline of logistics, including the material 
moving processes and management control network. Currently, the global business envi-
ronment and the diversity of market demand on product design encourage enterprises to 
provide more services at local markets that result in a complex logistics network as well 
as adding more processes in the chains. There are three complexities- product, network, 
and process - which result in the difficulty of controlling logistic activities (Hofer & 
Knemeyer, 2009). In addition, the information flow consists of all the activities from the 
business plan to the front-end data collection. Many advanced information technologies 
have been developed to reduce the complexities in logistics flows.  

2.1.2   Information Flow 
Information is important in every business and organization, and it can be generated from 
any form of data such as market survey, production figures and shipment details. How-
ever, the contribution of information is in its value to the enterprise, and not in the vol-
ume of information.  Each enterprise uses information technology at different levels, 
such as the EDI system which is implemented to reduce order cycle time and inventory 
(Willersdorf, 2007) or collaborative planning, forecasting and replenishment (CPFR) is 
used to improve forecast accuracy and to enhance collaboration with partners.  

In logistics flow, besides involving many functions and activities, it also exchanges 
numerous data that need to be collected systematically and compiled in order to ob-
tain valuable information for management decision-making. From the logistics proc-
ess flow perspective, data are exchanged in three levels: daily operational processes, 
managerial control, and business planning.  

 Daily Operation: the data collection starts from receiving the customer PO up to 
the delivery of products to the customers. 
 Managerial Control: includes inventory stock monitoring, material In/Out,  

transportation scheduling and document exchange. 
 Planning: integrates data from operation and processes based on business strategy 

and market status for planning. 

In addition to information consolidation, information sharing among each node in the 
chain has been identified as a support to inventory control and to reduce the bullwhip 
effect. Nevertheless, both physical flow and information flow should move from one 
node to another efficiently. Any disruption may break the process flow or lower the 
performance of the logistics system.  

2.2 Risk Management 

Recently, risk management has been widely discussed. Many disturbances have been 
found in daily operations. Examples of disturbances are earthquakes, Iceland’s volcano 
eruption, labour wage increase in China, BP oil leakage, and so on. Each disturbance 
may affect business operations and result in the adjustment of the logistics system. 

The impact of accidental events can be controlled if the enterprise has a plan already 
in place. In general, risk management can be classified into two approaches. One is miti-
gation strategy and another is contingency strategy. Husdal (2008) illustrated the rela-
tionship of mitigation and contingency strategy in Figure 2. Mitigation action manages 
the risk sources while contingency action handles the consequences of a risk. 
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Fig. 2. Risk Mitigation and Contingency strategies. (Husdal, 2008). 

In order to minimize the impact of uncertain events, enterprises should be prepared 
in responding to potential risks, and to take action to decrease the likelihood of dis-
ruption or reduce the level of impact when risk is unavoidable. When an enterprise is 
being attacked by a risk, how well the enterprise can resume its normal operation 
quickly and minimize its losses relies on a well designed contingency strategy. 

2.2.1   Mitigation Strategy 
Mitigation strategy is a set of plans to act against uncertain events prior to its occur-
rence. The purpose is either to prevent disturbance or to reduce the impact when it 
occurs. A mitigation strategy should tailor specific disturbances or threats, and it is 
expected that certain costs would be incurred in order to avoid disruption or lower 
losses. In addition, the costs and benefits of a mitigation strategy should be assessed 
before any decision is made. Moreover, the trade-off between strategies is another 
factor that needs to be assessed during the decision processes. 

In enterprise risk management (ERM), there are some principle approaches that 
have been adopted in mitigation strategy which can also be applied in logistics man-
agement processes. The Committee of Sponsoring Organizations (COSC) provides 
guidance in response to a risk attack; it encompasses four approaches as shown below: 

 Accept => monitor 
 Avoid => eliminate (get out of situation) 
 Reduce => institute controls 
 Share => partner with someone 

The above four approaches are set in a general direction, but the right mitigation strat-
egy should be tailored to a specific risk. Chopra and Sodhi (2004) identified the 
source of threats in the supply chain, assessed the vulnerabilities by a stress test, and 
then defined the seven mitigation approaches and the tailored strategies. Other  
mitigation strategies have been identified by Tang (2006) and Faisal (2006) and so on.  

A clear and comprehensive risk identification plan should be considered in devel-
oping an appropriate mitigation strategy that minimizes the impact of a risk. Another 
factor that could affect the mitigation strategy is the enterprise business strategy deci-
sion. Companies set forth their business competition strategy to win the market by 
selecting the best mitigation strategy.   

Identifying and mitigating risks is a pre-requisite for an enterprise to reduce the 
impacts of risk. Pettit et al. (2010) demonstrated a zone of resilience composed of 
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supply chain capability and vulnerability (see Figure 3). A company should aim to 
balance its portfolio of capabilities to match the pattern of vulnerabilities. The less 
vulnerable the system is, the lower the likelihood of being attacked by risk. 
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Fig. 3. Zone of Resilience (Pettit et al., 2010) 

Table 2. Definition of Contingency plan (Department of Health and Human Services-US) 

The National 
Institute of Standards 
and Technology 
(NIST) 

As management policies and 
procedures designed to maintain or 
restore business operations, including 
computer operations, possibly at an 
alternate location, in the event of 
emergency, system failure, or disaster.

The Information 
Technology 
Infrastructure 
Library (ITIL)  

As a series of processes that focus 
only upon the recovery processes, 
principally in response to physical 
disaster, that are contained within 
business continuity management 
(BCM). 

The Department of 
Health and Human 
Services (HHS) 
Enterprise 
Performance Life 
Cycle (EPLC) 

As the strategy and organized course 
of action that is to be taken if things 
don’t go as planned or if there is a 
loss in the established business 
product or system due to disasters 
such as a flood, fire, computer virus, 
or major failure. 

-Business Continuity 
Plan, 

-Business Recovery Plan, 
-Continuity of 
Operations Plan, 

-Continuity of Support 
Plan, 

-Crisis Communications 
Plan, 

-Cyber Incident 
Response Plan, 

-Disaster Recovery Plan, 
-Occupant Emergency 
Plan, 

 

 

2.2.2   Contingency Strategy  
Contingency strategy aims to respond to disruption rapidly and also to conduct recov-
ery quickly with minimum expenses. Setting up a contingency plan is an essential  
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policy to manage natural disasters in government institutions. Many organizations 
have defined its contingency plan for multiple purposes, and use different terms for 
the recovery processes (see Table 2). 

The contingency strategy can be an extension of the mitigation strategy plan. A good 
mitigation strategy plan should be able to either reduce the likelihood of an event or to 
reduce the costs of contingency actions. This chapter focuses on mitigation strategy, and 
the processes of risk mitigation management are discussed in the following sections. 

3 Risk Management Process in Logistic 

Risk management should be led by enterprise high level management and be set as a 
strategic process across all hierarchy levels. The risk assessment framework of each 
functional department should be in accordance with the enterprise risk management 
strategy and in line with the customer and stakeholder value. Some risk management 
standards have been established such as the Committee of Sponsoring Organization 
(COSO) ERM, International organization for standardization ISO-31000:2009, or 
Australian standard AS/NZS-4630.  

In Information Technology (IT) system, there are more standard procedures that have 
been applied to manage the risks in daily system operations. Such as Basel II +IT control 
objective, OCTAVE, ISO-2700n, CRAMM, CERT SNAP, ISF, and ISO/IEC TR13335. 
The distribution of the risk management standard is shown in Figure 4. 
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Fig. 4. Risk management system distribution ISACA/ITGI (2009) 

The risk management of the logistics department should be adopted from the en-
terprise risk management strategy. In accordance with the organization functions, 
Nadler & Slywotzky (2008) classified risks in five categories (Strategic, Financial, 
Operational, Human Capital, and Hazard). The sources of risks are diverse in different 
business environments as well as in the company’s internal systems. From a broad 
application, COSO (2004) provided a three dimension cubic to manage risks and built 
management processes across the entire enterprise (see Figure 5). 
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Fig. 5. A cubic of enterprise risk management (COSO, 2004) 

The COSO model defined four risk categories in a firm (Strategic, Operations, Re-
porting, and Compliance), and applied it to every hierarchy level of an enterprise. 
Logistics department is a risk owner who assesses potential risks in these four  
categories in accordance with the enterprise’s risk management strategy. 
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Fig. 6. ISO-31000 risk management standard (ISO) 
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Another international risk management standard (ISO-31000:2009) is issued by the 
International Organization for standardization (ISO). This is a continuous improvement 
process based on the PDCA (Plan-Do-Check-Act) continuous improvement cycle  
(see Figure 6). The COSO’s framework organizes all the different units into one direc-
tion. The ISO’s risk management standard is more practical and explicitly defines each 
process step.  

An information system links all the departments of a firm. As mentioned above, 
there are many risk management procedures for a developed IT system. According to 
the Information Systems Audit and Control Association (ISACA), an IT risk man-
agement framework includes three aspects that correspond to business objectives. 

 Risk governance => Integrated with ERM, risk awareness. 
 Risk evaluation => Risk analysis, collect data, and maintain risk profile. 
 Risk response => Manage risks; react to events, and articulate risk. 

In this chapter, the COSO-ERM, ISO-31000, and ISACA risk IT framework are used 
to discuss risk management in logistics. An assessment framework is shown in Figure 
7. For managing the risks in the logistics chains, this chapter assesses the risks from 
the process flow perspective, both the physical and the information flow. In accor-
dance with the process steps of ISO31000, the following section discusses risk  
identification, evaluation, mitigation strategies, implementation, and monitoring. 
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Fig. 7. Risk management framework of logistics (COSO, ISO, and ISACA) 

3.1 Risks Identification 

The first step of risk management is to identify the sources or drivers of risks. The 
disturbances can happen in any way at any time. Enterprises need to collect all  
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possible disruptions or threats systematically. The risks can be found in different as-
pects, either from external environment or internal operations. In logistics chains, the 
chance of exposure to risk is higher than other departments. The disruption not only 
happens in the process flows but also at the suppliers and customers site.  

The losses resulted from risk occurrence are determined not only by its source 
(driver) but also by the vulnerability of a system. The vulnerability is the weakness of 
an enterprise operation. It can be a process, function, or a certain condition, and it 
may not harm the system until it is attacked by risk. For example, having a lean pro-
duction can reduce the inventory holding cost, but may increase the risk of material 
shortage due to volcano eruption or earthquake. In addition, the results of every  
company facing risk may vary due to their different vulnerabilities. 

3.1.1   Sources or Drivers of Risk 
The sources or drivers of risks are defined differently. Besides the OCSC definition of 
risk, many other studies assess risks from different points of view. Blos, et al. (2009) 
studied the supply chain of the automotive industries in Brazil, and classified risks 
into four categories such as strategic, financial, operational, and hazard. Cavinato 
(2004) identified risk from the physical flow, financial flow, information flow, rela-
tional, and innovation perspectives. In order to collect all possible sources of risks in 
logistics chains, the process flow and its functions for identifying the risk source in 
each node of logistics flows are used. A framework for risk identification is illustrated 
in Figure 8.  
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Fig. 8. Risk framework- process flow perspective 

Following this framework to assess the potential risk might affect the performances 
of each logistics management function. As each enterprise has different risk aware-
ness and vulnerability, a matrix (Table 3) can help to describe most of the sources of 
risk and assess its vulnerability against each identified risk. Departments may focus 
on the risks that may have a direct impact on their department’s operations. 
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Table 3. A matrix of risks in each of logistics management function 
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3.1.2   Vulnerabilities 
Depending on their vulnerability to risks, enterprises may not be able to avoid disrup-
tions, but they can control the effects of risk. For example, when an earthquake oc-
curs, an enterprise located in that area would be affected. Though another enterprise is 
not located in the disaster zone, yet its suppliers in that area could not deliver the ma-
terials. Therefore, the vulnerability of the two enterprises is not the same. The way 
they manage the disaster will be different as well. 

As a consequence, the way of handling risks is varied. Since there is no standard 
vulnerability among companies, finding the vulnerability of each risk is a challenge. 
Chopra and Sodhi (2004) have taken a stress test to assess the vulnerability of each 
given risk (see Table 4) where each department can evaluate its own vulnerabilities. 

Table 4. Stress test on production disruption (Chopra & Sodhi, 2004) 

Risk source Stress testing 
Production 
disruption 

Supplier  A supplier capacity dropped by 20% overnight 
Internal- operation Key plant shut down unexpectedly for one 

month 
Customer Demand goes up by 20% for a key product; 

Demand goes down by 20% for a key product. 

As mentioned above, each department might have different risk awareness. It 
would be necessary to collect and review all the vulnerabilities of each department. 
This can be used to assess the overall risks and vulnerabilities of a firm; and evaluate 
the level of risk so as to set the strategy priority as well as resource allocation. 

Risk  
categories 

Functions 
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3.2 Risk Analysis and Evaluation 

After identifying the risk’s source and vulnerability, the next step is to identify the 
loss severity and the likelihood of risk. However, learning the impact of a risk de-
pends on the nature of the risks such as earthquake, or foreign exchange rate fluctua-
tion. The diversity of risks requires different techniques for risk evaluation, a general 
calculation of risk can be illustrated by the likelihood of risk and its severity level. 

3.2.1   Assessment Techniques 
The type of risks varies and requires different techniques for decision-making. The  
ISO-31010:2009 has summarized a set of risk assessment techniques in Table 5. The 
application can be classified and applied to each step of the risk assessment process. 
Moreover, the technique should be applied in accordance with the nature of risks. It not 
only selects the right technique but also identifies the risk level for decision-making. As 
many methods can be used for risk assessment, the discussion in this chapter is based on 
a common application across three stages, the consequence/probability matrix, to  
evaluate the likelihood and severity of risks. 

3.2.2   Risk Evaluation 
In general, risk naturally exists in a daily business operation. The risk information is 
collected from historical data and the assumption is that the disruption would happen 
in the future in the same way. The enterprise should be able to reduce or avoid either 
the possibility of risk or its impact. In addition, some risks may not be repeating 
threats to an enterprise, for example, the transfer of a production plant to new loca-
tions away from a danger zone can avoid the same danger happening. Hence, the risks 
should be evaluated for a period of time and be profiled for further actions. 

Table 5. Assessment techniques in each stage (ISO-31010/FDIS IEC) 

Stage Assessment technique (Strong applicable) 
Identification Brainstorming, Structure or Semi-Structure Interview, Delphi, Check-list, 

Primary hazard analysis, HAZOP, HACCP, Environment risk assessment, 
Structure-What if-SWIFT, Scenario analysis, FMEA, Cause-and-effect analy-
sis, Human reliability analysis, Reliability centered maintenance, Conse-
quence/probability matrix.  

Analysis HAZOP, HACCP, Environment risk assessment, Structure-What if-SWIFT, 
Scenario analysis, Business impact analysis, Root cause analysis, FMEA, 
Fault tree analysis, Event tree analysis, Cause and consequence analysis, 
Cause-and-effect analysis, LOPA, Decision tree, Human reliability analysis, 
Bow tie analysis, Reliability centered maintenance, Markov analysis, Baye-
sian statistics and Bayes Nets, FN curves, Risk indices, Conse-
quence/probability matrix, Cost/Benefit analysis, Multi-criteria decision analy-
sis. 

Evaluation HACCP, Environment risk assessment, Structure-What if-SWIFT, Root cause 
analysis, FMEA, Reliability centered maintenance, Mento Carlo simulation, 
Bayesian statistics and Bayes Nets, FN curves, Risk indices. 
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Risks could be assessed according to the possibility of risk occurrence and its severity 
level. As discussed in the previous sections, the enterprise vulnerability is a key factor 
that leads to its losses. For example, a computer hacker may succeed particularly when 
the system is vulnerable to such attacks. Therefore, the likely solution should include the 
frequency of hacker attacks and the possibility of the system’s vulnerability. In addition, 
the severity should not only solve the physical losses but also the concealed expenses 
such as the production downtime and the expenditure for recovery. The conse-
quence/probability matrix method collects the information in accordance with each iden-
tified risk source/driver, and assesses the likelihood as well as the level of severity. An 
example of data collection is shown in Table 6. In arriving at the score of each risk, the 
management team can then set the priority for each risk and develop a tailored mitigation 
strategy accordingly. (The higher the score, the higher the risk level) 
 

Table 6. Risk level calculation table (Asbjornslett & Rausand, 1999) 
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Afterwards, by using a grid which is composed of the possibility and the severity 
level of each risk, the grid classifies risk into nine levels. The priority of each risk 
could be identified based on the nine levels in the evaluation results. For example, the 
risk score in C2, C3, and B3 are the first priority that needs actions. If the risk score in 
A1 is of less priority and enterprise can either ignore it or handle it evenly. 
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Fig. 9. Risk level grid 

3.3 Risk Treatment-Mitigation Strategy 

Prevention is better than the cure. The mitigation strategy is designed to manage the 
risks prior to its occurrence and to minimize the losses. Meanwhile, there are two  
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factors, risk preference and trade-offs, that should be considered when selecting a 
mitigation strategy. Also, there are two kinds of tradeoffs in selecting strategies: the 
cost-benefit and the tradeoff strategy. 

3.3.1   Preference 
The preference on risks means that companies would choose the risk which they are will-
ing to deal with. This is highly associated with the enterprise’s capability and its business 
strategy. When an economic recession happens, some enterprises would try to cut ex-
penses; others would invest more on new technologies or new markets in order to boost 
when economy upturn. There are no standard criteria to follow in selecting the preference 
suitable for an enterprise. It would be a challenge for the enterprise to set a proper risk 
management policy and to achieve logistic performance requirements. In order to lower 
the impact of risk, a tailored mitigation strategy is needed, but it may not be able to comp-
ly with all the needs of each department or worst against others’ benefit because the  
preference of each department is not the same. Therefore, it should be a collective risk 
mitigation strategy against both long-term and short-term performance requirements. 

3.3.2   Trade-Off 
It is not possible to use a single strategy for all the risks. In other words, it will have more 
strategies or actions to deal a specific risk. While deciding a tailored risk mitigation strat-
egy for an identified risk, two factors should be assessed and answered. One is the cost 
and benefit trade-off of the strategy. Another is the trade-off between strategy options. 

3.3.2.1   Costs/Rewards. A certain investment for mitigation strategy is needed in 
order to lower the likelihood of risk or reduce losses. In general, the value of invest-
ment should surpass the potential losses when no actions are taken to reduce the risks.  

According to Chopra and Sodhi (2004), managers should “move to a higher level of 
efficiency by reducing risk while increasing rewards”. For example, in order to reduce 
the material shortage risk, whether having more suppliers (from location x to B), or in-
vesting in suppliers as a joint venture (from location x to A), the investment can lower the 
risk of the material shortage, and at the same time, a supplier’s early involvement can 
help to launch the products to the market in a timely manner (see Figure 10). 

 

 

Fig. 10. Relation between reward and risk (Chopra and Sodhi, 2004) 
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3.3.2.2   Selecting Strategies. There could be more than one mitigation strategy 
needed to manage the risks. Selecting only one strategy may lead to other risks or 
may benefit one department but not other departments. Hence, the costs/rewards anal-
ysis is used to evaluate the impact of all decisions to each function of the logistics 
flow so as to decide which strategy is most beneficial to the entire enterprise. 

3.3.3   Tailored Mitigation Strategies 
To select a correct mitigation strategy is not easy especially when the risk is characterized 
by uncertainty. The risk mitigation strategy should be tailored to a specific risk, and most 
of the time, no single action can solve all the risks. Therefore, collective strategies to 
mitigate the risks are needed. The relationship between mitigation strategies is not in a 
linear cause-and-effect chain but in a complex interaction among the strategies. 

Causal loop diagrams are used to explain the tailored mitigation strategy develop-
ment and the relationships between strategies. For example, consider the risk of  
demand uncertainty, there could be a number of uncertainties (internal as well as ex-
ternal factors) that affect demand. Moreover, it is difficult to predict if the demand 
would change. Besides the uncertain characteristic of risk, the interaction of risk strat-
egies also increases the risk uncertainty and affects the result of risk management. For 
example, in order to meet customer demand on time, keeping extra inventory could be 
a strategy but this may lead to the risk of material devaluation or obsolescence, not to 
mention the cost of holding inventory. Therefore, a collective risk mitigation strategy 
would be needed in order to achieve a comprehensive synergic result. A causal loop 
diagram example is illustrated in Figure 11. 
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Fig. 11. Risk mitigation strategies interaction (Yang, 2010) 

3.4 Implementation 

Risk management can be successful if the policy protects the enterprise from potential 
losses effectively. An efficient risk management relies on the management involvement  



300 H.M. Wee, M.F. Blos, and W.-H. Yang 

to control as well as to monitor all the processes. Therefore, the implementation process 
could become another vulnerability to the success of risk management. 

3.4.1   Governance 
Governance is built on an effective management process. The primary objective of 
logistics management is to serve the customer effectively and efficiently. At the same 
time, logistics management should aim to reduce the cost in each node of the chain. 
Therefore, balancing the cost and service levels are a synergy performance result of 
the logistics management. In addition, the processes in the logistics chain are linked 
with one another, and any failure in the chain flow can lead to a serious impact on the 
entire logistics chain performance. 

With this, a robust governance mechanism is necessary for an enterprise to link up all 
factors. Besides integrating the processes from suppliers to customers, it also ensures that 
risk management sustains the logistics performance targets. The risk management in 
logistics is a part of the enterprise risk management system. From the functional perspec-
tive, the governance of risk management should be taken from the enterprise’s policy and 
strategy to set and evaluate logistics performance in accordance to its objectives.  

From a process perspective, the governance is “a process by which the board sets 
the objectives for an organization and oversees progress toward those objectives” 
(Zoelick & Frank 2005), and the governance should provide “a base foundation for 
facilitating the effective communication and collaboration needed to achieve success 
on complex process projects” (Richardson, 2006).  

There is no standard governance procedure for all enterprises or logistics firm. 
Zoellick & Frank (2005) provided a guideline of Governance, Risk management, and 
Compliance (GRC) that can be used as a reference for risk management in logistics 
function. The procedure is shown in Figure 12. 
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Fig. 12. Governance procedure (Zoellick & Frank, 2005) 

The governance cannot be successfully executed without a solid control, monitor-
ing mechanism and continuous improvement process. The control, monitoring, and 
continuous improvement processes are aim to sustain the logistics management 
 performance so as to satisfy customer needs. 
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3.4.2   Control and Monitoring 
Once the risk management governance has been set and implemented down to the 
front-end employees, the next action is to control the risks and to monitor the results. 
In general, a mitigation strategy can be categorized into five approaches such as ac-
cept, reduce, alliance, insure, and avoid. The control is based on mitigation strategies 
tailored to the identified risk, and the actions should be put in place prior to the risks 
occurrence. The results of mitigation strategies are seen after the risk occurs. There is 
a need to monitor as well as to periodically collect the data from the logistics activi-
ties in order to ensure that risk management is performed. The result should be  
recorded and also profiled if new risks are identified during the process. 

3.4.3   Continuous Improvement 
The risk status is subject to environment, business competition, and/or a company's 
decision. When there is an emerging market that needs local deliveries, the enterprise 
needs to set up a warehouse near this market. In this condition, the risk of shipment 
delay would be lower, but the inventory holding cost and risk of inventory obsolesce 
would increase. Business competition is changing all the time. Having a continuous 
improvement mechanism can help companies to adjust the strategies in a timely man-
ner so as to become an adaptive organization which controls the changes or enhances 
the enterprise’s resilience. The continuous improvement in risk management also 
maintains the risk profile and reviews the mitigation strategies in line with the  
enterprise’s strategies.  

Managing a change or strategy is not easy, especially in collaborating with differ-
ent functional departments. Since each department has its own interest, strong and 
authorized governance mechanisms are needed to conduct and align all of the activi-
ties in the same direction. Therefore, an enterprise performance level index would be 
the basis for all departments in setting risk management strategy. 

4 Performance Evaluation 

Up to this point, the processes of risk management and its mitigation strategies have 
been discussed. However, the benefit of these actions to the business operations 
should be evaluated effectively. Fugate et al. (2008) provided the role of logistics in 
three aspects, including efficiency, effectiveness, and differentiation to evaluate the 
performance of logistics management. Other specific performance measurement in-
dexes can be different for each company. Moreover, the key logistics performance 
index would be affected by the enterprise’s strategy. Some performance indexes have 
been identified in the studies listed in Table 7. The enterprise should choose the key 
performance index in accordance with their business strategy. For example, to have a 
lean system, the inventory turnover rate should be higher and the stock-keeping unit 
(SKU) should be less. However, this may not fulfill the increasing customer demand 
in a timely manner. 
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Table 7. Logistics performance indexes 

World Bank LPI Griffis, S.E., et al.,(2007)  Fawcett, & Copper, (1998)  

 Efficiency of the clearance process 

 Quality of trade and transport 

related infrastructure 

 Ease of arranging competitively 

priced shipments 

 Competence and quality of logistics 

services  

 Ability to track and trace 

consignments 

 Timeliness of shipments in 

reaching destination within the 

scheduled or expected delivery time 

 On-time delivery % 

 Logistics costs / sales 

 Days order late 

 Inventory turnover ratio 

 Complete order fill rate 

 Average order cycle time 

 Order cycle time variability 

 Items picked per person per hrs 

 Average line item fill rate 

 Weeks of supply 

 Average backorder fill time 

 Sales lost due to stockout 

 Percent error pick rate 

 Logistics cost per unit 

 Total logistics cost 

 On-time delivery 

 Cost trend analysis 

 Customer satisfaction 

 Actual versus budget 

 Stock out 

 Customer complaints 

 Inventory levels 

 Inventory turns 

 Cost per unit 

 Delivery consistency 

 

  

Regarding the risk management performance setting, the first priority should be to 
sustain the logistics performance. Similar to risk preference, companies need to 
choose the risk that they are willing to accept. For example, in comparing company 
#1 and #2 as shown in Figure 13, both company’s risk preference are not the same, 
when the risk #4 moves to the first quadrant, it is accepted by company #1 but is not 
good enough for company #2. 
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Fig. 13. Plotting risk mitigation strategies (Ballou & Heitger, 2005) 

In addition, individual risk should be assessed and reported. Based on the five ap-
proaches, observe if the likelihood or losses are reduced or controlled (see Table 8). 
Finally, identify whether there are any risks that have not been found. 
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Table 8. Risk management assessment 

Strategies Likelihood Losses 

Accept -- -- 

Reduce   

Alliance    

Insure  --  

Avoid   

 Decreasing;  Will not happen; -- Unchanged 

5 Conclusions 

Risks resulting in logistic disruptions are inevitable. Therefore, it is important to under-
stand the applications of risk management in an enterprise. Besides risk awareness, the 
vulnerability of the system and preference on managing risks affect the results of logis-
tic risk management. The company business strategy plays a key role in deciding  
logistic management operations as well as the risk management implementation. Nev-
ertheless, how to decide the right mitigation varied between companies. This chapter 
studies the risk management in logistics by discussing the logistics processes, the risk 
management strategy, the risk management process in logistic, and the enterprise per-
formance evaluation. This gives an understanding on the important risk management 
principles in dealing with logistics disruption.  
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Abstract. With the social and economic development, the losses caused by nat-
ural disasters were more and more serious. Natural disaster assessment, man-
agement and research are the important field, developing direction and hotspot 
issues on disaster science and geo-science in resent year. However, because 
most of the natural disasters are a small sample of events, and uncertainty of 
natural disasters, so natural disaster risk assessment is particularly difficult 
based on historical data. Information diffusion theory is useful method for natu-
ral disaster risk assessment based on small sample even; it is a fuzzy approach 
to quantitative analysis of the probability of natural disaster risk. Therefore, the 
information diffusion theory has unique advantages in natural disaster risk as-
sessment and management. This chapter presents a Geographical Information 
Systems (GIS) and information diffusion theory-based methodology for spatio-
temporal risk assessment of natural disasters, taking grassland fire disasters in 
the Northern China as the case study. Firstly, we discuss connotation and form-
ing mechanism of natural disaster risk, basic theory and framework of natural 
disaster risk assessment and management. Secondly, we introduce information 
diffusion theories and Geographical Information Systems (GIS) in the form of 
definitions, theorems and applications comprehensively and systemically. Final-
ly, we give the case study on application of information diffusion theory and 
Geographical Information Systems (GIS) on grassland fire disasters in the 
grassland area of the Northern China. We employed information matrix to ana-
lyze and to quantify fuzzy relationship between the number of annual severe 
grassland fire disasters and annual burned area. We also evaluated the conse-
quences of grassland fire disaster between 1991 and 2006 based on historical 
data from 12 Northern China provinces. The results show that the probabilities 
of annual grassland fire disasters and annual damage rates on different levels 
increase gradually from southwest to northeast across the Northern China. The 
annual burned area can be predicted effectively using the number of annual se-
vere grassland fire disasters. The result shows reliability as tested by two-tailed 
Pearson correlation coefficient. This study contributes as a reference in decision 
making for prevention of grassland fire disaster and for stockbreeding sustaina-
ble development planning. The fuzzy relationship could provide information to 
make compensation plan for the disaster affected area. 
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1 Introduction 

A natural disaster is the effect of a natural hazard (e.g., flood, grassland fire disaster, 
hurricane, volcanic eruption, earthquake, or landslide) that affects the environment, 
and leads to financial, environmental and/or human losses. The resulting loss depends 
on the capacity of the population to support or resist the disaster, and their resilience 
[1]. This understanding is concentrated in the formulation: "disasters occur when 
hazards meet vulnerability"[2]. A natural hazard will hence never result in a natural 
disaster in areas without vulnerability, e.g. strong earthquakes in uninhabited areas.  

Risk is the future safety. In quantitative terms, risk is often defined as the probability 
of an undesired outcome. Natural disaster risk is the appearance probability of some kind 
if disaster during a certain period. It is a function of disaster intensity and the appearance 
(probability). Risk assessment of the natural disaster is an important part of disaster re-
duction. Many international object of disaster reduction have involved this research. In 
many cases, however, it is practically impossible to precisely get the probability distribu-
tion we need. Sometimes the estimated values of the probabilities may be so imprecise as 
to be practically useless if we still regard them as crisp values. 

For risk assessment of natural disaster, Completeness of the information is very 
important. However, in many cases, data are only a part of the facts, and information 
carried by them is incomplete. For example, a small sample which contains a few 
observations is incomplete data when we use them to study the natural disaster. Be-
fore there was fuzzy set theory, statisticians used to consider incomplete data in ran-
dom uncertain viewpoint. For incomplete information, statistical methods are often 
ineffective. Fuzzy set theory provides a unifying framework for fuzzy information 
processing includes studying incomplete data. Information diffusion theory is an im-
portant method to process small sample using fuzzy set theory, and it was used in 
many areas such as risk analysis and disaster assessment. 

Geographic Information Systems (GIS) are computer-based systems that store and 
process (e.g. manipulation, analysis, modeling, display, etc.) spatially referenced data 
at different points in time [3]. GIS may be used in archaeology, geography, cartogra-
phy, remote sensing, land surveying, public utility management, natural resource 
management, precision agriculture, photogrammetry, urban planning, emergency 
management, military, navigation, aerial video, and localized search engines. The 
fuzzy processing and GIS were independent of each other in the past. At present, 
through the integration of information diffusion theory and GIS, fuzzy classification 
and identification in GIS, it can be widely used for many different problem domains 
including evaluating risk, risk zone, soil classification, crop-land suitability analysis, 
identifying and ranking wild fire risk. 

Take grassland fire disaster as an example, this chapter presents the application of in-
formation diffusion theory in natural disaster risk analysis of small sample. Computations 
based on this analytical grassland fire disaster risk model can yield an estimated probabil-
ity and burned areas value. This study indicates that the aforementioned model exhibits 
fairly stable analytical results, even when using a small set of sample data. The results 
also indicate that information diffusion theory and technology is highly capable of ex-
tracting useful information and therefore improves system recognition accuracy. This 
method can be easily applied and the analytical results produced are easy to understand. 
Results are accurate enough to act as a guide in disaster situations. 
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2 Basic Theory and Method of Information Diffusion 

2.1 Information Diffusion 

Information distribution [4], a method by which incomplete data is analyzed better, is a 
new way which allows us to divide an observation into two parts to belong to two  
subsets. The fundamental view of information diffusion is to cancel the restriction that an 
observation just belongs to two subsets in the domain. In information diffusion view, an 
observation can belong to all the subsets in the domain by different membership. 

Let ix ( ni ,,3,2,1 "= ) be observations of natural disaster. Let 

X= },,,{ 21 nxxx … , be a given sample and the universe of discourse be U. A  

mapping from X ×U to [0, 1], We call X a sample, and n its size. 

μ : X ×U →  [0,1] 

VXvxvxvx ×∈∀ ),(),,(),( μ6  

is called information diffusion of X on U, if it satisfies 

(1) ix∀ ∈X, if io xu = , then ),( oi uxμ  = { }),(sup uxiUu μ∈   

(2) x∀ ∈X, ),( uxμ  is a convex function about u ; 

),( uxμ  is called an information diffusion function of X on U. When U is discrete, 

the function also can be written as ),( ji uxμ . μ  is called a diffusion function and 

V  is called a monitoring space. When V =U , we say that ),( vxμ is sufficient. 

The set { }UuXxuxXD ∈∈= ,),()( μ is called the sample of fuzzy sets derived 

from X  on U  by diffusion μ . 

Given an origin 0x  and a bin width h , the histogram is a frequency distribution 

on the intervals [ ] mjjhxhjxAj ,,2,1,,)1( 00 …=+−+= . When X  is in-
complete, the corresponding histogram must be too rough. Information distribution 
method can improve it by using an allocation function instead of the associated  
characteristic function. 

Let ),,3,2,1( mjj …=μ be the centers of the intervals [ ]jhxhjx +−+ 00 ,)1(  

of the histogram, the allocation function of X can be defined by 
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In fact, ),( jih uxμ is a membership function which indicates that ix
 
can belong to 

more than one interval. 
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A more reasonable estimation can be obtained by using Eq.(2). 

∑
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For )(XD , we have the principle of information diffusion to deal with small sample. 
This principle holds, at least, in the case of estimating a probability density function. 
For estimating a probability density function, in fact, the diffusion estimate is just a 
Parzen kernel estimate, but, there are many ways to do diffusion estimate. On the 
other hand, the whole of the kernel theory focuses on what properties the estimate 
possesses. Normal distribution, Poisson distribution and exponential distribution are 
most popular principle of information diffusion. 

Take normal diffusion as example, we researched the similarities of information 
and molecules in diffusion action, and obtain a partial differential equation to 
represent the information diffusion. Solving the equation, we obtain the normal  
diffusion function 
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According to the relation between the membership and possibility, ）（ ux ,μ  
would be regarded as some possibility that u  will occur if x  has occurred. The 
nearer the u  is to x ; the larger the possibility that u  will occur. The largest possi-

bility would be 1. For x , normalizing ）（ ux ,μ
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Based on the two-point criterion and average distance assumption, we have Eq. (5) to 
calculate coefficient h . 
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Strictly speaking, the normalized distribution in Eq. (4) with the h calculated by  
Eq. (5) would be called simple normalized normal diffusion function. In short, we still 
call it normal diffusion function and write the corresponding fuzzy set A with x  
being centroid as  
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The concept sketch of normal information diffusion can be shown as Fig.1. 

 

Fig. 1. Information diffusion function of ix on a continuous universe of discourse U 

2.2 Information Matrix 

In the process of risk analysis of natural disaster, sometimes we should to determine 
the relationship between two variables, and in most cases, this relationship is not ac-
curate, but a kind of fuzzy relations. Information matrix [5] is a useful tool to  
estimate the fuzzy relationships between natural disaster indicators. 

Let ),( ii yx , ni ,,2,1 ……= , be observations of a given sample X with domain 

U of input and range V of output. Let tj ,,2,1,A j ……= and lkBk ,,2,1, ……=  

be fuzzy sets with membership functions ),(),( vu
kj BA μμ  respectively. Let  
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Their Cartesian product VU ×  is called an illustrating space. ),( kj BA  is called 

an illustrating point. 
Let D  be an operator defined on R (the set of real numbers). 
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is called information gain of ),( ii yx at ),( kj BA with respect to the operator. 
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is called an information matrix of X  on VU × . 

3 The Application of GIS in Risk Assessment Natural Disaster 

GIS (Geographic Information System) is an important tools, techniques and discip-
lines to acquisition, storage, analysis and management of geospatial data, in recent 
years has been widespread concerned and rapid development. Its powerful spatial 
analysis functions of geographic information are playing an increasingly important 
role in the GPS and route optimization. It is based on geospatial database, with the 
support of the computer’s hardware and software, using the theory of systems engi-
neering and information science, scientific management and comprehensive analysis 
of geographic data with spatial content, to provide information for management and 
decision-making. Simply, GIS is a technical system of comprehensive treatment and 
analyze geospatial data. Natural disaster management is a process that involves time, 
space and need to analysis of large amounts of data, so GIS has a wide range of  
application in natural disasters researches. 

3.1 Components and Functions of GIS 

GIS consists of hardware, software, data, personnel and methods. Hardware and soft-
ware provide environment for GIS; Data is an important aspect to GIS; Methods pro-
vide solutions for the GIS; Personnel are the key and activity factors, it directly  
impact and coordinate other components. 

Just for GIS itself, which mostly function is normally have five kinds of basic func-
tion, they are 1) The function of data collection and editing, 2) Attribute data editing 
and analysis, 3) The Function of Mapping, 4) The Function of Spatial database  
Management, and 5) The Function of Spatial Analysis. 

3.2 Applications of GIS  

Within the last 30 years, GIS has made remarkable development, it widely used in re-
sources, environmental assessment, disaster prediction, land management, urban planning,  
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telecommunications, transportation, military police, water electricity, utilities manage-
ment, forestry, animal husbandry, statistics, business finance and almost all areas. 

1) GIS and natural disasters risk information management 
Because the factors influenced natural disasters is complexity, the natural disasters 

risk management data include real-time data monitoring data, historical disaster data, 
environmental data and regional socio-economic background data. These data have 
significant spatial geographical features. These regional and spatial characteristics for 
natural disasters management is a very important, such as natural background of dif-
ferent regions, population and pasture resources, the hut, and the spatial information 
distribution of other elements. GIS have the advantages to describe, manage, analyze 
and operate the spatial data, such as display the spatial data, inquire the correlative 
attribute data and orient goals. Particularly GIS powerful spatial analysis functions 
offer the effective tool for natural disasters risk management. Natural disasters risk 
assessment applying GIS mainly contains the following aspects: 

(1) Natural disaster data maintenance 
The natural disasters data input, and the output, updating and maintenance based 

on the electronic map. Maintain contents include regional basis geographical data (for 
example, administrative divisions, river and lake areas, settlements, population and 
contour lines), regional data on the natural environment (such as the average number 
of dry thunderstorms, drought index, wind speed, temperature, sunny days), natural 
disasters thematic data, natural disasters historical data (for example, when and where 
occurred fire, the yield loss, loss of livestock, the affected population and the im-
pacted socio-economic, etc.). The data maintenance more intuitive and convenient 
based on the electronic map. 

(2) Natural disasters data display and query 
Using the function of positioning and layer management, the system could realize 

the display the all kinds of data from two-dimensional vector graphics applying elec-
tronic map, and even 3-D display if we have all kinds of needed data. Users could 
take zooming, roaming, and other operations, and could operate attribute data, such as 
integration operation. 

(3) Natural disasters spatial analyze 
Using specific spatial analysis of GIS, we could make a correlative analysis, such as 

buffer analysis for natural disasters influence area, Superposition analysis, and so on. 

(4) Establish the risk management policy and emergency response plan 
Based on upon operations, we could get adequate information on the natural disasters 

risk. It can offer provide for advancing measure and developing emergency response 
plans. 

2) Natural disasters risk assessment is an important means and an important part of 
natural disasters risk management and a new perspective of the natural disasters risk 
Research. Natural disasters risk is a quantitative characteristic of natural disasters 
hazard and the possibility of the consequences become reality. According as the for-
mation mechanism of the natural disaster risk, summarizes the formation mechanism 
of the natural disasters risk for the result of the interaction of hazard(H),exposure 
(E),vulnerability (V)and emergency response and recovery capability(R). Based on 
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the hazard (H), exposure (E), vulnerability (V) and emergency response and recovery 
capability(R) of the natural disasters risk, Choose the main influencing factors of the 
natural disasters that in including the natural factor and the social factor. Adopt to 
various methods such as linearity, Weighted Mathematical Model, the Analytic Hie-
rarchy Process(AHP),the Weighted Comprehensive Analysis(WCA) , Information 
Diffusion Theory and Information Matrix, and so on , obtains the natural disasters risk 
index, and then to natural disasters risk degree in the study area for quantitative risk 
assessment. On this basis, supported by GIS, use its space analysis, study area is di-
vided into a number of natural disasters risk areas, and conveys it in the form of  
digital maps, to verify the result. 

3) GIS-based system of natural disasters risk management 
The goal of this system constructs is the use advanced satellite remote sensing 

technology, the geographic information system, the database technology, the multi-
media technology, the network technology , to geography space data comes from the 
different data pool, the different form, the different type carries on the unification 
processing. Integrating disaster risk assessment model, a powerful GIS spatial analy-
sis functions in support, realize natural disasters hazards analysis, impact assessment 
and evaluation and prediction of loss, natural disasters vulnerability analysis, mitiga-
tion analysis, risk assessment and evaluation, for the fire risk integrated management 
and emergency response for the country and sub-regional providing the information 
and decision support.  

The overall objective of system design is that friendly interface, easy operation and 
stable, reliable performance, a reasonable system structure and function, data safe and 
intelligent decision support for the natural disasters departments provide a practical, 
efficient, stable tool. 

4 Case Analysis 

Take grassland fire disaster as an example, this study presents a Geographical  
Information Systems (GIS) and information diffusion-based methodology for spatio-
temporal risk analysis of grassland fire disaster to livestock production in the grass-
land area of the Northern China. Information matrix was employed to analyze and to 
quantify fuzzy relationship between the number of annual severe grassland fire disas-
ters and annual burned area. We also evaluated the consequences of grassland fire 
disaster between 1991 and 2006 based on historical data from 12 Northern China 
provinces.  

4.1 The Study Area and Statistical Analysis of Grassland Fire Disasters 

Grassland fire disaster is a critical problem in China due to global warming and human 
activity. The northwestern and northeastern China face more challenges for mitigation of 
grassland fire disasters than other regions due to broad territory combined with the effects 
of complex physiognomy. According to statistical analysis of historical data of grassland 
fire disaster from 12 northern China provinces between 1991 and 2006, grassland fire 
disasters have been increasing gradually with economic development and population 
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growth. The increased grassland fire disasters had significant impacts on the national 
stockbreeding economy. One of the main challenges is to establish the grassland fire 
disaster risk system so that the distribution of limited resources for disaster reduction and 
economic assistance can be made. Risk assessment is one of important means of natural 
disaster management. Risk assessment of natural disasters is defined as the assessment on 
both the probability of natural disaster occurrence and the degree of damage caused by 
natural disasters. In recent years, an increasing number of studies focus on natural disas-
ter risk analysis and assessment of floodings, earthquakes and droughts among others. 
However less attention has been focused on grassland fire disasters. The occurrence of 
grassland fire disasters is due to both natural and human factors and their interactions. 
Traditional studies of grassland fire disaster are often limited to models in fire behavior, 
fire hazards and fire forecast. Disaster risk assessment has been used to manage wild 
fires. For example, Finney [6] calculated the wild fire risk by combining behavior proba-
bilities and effects. Castro et al. [7] simulated the moisture content in shrubs to predict 
wild fire risk in Catalonia. Jaiswal et al. [8] applied a color composite image from the 
Indian Remote Sensing Satellite (IRS) and GIS for forest fire risk zoning in Madhya 
Pradesh, India. The grassland fire potentials depend on factors such as fuel type and den-
sity, topography, humidity, proximity to settlements and distances from roads. Thus 
grassland fire disasters occur randomly with uncertainties. In order to manage grassland 
fire disasters and compensate losses effectively, it is important to obtain probability and 
losses of grassland fire disasters on different risk levels. 

In general, a disaster risk is defined as the outcome of probability multiplying po-
tential losses. The main issues of risk assessment are implemented through estimating 
the probability distributions based on the historical data, which are usually substituted 
by frequencies. However, as grassland fire disasters are considered as the small sam-
ple event, it may not be unreasonable of using a frequency as a substitute instead of 
using an actual probability. Information diffusion was first put forward and proved 
with number theory. It is an effective method that can transform a traditional sample-
point into a fuzzy set to partly fill the gap caused by incomplete data. Thus, informa-
tion diffusion is suitable to deal with the small sample data. Yi et al. [9] estimated a 
frequency analysis method of flood disaster losses based on fuzzy mathematics theory 
of information diffusion with short time series of flood disaster samples. Huang et al. 
[10] discussed the benefit of the soft risk map calculated by the interior-outer-set 
model and proved that the soft risk map is better than the traditional risk map. Liu and 
Huang [11] established a fuzzy relationship between fire and surroundings based on 
the winter data of Shanghai. The purposes of the this part are to: (i) analyze the situa-
tion of grassland fire disasters, (ii) obtain the probabilities of annual grassland fire 
disasters and annual damage rates in different levels, and (iii) establish the fuzzy rela-
tionship between the number of annual severe grassland fire disasters and annual 
burned areas. The methodology in this study can be applied to study other natural 
disasters as well. The information from this study is potentially useful reference in 
decision making of grassland fire disaster prevention and stockbreeding sustainable 
development planning. The fuzzy relationship could provide information to make 
compensation plan for the disaster area. 



318 J. Zhang, X. Liu, and Z. Tong 

Study Area 

The main grassland areas in China lie in the arid and semi-arid northern 12 provinces 
of Inner Mongolia, Jilin, Heilongjiang, Liaoning, Xinjiang, Ningxia, Qinghai, Si-
chuan, Shaanxi, Shanxi, Hebei, and Gansu. Grassland fire disasters are one of the 
most concerned natural disasters there. According to historical data, 6,801 grassland 
fire disasters were reported over a period of 16 years between 1991 and 2006. About 
6.22×108 ha of grasslands had been burned out in the northeastern and northwestern 
China, which represented an annual average of 3.89×107 ha. 

Statistical Analysis of Grassland Fire Disasters 

The grassland fire disaster is a natural disaster and a threat related to environment, 
people’s livelihood, and socio-economic development, which is caused by the combina-
tion of both a natural hazard and a societal vulnerability. Spatial and temporal  
distributions of grassland fire disasters are determined by the interactions between natu-
ral condition and human activity. Historical data of grassland fire disaster in northern 
China from 1991 to 2006 illustrate the fluctuant trend of the number of grassland fire 
disasters and severe grassland fire disasters (Fig. 2). The trend indicates that the number 
of grassland fire disasters increased gradually, while the severe grassland fire disasters 
decreased (Fig.2). In recent years, although the provinces in northern China have streng-
thened management in fire prevention, grassland fire disaster risks are in increasing 
trend with economic growth and increased trend of human activities. 

 

Fig. 2. Variation of grassland fire disasters and severe grassland fire disasters from 1991 to 
2006 in northern China 

Statistical data of fire seasons (from March to May and September to November) 
in northern China show a strong relationship between the number of grassland fire 
disasters and the burned area (r = 0.98, p = 0.01). The highest value emerged in April, 
followed by October, March, and May (Fig.3). The occurrence frequencies of April, 
October, March, and May account for about 41%, 16%, 13%, and 12%, respectively, 
while the burned area of April, October, March, and May account for about 47%, 
14%, 8%, and 17%, respectively (Fig. 3). 
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Fig. 3. Status of grassland fire disasters in fire seasons in northern China 

For spatial distribution, grassland fire disasters in the provinces of Inner Mongolia, 
Hebei, Heilongjiang, and Xinjiang occurred more frequently than other provinces in 
northern China. The Inner Mongolia was the province with the most annual burned 
area (Fig.4). According to annual damage rates (

i
S

i
Dr = , r is annual damage rates, iD is 

annual damage areas of province i , and iS
 
is grassland areas of province i ),  

Heilongjiang and Inner Mongolia are the regions that are most likely affected by 
grassland fire disasters (Fig.5).  

 

Fig. 4. Spatial distribution of grassland fire disasters in northern China provinces 
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Fig. 5. Spatial distribution of annual damage rates of the grassland fire disaster in northern 
China provinces 
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In China, grassland fire disasters are classified into four grades with respect to its 
harmful level, i.e., grassland fire alarm, general grassland fire disaster, serious grass-
land fire disaster, and extraordinarily serious grassland fire disaster. Because serious 
grassland fire disaster and extraordinarily serious grassland fire disaster always have 
severe impacts on the environment, livelihood and socio-economic development we 
integrated those two grades into one category as the severe grassland fire disaster. 

Data and Methods 

Actual data sets are often incomplete due to various reasons in the study of grassland 
fire disaster [12]. Compared to accurate quantitative model, fuzzy mathematical mod-
el is a useful, objective technique to describe non-linear relationship in the grassland 
fire disaster. Information diffusion is an effective tool to deal with small sample event 
and establish the fuzzy nonlinear relationship. It has been widely used in disaster 
research such as earthquake and flooding among others. As a fuzzy mathematics me-
thod, information diffusion can offset the information deficiency in small sample 
event through transforming an observation sample into a fuzzy set. 

Information Diffusion 

Information diffusion is a fuzzy mathematics method that offset the lack of informa-
tion in small sample event. The basic principle of information diffusion is to trans-
form the crisp observations into fuzzy sets for partly filling up gaps caused by a  
scarcity of data so that the recognition of relationship between input and output could 
be improved. The detailed computational process is illustrated as follows. 

Let },3,2,1{ nyyyyY "= be a set of observations, called a given sample, and 

},3,2,1{ muuuuU "= be the chosen framework space. If the observations cannot pro-

vide sufficient information to identify the precise relationship that is needed, then Y is 
called an incomplete data set. For any Yy ∈ , u ∈ U , the Eq.11 is called normal  
information diffusion. 
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Where jy
 is a given sample, the universe U is the monitoring space, iμ is the  

controlling points, h is the diffuse coefficient, and h is calculated using Table 1 [4].  

Table 1. Relationship of the number of sample and diffuse coefficient 

n  h  n  h  

5 0.8146(b-a) 9 0.3362(b-a) 

6 0.5690(b-a) 10 0.2986(b-a) 

7 0.4560(b-a) 11≥  2.6851(b-a)/(n-1) 

8 0.3860(b-a)   
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h is diffuse coefficient, n  is the number of sample, and b and a  represents 
maximum and minimum value of sample, respectively. 

It is assumes that  
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and the membership function of fuzzy subset is obtained as follows. 
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Where )( iu
jyμ is the normalizing information distribution of sample jy . 
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The probability of iu is calculated as follows. 
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In theory, ∑
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is calculated as  

follows. 
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Information Matrix 

Let )},(),2,2(),1,1{( nynxyxyxH "=  be a given sample, each sample has two ele-

ments of x as the input and y as the output. The input domain is U, 

},3,2,1{ juuuuU "= j=1, 2, 3…, m, and output domain is V, },3,2,1{ kvvvvV "=  k=1, 

2, 3…, n. Eq.17 and Eq.18 are used to deal with information distribution.  
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∑=
n

i ijkqkjQ
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With Eq.17 and Eq.18, the simple information matrix ( nmjkQQ ×= }{ ) can be obtained 

on a VU × space. Based on the simple information matrix and applying Eq.19 and 

Eq.20, the fuzzy information matrix ( nmjkrR ×= }{ ) can be obtained. 
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Fuzzy information matrix ( nmjkrR ×= }{ ) establishes the fuzzy relationship of  

variables. It expresses the approximate relation of input-output. The basic element of 
fuzzy information is the fuzzy set described by a membership function. By max-min 
algorithm, the membership function of output variable could be described as Eq.21.  
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Where, ∨  is symbol of max-product algorithm, ∧  is symbol of min -product algo-

rithm and the operator“ ∧ ”is defined as expression, })(,1min{)( ijrixie ∑= μμ , R  is 

fuzzy information matrix, and ixI
~

 is the fuzzy output, and ),( juixμ is 1-dimension 

linear information distribution function. Let },3,2,1{ mxxxxX "=  be a given sample, 

and },3,2,1{ muuuuU "=  be the chosen framework space with 1−−=Δ jj uu , j =2, 3…, 

m. For any x∈X, and any u∈U, the 1-dimension linear information distribution could 
be described as Eq.22. 
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Eq.21 is a fuzzy set about degree of membership calculated by fuzzy approximate reason-
ing. Because the information is too dispersive to apply in decision making, Eq.23 could 
calculate the fuzzy inference values and was employed to concentrate the information. 
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Where, 
ixI

~
 is fuzzy information distribution, kv  is the controlling points, α  is 

constant, generally α =2, and 
ixA is the fuzzy inference value. 

According to information diffusion theory, we calculated the probabilities of an-
nual grassland fire disasters and annual damage rates in 12 northern China provinces 
based on the historical data from 1991 to 2006 collected by the Department of Grass-
land Fire Prevention, Supervision Center and Ministry of Agriculture of the People’s 
Republic of China. Due to the significant importance of the annual burned area for 
policy makers and the strong correlations between the number of annual severe grass-
land fire disasters and annual burned area (r=0.728, p=0.01), we used the number of 
annual severe grassland fire disasters to predict the annual burned area in this study. 
The information matrix was employed during this process considering the efficiency 
of analyzing the fuzzy and nonlinear relationship between the annual several  
grassland fire disasters and annual burned area. 

Results and Discussions 

Probability Analysis of the Grassland Fire Disaster Risk 

Traditionally, the probability of an event was calculated by frequency histogram. The 
frequency histogram is reasonable when the samples are abundant. However as a grass-
land fire disaster belongs to small sample event, we employed information diffusion to 
deal with the data of grassland fire disasters. By putting observation values of annual 
severe grassland fire disasters into the information diffusion function (Eq.11-Eq.16),  
Fig. 6 illustrates the exceed probabilities on different levels exceed probabilities. 

 

Fig. 6. Probabilities of annual severe grassland fire disasters based on information diffusion and 
frequencies 



324 J. Zhang, X. Liu, and Z. Tong 

Fig.6 shows the scatter plot of measured (frequencies calculated by frequency  
histogram) and predicted (probabilities calculated by information diffusion) values  
of test samples in northern China. The predicted values agreed well with the measured 
values.  

Fig.7 shows the correlation between measured and predicted annual probabilities 
of severe grassland fire disasters. The two-tailed Pearson correlation coefficient 
( r value) reached to 0.992 (p = 0.01). This shows that information diffusion is  
able to accurately predict the probabilities of grassland fire disasters on different  
levels. 
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Fig. 7. Correlation between frequencies and probabilities of annual severe grassland fire disasters 

 

The results in Fig.6 and Fig.7 indicate that probabilities obtained by normal infor-
mation diffusion and frequency histogram are consistent. It means that normal infor-
mation diffusion is useful to analyze probabilities of grassland fire disaster. If in the 
condition of having a complete dataset, the two methods should perform equally well. 
As the grassland fire disaster belong to the fuzzy events with incomplete data, there-
fore, the normal information diffusion is better than frequency histogram to analyze 
probabilities of the grassland fire disaster. 

According to above method and the historical data of northern China, we  
calculated the probabilities of the number of annual grassland fire disasters and an-
nual damage rates in 12 provinces using GIS. The results of spatial distributions are 
illustrated (Figs. 8, 9) show that the probabilities of annual grassland fire disasters and 
annual damage rates on different levels increased gradually from southwest to north-
east across northern China. The Inner Mongolia and Heilongjiang are more easily 
affected by grassland fire disasters with high frequencies. The Qinghai and  
Shanxi provinces have less grassland fire disasters than other provinces in northern 
China. 
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Fig. 8. Probabilities of annual grassland fire disasters on different levels in northern China 
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Fig. 9. Probabilities of annual damage rates on different levels in northern China 

Prediction of Annual Burned Area 

According to the method of information matrix, let X be the sample of annual severe 
grassland fire disasters, and Y be the sample of annual burned area.  

},6,9,5,4,33,10,20,1445,28,18,1,38,19,42,35{=X     
},4.74.0,27.4,0,138.4,43,129.0,52.,68.9,41.94.32{ "=Y  

               },{ YXH =  

Correspondingly, we suppose that the chosen framework space of annual severe 
grassland fire disasters in input space is U, and the chosen framework space of annual 
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burned area in output space is V. Annual severe grassland fire disasters range from 3 
to 45, and nine controlling points are U= {5, 10, 15… 45}, step length Δ= 5. Chosen 
annual burned area V= {10, 20, 30… 140}, step length Δ=10.  

Applying the observation values of two factors and information diffusion function 
(Eq.17-Eq.20), the simple information matrix and fuzzy matrix between two factors 
can be calculated as follows. 
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With the fuzzy relation matrix and Eq.21, we could obtain the corresponding annual 
burned area by a given observation of annual severe grassland fire disasters. For ex-

ample, if we have an observation ix
=18, according to function Eq.22, the 1-dimension 

linear information distribution of observation ix
=18 can be obtained as follows (In all 

the formula, the signs “+” represent “and”, the numerator represents subject degree, 
and the denominator represents discrete controlling point). 
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According to the min -product algorithm, we obtain: 
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In order to concentrate the information, the max-product algorithm defined as follows.  
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Normalize the e , the final information distribution is obtained as follows. 
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In order to find the core of the information, the values of annual burned area can be 
calculated based on fuzzy inference (Eq.23). 
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According to above analysis, for one observation, 18=ix , the annual occurrence prob-
ability is about 0.5 (from Fig.6); the maximum probable of annual burned area is 40; 
the secondary probable of annual burned area is 30; and the core of the information of 
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annual burned area is 34.40. Compare with traditional probabilistic method, multi-
valued risk result can provide more characteristics of risk system when we analyze the 
risk of system. By the methods described above, the results of annual burned area 
were calculated for the year of 1991 through 2006 (Fig.10).  
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Fig. 10. A comparison between sample and fuzzy inference values of information diffusion 
matrix 
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Fig. 11. Correlation between sample values and fuzzy inference values of annual burned areas 

Fig.10 shows that the annual burned area simulated by information matrix matched 
well with the actual samples. The trends of annual burned areas between observation 
samples and fuzzy inference values are also consistent. From Fig. 10, it can be seen 
that annual burned area changes randomly, and it is impossible to be fitted by a linear 
function. It confirms the possibility of using the information diffusion theory for  
dealing with the fuzzy relationship of the grassland fire disaster. Fig.11 shows the 
correlation between observation samples and fuzzy inference values using informa-
tion matrix. The two-tailed Pearson correlation coefficient ( r value) reached to 0.967  
(p = 0.01). This shows that information matrix is viable to accurately predict the  
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annual burned area of grassland fire disasters on different levels. Because the relation-
ship of between the number of annual severe grassland fire disasters and annual 
burned area is fuzzy, nonlinear, and could not be expressed by a linear relationship, 
the information matrix was employed and the annual burned area was predicted effec-
tively using the number of annual severe grassland fire disasters with significant P 
values. The result could help in strategic decision makings to manage grassland fire 
disasters. 

5 Conclusions 

Grassland fires occur frequently in northern China provinces and cause significant 
property losses. In order to implement a compensation and disaster reduction plan, the 
spatio-temporal risk distribution of grassland fire disaster and the losses caused by 
grassland fires are among critically important information to grassland fire disaster 
managers. This study applied approximate reasoning of information diffusion to  
estimate probabilities and fuzzy relationship with scanty, incomplete data of the 
grassland fire disaster. Using information diffusion and information matrix, given 
observations, we can assess the spatio-temporal risk of grassland fire disaster and give 
an improved result to support risk management than traditional probability method.  

Grassland fire disaster risk is an uncertain and complicated system. Considering 
the imprecise or incomplete information of grassland fire disaster, and the limits by 
the existing technique and experiment method, the analysis result could be inefficient 
and imprecise by employing only the traditional accurate model. If the risk values 
were estimated by classical statistics tool, we would lose information included in the 
given sample and could obtain wrong results. This study shows that information dif-
fusion theory is effective to implement the impact and risk assessment associated with 
grassland fire hazards. The results could be used by the different level of authorities to 
develop grassland fire disaster risk protection plans. While the methods have certain 
advantages the accuracy in predicting could be improved by involving the impact 
factors of grassland fire disasters. 
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Abstract. Risk is inexplicably linked to complex inter-related structural and 
behavioral factors.  Of these, human factors tend to be overarching and predo-
minant. Any model that would assist with exploring the inter-relationships 
among structural and human factors would be immensely valuable to risk man-
agement. A social system model constructed with a valid set of software agent 
framework and complete with factions, institutions and other organizational de-
scriptors, all based on best-of-breed social science theories, can act as the  
desired testbed to evaluate effects that may arise from alternative courses of ac-
tion. Through our past case studies, we describe in this article, how social sys-
tems modeling and associated intelligent system tools could be applied to assess 
and manage political risk (and by extension other social systems based risks). 
We also enumerate the challenges of such a testbed and describes best-of-breed 
theories drawn from across the social sciences and synthesized and imple-
mented in an agent-based framework. These predictions are examined in a real 
world cases (Bangladesh) where the agent models are subjected to a validity 
check and the political risks are estimated.  

Keywords: risk management, socio-cultural simulation, agent-based models, 
social systems, political risk assessment, white-box models for risk. 

1 Introduction: Issues with Risk Assessment and Motivation 

Social systems are complex and risk is a complex and abstract concept. The combina-
tion of social system and risk, found in such applications as political risk manage-
ment1, is rather bewildering. With numerically and relationally complex set of actors, 
groups, causes, and emergent effects, it is difficult to trace through them all in a top 
down fashion. A common practice with such complex systems is attempting to cap-
ture the complexity in the statistical relationships, but these do not give any insight 
into plausible workings of such a model.  

                                                           
1 Social system based perspective is relevant to all risks, but is particularly central to political risk. 
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The purpose of this paper is to illustrate how a social system model could potentially 
be employed to identify and elicit risk in a country, making the risks transparent to policy 
makers and leaders. This is the novel claim of the paper. This paper is neither about cog-
nitively deep agent based modeling frameworks nor modeling methodology (including 
validation) for such social systems models, although we have briefly described the 
framework and methodology just enough to make the article stand on its own.  

The paper has been organized into three major sections. In section one (this one), 
we explain the motivations for employing social system framework; in section two, 
we explain our social system modeling framework, model construction methodology 
and introduce the case study that will be used illustrate risk assessment through social 
system model; in section three, we describe the risk assessment process of risk  
conception, hazard identification, risk assessment and risk management.  

Our thesis in this paper is that there are number of issues pertaining to risk assessment 
that could benefit by a social system modeling approach based primarily on cognitively 
detailed agents.  

In order to understand this premise, it is useful to look at the origins of risk and un-
derstand some of the key assumptions in risk methodology. In the last 50 years, prob-
abilistic risk assessment (PRA) and risk management have come to be applied to  
virtually every field, but they were originally developed for managing nuclear plant 
safety. For this, various related paradigms have evolved (NRC-NAS, 1983).  

One of the unstated assumptions of these traditional risk assessment models such as 
fault-tree analysis, event tree analysis etc. is that one can conceptualize and causally link 
chains of events in risk identification, and perhaps, later in assessment. Identification of 
risk is considered the most important stage of risk assessment. Assessment of risk includ-
ing quantitative treatment of risk is important primarily for providing systematic immer-
sion in the system posing risk through a transparent methodology. The numbers that 
come out of the assumption are “nice-to-haves”; however, real emphasis is placed on the 
process of assessment. Making decisions based on the understanding one gains, losses 
and the mechanism by which they occur by going through a systematic process is 
deemed more important than the probabilistic estimates.  

Of course, identifying risks in the physical realm involving safety hazards, is often 
easier and could be carried out systematically. A host of tools are available for tra-
versing through the physical system and identifying and assessing risk. Most impor-
tantly, a process or nuclear plant is a concrete entity that exists in front of one’s eyes!  

On the other hand, identifying and assessing political, business or financial risks 
are clouded in mystery, and hence are far trickier. And as the financial meltdown 
indicates, over-reliance on abstract models has very serious consequences and has 
missed various key signals in the environment (Freedman, 2011). The financial, mar-
ket, political and business risk assessment/ management is different to say the least. 
These fields have adopted risk assessment and risk management, but have limited 
means of actually identifying and assessing risks. That is not their fault. These risks 
are treated rather abstractly at a high level. The purpose of the assessment is primarily 
to optimize portfolio rather than continuously improving the existing system. Is this 
difference in approaches to risk assessment because of the availability of tools and 
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techniques? If relatively simpler domains such as engineering are concerned about 
understanding the hazards rather than the numbers that come out of a PRA, shouldn’t 
more complex domains pay more attention to the same?  

Various critics have now argued that “mis-application” of PRA was one of the contri-
butors to financial market meltdown (Salmon, 2009). We have worked on several cases 
of industrial and safety risk studies. One of the striking features of these risk studies is 
that they attempts to model failures through a mechanistic model2. Later, when we gained 
some understanding of financial risks, we were uncomfortable with the sole reliance on 
statistics without any regard for any underlying mechanisms.  

This is well articulated in two popular books today. In The Failure of Risk  
Management: Why It's Broken and How to Fix It, Hubbard (2009) explains: “PRA is 
what economists would call a “structural model” The components of a system and 
their relationships are modeled for example, in Monte Carlo simulations. If valve X 
fails, it causes a loss of backpressure on pump Y, causing a drop in flow to vessel Z 
and so on. Financial models, such as option theory (OT) and modern portfolio theory 
(MPT) have at least one important conceptual difference from PRA done for nuclear 
power. For MPT and OT, there is no attempt to explain an underlying structure to 
price change. Various outcomes are simply given probabilities. And if there is no 
history of a particular system-level event like a liquidity crisis, there is no way to 
compute the odds of it… In Finance, there is an attempt [to] find correlations among 
various factors, but without the attempt to understand much about the underlying 
mechanism.”Similarly, in another book entitled “How Markets Fail”, another author 
Cassidy (2009) echoes similar sentiments that blind reliance on, and misuse of  
statistical models, as among the causes leading to failure of financial market of 2008.  

This is also true of political risk, which is the key focus of this paper. The understand-
ing of political risk is important to businesses and political leaders as well as ordinary 
citizens. Numerous studies commissioned by the World Bank and surveys of CEOs are 
examples that underscore political risk as the primary concern among investors (MIGA, 
2009). Despite its importance, a consensus on its definition is slow to come (Fitzpatrick, 
1983; Jakobsen, 2010).  

Almost all of the extant literatures on political risk are investor or business centric, 
and simply treat the hazardous events contributing to risk as exogenous to the model. 
With this premise, different studies often provide different or conflicting opinions on the 
definition and scope of political risk. Accordingly, the term ‘political risk’ refers to the 
possibility that investors will lose expected returns due to political decisions, conditions, 
or events occurring in the country or emerging market in which they are investing.  

Robock (1971) proposed an operational definition, "in which political risk in  
business exists when discontinuities, which are difficult to anticipate, occur in the 
business environment as a result of political change...” 

 
                                                           
2 In quantum physics, mechanistic models have been considered as amateurish representations. 

We neither imply this context nor scale, but a relatively macro scale dynamic representations 
where not only correlations, but potential causations and emergence can be tested through the 
application of scientific process (Boudon, 1998; Mayntz 2002). More details are forthcoming.  



334 G.K. Bharathy and B. Silverman 

Typically (Green 1972; Zink 1973; Nehrt 1970; Shapiro 1978; Rodriguez and 
Carter 1976), political risk is defined with respect to multi-nationals operating in a 
country or region, and is frequently ascribe to two broad classes of hazards, namely:   

• environmental factors such as direct political violence and instability and,  
• impediments to business operations including currency inconvertibility, discrimi-

natory taxation, public sector competition and expropriation or nationalization.  

In this paper, we will focus on the environmental factors such as political violence 
and instability, and take a broader, or at least a more encompassing, meaning of  
political risk as applicable to not only multi-nationals, but also political, military and 
civil leadership and the population as a whole.  

World Bank’s Multilateral Investment Guarantee Agency (MIGA, 2009), refers to 
political risk as: “Probability of disruption of operations of MNEs (Multi-National 
Enterprises) by political forces or events when they occur in host countries, home 
countries, or as a result from changes in the international environment. In host  
countries, political risk is largely determined by uncertainty over the actions of gov-
ernments and political institutions, but also minority groups, such as separatist move-
ments. In home countries, political risk may stem from political actions directly aimed 
at investment destinations, such as sanctions, or from policies that restrict outward 
investment.” Details of definitions aside, they all focus on government interference 
with business operations or undesirable consequences of political instability, but do 
not deal with the mechanisms behind the events.  

There is a price to be paid for a high level treatment of political risk, or for that matter 
any risk. A number of cases in the literature (Fatehi et.al. 1989; Kobrin, 1979; Loree and 
Guisinger 1995; Olibe et al 1997; Woodward and Rolfe, 1993) which treat the impact of 
political risks at an aggregate level (e.g Foreign Direct Investment) report contradictory, 
and henceforth, inconclusive results. We are not surprised that these studies are contra-
dictory and inconclusive. For us, predicting social system behavior based on such data is 
the concern. Instead, we argue that one models social system, in a descriptive fashion 
along with mechanisms at least one or two levels deep, so that one could explore the 
social system testbed, instead of making predictions.  

This reliance on high level, blackbox statistical models at the expense of studying 
(and attempting to gain an understanding of) the phenomenon is characteristic of fi-
nancial and related risk management techniques. The objective and scope of statistical 
models are significantly different from those of other techniques, in that statistical 
models do not address the mechanisms behind the model. Instead, they directly 
represent the data correlation. As Lindley (2000) succinctly summarized: “... it is only 
the manipulation of uncertainty that interests us. We are not concerned with the mat-
ter that is uncertain. Thus we do not study the mechanism of rain; only whether it will 
rain.”  

When trying to predict rare events in social systems (such as the instability of a 
government), a forecast of constancy (tomorrow will be like today) may or may not 
be quite accurate. Even when the model does predict accurately, it will fail at offering 
any insights into causality. Likewise, the available lightweight statistical models may 
perform well at forecasting certain tasks, yet they will fail to support the criteria/  
considerations we have in mind here in Section 2.1.  
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Adopting an approach that had originally evolved for forecasting to risk manage-
ment can be misleading, giving to a sense of misplaced security in sheer numbers.  

Greatest benefit in risk modeling comes from the transparency  and understanding 
it brings (Keey 2000). Abstracted statistical models, however sophisticated, do not 
provide this. On the other hand, white-box models with provision for drilling down 
into mechanisms will have a better chance of providing explanation (Hedström and 
Swedberg 1998).  

In above context, we would like to describe a potential modeling methodology that 
would assist with understanding social system risk. We demonstrate it though an  
application in political risk due to uncertainty brought about by instability.  

As with traditional risk assessment in process safety, prediction and forecasting are 
not the prime objective of a well conceived social systems model; instead, under-
standing, description, transparency, storytelling, analysis, prescription, policy making 
and decision support become more important goals of the modeling effort than  
making predictions.  

Since our framework and social system model are central to our thesis, we describe 
the framework before we delve into risk assessment.  Later, using these framework and 
model constructed in this framework, we will outline a risk assessment case study.  

2 Social Systems Modeling Framework 

We have developed a model that can represent purposeful actors with bounded ratio-
nality, rich cognitive processes, personality and value system, as well as heterogeneity 
among actors and social networks. Such a model can help in developing insight into 
the behavior of social systems, particularly for conflict laden environments.  

Some of the long term, broader aims of building the framework include: providing 
a generic game simulator to social scientists and policymakers; creating plausible AI 
models of human behavior; and improving the science by synthesizing best-of- 
breed social science models with subject matter expert knowledge, exposing their 
limitations and showing how they may be improved.  

2.1 Considerations for a Social Systems Model 

In the recent years, in a much needed and welcome break from the dominant tradition 
of “correlational school” (aka neo-Humean positivist school) that had once monopo-
lized the quantitative research landscape in social sciences, the mechanism-centered 
explanation and analysis is emerging as a contender and has found a legitimate place 
in the mainstream discourse (Hedström and Swedberg 1998; Mahoney 2001; Bunge 
1997). Unlike probabilistic association between variables hypothesized by positivist, 
correlational school, mechanism-centered school (and its variants such as “causal 
reconstruction”) advocate(s) white-box models and drilling down to explanation using 
mechanism (Boudon, 1998; Mayntz 2002). Causal reconstruction, which, at least in 
theory, would deal with processes (not correlations), intends to produce historical 
narratives using causal mechanisms (In this chapter, we simply refer to them as me-
chanistic models). In time, such approaches would result in robust models. Depending  
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on their scope and coverage, one or more of these models can be synthesized and be 
employed in social system models. Along these lines, in the discussion below, we find 
it useful to introduce some key considerations in the design of our model. These have 
also been discussed earlier in Silverman (2010) and Silverman et.al. (2010).  

Causality: In order to facilitate risk identification and assessment, the types of mod-
els we wish to study must be rich in causal factors that can be examined to see what 
leads to particular outcomes. We wish to understand mechanisms.  

Scientific (Esoterics): The models must be based on best currently available scientif-
ic theories of social systems and the other types of systems involved. This is because 
our goal is to see if models based on theory will advance our understanding of a social 
system, and if not, what is missing.   

Descriptive (Exoterics) : Parsimony has lead to the failure of game theory to help in 
asymmetric warfare, to the inability of statistical forecasting models to explain causal-
ity and mechanism, and to the kinds of overly simple quantitative risk models that 
helped cause the financial collapse (Salmon, 2009). Parsimonious thinking has lead to 
numerous diplomatic mis-adventures. We wish to take the alternative route and rely 
on data-rich, descriptive approaches. We seek approaches that drag in as much exoter-
ic detail as possible about the actual stakeholders and personalities in the scenarios 
being studied – their issues, dilemmas, conflicts, beliefs, mis-perceptions, etc.  

Model of Models: The modeling frameworks we wish to examine generally must 
make use of the model of models approach. The value of a model of models approach 
is that one can include the models one wants in a given forecasting exercise. Scientific 
(or engineering) models can be added, deleted, altered and perturbed in an effort to 
learn more about the social system in question and how alternative policies might 
impact and influence it. We think that study of these types of models is inherently 
different from single model systems and deserves its own methodology, though this is 
yet to be proven. It may turn out that the methodology we assemble will work equally 
well on single model systems.  

Design Inquiry: The modeling framework must support explorations into the effects 
of what emerges when different policies and courses of action are attempted. Here we 
wish to explore the question whether esoteric social science models (with the aid of 
exoteric knowledge) can adequately capture and predict the phenomena underlying 
social dilemmas. In military parlance, these models also must support the study of 
effects-based operations and shaping actions.  

Scientific Inquiry: Ideally, models created with scientific backing should also be 
usable to experiment and explore the dynamics of what emerges in a social system. 
Modeling and instrumentation in physics and chemistry enabled the discovery of new 
theories in those fields. The model of models approach is thought to serve a similar 
purpose for social science. Here we wish to ask the question whether social science 
itself can be advanced with the use of the model of models approach. Thus we wish to 
use a given model-of-model system to examine how alternative policies affect the 
social system, and what new theories can be derived from the emergence of alterna-
tive macro-behaviors. We wish to understand the performance of the system and mine 
the model base for mechanisms.  
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In addition, we also address the prevailing concerns in the field. For example, The 
National Research Council’s review of agent-based modeling points out three major 
limitations on this way of conducting research. The three limitations are found in the 
following three realms of concern:  (1) Degree of Realism; (2) Model Trade-Offs; and 
(3) Modeling of Actions (NRC, 2008).  

Degree of Realism: With regard to the first concern, namely the degree of realism, 
we believe that our particular approach to agent-based modeling, highlighted by our 
recent effort in building CountrySim, has achieved a level of realism that has been an 
improvement on any previous models.  

We use realistic cognitive-affective agents built by combining best available prin-
ciples and conjectures from relevant sciences. The rules and equations that govern the 
interactions of these agents are also derived from the best available principles and 
practices, with particular attention to their realism. When populating our virtual coun-
tries with agents and institutions, we triangulated three sources: (1) existing country 
databases from the social science community and various government agencies and 
non-governmental organizations; (2) information collected via automated data extrac-
tion technology from the web and various newsfeeds; and (3) surveys of subject mat-
ter experts. This approach has yielded the best possible approximations for almost all 
parameter values of our model (See Silverman et al, 2009 for details).  

Model Trade-Offs: Model trade off pertains to selection of modeling techniques and the 
tradeoffs one has to live with as a consequence. Two such trade offs are worth investigat-
ing. One being the use of cognitively sophisticated agents versus simple agents. If one 
were to model at a detailed level, we miss the bigger picture and if one were to model at 
the bigger picture, then one misses the details and nuances. The second, but related, trade 
off is the level of details in the models. For cognitive agents versus simple agent trade 
off, we combine both types of agents judiciously. The key actors are based on cognitively 
detailed agents who deliberate over decisions. Large populations who only contribute 
votes are based on simple agents. As for the level of details, we construct multiple mod-
els (for example, country level, district level and village levels). We again believe that the 
above approaches, highlighted by our recent effort in building CountrySim, has good 
theoretical and practical justification. The verdict is still out.  

Large Feature Space and Curse of Dimensionality: For descriptive modeling intended 
to provide learning, exploration and immersive training through social systems, “curse of 
dimensionality” is a given. These models have very large feature spaces (on the order of 
1000), giving rise to “curse of dimensionality” (De Marchi, 2005). Frequently, an argu-
ment is made in favor of reducing dimensionality by building simple, yet elegant toy 
models adhering to Keep It Simple, Stupid (KISS) principles.  

Social system models, by definition, are complex, with imprecise, incomplete and 
inconsistent theories (Silverman et.al.  2009a). However, given the complexity of 
social systems, many researchers argue otherwise, arguing that simplicity, brought 
about for mathematical tractability and elegance, is not sufficient to explore social 
systems. They point out the need for complex, descriptive models in social system. 
This has resulted in an equally important and convincing emerging paradigm named 
KIDS (“Keep it Descriptive Stupid”) (see Edmonds and Moss, 2004 for example).  
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De Marchi (2005) points out that with simpler models, frequently the assumptions 
are doing most of the “heavy lifting”, resulting in the “curse of simplicity”. This is 
Simple or stylized models are unable to encode domain information, particularly the 
depth of the social system. For example, human value systems are almost always 
assumed, hidden, or at the best, shrunk for the purpose of mathematical elegance. Yet, 
human behavior is vital to the social system behavior. While simpler models might be 
more elegant and be useful for prediction, they do not offer the richness and  
mechanism that might accompany complex models.  

This approach emphasizes the need to make models as descriptive as possible and 
accepts simplification only when evidence justifies it. We too deviate from traditional 
modelers on one issue. Unlike more tradition-bound research communities such as 
econometrics and game theory, we do depart from this prevailing paradigm of KISS 
because we see no convincing methodological or theoretical reasons for blindly ad-
hering to it. This does not mean the models have to be unnecessarily complex either. 
Complexity of the model must be driven by purpose.  

2.2 Introduction to Framework 

Let us now introduce our model that can provide a social systemic basis for risk as-
sessment. This introduction should be misconstrued as detailed description of the 
models; later is not the focus of this paper. It must also be noted that the models in-
troduced in this paper are defaults and one can swap in other models without affecting 
how the actors think through their resource-based, ethno-cultural conflicts.  

Game: The vast majority of conflicts throughout history ultimately centers on the 
control of resources available to a group and its members (let us refer to this as 
“greed”) and ‘settling scores’ (let us call this “grievance”). Such conflicts contribute 
to political instability and hence political risk. We have created a social system model 
based on this fairly universal class of leader-follower games from our model. Specifi-
cally, the socio-cultural game centers on agents who belong to one or more groups 
and their affinities to the norms, sacred values, and inter-relational practices  
(e.g., social and communicational rituals) of those groups.  

We have constructed, using a framework named CountrySim/ FactionSim, a country 
based on multi-resolution agent based approach. FactionSim captures globally recurring 
socio-cultural “game” that focuses upon inter-group competition for control of resources 
(e.g, Security/Economic/Political Tanks) and settling scores, as mentioned above.  

This environment facilitates the codification of alternative theories of factional interac-
tion and the evaluation of policy alternatives. This tool allows conflict scenarios to be 
established in which the factional leader and follower agents all run autonomously and 
are free to employ their micro-decision making as the situation requires. 

This model has a virtual recreation of the significant agents (leaders, followers, and 
agency ministers), factions, institutions, and resource constraints affecting a given 
country and its instabilities.  

These influential and important actors, who are required to deliberate over and 
make key decisions, are represented through cognitively detailed agents. The actors in 
this category include leaders at various levels and their archetypical followers.  
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In order to save computational resources, we represent less salient actors (those 
who do not have to deliberate over key decisions) through a larger population model 
consisting of dummer agents making decisions on a simplistic scale of support vs 
opposition.  

A diagrammatic representation of an example CountrySim model is given in  
Figure 1 (forthcoming later in the chapter). For additional details, see Silverman et.al. 
(2010, 2007a, 2008a).  

Cognitively Detailed Agents: We would describe the primary agents that occupy our 
world as cognitively very detailed, endowed with values including short term goals, 
long terms preferences, standards of behaviour and personality. The environment 
provides contexts. According to Gibsonian (1979) ecological psychology, these con-
texts carry and make decisions available for consideration. These agents make deci-
sions based on a minimum of two set of factors:  

• the system of values that an agent employs to evaluate the decision choices and  
• the contexts that are associated with choices.  

Decision Utility = f(Values, Contexts)                                        (1) 

The values guide decision choices, and in our case, have been arranged hierarchically 
or as a network. The contexts sway the agent decisions by providing additional and 
context specific utility to the decisions evaluated. The contexts are broken up into 
micro-contexts. Each micro-context just deals with one dimension of the context  
(for example, relationship between the perceiver and target and so on).  

With a given set of values, an agent evaluates the perceived state of the world and the 
choices it offers under a number of micro-contexts, and appraises which of its values are 
satisfied or violated. This in turn activates emotional arousals, which finally sums up as 
utility for decisions.  

Value Trees: The agent’s cultural values and personality traits are represented 
through Goal, Standards and Preference (GSP) trees. These are multi-attribute value 
structures where each tree node is weighted with Bayesian probabilities or importance 
weights.  

A Preference Tree is one’s long term desires for world situations and relations 
(e.g., no weapons of mass destruction, stop global warming, etc.) that may or may not 
be achieved in the scope of a scenario.  

The Standards Tree defines the methods an agent is willing to take to attain his/her 
preferences, and what code that others should live by as well. The Standard Tree 
nodes that we use merge several best-of-breed personality and culture profiling in-
struments such as, among others, Hermann traits governing personal and cultural 
norms (Hermann, 2005), standards from the GLOBE study (House et. al., 2004), top-
level guidelines related to Economic and Military Doctrine, and sensitivity to life 
(humanitarianism). Personal, cultural, and social conventions render inappropriate the 
purely Machiavellian action choices (“One shouldn’t destroy a weak ally simply  
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because they are currently useless”).  It is within these sets of guidelines that many of 
the pitfalls associated with shortsighted Artificial Intelligence (AI) can be sides-
tepped.  Standards (and preferences) allow for the expression of strategic mindsets.  

Finally, the Goal Tree holds short term needs the agent seeks to satisfy each turn 
(e.g., vulnerability avoidance, power, rest, etc.), and hence drive progress toward 
preferences.  In the Machiavellian (Machiavelli, 1965 and 1988) and Hermann-
profiled (Hermann, 2005) world of leaders, the Goal Tree reduces to the duality of 
growing/developing versus protecting the resources in one’s constituency. Expressing 
goals in terms of power and vulnerability provides a high-fidelity means of evaluating 
the short-term consequences of actions.  For non-leader agents (or followers), the 
Goal Tree also includes traits covering basic Maslovian type needs.  

Decision Making Loop: With a unifying architecture, different subsystems are con-
nected. For each agent, PMFserv operates what is sometimes known as an observe, 
orient, decide, and act (OODA) loop. PMFserv runs the agents perception (observe) 
and then orients all the sub-systems such as physiological and mental stress receptors 
to determine levels of fatigues and related stressors, grievances, tension buildup, im-
pact of rumors and speech acts, emotions, and various mobilizations and social rela-
tionship changes since the last tick of the simulator clock. Once all these modules and 
their parameters are oriented to the current stimuli/inputs, the decision-
making/cognition module runs a best response algorithm to try to determine or decide 
what to do next. The algorithm it runs is determined by its stress and emotional levels. 
In optimal times, it is in vigilant mode and runs an expected subjective utility  
algorithm that re-invokes all the other modules to assess what impact each potential 
next step might have on its internal parameters. Under conditions of excessive stress 
or boredom (limited arousal), the agent’s decision making sub-optimal.  

Groups/ Factions: The agents belong to factions, which have resources, hierarchies 
of leadership, followers. The factions that agents belong to, as well as the agents 
themselves, maintain dynamic relationships with each other. The relationships evolve, 
or get modified, based on the events that unfold, blames that are attributed etc.  

The resources of each group serve as barometers of the health of that aspect of the 
group’s assets – (1) political goods available to the members (jobs, money, foodstuffs, 
training, healthcare etc.); (2) rule of law applied in the group as well as level and type 
of security available to impose will on other groups; and (3) popularity and support 
for the leadership as voted by its members.  

Economy and Institution Models: As in the real world, institutions in the virtual 
world provide public goods services, albeit imperfectly owing to being burdened with 
institutional corruption and discrimination.  

The economic system currently in FactionSim is a mixture of neoclassical and in-
stitutional political economy theories. The institutional models describe how different 
public goods are distributed (often imperfectly) among competing (or cooperative) 
factions. The public goods themselves are tied to the amount of resources for the  
institutional functions, including the level of inefficiency and corruption.  
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Institutions are used as a mediating force which control the efficiency of certain ser-
vices and are able to be influenced by groups within a given scenario to shift the equita-
bleness of their service provisions.  Political sway may be applied to alter the functioning 
of the institution, embedding it in a larger political-economy system inhabited by groups 
and their members.  However, the followers of each group represent demographics on the 
order of millions of people.  To handle the economic production of each smaller  
demographic, a stylized Solow growth model is employed: Solow (1956).   

Each follower's exogenous Solow growth is embedded inside a political economy 
which endogenizes the Solow model parameters.  Some parameters remain exogen-
ous, such as savings rate- which is kept constant through time.  As savings rates are 
modeled after the actual demographics in question and the time frame is usually only 
a few years, fixing the parameter seems reasonable.  

Each follower demographic's production depends on their constituency size, capi-
tal, education, health, employment level, legal protections, access to basic resources 
(water, etc), and level of government repression.  These factors parameterize the So-
low-type function, in combination with a factor representing technology and exogen-
ous factors, to provide a specific follower's economic output.  The economic output of 
followers is split into consumption, contribution, and savings.  Consumption is lost, 
for the purposes of this model.  Savings are applied to capital, to offset depreciation.  
Contribution represents taxation, tithing, volunteering, and other methods of contri-
buting to group coffers. Both followers and groups have contributions, with groups 
contributing to any supergroups they belong to.  Contributions, transfers and spoils of 
other actions (e.g. attacks) are the primary source of growing groups' economy  
resources.  

The unit of interaction is the institution as a whole- defined by the interactions  
between it with groups in the scenario.  An institutions’ primary function is to convert 
funding into services for groups.  Groups in turn, provide service to members. In turn, 
each group has a level of influence over the institution- which it leverages to change 
the service distribution.  Influence can be used to increase favoritism (for one's own 
group, for example) but it can also be used to attempt to promote fairness.   

Groups, including the government, provide funding and infrastructure usage rights. In-
stitutions are controlled by one or more dominant groups and there can be multiple com-
peting institutions offering the same services. The distribution of services is represented 
as a preferred allotment (as a fraction of the total) towards each group.  Institutions also 
are endowed with a certain level of efficiency, reflecting dollars lost in administration or 
misuse. The types of institutions currently modeled are public works, health, education, 
legal protections, and elections.  For example, public works provide basic needs, such as 
water and sanitation; legal protections represent the law enforcement and courts that 
enforce laws; and the electoral institution establishes the process by which elections are 
performed, and handles vote counting and announcement of a winner.  

Synthesis of Theories: Our modelling framework and the software were developed 
over the past ten years at the University of Pennsylvania as an architecture to synthes-
ize many best-of-breed models and best practice theories of human behavior model-
ing. A performance moderator function (PMF) is a micro-model covering how human 
performance (e.g., perception, memory, or decision-making) might vary as a function 
of a single factor (e.g., event stress, time pressure, grievance, and so on.).  
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PMFserv synthesizes dozens of best-of-breed PMFs within a unifying mind-body 
framework and thereby offers a family of models where micro-decisions lead to the 
emergence of macro-behaviors within an individual. None of these PMFs are  
“home-grown”; instead they are culled from the literature of the behavioral sciences.  

These PMFs are synthesized according to the inter-relationships between the parts 
and with each subsystem treated as a system in itself. Elsewhere we have discussed 
how the unifying architecture and how different subsystems are connected (Silverman 
et.al. 2009a, 2010a). Some of the salient models currently in the library are listed in 
the following Table.  

Table 1. Examples of Sub-Models and Theories in PMFServ Library 

Layer Functionality Best of Breed Theories 

Cognitive 
Agent 

• Leader Perso-
nalities 

• Follower Arche-
types/Norms 

• Agency Minis-
ters  (Corrupti-
ble) 

• External Actors 

• OODA Loop (Boyd), Sense/Think/Act (Newell & 
Simon) 

• Perception, Focus of Attention (Gibson, Hammond) 
• Stress/Five Coping Styles (Janis-Mann), Bounded 

Rationality (Simon) 
• Personality Traits, Cultural Values, Religious Values, 

Tribal Norms (Hermann, Hofstede, House:UN Globe 
Study) 

• Affective Reasoning, Cognitive Appraisal, and Rela-
tionship Management (Ortony) 

• SEU, Multiattribute Utility Functions (Kahneman, 
Keeney & Raiffa) 

Socio 
Politico 
Group 

• Factions, Fac-
tional Roles 

• Government, 
Bureaucracy 

• Institutional 
Agencies (Secu-
rity, Utilities, 
Elections, etc.) 

• Resources & 
Economy 

• Alliances, Coa-
litions, Votes 

• Battle Simulator 

• InGroup Membership, Loyalty, OutGroup Bias (Eidel-
son, Hirshman) 

• Motivational Congruence, Mobilization, Grievance 
(Wohl, Collier) 

• Actual vs. Perceived Group Power/Vulnerability (Ma-
chiavelli, Eidelson) 

• Institutions, Public Goods (Rotberg, Collier, 
Fearon/Laiton ) 

• Developmental Econ (Lewis/LRF, Solow, Harrod-
Domar) 

Population 
Grid 

• Spatial layout: 
groups& regime 

• Message Filter-
ing/ Propagation 

• Voting 

• Regime spread, Territorial ownership, acquisition, 
maintenance 

• Cultural maps, group spatial distribution, segmentation, 
infrastructure, roads/ports 

• Line of sight and hearing, spread of news (spin) 
• Temporality – real time vs. faster than realtime 
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Metrics Designer and Calculator: Finally, the description will not be complete 
without saying a few words about the metric system (we call it SAMA). In order to 
measure, calculate and summarize the performance of the virtual world, there is a 
layer of standalone metric system sits a top of the database that tracks and stores out-
put and can use lower level parameters to calculate higher level abstract parameters 
(e.g. EOIs). The metric system is hierarchically organized, showing high level sum-
mary metrics that the users deem worth tracking (e.g., equilibrium shifts) computed 
from combining different summary indicators and trends.  

The above description of agents and their world is an oversimplification, but might 
serve the purpose of introducing the model. In-depth introduction to the framework, 
including the workings of the modules and the modelling methodology, have been 
published earlier (Silverman 2009, 2008, 2007a, 2006,). Elsewhere in other publica-
tions (Silverman et.al., 2006a, 2007a,b, 2009, 2010a), we have also discussed how 
these different functions are synthesized, review how agents are profiled, and how 
their reasoning works to make decisions etc.  

Using PMFserv agents and FactionSim, we have developed a comprehensive, inte-
grated, and validated agent-based country modeling generator to monitor, assess, and 
forecast national and sub-national crises to support decisions about allocating eco-
nomic, political, and military resources to mitigate them: see Silverman et al. (2009). 

With this framework, our collection of country models, CountrySim, can best be 
described as a set of complex agent-based models that use hierarchically-organized 
and cognitive-affective agents whose actions and interactions are constrained by vari-
ous economic, political, and institutional factors. It is hierarchically organized in the 
sense that the underlying FactionSim framework consists of a country’s competing 
factions, each with its own leader and follower agents. It is cognitive-affective in the 
sense that all agents are ‘deep’ PMFserv agents with individually tailored and multi-
attribute utility functions that guide a realistic decision-making mechanism. Country-
Sim, despite its apparent complexity, is an agent-based model that aims to show how 
individual agents interact to generate emergent macro-level outcomes.  

Even though such models can not be solved mathematically, we can find solutions 
through validated simulation models with deep agents. If one could find clusters of pa-
rameters that pertain to a corresponding game model, we can also start talking about 
correspondence between game theoretic models and cognitively deep simulation models. 
There is room for a lot of synergy.  

2.3 Country Modeling Case 

Using the framework discussed earlier, CountrySim/ FactionSim/ PMFserv, we have con-
structed, a country based on multi-resolution agent based approach. This model has a 
virtual recreation of the significant agents (leaders, followers, and agency ministers), fac-
tions, institutions, and resource constraints affecting a given country and its instabilities.  

Currently four country models are complete (Bangladesh, Sri Lanka, Thailand, and 
Vietnam) and seven more are underway (China, India, Indonesia, Japan, North Korea, 
Russia, and South Korea). We are currently populating our CountrySim framework with 
information about the domestic politics and economics of these countries using social 
science databases, expert surveys, and automated data extraction technologies, and, in so 
doing, building additional virtual countries and running simulations to monitor and  
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forecast instabilities and experiment with actions that influence the direction of future 
political and economic developments. An important part of CountrySim is its end-to-end 
transparency and drill-down capability – from the front end model elicitation (web inter-
view, database scraping) to the backend metrics views and drill down through indicators to 
events and even to the ability to query the agents involved in the events.  

It is a tool that allows conflict scenarios to be established in which the factional 
leader and follower agents all run autonomously and are free to employ their micro-
decision making as the situation requires. A diagrammatic representation of an exam-
ple CountrySim model is given in Figure 1. For additional details, see Silverman et.al. 
(2010, 2007a, 2008a).  

 

 

 

For a given state being 
modeled, CountrySim 
uses FactionSim (and 
PMFserv) typically to 
profile 10s of significant 
ethno-political groups 
and a few dozen named 
leader agents, ministers, 
and follower archetypes. 
These cognitively de-
tailed agents, factions, 
and institutions may be 
used alone or atop of 
another agent model that 
includes 10,000s of 
lightly detailed agents in 
population automata.  

 

Fig. 1. Overview of the Components of a CountrySim Model: Bangladesh (Silverman et.al. 2010) 

2.4 Modeling Methodology 

In recent years, modeling methodologies have been developed that help to construct 
models, integrate heterogeneous models, elicit knowledge from diverse sources, and also 
test, verify, and validate models. A diagrammatic representation of the process is given in 
Figure 1.  

These models are knowledge based systems, and to a significant extent the model-
ing activity involves eliciting knowledge from subject matter experts as well as  
extracting knowledge from other sources such as data bases and event data, consoli-
dating the information to build a model of the social system. We designed and tested 
the Knowledge Engineering based model building process (KE process) to satisfy the 
following functional requirements: (1) integrate individual social science models,  (2) 
gather and systematically transform empirical evidence, tacit knowledge, and expert 
knowledge into data for modeling; (3) construct the model with the aim of reducing 
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human errors and cognitive biases (e.g. confirmation bias) in constructing the model; 
and (4) verify and validate the model as a whole, (4) run model and explore the  
decision space, and (5) maintain the knowledge base over time.  

We have designed an extensive a web interview which elicit subject matter expert 
inputs to construct the country models. One such model and its output has been shown 
below. Later, we triangulate these against other sources of inputs such as databases 
such as World Value Survey and events generated by automatic and manual scraping 
of webs and documents.  

The details of the process are beyond the scope of this paper, but can be found 
elsewhere (see for example, Silverman & Bharathy, 2005; and Silverman, Bharathy 
and Kim, 2009). We recap the salient features briefly here.  

Data Collection and Model Construction: These models are knowledge based systems, 
and to a significant extent the modeling activity involves eliciting knowledge from  
subject matter experts as well as extracting knowledge from other sources such as data 
bases and event data, consolidating the information to build a model of the social system. 
We have employed web newsfeeds, country databases, and SME interviewing.  

We assembled a compendium of 45 country and social science databases (eg., CIA 
Factbook, World Values Survey, Global Barometer Survey, etc.), and some of the 
parameters pertinent to our model (e.g. population level and economic parameters) are 
available in the databases. Likewise, web newsfeeds provide supplementary material 
on the events of interest in the target countries. However, most important source of 
information is Subject Matter Experts (SMEs). In order to elicit knowledge from 
country experts, we have designed an extensive survey questionnaire containing struc-
tured questions. We supplement the structured survey with open ended interviews to 
capture the richness and intricacies. However, for our purposes, administering a struc-
tured, self-explanatory web survey tailored to elicit exactly the information we need 
would in most cases be preferable to conducting unstructured, open-ended interviews 
(partly because these interviews would elicit a wealth of information that would then 
need to be sorted and coded).  

The input data, obtained from multiple sources, tend to be incomplete, inconsistent 
and noisy. Therefore, a process is required to integrate and bring all the information 
together. We employ a process centered around differential diagnosis.  

This design is also based on the fact that directly usable numerical data are limited and 
one has to work with qualitative, empirical materials. Therefore, in the course of con-
structing these models, there is the risk of contamination by cognitive biases and human 
error.  

The burden of this integrative modeling process is to systematically transform em-
pirical evidence, tacit knowledge and expert knowledge from diverse sources into 
data for modeling; to reduce, if not eliminate, the human errors and cognitive biases 
(for example, for confirming evidence); to ensure that the uncertainties in the input 
parameters are addressed; and to verify and validate the model as a whole, and the 
knowledge base in particular. For lack of a better term, the process has been conve-
niently referred to as a Knowledge Engineering (KE) process due to extensive  
involvement of KE techniques and construction of the knowledge models. Such sys-
tematic approach increase confidence in the models. Details of data sources, their 
limitations and rationale for selecting and combining data have been discussed in our 
paper (Silverman, Bharathy and Kim 2009).  
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Validation: In all modeling activities, in order to be confident that the models are 
performing adequately (for the purpose), we needed to carry out:  

• Verification: Determining, using training starting conditions that the model 
replicates the training data,  

• Validation: Determining, using test starting conditions, the model replicates 
the test data independent of the model building training data, and  

• Sensitivity Analysis: Evaluating the sensitivity of the model to changes in the 
parameters.   

Having built the model, one must test, verify and validate the model. Our approach to 
validity assessment is to consider the entire life cycle and assess the validity under 
four broad dimensions of (1) methodological validity, (2) internal validity, (3) exter-
nal validity, and (4) qualitative, causal and narrative validity. In the ensuing section, 
we provide a summary of validation. Elsewhere (Bharathy and Silverman, 2010;  
Bharathy and Silverman, 2012), we elaborate on selected validation techniques that 
we have employed in the past. We recommend a triangulation of multiple validation 
techniques, including methodological soundness, qualitative validation techniques 
such as face validation by experts and narrative validation, and formal validation tests 
including correspondence testing.  

As a social system built primarily of cognitively detailed agents (such as PMF Serv 
based CountrySim), our models provide multiple levels of correspondence. At ob-
servable levels, the models are evaluated for correspondence in behaviors (decisions 
agents make) and measurable parameters (e.g. GDP, public goods service levels re-
ceived). They are also evaluated at higher levels of abstractions where aggregated and 
abstract states of the world (developmental metrics, conflict metrics such as rebellion, 
insurgency) are compared. During the validation exercise, we attempt to re-create the 
behavior of the reality using fresh set of empirical evidence hitherto unused in model 
construction.  

Below, we very briefly describe some example validation tests, namely external 
validity at micro and macro levels.  

Micro-Level Validation: In carrying out a micro-level validation process, we primar-
ily aim to create correspondence at the level of agent decisions or other lower level 
parameters such institutional parameters, socio-economic indicators etc. The intention 
is to calibrate the model with some training data, and then see if it recreates a test set 
(actually validation). Examples of this include the mutual entropy and chi-squared 
pairwise tests, which have been described in Bharathy and Silverman (2012). The 
mutual entropy correspondence was between the decisions of real and simulated  
leaders. The leader decisions were classified into categories (e.g. positive, neutral, 
negative); we were able to calculate a mutual information or mutual entropy (M) sta-
tistic between the real and simulated base cases. The mutual entropy values were 
found to be less than 0.05 (at least an order of magnitude smaller than the mutual 
entropy of 1.0), indicating reasonable degree of correlation between real and simu-
lated data. Several historical correspondence tests indicate that PMFserv mimics deci-
sions of the real actors/population with a correlation of approximately 80% (see  
Silverman et al. 2009b, 2007b, 2010).  
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Macro-Level Validation: Let us summarize Macro-Level and Cross Model Valida-
tion test that also directly deals with probability estimates. The direct outputs from the 
CountrySim model include decisions by agents, levels of emotions, resources, rela-
tionships between factions, membership of agents in different factions etc. These 
parameters are tracked over time and recorded in a database. Based on these, we have 
defined aggregate metrics or summary outputs of instability called Events of Interest 
(EOIs). These are, namely: Rebellion, Insurgency, Domestic Political Crisis,  
Inter-Group Violence and State Repression. 

We will describe EOI composition later, but it suffices to say that these EOIs are 
composed of weighted aggregations of model level outputs.  

The indicators we used are items computed by the socio-cognitive models and 
which can be interpreted as a function of the EOI they characterize. Forthcoming 
Figures of hierarchical indicator composition (Figure 4) and example indicators  
(Figure 7) show how model outputs are summarized into indicators that in turn are 
used to compute EOIs.  

During the training period, using the weights on the arcs of the tree, the occurrence of 
EOIs in the simulated world can be tuned against the occurrence of EOI in the real world. 
The weights are then employed to make out-of-sample predictions in the test period. The 
weights tend to be invariant across similar countries (in our case, all countries).  

In order to assess Analytical Adequacy, we ask whether the collection of models 
assembled and implemented thus far satisfy various types of correspondence tests and 
historic recreation tests. This will often entail backcasts on a set of historic test data 
with-held during model training and tuning. And to avoid the problem of over-fitting 
to a single test sample, we always need to examine if the models work across samples.  

Here we applied them to models of several States (namely Bangladesh, Sri Lanka, 
Thailand and Vietnam) and Groups, People and across different types of metrics of 
interest (different EOIs). The following sample results were drawn from one of our 
previous paper (Silverman et.al., 2010) and illustrates one EOI for one Country.  

Having constructed high level aggregate EOIs, we compared them to Ground Truths 
of EOIs coded from real data by subject matter experts. Having tested and verified the 
model over the period of 1998-2003, we ran the model for subsequent 3 years (of 2004 
through 2006) and made predictions. The predictions were benchmarked against the 
Ground Truth consisting of real world EOI for the same interval. 

Although we generate and display the multiple futures (from multiple runs), in metrics 
and calculations, we only employ the mean values across alternative histories for valida-
tion. We cast mean likelihood estimates from multiple runs into a binary prediction by 
employing threshold systems.  

In order to get a quantitative relationship between CountrySim and Ground Truth 
forecasts, we make use of a Relative Operating Characteristic (ROC) curve (Figure 
2). The ROC plots the relationship between the true positive rate (sensitivity or recall) 
on the vertical and the false positive rate (1-specificity) on the horizontal. Any predic-
tive instrument that performs along the diagonal is no better than chance or coin  
flipping. The ideal predictive instrument sits along the y-axis.  

The predictions were benchmarked against the Ground Truth consisting of real 
world EOI for the same interval. Below, we will see that based on this Ground Truth 
benchmark, our metrics such as precision, recall and accuracy are mostly in the range 
of 65-95% for multi-country, multi-year study (Bharathy and Silverman, 2012).  
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This curve well above the diagonal shows that CountrySim largely agrees with the 
Ground Truth. In fact its accuracy measured relative to Ground Truth is 80+%, while 
its precision (which is lower at 66%) and recall were listed in the Table 2a. While 
these would be less than luster results for any physical system, for agent-based mod-
els of bottom up social science processes, these are useful results. They are useful 
both since they significantly beat coin tossing and since these type of models also 
afford the analyst ways to drill down to try and explore casual factors as we will ex-
plain forthcoming subsections.  In this case, we employed backcasts with set of data 
independent of model construction, but eventually, one should move to forecasts and 
to tracking the actual outcomes to verify the forecast quality.  

It is also worthwhile mentioning that accuracy does not distinguish between the 
types of errors it makes (False Positive versus False Negatives). On the other hand, 
precision and recall do not stand alone and require to be combined with accuracy. 
Generally speaking, ROC curve is a comprehensive measure. Yet, there are times 
when ROC Analysis and Precision could yield contradictory results (e.g. it gives ma-
jority class an unfair advantage when proportion of classes are significantly unba-
lanced). The implication of all these is that one must understand the data and the  
domain it pertains to before carrying out analysis. That is, there is no substitute for 
qualitative domain knowledge.  

 

Fig. 2. Relative Operating Characteristic (ROC) 
Curve for CountrySim (Bangladesh) (Courtesy: Our 
paper Silverman et.al. 2010) 

 

Table 2a. EOI Summary Metrics  

Metric for 
Bangladesh 

Accu-
racy 

Pre-
cision Recall 

Mean– with 
two thresholds 
at 0.65-0.35 87% 66% 81% 

 

Definitions 
 Accuracy = 

(TP+TN)/(P+N) 
 Precision = TP/(TP+FP) 
 Recall/TP rate = TP/P 
 False Positive (FP) Rate =  

FP/N 
Where T: True, F: False, P: Total 
Positives and N: Total Negatives, 
TP: True Positives, TN: True Nega-
tive, FP: False Positives and FN: 
False Negatives. ROC curve shown 
on the left describes the relationship 
between Recall and FP Rate as FP 
Rate is varied.   
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Table 2b. Confusion Matrix 
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Additional details on the validation of our models, along with examples, have been 
discussed in our paper (Bharathy and Silverman, 2010). We subscribe to the view that 
no model can faithfully represent the reality, but detailed, mechanism based models 
are useful in learning about the system and bringing about a qualitative jump in  
understanding of the system it tries to model.  

3 Social System Model Contributing to Risk Framework 

The previous section briefly described our modeling framework, introduced the mod-
eling methodology and set up a case of country study. In this section, using this 
framework, we will illustrate the risk management framework through this case.  

The cardinal question is how we can assess the political risks posed by a social sys-
tem such as a country through a socio-cognitive modeling framework.  In doing so, 
we will adopt the common risk management structure recommended by a number of 
coveted risk management standards and organizations (NRC-NAS, 1983; ANS/NZS 
4360: 1995). Specifically, we will describe the process along the following steps:  

• Risk Conception and Hazard Identification, illustrating conceptualizing and 
formulating the problem and identifying hazards and factors that contribute 
to risk are described in the first sub-section,  

• Risk Assessment, assessing Probabilities and Consequences of hazards, and 
Evaluating and Integrating Risks are described in the second sub-section,  

• Risk Treatment, illustrating an intervention for mitigating risks, monitoring on-
going process to detect signals surrounding risks drivers and inform of new 
risks potential, and communication and perception of risk are described in the 
last sub-section.  

3.1 Risk Conception and Hazard Identification 

In this stage of the risk assessment, we conceptualize and formulate the problem and 
identify hazards and factors that contribute to the one, perhaps arguably the most, 
significant aspect of political risk, the one that arises from the instability.  

Events can have negative impact, positive impact, or both. Typically, events with a 
negative impact are referred to as hazards. Hazard identification involves identifying 
internal and external events potentially posing a risk or affecting achievement of the 
objectives, which in this case is healthy functioning of the countries indicated by the 
absence of instability events.   

Pertinent to the scope of political risk assessment, we focused on the external fac-
tors such as instability and violence, illustrating how one could gain insight about the 
risk of such events from the country modeling case study.  
Conceptualization and hazard identification are arguably the most important parts of 
risk management, not only because everything else follows from this, but also owing 
to the influence of these steps on the management of risk.  

When assessing risk through a social system model, two steps of conceptualization 
and hazard identification are inextricably linked. Therefore, we have discussed them 
together, breaking from the tradition in a number of mechanism based risk studies, 
which separate the two steps.  
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During the conceptual stage, we began by generating an exhaustive list of factors 
that contribute to instability and disruption. However, we organized these factors into 
a conceptual model through influence diagrams. In obtaining inputs for the model, we 
employed surveys and interviews with stakeholders and subject matter experts, and 
collected information on the system and environment, and established the set of ha-
zards. Once the model was built, like Hazop studies (Kletz, 2006) frequently em-
ployed in hazard assessment, we traversed the model and posed systematic questions 
of what-ifs. We indentified the following summary hazards:  

Our central assumption is that instability in a country could be caused by several 
(interacting and inter-related) factors, including structural and behavioral factors, and 
the timing of conflict is influenced by frictional or inertial factors and triggers.   
Structural and Institutional factors include the Institutional/ Regulatory capacity (and 
vulnerabilities) of a country along social, technical, economic, environmental, and 
political (STEEP) dimensions. Institutional factors describe the country’s political, 
social, and other institutions that can influence stability. Behavioral factors include 
the characteristics (personalities, norms, culture, grievances, etc) that motivate a 
country’s leaders, factions, and general population. Other inputs include triggers or 
shocks to the system such as a tsunami or other key events. Inertial/ Frictional factors 
are result of inertia or underlying cost to change. Emergent factors on the other hand 
are due to system level effects. Finally, there are trigger certain factors/ events/ ac-
tions that would push the states into conflict. E.g. economic recession, change in the 
distribution of power, events of violence etc that could accelerate the conflict and 
instability. Such an abstract view of the conflict can be represented through the fault 
tree shown in Figure 3a.  

Frequently, policymakers focus on symptomatic issues and the triggers of conflict, 
in an attempt to control a complex system; that is not an easy task to say the least. 
While these individual, symptomatic trigger factors are helpful in monitoring conflicts 
(especially lagging or coincident indicators), they are difficult to control per se. Be-
sides, many triggers could bring about an avalanche when the system has precursors.  

On the other hand, we approach it based on traditional model of risk, as described 
in the classic Swiss Cheese Model3 (Reason, 1990). A system with inherent weak-
nesses is a precursor to conflict, and is an accident (instability event) waiting to hap-
pen; it does do little good to focus on symptomatic solutions. It is not the event itself, 
but it’s the conditions under which they occur that really matters. A significant con-
flict is a result of several failures in the system, as shown in the fault tree of rebellion 
in Figure 3b. Let us look at the salient features of this fault tree. The tree identifies 
several factors (failures in the positive sense) that might lead to conflict. For the sake 
of simplicity, the likelihoods of these factors are probabilistically combined through 
“AND” and “OR” gates to estimate the propagation of probabilities of conflict. The 
escalation of the conflict proceeds through several “gates” and requires multiple fac-
tors to have failed in the system. It [fault tree] identifies a broad-brush leadership and 
institutional failure as contributing to multitude of causes.  

 

                                                           
3 According to Swiss Cheese model, a system’s defenses against failure are modeled as “a 

series of barriers, represented as slices of Swiss cheese”. Accidents occur when the system as 
a whole fails to provide (frequently more than one) these barriers.  
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Let us start with the event(s) that a leader of a country discriminating against a  
minority group has been occurring frequently. Typically, in a nation with mature in-
stitutions, there will be institutional mechanisms to address and redress an issue such 
as discrimination, should it be identified. On the other hand, in a country with corrupt 
and weak institutions, adequate balancing mechanism may not exist. However, poor 
institutional framework alone may not be enough to start a separatist conflict.  
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Fig. 3a. Generic and Abstract  
Fault Tree of Conflict 

Fig. 3b. Fault Tree4 (Network) Representation of Rebellion 
with Grievance5 Motivations 

In the absence of voice and equality, the members of the discriminated groups 
might become disenchanted with the leader. However, for them to mobilize them-
selves and act as collective, they will need a leadership or nucleus of their own. Such 
competing or opposition leader can politicize and mobilize the masses to overcome 
the inertia of collective action problem, and take collective actions.   

Some of the other factors that might contribute to mobilization by public to support 
an event of interest such as rebellion (separatism) include perceived legitimacy of 
separation, acceptability of costs and benefits including status quo.  

An armed movement may be formed, but it has to not only survive the initial on-
slaught by the government, but also need to have public support (from the minority).  
 

                                                           
4 It must be noted that fault trees tend to assume that each of the leaf nodes (each branch) is 

independent. In reality, this is often violated. E.g. node pertaining to institutional lack of bal-
ance would contribute to more than one parent nodes, making it a network. One may circum-
vent such difficulties through the use of conditional probabilities based on the those nodes (or 
in general using Bayesian statistics).  

5 The tree can be expanded to include greed motivations too. See below text for grievance-greed 
motivations of conflict.  



352 G.K. Bharathy and B. Silverman 

There must also be behavioral incidents such as attack by rebels on the government 
and that by that should trigger the conflict.  

If the current level of security is threatened by a government bombing civilians, then 
joining a violent separatist movement is not considered to increase the risk significantly. 

When a group or section of the population with ties to each other (and less ties to 
others) regard the system as illegitimate, and when expressing/ voicing grievances 
result in serious backlash from the incumbent leadership, this could lead to attempts 
in the form of exits leading to separatist wars. When leadership unleashes violence on 
the members, this can quell the dissident action, but does not quench the grievances. 
Once conflict finds a way to begin again, the vicious cycle may resume. 

That does not answer the question why the leaders who strive to maximize their 
power and resources (reduce vulnerabilities), directly or indirectly supply various 
public and private goods, gain legitimacy or engage in abusive or discriminatory rela-
tionship with the members of the group as well as other groups. For this, one has to 
look at how the decisions are being made by individuals and groups. That is where 
our model particularly pitches in that other top down systems would find it difficult to 
do.  

In addition to the indirect consequences mentioned above, the act of discriminating 
another group would have direct consequences to the leader such as decrease in relation-
ship with this group, and perturbing the social or economic equality between groups; it 
may still pay off in terms of political gains in the leaders’ own constituency. The leaders 
acting myopically compete to win the affections of one group, deliberately or  
inadvertently discriminating against another group.  

The relationship between institutions and conflicts is also significant. Weak, cor-
rupt institutions or discriminatory policies are precursors to conflict. On the other 
hand, conflicts also weaken the institutional systems, resulting in a vicious cycle.  
When institutions perform their function well, it strengthens the legitimacy of the 
leadership and increases the political strength, resulting in a virtuous cycle.  

The triggers are certain factors/ events/ actions such as economic hardship (in the 
extreme cases collapse), change in the distribution of power, events of violence etc 
that could accelerate the conflict and instability. While these triggers are helpful in 
monitoring conflicts to a limited extent (they are also difficult to predict or control per 
se), multitude of such triggers could bring about an avalanche when the system has 
precursors. Therefore, one must pay attention to the system with weaknesses and 
precursors of vulnerability, for accidents are waiting to happen in such vulnerable 
systems (not a matter of whether, but when).  

Thus, we briefly described one thread or sequence of events pertaining to rebellion 
in the fault-tree. It is too naïve to assume that a fault-tree such as above depicts the 
conflict. Typically, in a country model, there are several such sequences of escalating 
events that lead to conflict. Frequently, these sequences can be competing, and at 
times seemingly inconsistent.  

According to some key theories, a conflict can be generated and sustained, for  
example, by scarcity of resources, inequitable and mal-distribution of otherwise ab-
undant resources, as well as the speed of access to resources, grievances accrued due 
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to various resource based and non-resource based conflicts in the past. In particular, 
the “greed vs. grievance” argument has become important over time.  

Many researchers including Collier and Hoeffler (1998, 2002), Bates et al. (2002), 
Fearon and Laitin (2003), Regan and Norton (2005), Elbadawi and Sambanis (2000, 
2003), have explained conflict using the economic factors. Specifically, Collier and 
Hoeffler (2002) proposed the ‘greed’ based explanation that internal wars may be 
motivated more by opportunity than ‘grievance’, and incentivized by the availability 
of resources that could be ‘conquered’/ ‘looted’. Several statistical modelers, for ex-
ample Imai and Weinstein (2000), Morrison and Stevenson (1971) and Jon-A-Pin, 
(2008b), determined that political instability and economic growth are negatively 
correlated.  

Several other studies attribute non-instrumental issues, such as intergroup discrim-
ination etc., occur even in the absence of a realistic pretext for the behavior (Billig & 
Tajfel, 1973; Rabbie & Horwitz, 1969; Rabbie & Wilkens, 1971; Tajfel, Billig, Bun-
dy, & Flament, 1971). Similarly, researchers observe that “The mere categorization of 
persons into groups on the basis of an arbitrary task is sufficient to cause discrimina-
tion in favor of members of one's own group (ingroup) at the expense of members of 
the other group (outgroup)”. Atran (2004) distinguishes the non-instrumental “value 
rationality of religions and transcendent political ideologies” from the “instrumental 
rationality of realpolitik and the marketplace”. Frequently, virtuous (e.g. altruism), 
cultural (including for example maintaining honor, exacting revenge) or religious 
behavior are their own reward and are not subject to trade-off.  
Postulating that one or relatively handful of factors6 accounting for a conflict (e.g. 
‘greed’ vs. ‘grievance’), seem simple and elegant worldview, but the truth is messier.  

In situations such as the above, each of the fine, but single dimensional, views can 
be limiting to really understanding the complex system as a whole, and it is helpful to 
permit competing mechanisms to operate simultaneously, as we do. In our models, for 
example, greed and grievance mechanisms coexist and depending on the context one 
or other might predominate or be subservient to some other mechanism at play. On a 
blank slate, it is not possible to make predictions, even for many experts, which of 
these conflicts would arise. However, subject matter experts are capable of defining 
the conditions that prevail on the ground. This is also where an agent based model 
with detailed agents is helpful, as it permits bottom up design of the system and then 
later observe the mechanisms operating. A model can also help structure a hazard 
identification session.  

Measuring Conflict and Hierarchically Organizing Hazards/ Factors: In order to 
formulate a model of hazards, we hierarchically organize the pertinent events, indica-
tors and other factors. At the very top level, the key hazards (or super-hazards) could 
be conceived as the Events of Interest (EOIs) themselves. Since our intention is to 
model instability, we have defined instability in five different dimensions, namely 
Rebellion, Insurgency, Domestic Political Crisis, Inter-Group Violence and State 

                                                           
6 Such views demand various simplifications for mathematical elegance. For example, some 

researchers attempt to cast non-instrumental values as instrumental values when justifying 
“greed” based mechanism.  
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Repression. EOIs reveal a high-level snapshot of the state of the conflict. Specifically, 
CountrySim generates several EOI scores important to instability. The definitions of 
these EOIs are given below (O’Brien, 2010).  

“Rebellion: Organized opposition whose objective is to seek autonomy or independence.  
Insurgency: Organized opposition by more than one group/ faction, whose objective
is to usurp power or change regime by overthrowing the central government by extra
legal means.   
Domestic Political Crisis: Significant opposition to the government, but not to the
level of rebellion or insurgency (e.g. power struggle between two political factions
involving disruptive strikes or violent clashes between supporters).  
Inter-Group Violence: Violence between ethnic or religious groups that are not spe-
cifically directed against the government.  
State Repression: Use of government power to suppress sources of domestic opposition.” 

In this subsection, we describe our EOI Framework. This EOI Framework has its 
theoretical basis in a premise that conflict can be measured through a composition of 
indicators, which include both behavioral and structural or institutional factors (Co-
vey, Dziedzic and Hawley, 2005; Baker, 2003)7. Measures of performance of the 
virtual world will inevitably need to be hierarchical showing high level summary 
metrics that the users deem worth tracking (e.g., equilibrium shifts) computed from 
combining different summary indicators and trends. These indicators in turn will 
summarize the events that transpired and transactions that occurred in the agent  
interactions.  

In our framework, in order to measure if these EOIs are happening in a real or si-
mulated world, the EOIs are composed of, and are calculated from, a set of lower 
level indicators. Unlike EOIs which are more abstract metrics, indicators are quantifi-
able and tangible measurements that reflect the EOIs. These indicators tend to consti-
tute the sub-level of hazards and frequently provide leading indicators; Occurrence of 
these indicators are associated with, and portend, the occurrence of the super hazards. 
Typically indicators are count up events of that type, or averaged values of the para-
meter as the case may be, that arise across time in either the real or simulated world. 
For example, in order to determine the occurrence of EOI Rebellion in the simulated 
world, we would look at the indicators, which are direct model outputs.  

By definition, the indicators are causally related to the EOI they characterize, 
which makes them relevant as predictors. For instance, three of the leading indicators 
of rebellion were: (a) claims of discrimination made by followers (members) of an 
out-group, (b) low intensity military attacks on an out-group by the Central Govern-
ment (or state apparatus), and (c) number of high intensity attacks on the Central 
Government (or state apparatus) by out -group or vice versa. Likewise, two of the 
leading indicators of an Insurgency are: (a) the extent of mobilization among dissident 

                                                           
7 Another framework that was developed when we developed at the same time as ours is 

MPICE Framework (Dziedzic, Sotirin, and Agoglia, 2008), which has a framework for mea-
suring progress in conflict environments, while the EOIs that we designed are for measuring 
the conflict itself.  
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in-group against the Central Government (or state apparatus) and (b) the extent of 
corruption at the highest levels of the government.  One may continue the drill down 
to find lower levels of hazards or indicators of conflict.  

An example hierarchy has been in the Figure 4. Also, the Figure 7 shows that the 
insurgency EOI indicators.  In general, we found it useful to use about 1-2 dozen indi-
cators per EOI to adequately count and track events coming from the simulated world.  

One of the uses of a model is in designing the metrics themselves. The metrics to 
measure and track are not always very clear upfront, and often need to be clarified 
through the iterative process of trial and error8. For us, the metrics layer is located, 
and is defined, atop of the standard model of the social system. Such a system offers 
twin benefits: Firstly, the models give a concrete framework and structure against 
which a metric system could be conceptualized. Secondly, what-if-experiments (for 
example, through Monte Carlo simulations) can be carried out with different indica-
tors to identify those indicators that are policy relevant and those that the model is 
sensitive to, thereby, iteratively designing the metrics without incurring the cost of 
actual program. This works in both the ways. Not only the model will help clarify the 
metrics, but metrics will also help anchor the model to reality.  

 

 

Fig. 4. Hierarchical Design of Metrics of EOIs 

3.2 Risk Assessment 

The risk was assessed as a combination of the hazard likelihood and the consequences, 
consistent with the approach recommended in the Australia / New Zealand Standard 
AS/NZS 4360:1999 (Standards Australia, 1999).  In essence, the assessment stage  
involved calibrating and wherever possible, estimating likelihood and impact of risks.  

                                                           
8 In some case, there are some well known metrics and indicators to follow in any given region, 

while in other regards this is an open research question and design inquirer will tend to re-
search and evolve his/ her own set. The selection of indicators should take into account not 
just their statistical performance, which is correlation (as the saying goes, does not imply  
causation), but as far as possible mechanistic understanding of causality.  
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As risk analysts, we would also design the assessment process to be amenable to 
gradual drill down, and carry out the assessments commensurate with the level of risk, 
level of response action desired, as well as the scope of the project. The actual depth 
covered by the assessment should vary depending on the nature of activities and  
potential for harm from hazards identified and ranked.  

In a typical risk assessment that is not supported by a virtual world model, one 
would carry out a screening analysis for selecting the priority risks. Even as modelers, 
while constructing the models, we had systematically, but implicitly, identified EOIs 
and factors that would contribute to hazards and assessed the potential hazards and the 
associated risks. This activity should be regarded as the preliminary analysis, where 
identified and accounted for all hazards.  

So, in the interest of space, we do not described preliminary assessment any fur-
ther, except to say that model construction process itself is an assessment (albeit im-
plicit) commensurate with the level of risk, level of action desired, as well as the 
scope of the project.  

Special attention was paid to relevant scenarios that may lead to a significant  
exposure to risk. In the following sub-section, we will look at snippets of detailed 
assessment. Detailed assessment involved calibrating and wherever possible, creating 
probability distributions for all identified risks and estimating their consequences.  

In the previous sections, we presented our framework, model, summarized model 
construction process, and provided a brief demonstration of validation. Now, we 
would like to deploy this validated model to demonstrate risk assessment.  

Estimating Probabilities: The direct (or default or base) outputs from the Country-
Sim model include decisions by agents, levels of emotions, resources, relationships 
between factions, membership of agents in different factions etc. These parameters 
are tracked over time and recorded in the database. Since our intention is to model 
instability in selected countries, we defined aggregate metrics or summary outputs of 
instability from default model outputs.  

As mentioned earlier in validation, high level aggregate EOIs were compared to 
Ground Truths (of EOIs). Having constructed and validated the model, we employ the 
same to make predictions. Below, we show probabilities generated by the model.  

Likelihood estimates for each EOI is collected directly from the model output, and 
therefore, is straight forward. From the multiple runs carried out, distributions of the 
probabilities were estimated. Examples are shown in Figure 5.  

Our prediction of likelihood of Domestic Political Crisis (DPC) matches with the 
Ground Truth values, but this should be consumed with a pinch of salt. There have 
been several local challenges to incumbent regime (government) that could be de-
scribed as DPC. However, these events could also be coded as incipient stages of 
insurgency, and this ambiguity must be recognized.  

Inter-Group Violence has limited and sporadic occurrence. During the latter part of 
2005, in Bangladesh, the violent activities by religious extremists such as the JMJB 
group (Bangla Bhai) launched a terror campaign against other factions.  

As to be expected, in Bangladesh where the treaty with the separatist group still 
holds albeit with some bumps, rebellion has a very low likelihood of occurrence in 
both real as well as simulated outputs.  

We see the insurgency EOI (coup d'état) for Bangladesh is non-zero and rising.  
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On a tangential note, there is reasonable degree of visual correlation between our  
prediction of rebellion, domestic political crisis, inter-group violence and that of the re-
spective Ground Truths (we will, however, defer discussing insurgency till later). Actual 
validation has been discussed separately under the Model and Framework section.  

Fig. 5. A Sample of Quarterly Forecasts  from our paper (Silverman et al. 2010) for Bangladesh. 
Each error bar is constructed using a 95% confidence interval of the mean. 

Estimating Consequences: Estimating consequences are a little more complicated. 
Any conflict will have its impact in multiple dimensions, including econom-
ic/financial, security, social, cultural and psychological and so on. Consequences are 
also dependent on the party for whom the assessment is being carried out. For exam-
ple, an MNC intending to invest in a country will be concerned with Value at Risk or 
other similar financial measure. On other hand, the individuals living in the country 
(including the leadership of the country) might be interested in personal, professional 
and societal consequences. In addition, the leadership of the country or its factions 
may also focus on the socio-economic consequences.  
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Estimation of consequences is also more subjective and requires SME or  
stakeholder input, which could be obtained through such instrument as a survey. We 
will not be adopting this approach, except to highlight this is an area that requires 
further exploration and research.  

Instead, we will illustrate the risk assessment process through just one dimension 
of the consequences, namely economic impact of instability at the country level,  
rather than focusing on the vantage point of various actors and their agendas.  

Many researchers have tested the hypothesis that instability in a country negatively 
affects the economic growth. This is conceivable because instability reduces the 
availability of capital stock (both human and economic capital), and increases depre-
ciation through destruction and wastage of resources. It is expected to drive invest-
ments (and other resources) away from the country, thereby reducing domestic  
investments. The productivity will also be lower, as workers in the affected areas will 
be forced to divide their attention between safety-security and productivity issues. At 
the macro economic levels, instability will also be associated with domestic deficits, 
as government borrows and pays interest to sustain the war and economy. These seem 
obvious. Many researchers have studied these relationships through statistical analys-
es and other empirical techniques, but it is difficult to find studies that clearly outline 
the outcome.  

Some researchers such as (De Haan, 2007), point to methodological shortcomings 
including measurement errors, treatment of time dimension and robustness of estima-
tion in the present state of such estimation studies. One of the reasons for measure-
ment errors is the treatment of political instability as a single dimension (Alesina 
et.al., 1996; Gupta, 1980; Perotti, 1996).  

Some of the above studies employing principal component analysis have tried to 
identify different dimensions of political instability and settle for relatively few  
independent dimensions of instability. One such study, for example, (Morrison and 
Stevenson, 1971) settle for three dimensions, namely: communal instability, elite 
instability and political turmoil. Jon-A-Pin (2008b), employing exploratory factor 
analysis, has relaxed the hitherto imposed requirement that these dimensions have to 
be uncorrelated.  We take the significant factor loadings in Jon-A-Pin (2008b) as a 
simple measure of relative impact, and this appears to correlate with our own  
assessment of conflict dimensions.  

Imai and Weinstein (2000) fitted regression around the effect of civil war for the 
economic growth of landlocked, non-oil-exporter African countries in 1980s with 
average level of initial income, schooling, black-market premium, population grow 
rate, and ethnic fractionalization. Their regression informed that a widespread civil 
war may cause reduction in GDP growth rates by about 1.25 % per year [It should 
also be noted that Imai and Weinstein corrected for any fundamental uncertainty by 
using the method suggested by King et al. (2000)]. Ima and Weistein’s work also help 
account for geographic spread of the conflict, which is a proxy for the size of the con-
flict. Their results in Table 3 suggest that wide-spread civil wars are five times more 
costly than narrowly fought internal conflicts.  
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Table 3. Simulated First Difference Effects of Geographic Spread of Civil War (Imai and 
Weinstein, 2000) 

Scenario MSPREAD 
(from, to) 

Estimated First 
Difference 

95% Confidence 
Interval  

Negative 
First  
Difference 

No war to 
Minor War 

(0, 1) 0.19 -0.05 0.41 94.0% 

Minor War to 
Medium War 

(1, 3) 0.39 0.02 0.71 98.2% 

No War to 
Major War 

(0, 5) 0.95 0.19 1.69 99.2% 

We were able to construct a simple model to estimate approximate consequences 
of instability. Firstly, we took Imai and Weinstein’s estimate as the base value. We 
hypothesized that specific types of conflict with their contextual factors may modify 
this further. In general, not all conflicts are equal in terms of consequences. The eco-
nomic consequences are a function of the conflict type, scale and other contextual 
factors. For example, geographic spread or fraction of the country affected, human 
toll, and strength of the insurgent groups etc. might be used to index the consequence 
of the instability.  Given that we are concerned about significant conflicts, we omit 
the scale of the conflict, but the type of conflict is still significant, for which, pre-
viously, there were no breakdowns of economic impacts of conflict based on different 
instability types. This is where Jon-A-Pin’s research (2008b) informs us about the 
relative contribution of each instability Events of Interest (EOI).  

Table 4. Instability Types/ EOIs and Relative Consequences (compiled from Jon-A-Pin 2008b 
and mapped to our EOIs). Mean percentage effect on GDP has been indicated below. Adverse 
nature of the consequences is indicated by negative sign. 

 
SNo 

EOI [Instability Type from Jon-A-Pin] 

PinFactor 
Mean Effect on 
GDP  

PinFactorDevn 
Standard  
Deviation  

0 Civil War [Civil War] -0.67 0.50 
1 Rebellion [Separatists’ Guerrilla War] -0.84 0.39 
2 

Insurgency [Coup] -0.60 0.88 
3 Domestic Political Crisis [Major Govt 

Crisis] -0.45 0.75 
4 

Inter-Group Violence [Ethnic Conflicts] -0.47 0.77 
5 

State Repression [None. Estimated] -0.35 0.77 
6 Consolidated [Generic Internal Conflict] -0.65 0.60 
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We are able to approximate the economic consequences of various instability 
events by scaling the base level of economic consequences (of EOI0: C0 = -1.25% 
Reduction of GDP per annum) estimated by Imai and Weinstein (2000) for civil wars 
with relative mean effect factor for jth EOI (PinFactor[EOIj]) estimated by Jon-A-Pin 
(2008b) for types of conflict.  

Consequence (EOIj) = C0  * (PinFactor[EOIj]) / (PinFactor[EOI0])          (2)  

where it is known that PinFactor[EOI0]) ≠ 0 and C0 refers to base consequences (i.e. 
for EOI0]  
 
We have assumed that the economic consequences can be approximated by normal 
distribution. This makes sense given that consequences are aggregates of numerous 
consequences at a lower level (law of large numbers and central limit theorem are 
common knowledge) even if we could not say much about the individual effects 
themselves. Typically, a hazard may also entail both positive and negative conse-
quences. There is also some face validity and intuitive rationale to the above table of 
effects. For example, both Rebellion and Insurgency are nationally significant phe-
nomena and tend to be associated with larger consequences; however, insurgency is 
associated with larger uncertainties in economic consequences; the direct economic 
costs of Domestic Political Crisis and Inter-Group Violence tend to be limited, al-
though grievances of the followers and political consequences (especially the long 
term consequences) for the leaders are still something to reckon with. The state re-
pression has long term adverse consequences to the performance of the economy, but 
at the onset or early stages of this EOI (when model prediction matters), the  
consequences are limited.  
 
Risk Evaluation and Integration 

Evaluation: The estimation of risk is obtained as a combination of likelihood and 
consequences. In this case, for the sake of simplicity, we combine as a product, simi-
lar to expectation calculations. However, we do not collapse it into a single number 
by aggregating, but retain the distributional nature of risk through Monte Carlo sam-
pling and simulation to account for the distribution of inputs. We present our assess-
ment of risk from economic perspective (see Figure 6). In Figure 6, x-axis shows the 
percentage effect on the GDP and y-axis shows the probabilities of these effects.  

Although conflicts in general predominantly pose negative financial risks (losses) 
(consequences modeled as normal distributions with negative mean for simplicity), 
some marginal positive risk can also be seen. Risk events such as rebellion (separatist 
conflict) pose largely downside risks, while ambiguous events such as state repres-
sion, insurgency (coup), domestic political crisis etc. are not entirely downsided. For 
example, shaking up of government as in the case of domestic political crisis or a 
peaceful coup may not necessarily result in negative consequences. Therefore, the 
risks estimated for a generic conflict also shows both positive and negative risks. This 
is also not inconsistent with the literature.  
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(a) Domestic Political Crisis 

 
(b) Insurgency 

 
(c) Inter-Group Violence 

 
(d) Rebellion (e) State Repression 

 
(f) Conflict [General or 

Integrated] 

Fig. 6. Risk Outputs 

Integration of Risks: In most risk projects, we encounter diverse risks. Integration of 
individual risks could be carried out at different levels of complexity and coupling.  
The simplest form of integration of risk is through weighted aggregation. While sim-
ple, it may or may not take the interaction effects between the risks into account. Al-
ternatively, one could aggregate statistically, reflecting correlations and portfolio 
effects. An interesting method of combining risks at a more fundamental level is 
through developing a model that integrates risks.  

In the case that we illustrated, we have not said anything about the independence of 
the top level EOIs. In reality, this may not be the case. The consolidated generic  
conflict is an aggregation of all conflicts and its effects.  

For the sake of simplicity, the probabilities of hazards at EOI level are integrated 
as though they are independent events and the consequences are obtained from litera-
ture as other EOIs. However, there is more to it than that meets the eye. A significant 
proportion of hazards, and hence risks, already come integrated through the modeling 
efforts itself.  While this level of integration is not illustrated at the level of EOIs, it is 
fundamental to the outputs below the level of EOIs. At the level of indicators, such 
individual hazards are combined and a consolidated risk is presented for each EOI.  

Explanation of Risk and Drilldown: Earlier, in Metrics section, we described how 
the metrics of conflict are put together in a hierarchical fashion. In the model frame-
work, we also described how the model itself is hierarchically organized. Such  
structure opens up some avenues for studying the model.  

One of the advantages of using a hierarchically organized, mechanistic model such 
as socio-cognitive model is the ability to drill down, explore and explain the behavior, 
both when the model predicts correctly to provide additional information, but also 
when the model disagrees with reality. As an example, let us begin drilling into one of 
those EOIs to understand them more fully.  
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The Figure 7 shows high degrees of 
disagreeing and angry agents 
wanting to leave the government 
group, people mobilizing against 
government (unfavorable group 
strength building up against govern-
ment), and high military buildup. We 
also see that Take Over event (act of 
coup or hostile takeover) is non-zero 
which implies that a group of agents 
have mobilized (in this case, mili-
tary) to take over the government. In 
fact, in the real world, it is a military 
take over that happens in the near 
future, as described earlier.   

 

Fig. 7. Insurgency Indicators 

Reader might recall that in predicting insurgency (coup d'état) (Figure 5, top right), 
our model seems to show rising potential of insurgency while ground truth reports none 
(which is the official version of the story). That seems to be an incorrect prediction, 
right? Actually, there was an extraordinary change of government between Jan  
11th -12th, 2007 (just after the quarter 12, just off the chart) following political turmoil. 
Political analysts (Economist, 2007) allege that it was a coup by the military, but the 
military and the country fearing international repercussions (e.g. losing peace keeping 
role, sanctions, aid withholding), never declared it as one. It seems that while the model 
does not get the timing of the insurgency right (off by a quarter), it captures the underly-
ing mechanism (as military coup) and the leading indicators such as perception of esca-
lating corruption, political crisis, declining legitimacy of the government (violent  
protests) and impending and consequent military take over. In fact, the model reports that 
the likelihood of insurgency as rising and does not say anything about actual occurrence.  

Specifically, the reader will recall that EOI scores are computed by combining togeth-
er a number of indicator variables which in turn count up the kinds of events that oc-
curred in the model. We see that Insurgency may be explained by noting that indicators 
are substantially above zero and one is below. This is a logarithmic scale, so the elevated 
levels are quite high.  

Some useful techniques for resolving such ambiguities and adding richness to model 
are tracing the results back to their origins (in this case, indicators, but could go deeper 
into sub-indicators or follow them temporally and causally), developing a story from the 
model outputs and obtaining qualitative feedback from subject matter experts. In pres-
ence of a virtual world, one might seek to drill into some other variable to verify that the 
discrepancy is valid (a form of triangulation or differential diagnosis). After all, ob-
served reality may not always be correct in the world of partial information. Below, we 
present a snapshot of indicators pertinent to Insurgency.  
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In addition to direct drill down, an agent world such as ours provides new opportuni-
ties – both to include novel indicators, and to interrogate the simulated actors directly. 
We have made some limited progress towards conversational agents. These agents, dem-
onstrated in preliminary form,  can explain how they feel about the current state of the 
world, about their own condition, about the groups in the region and their leaders’  
actions, and why they took various actions and how they felt about doing so. 

These are work in progress and there is room for improvement, but we have found 
that our descriptive approach to agent-based modeling, based on synthesis of models, 
is amenable to drill down and explanation.  

3.3 Treatment of Risk 

Risk management theory recommends (in that order) elimination, mitigation, transfer 
or acceptance strategies for the treatment of significant risk categories. Most com-
monly used strategies, however, are mitigation and transfer.  

In the case of country risk assessment, our focus was on evaluating the risk due to var-
ious political events. Managing, especially treating, political risk is not an easy task to 
say the least. As in consequence assessment, management of risk will depend on whom 
the activity is being carried out for.  

For a neutral outside agency or a political  decision maker in the leadership position of 
the country, the concern might be in making interventions or changes that mitigate, if not 
eliminate, the hazards (and hence risks) in the first place. Ideally, this translating into 
finding ways to reduce the potential for conflict, and might imply taking steps to address 
the root causes of the conflict. However, with a validated social system model, one could 
explore what-if alternatives in a MonteCarlo fashion. It is also possible to carry out  
experiments to determine the effectiveness of policy intervention.  

Intervention and Risk Mitigation: CountrySim’s experiment dashboard and Monte 
Carlo engine permit us to design experiments and explore sensitivities surrounding 
those starting settings. We do frequently carry out such experimentation and explora-
tion as part of modeling activity. However, describing a full experiment requires a 
series of full-fledged policy papers and is beyond the scope of this paper. Instead, we 
provide a snippet below.  

 

 
 

 

Fig. 8. Effects of Interventions by a Third Party, External (International) Actor 

Source Table=aggressive 

Source Table=base 

Source Table=passive 
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In the Figure 8, we see one such what-if exploration under three different policy  
intervention strategies, namely aggressive, neutral (no-intervention) and passive in-
terventions, by an external third party international actor. The figure describes the 
effects course of relationships between two protagonists to the conflict, namely the 
government and the insurgents.  

With aggressive intervention against insurgents by external actor, the relationship 
between insurgents and government remain the same at the negative value. Without 
external intervention, this relationship improves marginally. With passive interven-
tional strategy (involving dialogue, exploration and conflict resolution) adopted by 
international actor towards insurgents, the relationship between insurgents and gov-
ernment appears to move in a positive direction. Of course, one must note that the 
changes are small (scale is zoomed) in all cases, but noticeable.  

Likewise, if the risk treatment were to be considered from the perspective of a multi-
national or inter-governmental body investing in various countries, each of those coun-
tries could be treated as a portfolio and management might involve optimizing the portfo-
lio through hedging instruments. An MNC could compare the results in term of total 
return to ultimately identify the source of value destruction as well as its magnitude.  

Monitoring Risk: According to a recent article on McKinsey Quarterly (2009), 
“Risk-assessment processes typically expose only the most direct threats facing a 
company and neglect indirect ones that can have an equal or greater impact.” This is 
true of most risks.  

On the other hand, it is necessary to scan the environment and monitor for  
emergent risks that are “lurking” around the corner. By integrating techniques in so-
cial system modeling and simulation and risk identification fields, we propose a me-
thodology for establishing  a general monitoring system, set up to identify known and 
unknown and emerging risks at an early stage. This would be part of, but much more 
‘holistic’ and systemic than, the typical emergency warning system. This step of the 
iterative risk management process entails dynamic monitoring and adjustment. So it is 
important to develop a monitoring system with early warnings when key assumptions 
that were previously uncertain become more concrete. We propose that such a system 
be established for achieving flexibility, robustness, and vigilant tracking and  
monitoring of key assumptions or parameters in the external environment.  

By being able to data-mine the model outputs and linking the signals or leading in-
dicators to the defined EOIs enables one to monitor the hazard event. We recommend 
the following outline methodology to increase the chances of identifying risks that 
have hitherto not manifested:  

• setting up an expert network,  
• organizing and developing a system (knowledge elicitation instruments such as 

survey, checklists) and software for both displaying instruments and models to 
experts,  

• monitoring the environment, including:  
o continuously gauging the environment, using specific indicators and  

updating the evolution of the strategies,  
o continuously gauging the evolution and handling of risk, and hence  

updating the risk management practices, and 
o periodically updating the model with new data from SMEs.  
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• periodic or ad hoc knowledge elicitation, dialogue and discussion as in:  
o periodic scanning of conceptual models to prime analysts,  
o simulating social system model to generate outputs, alternatives and drill 

down information,  
o periodic and ad hoc interviewing of expert networks, again primed by 

not only the output of the model, but also drill-down into the model and 
narrative,  

o dialogue among experts to reconcile reasons for discrepancies among 
themselves and between the model and experts.  

The key part relevant to this paper is prompting the expert networks with outputs, drill 
down into the model, then creating a dialogue where potential risks could be discussed.   

This is could also be aided using such techniques as brain storming, by traversing 
the conceptual influence diagrams; we frequently prompt domain experts to identify 
set of signals that can be indicative of a particular event or chain of events unfolding. 
However, introducing a dynamic complex system model (especially virtual worlds) to 
experts tends to result in a level of richness (in the information elicited from SMEs) 
that cannot be captured by brainstorming, influence diagrams or statistics alone.  

Risk Communication and Perception: In risk communication and perception, a 
social system model is useful in providing a framework around which both communi-
cation and potentially subsequence perception can take place. Risk is an abstract con-
cept. Like the fabled “four blind men perceiving an elephant in parts”, experts and 
non-experts make tacit assumptions around conception, assessment, management, 
communication and perception of risk, resulting in competing models of risk. This is 
one of the causes of much miscommunication and “misperception”.  

The communication process could be greatly standardized, if risk can be unders-
tood in a more concrete terms. Unfortunately, risk is about the future, unmanifest 
hazards, therefore, will always remain abstract. However, a validated social system 
model can bridge this gap to some extent, as it can simulate both the perception of 
risk using cognitively transparent agent processes as well as assessment of risk using 
a virtual world. In time, we believe that it will go a long way in coming to grips with 
risk through a common framework.  

4 Conclusions 

In this paper, we presented a case for risk assessment through a framework that  
employs rich descriptive modeling of social system.  

We introduced an agent based (or primarily agent based) social system model 
where the agents are cognitively deep and come equipped with values (goals, stan-
dards, preferences, cultural and ethical values, personality). The agents belong to 
factions, which have resources, hierarchies of leadership, followers. The factions that 
agents belong to, as well as the agents themselves, maintain dynamic relationships 
with each other. The relationships evolve, or get modified, based on the events that 
unfold, blames that are attributed etc. As in the real world, the virtual world has 
processes such as institutional processes, which function, albeit imperfectly, to  
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distribute social/ public goods. Institutions are imperfect owing to being burdened 
with institutional corruption, discrimination and inefficiency. This environment cap-
tures a globally recurring socio-cultural “game” that focuses upon inter-group compe-
tition for control of resources (e.g, Security/Economic/Political Tanks), and facilitates 
the codification of alternative theories of factional interaction and the evaluation of 
policy alternatives. We also outlined some criteria that the models of this nature satis-
fy and presented methodology for constructing and validating models. As a social 
system built primarily of cognitively detailed agents, our model is amenable to pro-
viding multiple levels of correspondence (micro, macro). At observable (micro) and 
abstracted (macro) levels, we showed correspondence in behaviors (e.g. decisions 
agents make and events of interest respectively). Our rigorous approach to model 
construction and validation give confidence in the model.  

Having validated a complex agent based model (such as the one described earlier), 
one can exploit the richness behind the model. In line with the social mechanism ad-
vocacy (Hedström and Swedberg 1998; Mahoney 2001; Bunge 1997; Boudon, 1998), 
agent based model would be a tool to help expose the mechanism behind the models, 
especially addressing the question of causal equivalence through qualitative and more 
holistic data.  

Based on this framework, we have very briefly illustrated how such a social system 
model could be employed to potentially identify and assess risk in a country, making 
them transparent to policy makers and business leadership.  

It is our hypothesis that a descriptive, virtual world with cognitively detailed agents 
can also assist with understanding concepts and manifestations of cause, effects, risk 
and other system level relationships that are otherwise difficult to grasp. So far, social 
system models have only had been tested in limited applications to make sweeping 
statements about its benefits. Causal effects, for example, is not yet well established. 
While there are encouraging preliminary findings, including limited validated studies, 
it needs to be explored further as a hypothesis.  

On the other hand, use of social system models to provide concrete framework and 
structure to otherwise abstract problems and concepts is a definitive benefit. Here, 
social system models will act as a knowledge acquisition, structuring and communica-
tion framework. For example, social system models can be employed to clarify design 
of metrics and data acquisition framework. Besides, what-if-experiments can be car-
ried out with different indicators to iteratively design the metrics without incurring the 
cost of actual program.  

Besides, our framework is open and is based on synthesis of best-of-breed social 
and behavioral theories. This is pivotal as the social science is inherently fragmented 
into sub-disciplines and is still evolving; Facilitating continuous learning and im-
provement in our framework is essential to bridging the gaps between theories and in 
turn improving the model (and vice-versa). In our framework, as the science of social 
systems advance with time, these sub-models (or PMFs in our case), which are repla-
ceable, will be either refined or replaced with new best of breed models. Thus the 
entire system of models is amenable to continuous improvement, ultimately bringing 
about an evolutionary growth in virtual social systems.  

However, this is not all without challenges. In other papers, we discuss these chal-
lenges in detail (Silverman, 2010; Bharathy and Silverman, 2012). Here, it suffices to  
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say that social system models are complex, with imprecise, incomplete and inconsis-
tent theories, and is burdened with large feature spaces. It is a paradigm shift to work 
with these models. The progress is limited by various concerns including limitations 
in resources and slow rate of diffusion of these new ideas. Besides, complex models 
come at a price. There is need for investing time and resources to make model con-
struction efficient and economical for commercial use. Multi-dimensional approach to 
validation combined with emphasis on out-of-sample comparisons (common know-
ledge) as well as qualitative insights, including extensive use of domain knowledge in 
the model construction process, increase confidence in such complex models. 

The risk management approach that we demonstrated could be regarded as design 
inquiry approach to learning about social systems through deliberate experimentation 
with a validated social system model.  In summary, such an approach to risk identifi-
cation, assessment and management in political domains could complement the tradi-
tional techniques, both the qualitative and the quantitative, typically employed for 
studying political risks.  
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Abstract. Risk management for natural disasters that focuses on early warning, 
dynamic scheduling and aftermath evaluation, has been one of the key 
technologies in the field of disaster prevention and mitigation. Some water-
related disasters have common characteristics, which are usually generalized 
and then applied for establishing an integrated model to cope with these 
disasters. The rapid development of the artificial intelligence (AI) technique 
makes it possible to enhance the model with intelligent and cooperative 
features. Such type of model is firstly proposed in this chapter and then derived 
into two instances, which aim to solve problems in drought evaluation and 
water scheduling of reservoirs, respectively. The former is based on the radial 
base function neural network (RBFNN) and the later takes an improved particle 
swarm optimization (I-PSO) algorithm as its carrier for implementation. 
Simulation results demonstrate that the first model can make full use of the 
spatial and time data of the drought and high accuracy of evaluation and 
classification of the drought severity can therefore be acquired. The second 
model can distribute the water storage among the reservoirs timely and 
efficiently, which is of great significance of eliminating the damage of the 
seasonal droughts and floods occurred in the tributary. 

Keywords: integrated intelligent model, water disaster, risk management, water 
resource scheduling, neural network, particle swarm optimization. 

1 Introduction 

Risk management is the identification, assessment, and prioritization of risks followed 
by coordinated and economical application of resources to monitor, control or 
minimize the probability and/or impact of unfortunate events [1] or to maximize the 
realization of opportunities. Risks come from uncertainty in financial markets or 
project failures as well as deliberate attacks from adversaries, especially from 
frequent natural disasters which may bring great losses in life and property. Effective 
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risk management practices are comprehensive in recognizing and evaluating all 
potential risks. Its goal is less volatility, greater predictability, fewer surprises, and 
arguably most important the ability to bounce back quickly after a risk event occurs. 
Disaster risk management has become essentially an urgent problem that any 
preparedness and mitigation planning have to be taken up. A simple view of risk is 
that more things can happen than will happen. If we can devise a model of possible 
outcomes whose probability or emergency methods can be acquired, then we can 
consider how we will deal with surprises–outcomes that are different from what we 
expect. We can evaluate the consequences of being wrong in our expectations. In this 
chapter, the issue that how to construct integrated holistic intelligent models on the 
early warning and evaluation for disaster risk management will be provided, which 
combined with practical experiences of leading figures in its specific field. Some of 
them provide rigorous research results, while others are in-depth reports from the 
field.  

2 The Integrated Model for Risk Management of Disasters 

2.1 The Artificial Intelligent Approaches 

Intelligent system models take on a very meaningful role in the broad area of 
information technology for risk management prediction of disasters by analyzing their 
intricate factors. Many intelligent modeling approaches come from the artificial 
intelligence (AI), which is a science of intelligence system design. In fact, AI is so 
prevalent that many people encounter such applications on a daily basis without even 
being aware of it. The AI systems provide a key component in many computer 
applications. One of the most ubiquitous uses of AI can be found in network servers 
that deal with weather and typhoon early warning. The wide range of AI application 
makes people's lives easier and more convenient. 

AI is highly technical and specialized and deeply divided into subfields that often 
fails to communicate with each other. Subfields have grown up around particular 
institutions, the work of individual researchers, the solution of specific problems, 
longstanding differences of opinion about how AI should be done and the application 
of widely differing tools. The central problems of AI include such traits as reasoning, 
knowledge, planning, learning, communication, perception and the ability to 
manipulate objects. But general intelligence (or "strong AI") is among the field's long 
term goals. Soft computing, a part of AI as supplement and complement to 
conventional techniques, provide a possibility in integrated intelligent computation 
for human-machine system design and simulation.  

Soft computing techniques, which emphasize gains in understanding system 
behavior in exchange for unnecessary precision, have proved to be important practical 
tools for many contemporary problems. The principal constituents of soft computing 
are fuzzy logic, neurocomputing, evolutionary computing and probabilistic 
computing, simulation annealing, tabu search approach, swarm intelligence systems 
(such as) with the later subsuming belief networks, chaotic systems and parts of 
learning theory [2, 3]. Each of them contributes a reliable methodology which only in 
a cooperative rather than competitive manner for persuading problems in its field, so 
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these methods open new possibilities of application at the sphere of risk management. 
The methods enable to solve not only non linear dependencies but multi-criteria and 
optimization problems. In recent years, the application of soft computing techniques 
has expanded to fuzzy logic, neuro-computing, evolutionary computing and 
probabilistic computing in combination, which leads to the emergence of hybrid 
intelligent systems. Such integrated intelligence model is rapidly growing in real-
world applications as detecting highly nonlinear, unknown, or partially known 
complex systems, or processes. "Integrated" refers to the process of subsystems 
cooperation in which subsystems need to collaborate, coordinate and synchronize so 
that the material, energy or information can be exchanged. By this means, the system 
takes a whole effect or builds a new structure by the subsystems’ teamwork toward 
optimization development. Currently the multi-objective optimization problems, in 
fact, are integrated processes, which are mostly complex system optimization, such as 
the deployment of the production lines or allocation of water among different 
districts. They need to achieve the product optimization on all levels or the global 
optimization on quality. A classical instance is that the business integrated 
intelligence helps business people make more informed decisions by providing timely 
and data-driven answers to their specialized questions. In general, the integrated 
intelligent model can be realized by soft computing approaches: fuzzy logic, neural 
networks and swarm intelligence, etc. 

With the extensive use of integration of the AI and information technology, the 
advanced engineering technology is utilized in produce, the emergency response 
capabilities are improved to the community, local self-governments, urban bodies and 
the state authorities so that they can prepare leisurely, prevent and respond 
immediately to natural calamities. So integrated intelligent information systems play a 
significant role in our life, produce and gain better acceptance both in academia and in 
industry. 

2.2 The AI-Based Integrated Intelligent Cooperative Model for Risk  
Management of Disasters 

Many problems to be solved about natural crisis or disasters have a common structure 
that it includes a “net” framework with some certain “information points” attached to 
different places on the net. The net usually consists of some small components in a 
large entity that has a direct relation to the problem itself. For the drought in a large 
area, e.g., a city or a province, the droughts in its subordinate administrative areas are 
the “components”, and the corresponding large entity is the drought of the city or 
province. If the problem refers to something about river, the components will be 
changed to the tributaries of the river and the facilities on them, if any. The river 
itself, therefore, becomes the entity in this situation. With these components, the 
information about the problem can be extracted, quantized and reorganized to abstract 
units, which are called “information points”. Accordingly, the solution of the problem 
under discussion can also be transferred to a digital form, which is another type of 
information points. The solving process of the target problem is an approach on how 
to utilize some information points to acquire others, and the transformation between 
them is the central issue that the technicians should focus, which is also known as 
methods. On many occasions, the details of the methods are less important, compared 
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to the information points they may use. Sometimes they cannot even be acquired, 
especially when the modern AI technology is applied. The AI methods build a black 
box for the target problem, receive some information points as sources and generate 
the other points as output. Fig. 1 illustrates such relations between information points 
of different types and the problem structure they connect to (like a cram lifting its two 
chelas). It can be observed that there exists a correspondence between the entities in 
the problem domain and the model domain. The natural factors, aka “components” 
like rivers, grounds and any other things possibly related to the crisis or disaster can 
be extracted and organized to the “information points”. The aftermath of the crisis or 
disaster, meanwhile, can also be regarded as a type of components, which is naturally 
changed to another type of information points. So, the crisis or disaster itself is the 
complex relations among these components (the “net structure” in Fig. 1), which can 
be transferred to some mathematical expressions in the model domain. In this chapter, 
such expressions are the AI approaches. 

 

Fig. 1. “The cram”: the correspondence between problem domain and model domain of natural 
crisis or disasters 

Fig. 2 shows a classical configuration of an intelligent model based application for 
risk management business. It is the detailed realization of the mapping relation in Fig. 
1 and can be carried out by software designers to form a practical application, e.g. an 
expert system and so on. It can be divided into three layers according to the different 
responsibilities they take charge in. The practice layer is the disaster itself. All the 
data of the disaster in focus can be monitored and collected by researchers and then 
transferred to its upper layer, namely, the business layer. The business layer is the 
core of the whole structure that consists of three main components, a database, a 
knowledge library and an AI/model mechanism built on them. The database receives 
data from the practical, makes them persistent and finally stored in electronic form. 
The database is the principle foundation of the AI model which can therefore 
generalize the desired results through intelligent and cooperative calculation. The 
output of the AI model can also be regarded as suggestion on how to cope with the 
disaster in focus, which helps build the knowledge library, together with the original 
data from the database. The knowledge library takes the data as its long-term memory 
and provides the practical layer below with instructions which actually come from the 
AI model. Such instructions can therefore be used by technicians to directly guide the 
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disaster elimination process and control the corresponding equipments (e.g. the 
artificial rainfall for drought and dam control for reservoirs). The top layer of the 
structure is the application layer which is mainly the contribution of software 
engineers. The responsibility of this layer is to provide the users or decision-makers a 
visual and convenient tool so that the panoramic view of the disaster can be illustrated 
clearly and the corresponding strategies can be automatically supported. Following 
the instructions from the users or decision-makers, the application layer organizes all 
the possible resources and creates certain results with the help of the AI model in the 
lower layer. Finally, the details of the disaster in focus will be arranged appropriately 
and expressed on the interface of the decision making applications, together with the 
analysis and possible solutions. 

 

Fig. 2. The basic structure of an intelligent model based application for practical use 

3 The Intelligent Classification of Regional Drought Severity 
Based on Double-Layered Radial Base Function Neural 
Networks 

Risk management for natural disasters, which focuses on early warning, dynamic 
scheduling and aftermath evaluation, has been one of the key technologies in the field 
of disaster prevention and mitigation. In most regions of China, the drought is one of 
the main natural disasters towards agricultural production and farming life. The 
annual area affected by drought has reached to 21.4 million hm2 and nearly half of 
these areas are suffered with the loss of cereals as high as 14.2 billion kg [4] and the 
situation still keeps on worsening with the rapid development of society and 
economy. The researchers have to not only promote the prevention and mitigation of 
drought but also establish a series of reasonable and effective drought evaluation and 
prediction mechanisms, which can therefore lay a foundation for the strategy making 
and help to make the prevention of drought more precisely. 

In this part, a regional drought severity evaluation model based on the radial base 
function neural network (RBFNN) is proposed to conduct an intelligent evaluation and 
classification process towards the drought severity of some regions in China. By 
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introducing the size of the affected areas as the initial data, two models based on the 
RBFNN are firstly applied to the evaluation of target regions and their subregions, 
respectively. The drought severities of the subregions are then integrated and used for 
making the evaluation of their root region. The statistically learning and functional 
approximation feature of the RBFNN helps the proposed model to identify the correct 
classes for the drought severity. The diversity of drought causing factors in different 
regions are embodied in the structure of the proposed model, and the differences of 
drought severities between large regions and their component subregions are also taken 
into consideration. Simulation results demonstrate that the proposed model can make full 
use of the spatial and time data of the drought happened in the given regions efficiently, 
and high accuracy of evaluation and classification toward the drought severity can be 
acquired. 

3.1 Radial Base Function Neural Network 

The RBFNN that firstly proposed by J. Moody and C. Darken in 1980s [5] is one of the 
most prevailing types of artificial neural networks (ANNs). Literatures have proved that 
the RBFNN with its improved derivatives can make approximation toward any 
continuous functions in any level of precision. Meanwhile, the RBFNN also has strong 
ability in extracting features from large amount of data to carry on classifications. It 
should be noted that the RBFNN shows an impressive performance on analyzing discrete 
data, which endows this type of ANN the ability to deal with problems containing fewer 
data provided. The RBFNN is a supervised ANN structure which needs to be trained 
with some samples and the corresponding teacher signals before put in to practice. The 
samples and the teacher signals are collected from the problem domain to which the 
network is about to be applied. By conducting the training process, the features of the 
problem domain can be recognized by the network, and some possible hidden relations 
between components of the target problem can also be found and remembered. Such 
features of RBFNN are more likely to those of another ANN type, the back propagation 
neural network (BPNN), but the training speed of the RBFNN is far less than the BPNN 
on most occasions. The classical applications of RBFNN presently include function 
approximation [6], nonlinear system identification [7], balancing of communication 
channels [8] and prediction of unstable signals [9]. 

The basic structure of RBFNN is shown in Fig. 3. A classical RBFNN consists of 
one input layer, one output layer and a single hidden layer (different from other neural 
networks that have multiple hidden layers). The input layer consists of some 
distribution neurons which simply transfer the input signals to the neurons in the 
hidden layer without any additional calculation. The neurons of the input layer may 
not be actually treated as standard neurons for they are lack of some mapping 
functionalities from input to output through a certain relation. On the contrary, the 
neurons in the hidden layer are real neurons with some classical features of artificial 
neurons, e.g. the adjustable stimulation functions, weight vectors and threshold 
vectors. In this layer, the Gaussion function is usually selected as the stimulation 
function for the neurons. The output layer consists of one or more neurons, and their 
function is to merge the intermediate results from the hidden layer and finally provide 
a complete output [10]. In general, the calculation process of an RBFNN can be stated 
by the following expression,  
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( | 1 , 2 , ), 1,2, , , 1, 2, ,i ij j jy f x w w r i m j n=    =    =… …  (1) 

where y is the output of the RBFNN, ix is the input vector with m dimensions, 1w  and 

2w are weight vectors among input layer, hidden layer and output layer, respectively. 

jr is the output of neurons in the hidden layer. m  and n  are the number of input 

neurons and hidden neurons, respectively. Note that 1w  has double subscript while 

2w has only single, for the mapping between the input layer and the hidden layer is 

complete and both these layers have more than one neurons. However, the output layer 
has a single neuron, and the corresponding weight vector 2w  has only one subscript. 

 

Fig. 3. The basic structure of the RBFNN 

Fig. 4 is the diagram illustrating the calculation process of the i-th neuron in the 
hidden layer. The intermediate input vector for the i-th hidden neuron can be written as 

2( 1 ) , 1, 2, ,i ji j i
j

k w x b j m= − ×    =∑ …  (2) 

where ik is the intermediate input vector before the calculation of Gaussian function, 

ib  is the bias value. Accordingly, the output of  the i-th neuron is  

( )2 2 2 2exp( ( ) ) exp ( ( 1 ) ) exp ( 1 )q
i i ji j i j i

j
r k w x b w X b

⎛ ⎞= − = − − × = − − ×∑⎜ ⎟
⎝ ⎠

 (3) 

 

Fig. 4. The working process of a hidden neuron in the RBFNN 



380 Y.-S. Ding et al. 

The sensitiveness of the radial base function of the i-th hidden neuron can be 
adjusted by a threshold value bi, as shown in Fig. 4. However, another parameter C 
which is called extend constant is more widely used in practice, and several methods 
can be used to make the transformation between b1i and C. In the definition of 
MATLAB (also the software environment to carry out the simulation below), such 
transformation can be expressed as 

0.8326 /i ib C=  (4) 

so the output of the i -th hidden neuron can be rewritten as 

2
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 (5) 

and Eq. (5) actually unveil a fact that the extend constant C  determines the range of 
output vector, compared with the input vector of the hidden neuron. The hidden 
neuron can respond to the input vector more widely if the value of C  is set larger. In 
that case, better smoothness among hidden neurons can be achieved. The output 
vector of an RBFNN is calculated by adding the weighted output vectors of each 
hidden neuron, and different selections of the mapping function for the output neuron 
can acquire different network output results. Take the linear simulation function in the 
output layer as an example, and the expression of the output vector can be written as 

1
2

n

i i
i

y r w
=

= ×∑  (6) 

This result can also be observed in Fig. 3. 
The training process of the RBFNN includes two phases, an unsupervised training 

phase, and then a supervised training phase. In the unsupervised training phase, the 
weight vectors between the input layer and hidden layer (as 1w  in Fig. 4) are 
calculated. In the following supervised phase, the weight vectors between the hidden 
layer and output layer (as 2w  in Fig. 4) are calculated. The detailed training methods 
can be found in many literatures about neural networks [11]. The input data vectors 
and the corresponding output vectors which act as a foundation of both unsupervised 
and supervised training should be prepared before the training process begins. It 
should be noted that the number of hidden neurons is a key factor to the performance 
of the whole RBFNN, and this number is often set to the same as the dimension of the 
input vectors in practice. The characteristics above help the RBFNN to achieve high 
precision for approximating functions, especially those discrete ones. 

3.2 The Design of the Intelligent Classification Model Using Double-Layered 
RBFNN 

3.2.1   Design Principle 
The drought evaluation is a complicated problem that hasn’t be solved on a generally 
accepted foundation because there are so many causing factors of drought. 
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Meanwhile, drought occurred in different regions has different forms of damage so 
that a general standard suitable for all kinds of regions to classify the drought severity 
levels cannot be easily found. In this paper, a new evaluation model is proposed based 
on the principles as follows: 

Principle 1. The region suffered from drought can be divided into several small 
regions (called subregion), and drought in each small subregion has its own form by 
influence diffenent kinds of farmland in different severity levels. 

Principle 2. The drought severity of the whole region is a certain kind of combination 
of drought severities in its subregions. 

Principle 1 illustrates each region suffering from drought has its own special 
condition, and various types of factors are possible to be responsible for the drought. 
Principle 2 shows the possibility that the drought severity level in a large region may 
be different from those in its components, but can be influenced by those in its 
components. Based on these principles, a model that can embody both the two 
specifications, namely, the variety of drought causing factors and the regional 
differences is required. Fig. 5 is the overall diagram of an RBFNN-based regional 
drought severity evaluation model. 

 

Fig. 5. The general structure of the double-layered RBFNN for drought severity classification. 
The severities of subregions are firstly calculated by the front RBFNN layer, which are then 
used for decide the total severity level of a larger region. Note that each layer contains one or 
more complete RBFNN models. 

The drought severity evaluation model in Fig. 5 is based on a double-layered 
RBFNN foundation. The drought suffered region is separated into several subregions 
(3-separation case is applied in Fig. 5 for illustration), whose drought severities are 
firstly evaluated. The evaluation model for each subregion is based on an RBFNN 
which receives different drought causing factors of its corresponding subregion as 
input (such as total farmland size, drought suffered size, etc.) and the subregional 
drought severity as output. The subregional drought evaluation results are then 
formed another input vector, which is applied to conduct evaluation for their parent 
region by another RBFNN structure. Finally, the overall regional drought severity can 
be achieved after this two-step process, and the drought severity levels in the smaller 
subregions can also be achieved simultaneously. 
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3.2.2   Parameters and Data Preparation for Modeling 
The parameters in the proposed evaluation model mainly consist of the RBFNN size 
(including the number of neurons in input, hidden and output layers) and the 
quantized output types of drought severity. The RBFNN size is determined by the 
number of drought causing factors of its corresponding subregion (for the subregional 
evaluation), or the number of subregions (for the regional evaluation). The drought 
severity levels literally should be transferred to digital forms and then quantized to 
some discrete values between 0 and 1 so that the proposed model can make use of 
them. The output of the proposed model is also discrete digit, which should be 
transferred to its literal level description. On account of this, a quantization scheme 
including five levels is applied to the proposed model as shown in Table. 1. Note that 
the digits in Table. 1 are all precise values while the output values of the evaluation 
model may not always fall on such precise levels. So a tolerance tolΔ  is introduced to 

the model, and the range of the output can be written as 

{ | }real real real q tolY R Y Y∈ − ≤ Δ  (7) 

where realY is the practical value of the model, realR  is the collection of realY  adjacent 

to a certain quantized drought level shown in Table.1, and qY  is the precise value of 

this level. The value of tolΔ  is determined according to the precision required and 

often ranges between 0.05 and 0.1. If an output value of the model falls into the range 

realR  of a certain level, which is the same as the practical level, it can be regarded as a 

successful evaluation. Based on such quantization scheme, the history drought data 
with evaluation results made manually are firstly taken as teaching signals and sent to 
the RBFNN model. Then the practical drought data to be evaluated can be provided to 
the trained model. 

Table 1. Quantization scheme with 5-level drought severity 

Literal 
Description 

No 
Drought 

(NO) 

Slight 
Drought 

(SL) 

Moderate 
Drought 

(MD) 

Severe 
Drought 

(SD) 

Giant Drought 
(GD) 

Quantized 
Level( qY ) 0.1 0.3 0.5 0.7 0.9 

4 The Intelligent Optimization of Multiple Reservoirs Operation 
Using Improved Particle Swarm Optimization 

The shortage of water has become a major problem that takes effects on the industrial 
and agricultural development in southwestern regions of China. The challenges of 
water resources management for this region include the trade-off between water 
demand and supply capacity and the operation of water resources infrastructures (e.g., 
reservoirs, dams, etc.) for dealing with possible water shortage be sides for flood 
control. Early water-limiting method may be used to avoid the shortage phenomenon 
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before the wet season through reservoirs adjusting. In this part, a multiple reservoir 
operation system management model is proposed to tune the distribution of water 
resources in the southern China by scheduling the volumes of reservoirs reasonably. 
This system is designed based on an improved particle swarm optimization (I-PSO) 
algorithm. 

4.1 Particle Swarm Optimization 

Particle swarm optimization (PSO) is an evolutionary computation technique 
developed by Kennedy and Eberhart in 1995 [12-13], which is derived from the 
metaphor of social interaction and communication such as bird flocking. It gets 
inspiring from the biological populations’ behavior characteristics to solve 
optimization problems as one optimization method on a swarm intelligence basis. The 
basic PSO mechanism and its various derivations have been widely applied to the 
multivariate function optimization problems [14], e.g. the complex nonlinear 
optimization and pattern recognition [15], signal processing [16], robot technology 
application [17], power resource dispatch [18], scheduling of hydraulic multi-source 
and multi-reservoir (MSMR) interconnected systems [19-20], etc. 

4.1.1   The Basic Principle of PSO 
The basic PSO is based on neighborhood principle which roots in the social network 
structure research, and some terms for PSO are inherited from its origin accordingly. 
A swarm is defined as one interaction organization and consists of particles each of 
which represents a potential solution and flies in the solution hyperspace by following 
the current optimum particles. In the hyperspace determined by the number of 
dimensions that the particles occupy, the particles keep track of their coordinates 
which are associated with the best solution (fitness) it has achieved so far. The value 
of that fitness is also stored. This value is called pbest. Another “best” value is also 
tracked. The “global” version of the particle swarm optimizer keeps track of the 
particle swarm optimizer keeps track of the overall best value, and its location 
,obtained thus far by any particle in the population; this is called gbest. 

The procedure of PSO consists of, at each time step, changing the velocity 
(accelerating) of each particle toward the pbest and gbest. New Acceleration is 
calculated by the present acceleration, with separate random numbers being generated 
for particle toward pbest and gbest. The updating process of the velocity and position are 
accomplished according to the following equations: 

1 1 2 2 best( 1) ( ) ( )( ( )) ( )(g ( ))bestv t v t c r t p x t c r t x t+ = + − + −  (8) 

( 1) ( ) ( 1)x t x t v t+ = + +  (9) 

where ( )v t  is the particle velocity, ( 1)v t + is the new particle velocity which will 

promote optimized process and reflects exchange of social information, ( )x t  is the 

current particle position and ( 1)x t +  is a new particle position (solution). Eq. (8) 

consists of three parts: the first part is the previous velocity of the particle, the second 
and the third parts are the ones contributing to the change of the velocity of a particle, 
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respectively. Without these two parts, the particles will keep on moving with the 
current speed in the same direction until they hit the boundary of the hyperspace they 
belong to. PSO will not find a acceptable solution unless there are acceptable 
solutions on their“flying” trajectories. But that is a rare case. On the other hand, 
referring to Eq. (8) without the first part, the “flying” particles’ velocities are only 
determined by their current positions and their best positions in history. The velocity 
itself is memory less. Supposing one particle is located at the global best position at 
beginning, and then its velocity will be zero, that is, it will keep the same position 
until the global best position changed. At the same time, each other particle will be 
“flying” toward its weighted centroid of its own best position and the global best 
position of the population. It means that the searching space will shrink with 
population evolution. So only if the global optimal solution existed within the limit of 
the initial searching space, then one particle may find it. This indicates that the PSO 
resembles a local optimal algorithm without the first part of Eq. (8). 

Another feature of PSO is that each particle will be “flying” toward its own best 
position and the global best position of the population simultaneously and a certain 
degree of trade-off should be met between these two directions, if they are different. 
In [13], this paper proposes that a recommended choice for constant c1 and c2 is 
integer 2 since it on average makes the weights for the second part and the third part 
of the Eq. (8) to be 1.Under this condition, the particles statistically contract swarm to 
the current global best position until another particle takes over from which time all 
the particles statistically contract to the new global best position. It can be imaged that 
the search process for PSO without the first part of the Eq. (8) would be a process 
where the search space statistically shrinks through the generations. It degrades to a 
local search algorithm. This can be illuminated more clearly by displaying the 
“flying” process if its dynamic behaviors can be illustrated by simultaneous 
simulation on the screen. It’s the combination of local search and global search that 
form a complete PSO mechanism and finally leads to an appropriate solution. The 
final solution is highly dependent on the initial seeds (population). So it is more likely 
to exhibit local search ability without the first part. On the other hand, by adding the 
first part of the Eq. (8), the particles have a tendency to expand to the whole search 
space, that is, they have the ability to explore the new area. So it more likely has 
global search ability by adding the first part of the Eq. (8). Both the local search and 
global search will benefit solving some kinds of problems. Finally, the trade-off 
between the global and local search should be treated more carefully. There should be 
different balances between the local search ability and global search ability for 
different problems [21]. 

4.1.2   Standard PSO Algorithm 
For keeping the balance of the global and local search ability, many technicians 
endeavor to make modifications on Eq. (8). As mentioned in [14], Shi and Eberhart 
add a self-adapting inertia weight w  in the speed evolution, which can improve the 
performance of the particle swarm optimizer. The role of the parameter w  is to 
balance the global search and local search. It can be a positive constant or a positive 
linear or nonlinear function with time. All the procedures represented by Eq. (8) and 
Eq. (9) with the inertia weight w  are generally called the standard particle swarm 
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optimization algorithm (SPSO). It consists of a swarm of particles which are 
initialized with a population of random candidate solutions. They move iteratively in 
the D-dimension hyperspace to look for newer solutions where a fitness function can 
be calculated and acquired a better result according to a certain quality measurement. 
Each particle has a position represented by a position vector iter

ix (where i is the index 

of the particle, iter is the iteration time) and a velocity represented by a velocity 
vector iter

iv . Each particle stores its own best position that it has reached so far in a 

vector best
iter
ip . The best position vector among the swarm so far is then stored in a 

vector best
iterg . At the tht  iteration, the update of the velocity from its previous value to 

the new value is determined by the following Eq. (10). The new position is therefore 
determined by the sum of the previous position and the new velocity by Eq. (11). 

Position: ( )iter iter iter iter
i i1 i2 iDx x ,x ,...,x= , where [ , ]iter

ij j jx L U∈ , jL and jU  are lower 

and upper limits of the search space respectively, 1 i M≤ ≤ , 1 j D≤ ≤ ; M is the 

populations size. 
Velocity: ( )iter iter iter iter

i i1 i2 iDv v ,v ,...,v= , where min max[ , ]iter
ij j jv v v∈ , minjv  and maxjv  are 

the lowest and fastest velocities respectively; 
Personal optimal position: ( )iter iter iter iter

ibest i1 i2 iDp p , p ,..., p= ; 

Global optimal position: ( , ,..., )iter iter iter iter
best gbest1 gbest2 gbestDg p p p= ; 

Therefore the velocity and position of each particle will be updated according to 
the following equations: 

1
1 2( ) ( )iter iter iter iter iter iter iter iter

ij ij 1j ibest ij 2j best ijv wv c r p x c r g x+ = + − + −  (10) 

1 1iter iter iter
ij ij ijx x v+ += +  (11) 

where 1 i M≤ ≤ , 1 j D≤ ≤ ; 1c , 2c  are learning factors, usually we make 

1 2 2c c= = ; w is the inertia weight and used to control the trade-off between the 

global and local exploration ability of the swarm. Random numbers 1
iter
jr  and 2

iter
jr  

are uniformly distributed in [0, 1].  
Eq. (10) consists of three parts. iter

ijwv  is called the “memory” session, which 

presents particle maintains the ability of previous speed and w  can adjust it. 

1 ( )iter iter iter
1j ibest ijc r p x−  is the “cognition” session, which presents particle itself express. 

2 ( )iter iter iter
2j best ijc r g x−  can be regarded as the “social” session, which presents the 

information sharing between particles and particle’s ability to learn from the optimal 
individual. 

As the memory session has randomness, expands the search space, and therefore 
has the tendency of global optimization. The second part and the third part of Eq. (10) 
represent the individual experience acquired in small groups and the social learning 
achievements from the whole particle society, respectively. All of them together 
realize the local and global search mechanism. 
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Shi and Eberhart propose an adaptive inertia weight as follow [15]: 

( ) /max max min maxw w iter w w iter= − × −  (12) 

where maxw and minw are the maximum or minimal inertia weight, respectively; iter  

is the current iteration time; maxiter  denotes the maximum iteration number; maxw  is 

uniformly distributed in [0.9, 1.2] and minw  is usually set to 0.4. Shi and Eberhart 

have proved that a time decreasing inertia weight as Eq. (12) can bring significant 
performance improvement to the PSO [21]. It enables the PSO to possess more 
exploitation ability to not only find a good seed at the beginning but also tine search 
the local area around the seed.   

4.2 An Improved PSO Algorithm for Long Term Optimal Hydraulic 
Scheduling of Multi-reservoir Systems 

4.2.1   An Improved PSO Algorithm 
Although the standard PSO brings significant performance improvement to the PSO, 
but it can easily get trapped in the local optima and convergence rate decreased 
considerably in the later period of evolution, when solving complex multimodal 
problems [22]. Many scholars also consider it is an undesired process of diversity loss 
[23]. Furthermore, when the standard PSO is reaching a near optimal solution, the 
algorithm stops optimizing, thus the solution accuracy is limited [24]. These 
weaknesses have restricted wider applications of the PSO [25].  

Therefore, accelerating convergence speed and avoiding the local optima have 
become the two most important and appealing goals in PSO research. In recent years, 
various attempts have been made to achieve these two goals [22,26-34], such as 
Eberhart and Shi’s linearly decreasing weight (LDW) of PSO, which has obviously 
effect on raising optimal capability[26]; a fuzzy adaptive turbulent PSO[27]; a new 
diversity based PSO with Gaussian mutation[28] ,etc. In this development, a 
diversity-guided[35] method has been employed into the improved PSO algorithm to 
maintain the level of diversity in the swarm population, thereby maintaining a good 
balance between the exploration and exploitation phenomena and preventing 
premature convergence. Thangaraj, Pant and Abraham propose some improved PSO 
algorithm based on adaptive mutation strategy and use this algorithm on 
unconstrained test problems and real life constrained problems taken from the field of 
Electrical Engineering. The numerical results show the competence of the proposed 
algorithms with respect some other contemporary techniques [29, 36]. 

The Beta Mutation Particle Swarm Optimization (BMPSO) is a simple and 
modified version of Particle Swarm Optimization algorithm; it uses Beta distribution 
to mutate the particle [30]. The BMPSO algorithm has two phases namely attraction 
phase and mutation phase. The attraction phase is the same as that of the standard 
PSO, while in the mutation phase the swarm particles position vectors are mutated 
using Beta Distributed Mutation (BDM) operator. The BDM operator is EP based 
mutation operator and is defined as 

1 ' ()iter iter
ij ij ij jx x Betarndσ+ = + ⋅  (13) 
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where ' 'exp( (0,1) (0,1))ij ij jN Nσ σ τ τ= ⋅ + , (0,1)N denotes a normally distributed 

random number with mean zero and standard deviation one. (0,1)jN  indicates that a 

different random number is generated in j-th variables. τ and 'τ are set as 1/ 2n  

and 1/ 2 n  respectively [37]. ()jBetarnd is a random number generated by beta 

distribution with parameters less than 1. 
The BMPSO starts like the standard PSO i.e. it uses attraction phase (Eq. (10)) for 

updating velocity vector and uses Eq. (11) for updating position vector. In this phase, 
the swarm contracts rapidly due to the fast information flow among the particles, as a 
result, the diversity also decreases consequently the chances of the swarm particles to 
get trapped in some local region or some suboptimal solution also increases. In 
BMPSO algorithm, we keep a check on the decreasing value of diversity with the help 
of a user-defined parameter called lowd . When the diversity of population drops 

below lowd , it switches over to the mutation phase, with the hope of increasing the 

diversity of the swarm population and thereby helping the swarm to escape the 
possible local regions. This process is repeated until a maximum number iteration is 
reached or the stopping criterion is reached [36]. 

The “diversity” measure of the swarm is defined as [37]:  

1 1

1
( ) ( )

m D

diversity ij j
i j

f m p p
m L = =

= −∑ ∑
⋅

 (14) 

where m  is the particle size of population; L  is the length of longest the diagonal in 
the search space, D  is the dimensionality of the problem, ijp  is the thj  value of 

the thi particle and jp  is the average value of the thj dimension over all particles, i.e. 

1

m

j ij
i

p p m
=

= ∑ . 

From this Eq. (13), the smaller ( )diversityf m  is, the nearer the particle is to an equal 

value face, otherwise. If ( )diversity lowf m d< , so the current particle carries on the 

adaptive mutation as Eq. (13): 

4.2.2   Optimal Scheduling of Multi-reservoir System 
The reservoirs in the tributary region of a river are generally functioned for flood 
control, hydropower generation and balance between the water supply capacity from 
the river and the water demand potential from the residential areas, such as cities and 
villages nearby. In this situation, an integrated water resources management toward 
the river and its attachments (reservoirs, etc.) is vital and necessary. In the following 
paragraphs, we will analyze the entity distribution around the river including 
reservoirs, irrigation district and residents, etc., and then construct an overall 
operation planning for the reservoirs to control water to cope with the shift between 
dry and wet seasons. 

The following figure (Fig. 6) shows a generalized network of a river basin in the 
southern China. This river basin has four reservoirs, three irrigated districts and four 
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major tributaries. It will supply millions of residents’ domestic water requirement and 
maintain eco-environment water requirement, etc. In each year the water demand of 
the river basin sharply increases through July to September because the agricultural 
irrigation should be done, which covers about 66 percent (two third) of the total water 
consumption. If water shortage occurs, both the agricultural production and industrial 
production will be threatened. 

 

Fig. 6. A generalized network of a river basin 

In the instance shown in Fig. 6, the No. 1 and No. 4 reservoir are large-scale 
reservoir, and the reservoirs No. 2 and No. 3 are middle-scale ones. The difference 
between large-scale reservoirs and smaller ones means that the former plays a 
comparatively main role in the water dispatch process, thus the latter takes auxiliary 
responsibilities. In the term of the relations between these reservoirs and the river, the 
reservoirs with No. 1, 2, and 3 are parallel connection, and all of them with the No. 2 
reservoirs are series connection that means the paralleled reservoirs outflow inflow 
into water of the No. 2 reservoirs. The whole river basin is usually divided manually 
into several sections to make the following analysis simpler, and some hydrological 
stations can be set as control section to monitor the reservoir’s storage to keep the 
balance of supply and demand simultaneously. Fig. 6 shows the reservoirs in space 
distribution and correlations, which demonstrate clearly the inner relationship of the 
multi-reservoir systems. 

Many scholars have proposed dynamic programming (DP), progressive 
optimization algorithm (POA), genetic algorithm (GA) etc. various theories to solve 
the optimal hydraulic scheduling of interconnected system problem [38-40], but many 
simulation tests demonstrate PSO algorithm can perform better convergence accuracy 
and convergence rate [41]. Therefore, we can propose the PSO algorithm to solve the 
water dispatch problem.  

For the water dispatch problem, the objective function can be defined as the 
minimum shortage of water storage: 

( ) min [ ( ) ( )]s s
s

F x R t D t= −∑  (15) 

where ( )sR t , ( )sD t  are the ths control section’s water supply capacity (including 

the recommended reservoirs outflow) and water demand capacity respectively; 
1 s S≤ ≤ , S denotes the number of the control section in this river basin. 

Applying PSO algorithm to water dispatch problem, we assume that the reservoir 
outflow as a particle position. In addition, making sure the solution hyperspace 
dimensionality is elementary. For long term optimal hydraulic scheduling problem, 
generally choosing one year as operation cycle and set every month as the dispatch 
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period. Other parameters of the PSO respectively are set as follow: 12D = , 50m = , 
1000maxiter = , 0.9maxw = , 0.4minw = , 1 2 2c c= = , where D presents the 

dimensions of the solution hyperspace; m  is the particle size of population; maxiter  is 

the maximum iterations; maxw , minw are respectively the maximum or minimal inertia 

weight; 1c , 2c  are learning factors of the Eq. (8). 

The maximum, minimal velocities can be calculated as the following equations 
respectively: 

(1 )t t t
jmin jmin jmaxV Q Qα α= + −  (16) 

(1 )t t t
jmax jmin jmaxV Q Qβ β= + −  (17) 

where t
jmaxQ , t

jminQ are respectively the maximum or minimal reservoir outflow. 

(1 ()) / 2randα = + , (1 ()) / 2randβ = − . 1 j N≤ ≤ ,1 t D≤ ≤ . 

The velocity of each particle represents the transition rate of every reservoir 
outflow: 

( , ,..., , , ,..., ,..., , ,..., )iter 1 2 D 1 2 D 1 2 D
i i1 i1 i1 i2 i2 i2 ik ik ikV v v v v v v v v v=  (18) 

The position of each particle illustrates the monthly changes of the reservoir outflow 
and presents a potential solution: 

( , , , , , , , , , , , , )iter 1 2 D 1 1 D 1 2 D
i i1 i1 i1 i2 i2 i2 ik ik ikX q q ... q q q ... q ... q q ... q=  (19) 

where 1 i m≤ ≤ ; k  is the number of reservoirs.  
Based on the PSO algorithm referred above, an objective function specific to the 

water management is proposed as follows: 

1 2 3 3 2 1( ) maxF x R R R D D T D= + +  − − − ×（ ） (20) 

where 
1D  is the average monthly ecological water requirement of  each control 

section, 
2D  is the average monthly off-stream ecological water requirement of  each 

control section, 
3D  is the average monthly human life water requirement of  each 

control section, 
1R  is the average monthly  drain outlet water of each control 

section, 
2R  is the average monthly runoff of each control section, (which may 

contain the natural runoff volume or the reservoir outflow volume) and 
3R  is the 

average monthly rainfall of each control section. T  is a coefficient setting as 
62.59 10× . 

Fitness function can be defined as the same as the objective function: 

1 2 3 3 2 1( )iFit x R R R D D T D= + +  − − − ×  (21) 

Furthermore, each particle fitness value represents the calculation result of the 

objective function when using t
ijq  as the function input value; the best solution 
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(fitness) that the particle i has achieved so far is called the individual optimal 

solution ibestp ; the overall best value (fitness), and its location, obtained thus far by 

any particle in the population is called the global optimal solution bestg . 

According to the water dispatch problem and referring to the BMPSO algorithm, 
hence, in “Attraction phase” the velocity and position of each particle will be updated 
according to the following equations: 

1
1 1 2 2( ) ( )iter iter iter iter iter iter iter iter

ij ij j ibest ij j best ijV wV c r p X c r g X+ = + − + −  (22) 

1 1iter iter iter
ij ij ijX X V+ += +  (23) 

In “Mutation phase”, the velocity update equation is the same as the Eq. (20), but the 
position of each particle will be updated as following: 

1 ' ()iter iter
ij ij ij jX X Betarndσ+ = + ⋅  (24) 

The calculation result shows the best particle the best monthly reservoir outflow. 
The process for implementing the BMPSO algorithm on water dispatch problem 

can be described as follows: 

Step1: Defining the water dispatch objective function and constraints. 
Step2: Setting particle population size m, the solution hyperspace dimensionality 

D, the maximum iterations itermax, other parameters of the PSO algorithm respectively 

1c , 2c , 1r , 2r , etc. 

Step3: Initialize particles with random positions and velocities in the search space 
with constrains of reservoir outflow, reservoir storage, reservoir water level and the 
water equilibrium equation (the specific steps is descried in section 4.2.3). 

Step4: Evaluate the desired optimization fitness function value for each particle, 
and set ibestp  of each particle and its objective value equal to its current position and 

objective value, and set bestg  and its objective value equal to the position and 

objective value of the best initial particle. 
Step5: 1) Calculate the diversity of the swarm. 
If ( )diversity lowf m d<  (often lowd  can be set as1/ D ), update particles velocity and 

position using Eq. (10) and Eq. (13) respectively; 
Else update particles velocity and position vectors using Eq. (10) and Eq. (11) 

respectively. 
During iteration, if particles' velocities on each dimension are clamped to a 

minimum velocity minv  and a maximum velocity maxv . If the velocity calculation on 

one dimension exceeds maxv  or is inferior to minv . Then the velocity on that 

dimension is limited to the scope of velocity. The position calculation also needs to 
meet the scope of position. 

2)  Evaluate the objective function values. 
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3) Compare the particle’s fitness value with ibestp . If the current value is better, 

then let ibestp and its objective function value equal to the current position and 

objective value. 
4) Determine the best particle of the current swarm with the best objective 

function value. If the current best objective function value is better, then let bestg  and 

its objective function value equal to the current best particle’s position and objective 
value. 

Step6: Evaluate the objective function values and update ibestp and bestg . 

Step7: Return to step (5) until a predetermined criterion is met. 

 

 

Fig. 7. The flowchart illustrates the steps and update equations of the I-PSO for the water 
dispatch problem 

4.2.3   Constraint Handing 
One of the most difficult parts encountered in practical engineering design 
optimizations is v constraint handing. In [42], Hu and Eberhart propose a kind of PSO 
to solve the nonlinear engineering optimization problems with constrains. In this 
paper they propose a generalized method to handing constrains. 

For long term optimal hydraulic scheduling of MSMR interconnected systems 
problem, real-world limitations frequently introduce multiple, nonlinear and non-trivial 

Output the final global best solution 

Initialize swarm: 
• Random positions, velocities 
• Some parameters of I-PSO

For each iteration 

Calculate the diversity of the swarm.  
If ( )diversity lowf m d≥ , for each particle 

• Update velocity as Eq. (20) 
• Limit velocity 
• Update position as Eq. (21) 
• Update best

iter
ip , bestgiter  

else 
• Update velocity as Eq. (20) 
• Limit velocity 
• Update position as Eq. (22) 
• Update best

iter
ip , bestgiter  

Define constrains and objective function 
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constraints on a design. Constraints often limit the feasible solutions to a small subset of 
the design space. However, some constraint handing techniques can be employed to 
facilitate the optimization process and have the following features: 

1. They need be simple. There is no need to consider all constrains or the 
complicated manipulation when calculating the fitness value. In addition, it is easy to 
understand the process of constraint handing. 

2. They need be faster. The only part of methods dealing with constraints is to 
randomly initialize the particles according to the equality constrains. Thus it will 
make every particle satisfy all constraints and reduce the computation time when 
handing multiple or complicated constrains. 

The following example of a reservoir illustrates this approach in details. Considering 
the water balance equation of the 1th reservoir at the first period: 

2 1 1 1 1
1 1 1 1 1( )i i i i iv v T I q t L= + − Δ −  (25) 

where 1
1iv  means the initial reservoir storage capacity, and it is a constant. 

According to the boundary constraint conditions: 2 2 2
1 1 1,i min maxv V V⎡ ⎤∈ ⎣ ⎦ , where 2

1maxV , 
2

1minV  are maximum and minimum reservoir storage capacity of the 1th reservoir at 

2nd period, respectively 

1 1 1 2 1
1 1 1 1 1sup : min{ , ( ) / }max i i min iQ v T I V L T+ × − −   (26) 

1 1 1 2 1
1 1 1 1 1inf : max{ , ( ) / }min i i max iQ v T I V L T+ × − −  (27) 

where 1
1maxQ , 1

1minQ  are maximum and minimum reservoir outflow capability of the 

1st reservoir at the 1st period respectively. Eq. (26), (27) can obtain a random initial 
reservoir outflow value 1

1iq , then using Eq. (25) calculates the random initial reservoir 
2
1iv . Next period, repeat this process until find the fitness value. 

5 Simulation and Results 

5.1 Simulation for the Drought Evaluation 

In order to verify the effectiveness and precision of the proposed model, a computer-
based simulation is carried out by using the drought data of a middle south province 
of China, which includes 11 cities. These cities can be regarded as large regions as 
referred in the former sections and each of them can be divided to several smaller 
subregions. According to the administrative divisions of such cities, these 11 cities are 
separated to 98 subregions (namely, the Chinese counties or districts). The drought 
data of such areas include the total area of farmland and the drought effected area of 
farmland. All the data are collected at July 7, 2007 by the official drought monitoring 
department of this province. The simulation was conducted with MATLAB 2007a on 
a desktop computer with a dual-core 2.6GHz processor. 
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The whole simulation includes a training phase and a verification phase. In  
the training phase, the data of seven cities including 44 subregions are applied. In the 
verification phase, the remains (4 cities with 54 cities) are applied. To simplify the 
programming of the verification process, all the data of the 11 cities including 98 
subregions are used in the verification process. The drought severity levels are the 
same as showed in Table. 1 with a tolerance 0.1tolΔ = . Table 2 shows the simulation 

results of the subregions (evaluated by the first level of the proposed model) without 
transferring to their literal meanings. Table 2 shows the overall results of both the 
subregions and their parent regions (evaluated by the whole proposed model) and the 
comparison between the simulation results and the actual values of the drought 
severity levels (the italic numbers in the column of simulation results are error 
evaluation results). 

Table 2. Suffered areas and the corresponding severity classification with manual calculation 
and RBFNN model 

Subregion 
number 

Farmland 
area 

( 10,000× ) 

Drought 
effected area 
( 10,000× ) 

Drought 
effected 

percentage 
(%) 

Actual 
results 

RBFNN 
results 

1 0.9 0.4 39.2 0.30 0.40 
2 88.1 23.4 26.6 0.30 0.30 
3 38.2 9.8 25.7 0.30 0.29 
4 77.9 12.4 16.0 0.10 0.13 
5 122.3 16.3 13.3 0.10 0.08 
6 3.7 0.3 6.7 0.10 0.08 
7 10.2 0.05 0.5 0.10 0.10 
8 5.8 1.3 22.5 0.30 0.26 
9 56.7 7.5 13.3 0.10 0.08 

10 27.0 0.8 2.8 0.10 0.15 
11 24.9 7.8 31.3 0.30 0.31 
12 22.2 4.6 20.7 0.30 0.23 
13 13.8 1.7 12.6 0.10 0.07 
14 17.0 2.1 12.5 0.10 0.07 
15 2.3 0 0 0.10 0.08 
16 43.5 24.8 57.1 0.50 0.50 
17 35.7 20.0 56.1 0.50 0.51 
18 41.5 18.9 45.6 0.50 0.41 
19 22.3 8.4 37.8 0.30 0.32 
20 57.3 19.9 34.8 0.30 0.31 
21 61.6 16.6 26.9 0.30 0.30 
22 71.1 17.3 24.3 0.30 0.28 
23 22.8 5.4 23.6 0.30 0.27 
24 57.5 12.1 21.1 0.30 0.23 
25 24.7 4.6 18.7 0.10 0.19 
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Subregion 
number 

Farmland 
area 

( 10,000× ) 

Drought 
effected area 
( 10,000× ) 

Drought 
effected 

percentage 
(%) 

Actual 
results 

RBFNN 
results 

26 7.2 1.2 16.1 0.10 0.15 
27 8.2 1.0 12.5 0.10 0.07 
28 57.4 10.9 19.0 0.10 0.20 
29 45.0 7.7 17.1 0.10 0.16 
30 48.1 7.2 14.9 0.10 0.11 
31 4.6 0.6 12.7 0.10 0.08 
32 50.2 3.3 6.5 0.10 0.10 
33 3.2 0.2 4.8 0.10 0.10 
34 17.4 13.5 77.5 0.70 0.70 
35 33.1 25.3 76.4 0.70 0.69 
36 15.8 8.6 54.3 0.50 0.51 
37 4.7 2.3 48.0 0.50 0.47 
38 7.3 2.2 29.7 0.30 0.31 
39 13.0 3.7 28.7 0.30 0.30 
40 17.9 4.9 27.4 0.30 0.30 
41 55.6 13.8 24.9 0.30 0.29 
42 44.7 8.8 19.7 0.10 0.21 
43 51.3 9.9 19.3 0.10 0.20 
44 15.8 2.7 17.4 0.10 0.15 
45 44.9 7.7 17.1 0.10 0.16 
46 35.1 5.6 15.9 0.10 0.13 
47 10.3 1.5 14.1 0.10 0.10 
48 58.4 7.3 12.6 0.10 0.07 
49 18.9 1.2 6.4 0.10 0.10 
50 16.1 0.6 4.0 0.10 0.14 
51 24.1 0.7 2.9 0.10 0.15 
52 14.5 0.4 2.4 0.10 0.15 
53 44.4 17.7 40.0 0.30 0.33 
54 30.8 6.6 21.4 0.30 0.24 
55 20.9 4.4 21.1 0.30 0.23 
56 48.9 9.3 19.0 0.10 0.20 
57 77.8 14.2 18.2 0.10 0.18 
58 49.1 7.7 15.7 0.10 0.13 
59 66.0 8.3 12.5 0.10 0.08 
60 45.0 5.5 12.3 0.10 0.07 
61 14.7 1.7 11.3 0.10 0.07 
62 63.0 7.0 11.1 0.10 0.06 
63 29.3 2.8 9.6 0.10 0.06 
64 16.8 1.1 7 0.10 0.10 
65 44.2 0.8 2 0.10 0.14 
66 14.1 7.0 49.4 0.50 0.48 
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Subregion 
number 

Farmland 
area 

( 10,000× ) 

Drought 
effected area 
( 10,000× ) 

Drought 
effected 

percentage 
(%) 

Actual 
results 

RBFNN 
results 

67 51.3 19.7 38.4 0.30 0.32 
68 140.4 49.9 35.6 0.30 0.31 
69 85.1 22.7 26.7 0.30 0.30 
70 83.7 21.2 25.4 0.30 0.29 
71 148.9 36.7 24.6 0.30 0.28 
72 18.1 4.1 22.4 0.30 0.26 
73 63.4 10.2 16.1 0.10 0.13 
74 47.9 7.1 14.9 0.10 0.11 
75 55.3 8.0 14.4 0.10 0.10 
76 83.1 54.5 65.6 0.70 0.42 
77 49.6 16.0 32.2 0.30 0.31 
78 25.1 4.3 17.2 0.10 0.16 
79 20.5 3.1 15.0 0.10 0.11 
80 10.3 1.5 14.1 0.10 0.10 
81 27.5 3.1 11.1 0.10 0.07 
82 78.0 8.6 11.1 0.10 0.06 
83 38.6 3.9 10.2 0.10 0.06 
84 34.9 1.5 4.3 0.10 0.14 
85 33.0 1.4 4.3 0.10 0.14 
86 31.6 0.5 1.6 0.10 0.14 
87 145.4 73.1 50.2 0.50 0.48 
88 102.5 44.7 43.6 0.50 0.38 
89 39.6 9.1 23.1 0.30 0.26 
90 30.5 4.5 14.8 0.10 0.11 
91 18.6 2.4 12.8 0.10 0.08 
92 34.6 4.4 12.6 0.10 0.08 
93 31.7 3.9 12.2 0.10 0.07 
94 55.7 6.2 11.1 0.10 0.06 
95 29.4 3.0 10.2 0.10 0.06 
96 10.6 0.8 7.3 0.10 0.08 
97 44.5 3.2 7.3 0.10 0.09 
98 30.6 1.9 6.2 0.10 0.10 

Fig. 8 illustrates the evaluation results using the proposed model without the 
tolerance tolΔ , and the evaluation level are unstable and fluctuate among the exact 

quantized levels. Fig. 9 illustrates the evaluation results after introduction the 
tolerance tolΔ  so that the evaluation performance can be observed more clearly by 

moving the unstable data to its nearest quantized level in the sense of the tolerance. In 
Fig. 8, four subregions are evaluated uncorrectedly and the error results made by the 
proposed model are one level up or below the expected level. The overall error rate 
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can come to about 4.08%, which concludes that the proposed model can acquire 
evaluation levels in a high precision. Meanwhile, the total time for the training phase 
is between 0.5~0.6s based on the above data and hardware platform, and the time for 
the verification is about 0.15s, which does not increase significantly with the 
increasing number of data. It also shows that the proposed model is suitable for the 
real-time evaluation. 

 

Fig. 8. The simulation results of the double-layered RBFNN model compared with the expected 
results without the tolerance tolΔ  

 

Fig. 9. The simulation results of the double-layered RBFNN model compared with the expected 
results with the tolerance tolΔ  

5.2 Simulation of the Water Resource Scheduling of Reservoirs 

5.2.1   Curve Fitting 
As we have defined the reservoir outflow as a particle (solution), but in fact we 
cannot directly control the reservoir outflow ability as it changes with the reservoir 
storage or elevation in real time. However water resources research indicates that we 
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can acquire the reservoir storage capability and elevation to know the reservoir 
outflow ability. Therefore, it is necessary to make sure the relation between the 
reservoir storage capability and the reservoir elevation, also the relation between the 
reservoir elevation and the reservoir outflow. 

Usually, we collect these data at regular intervals and then use mathematical 
method to find out relationship of them. As we know linear least-square method is the 
most commonly used methods to solve the curve fitting and obtain the mathematical 
function among them. 

The Figs. 10-17 show the results, we can find the relations meeting secondary 
polynomial. Even thought the third polynomial looks like better than the secondary, 
but it may cause “curse of dimensionality” problem. 
 

 

Fig. 10. The relation of the 1st reservoir 
between elevation and outflow 

 

Fig. 11. The relation of the 1st reservoir 
between storage capability and elevation 

 

Fig. 12. The relation of the 2nd reservoir 
between elevation and outflow 

 

 

Fig. 13. The relation of the 3rd reservoir 
between elevation and outflow 
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Fig. 14. The relation of the 2nd reservoir 
between storage capability and elevation  

 

 

Fig. 15. The relation of the 3rd reservoir 
between storage capability and elevation  

 

Fig. 16. The relation of the 4th reservoir  
between elevation and outflow 

 

 

Fig. 17. The relation of the 4th reservoir 
between storage capability and elevation 

5.2.2   Simulation Results 
The implementation of the I-PSO was written and compiled in Matlab. All the 
simulations deploy the same parameter settings for the I-PSO. The population size 
(number of particles) is 50; the maximum velocity is set as the average-monthly 
maximum reservoir storage capability; the minimum velocity is set as the average-
monthly minimum reservoir storage capability; the dynamic range for all elements of 
a particle is defined as the maximum ,minimum reservoir outflow capability, that is 
the particle cannot move out of this range in each dimension; the maximum number 
of iterations allowed is 1000. If the I-PSO cannot find an acceptable solution within 
1000 iterations, it is claimed that the I-PSO fails to find the global optimum in this 
run. 
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Table 3. The result of simulating the scheduling model of water reservoir (Unit: m/s) 

 

Table 4. The result of simulating the scheduling model of water reservoir (Unit: m/s) 

Reservoir Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

1st 10.43 15.12 18.57 32.15 62.62 544.00 446.27 141.26 193.69 46.37 105.93 19.78 

2nd 78.25 40.68 88.35 60.78 167.19 322.14 578.41 258.31 124.16 106.56 55.34 110.68 

3rd 1.0 3.87 4.97 10.72 111.15 278.23 169.90 21.44 36.40 10.27 26.64 6.19 

4th 2.01 18.55 14.40 26.05 47.07 213.82 371.57 2.20 51.46 12.92 34.70 43.86 
 

Table 3 and Table 4 show twice computation results, overall result is successful, 
especially in April and September the water peak, by increasing the major issue of 
outbound traffic to meet demand. It means that using I-PSO to solve the water 
dispatch is feasible. Furthermore, compared with the same period of each reservoir 
outflow in these tables, we can find that the I-PSO has strong robustness. In addition, 
the I-PSO has the good convergence performance and easy realize advantage, thus it 
can be a solution method in water dispatch. 

I-PSO is a random heuristic search algorithm with benefit of parallel calculation, 
strong robustness and positive feedback, etc. The parts of article propose an improved 
particle swarm algorithm to water dispatch problem. Constraint handing can improve 
the searching efficiency and easily find out the optimal solution, even could solve the 
“Dimension Disaster” problem. 

Although, the scheduling model of water reservoir mainly considerate the 
collaborative scheduling problem, but no consideration of water dispatch rainy. In 
addition, due to the reservoir water dispatching problem largely depends on rivers 
runoff, but how to de predict rivers runoff in future also needs to do further research 
about it. 

6 Conclusions 

In this chapter, an integrated intelligent cooperative model for risk management of 
water-related natural disasters is firstly proposed, and then derived into two instances, 
which aim to solve problems in drought evaluation and water scheduling of 
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reservoirs, respectively. The former is based on the radial base function neural 
network (RBFNN) and the later takes an improved particle swarm optimization (I-
PSO) algorithm as its carrier for implementation. Simulation results demonstrate that 
the first model can make full use of the spatial and time data of the drought and high 
accuracy of evaluation and classification of the drought severity can therefore be 
acquired. The second model can distribute the water storage among the reservoirs 
timely and efficiently, which is of great significance in eliminating the damage of the 
seasonal droughts and floods occurred in the tributary. 
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Abstract. Risk assessment in business associations is the process which deter-
mines the likelihood of negative outcomes according to a given set of desired 
criteria. When there is more than one desired criterion to be achieved in a busi-
ness association, the process of risk assessment needs to be done by capturing 
the importance that each of the criteria will have on the successful completion 
of the business activity. In this paper, we present an approach that determines 
the significance of each criterion with respect to the goal of the business associ-
ation and by considering the inter-dependencies that may exist between the dif-
ferent assessment criteria. This analysis will provide important insights during 
the process of risk management, where the occurrence of such negative out-
comes can be managed, according to their significance, to ensure the successful 
completion of a business activity.    

1 Introduction 

Business collaborations are associations formed between two or more users for the 
achievement of specific desired outcome/s. These users can be software agents, indi-
vidual users etc who utilize the constantly developing and advancing business facili-
tating architectures, such as cloud computing, for completing and achieving their 
business outcomes in a more efficient and less time consuming way. Apart from all 
the advantages that such interaction facilitating infrastructure provides, interacting 
users have to constantly watch for factors that will produce a ‘negative’ outcome. The 
occurrence of such negative outcome/s signifies the non-achievement of desired out-
comes which are termed ‘Risk’ in the business association.  

The significance of analyzing and managing ‘Risk’ in any form of activity has been 
discussed extensively in the literature. Specific to the domain of business activities, 
‘Risk’ is a bi-dimensional concept that expresses: a) the occurrence of those events 
that will lead to the non-occurrence of desired outcomes, and b) the level and magni-
tude of possible losses or consequences. The process by which ‘Risk’ is identified, 
analyzed and managed in a business interaction is termed ‘risk analysis’ [1]. As 
shown in Figure 1, risk analysis is a multi-step, iterative process which deals with first 
identifying the risks in the business association, determining the level/s of their  
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occurrence and the impact which they will have on the successful completion of the 
business interaction, evaluating the risks to ascertain which risks need to be managed, 
treating the risks and continually monitoring the risks to ensure a successful comple-
tion of the business activity. These steps of risk analysis are broadly categorized in the 
sub-steps of risk identification, risk assessment, risk evaluation and risk management.  

Risk
Identification

Risk 
Assessment

Risk
Evaluation

Risk
Management

 

Fig. 1. Different stages in the process of risk analysis 

One of the important factors that need to be captured during the steps of risk analy-
sis is the importance or significance of each desired outcome in the business associa-
tion. The significance of a desired outcome represents its importance in the successful 
completion of its business activity. The expected achievements from a business asso-
ciation (termed the ‘expectations’) may be a collection of more than one desired  
outcome (termed the ‘assessment criterion’), the achievement of each of which is 
important for the successful completion of the business activity. However, this may 
not mean that all of the assessment criteria of the expectations are of equal importance 
to the interaction initiating agent (termed as the risk assessing agent). There may be 
some assessment criteria from the expectations which the risk assessing agent be-
lieves are vital or more important than others for the successful completion of the 
business activity, or there may be some assessment criteria which, even though the 
risk assessing agent may not consider them important, are significant for the success-
ful achievement of the business activity due to the inherent dependencies between the 
assessment criteria. As explained in the next section, the significance value of the 
assessment criteria is an integral part of the various steps of risk analysis. So, such 
inter-dependencies between the assessment criteria need to be captured for determin-
ing the appropriate significance value of the assessment criteria, before reflecting it 
along the different steps of risk analysis.  

Due to the importance of risk, various techniques for risk assessment have been 
proposed in the literature for business interactions [2-8], project management in dif-
ferent domains [9, 10], occupational safety and hazard management [11, 12] etc. We 
do not discuss those approaches as the focus of this paper is not on risk assessment 
and management but on determining the significance of the assessment criteria that 
are important in shaping the focus of the steps of risk assessment and management. 
Some of the current approaches do consider the significance of each assessment crite-
ria, but they do not have a systemized process; nor do they capture the different types 
of inter-dependencies that may exist between them. In this paper, we aim to overcome 
that by proposing an approach that determines the significance of the assessment cri-
teria of a business interaction by capturing the different levels of dependencies be-
tween them. The proposed method is explained in the next sections. In Section 2,  
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we formulate and explain in detail the problem that is addressed in this paper. In  
Sections 3 and 4, we explain our approach for determining the significance of the 
assessment criteria in detail. In Section 5, we conclude the paper. 

2 Significance of Assessment Criteria during Risk Analysis  

The significance of assessment criterion/criteria in an activity has important inputs 
that determine how the process of risk assessment and management has to be carried 
out. To understand better, let us consider the business interaction scenario of a risk 
assessing agent (termed r1) who wants to achieve desired outcomes in a business 
association. Agent r1 has to make a decision about forming an interaction with either 
agent b1 or b2 (termed the ‘risk assessed agents’) in order to achieve desired  
outcomes, for which there are three assessment criteria (termed c1, c2 and c3).  

Significance of Assessment Criteria during Risk Assessment Process: Agent r1 may 
consider assessment criteria c1 as vital to the successful achievement of its business 
interaction. By considering agent b1’s past history, the probability of agent b1 com-
mitting to criteria c2 and c3 according to the expectations of agent r1 may be high but 
may also have a high probability of failure in committing to criterion c1. This may not 
be the case with agent b2, who can commit to the assessment criteria c1with less 
probability of failure as compared to agent b1 and criteria c2 and c3 with a greater 
probability of failure as compared to agent b1. In such a case, even though the overall 
level of risk in forming an interaction with agent b1 may seem lower as compared to 
agent b2, in reality it may be  higher due to the greater level of non-commitment of 
assessment criterion c1 by agent b1. This is determined by weighing the probability  
of failure of achieving each assessment criterion according to the significance or  
importance that it will have on the successful completion of the business activity.  

Significance of Assessment Criteria during Risk Communication Process: After agent 
r1’s interaction with agent b1, another risk assessing agent r2 may solicit recommenda-
tions from agent r1 about risk assessed agent b1’s capability in committing to assessment 
criteria c1, c2 and c3. However, agent r2 may consider criteria c2 and c3 as significant to 
the completion of its business interaction. Subsequently, the level of risk communicated 
by agent r1 to r2 for agent b1 may be too focused on assessment criterion c1. This might 
give an incorrect impression for agent b1 to r2 as it considers assessment criteria c2 and 
c3 vital to the successful completion of its business interaction. This is addressed by 
communicating the significance of each assessment criterion clearly along with the  
recommendations for agent r2 to make its own assessment during risk analysis. 

Significance of Assessment Criteria during Risk Management Process: The process of 
risk management is also dependent on the significance of each assessment criterion. In 
the above case of agent r1’s interaction with agent b1, the process of risk management 
after the risk assessment and risk evaluation process will focus more on assessment crite-
rion c1 as compared to assessment criterion c2 or c3 (depending on the output of the risk 
evaluation phase), as it is considered vital for the successful completion of the business 
activity. This may vary in agent r2’s interaction with b1 as it considers criteria c2 and c3 
to be more significant than criterion c1.  So the significance of the assessment criteria 
play an important part in shaping the process of risk management. 



406 O. Hussain, K.B. Sangka, and F.K. Hussain 

2.1 Related Work 

We divide the approaches from the literature that consider the significance value of the 
assessment criteria into two categories, namely quantitative and qualitative. This is ac-
cording to how they represent the significance values of the assessment criteria. Quantita-
tive approaches are those that utilize numerical values whereas qualitative approaches are 
those that utilize linguistic terms to represent the significance value of the assessment 
criteria. Among the quantitative approaches, a numerical range of either between 0 and 
1[13, 14] or between 0 and 5 [3] is used. In that range, some approaches assign the signi-
ficance values to the assessment criteria randomly, whereas some define different levels 
of significances, and the risk assessing agent assigns a criterion with a significance value 
according to the level of importance that it considers to have towards the successful com-
pletion of its business activity. This is similar to those approaches that use a qualitative 
scale for determining and assigning the significance value of the assessment criteria [15]. 
However, it can be argued that such process of assigning a significance value to an as-
sessment criterion is in isolation with respect to the other criteria. What is needed is a 
systemized and informed process that assists the risk assessing agent in determining the 
level of significance of each assessment criterion by capturing the important factors such 
as: a) the relative importance and impact of each criterion to the successful achievement 
of the goal of the business interaction; b) the level of interdependence between the as-
sessment criteria. In this paper, we will address this by proposing a method that accurate-
ly determines the significance of each assessment criterion by considering the different 
levels of inter-dependencies between them. For the sake of explanation we limit our dis-
cussion in this paper to the domain of business activities, but in reality it can be applied to 
the process of risk analysis in any domain. In the next sub-section, we define the problem 
that we address in this paper. 

2.2 Problem Definition 

Agent ‘A’ wants to form a business association with agent ‘B’ (which is a logistics com-
pany) in the context of transferring goods from Europe to Perth.  The expectations of the 
business contract formed between the agents are as follows: 

• Timely pickup of the goods from agent ‘A’ address in Europe on 26 March 2010 
(Assessment Criterion C1) 

• Meeting the required connections to leave Europe to reach and meet the delivery 
time in Perth (Assessment Criterion C2) 

• Provision of a tracking facility during the goods transfer (Assessment Criterion C3)  
• Delivery of the goods at agent ‘A’ address in Perth on or by 2 April 2010  

(Assessment Criterion C4) 
• Completion of the business activity in A$6000. Of this, agent ‘A’ has to pay 

A$4000 when the goods are picked up and the remaining A$2000 on delivery 
(Assessment Criterion C5).  

Let us consider that the Easter holiday season in 2010 starts on 3 April 2010 and 
agent ‘A’ wants its goods to be delivered before that. So, according to the above ex-
pectations, it may consider assessment criterion C4 to be an important one compared 
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to the other assessment criteria. If the risk assessed agent does not fulfill assessment 
criterion C4 according to the expectations, but fulfils others, then it may lead to agent 
‘A’ assigning a high level of risk to agent ‘B’. Other scenarios are possible where the 
risk assessing agent ‘A’ may want agent ‘B’ to pick up the goods at the specified time 
and hence may give more importance to that criterion (C1) when ascertaining its per-
formance risk. In this scenario, if this assessment criterion is not completed, then 
agent ‘B’ might be assigned with a high performance risk value. So, depending upon 
the goal of the interaction and the inter-dependencies between the different assess-
ment criteria, how is the significance of each assessment criterion, in terms of the 
successful completion of the business activity, determined? Mathematically, the  
problem is defined as: 

Performance Risk = ∑
=

n

i 1

Scn * Uncommit Cn 

where: n represents the number of assessment criteria, 
Cn represents the assessment criterion, 
Scn represents the significance of each assessment criterion, and  
Uncommit Cn represents the level of un-commitment of assessment criterion Cn.  

 
Our aim is to determine the significance Scn of each assessment criterion according 

to (a) its importance in the successful completion of the business activity, and (b) 
considering the different level/s of inter-dependence between the assessment criteria. 
We will explain our approach to determine that in the next sections.  

3 Analytic Hierarchy Process to determine the Significance of 
the Assessment Criteria 

Analytic Hierarchy Process (AHP) is a quantitative technique that assists in making 
structured decisions about the weights to be given to the multiple criteria with respect 
to the goal to be achieved. It achieves this by performing a pair-wise comparison 
among the different assessment criteria and transforming the analysis to numerical 
representation by which the relative significance of assessment criteria are determined 
[16]. AHP has been applied in several applications like Balanced Scorecard [17, 18], 
Decision-Making [19]  Geography Information System (GIS) [20] etc in different 
domains including education, business, social sciences and natural sciences to deter-
mine the importance of different factors with respect to the goal of analysis. For  
performing pair-wise comparison, AHP requires a hierarchy to be built among the 
criteria as goals, criteria, sub-criteria and alternatives whose significance values have 
to be determined with respect to the goal [18]. To build the hierarchy among criteria 
in our problem, the goal to be achieved has to be decomposed into different sub-
factors. This is achieved by the risk assessing agent forming the expectations of its 
interaction with the risk assessed agent and defining the assessment criteria that come 
under the goal as shown in Figure 2. It should be noted here that there might be other  
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assessment criteria from the expectations which come under the goal of the interac-
tion, but only those assessment criteria that are dependent on the risk assessed agent 
and which will be used by the risk assessing agent during the risk analysis process are 
considered while forming the hierarchy among the criteria.  

 

Fig. 2. Assessment Criteria with respect to the goal of the interaction 

Once the hierarchy of the assessment criteria has been formed, a pair-wise comparison 
between them should be carried out to determine the significance of each with respect to 
the goal. But before that, the factors on the scale against which the criteria will be com-
pared in a pair-wise fashion need to be defined. As our objective in this paper is to de-
termine the relevant significance of each assessment criteria with respect to the goal, we 
define the levels which can assist in comparing any two assessment criteria and then 
determine which of them is more significant than the other and to what extent. To 
achieve that, we use a 4 level scale which is Equal, Weakly More Important, Slightly 
More Important and Absolutely More Important that compares the importance of the 
assessment criteria. It should be noted that these levels are defined according to the prob-
lem objective and they will change when the problem objective varies.  

Pair-wise comparison between the assessment criteria is done by the risk assessing 
agent by using these levels of importance and its own critical judgment. For pair-wise 
comparison, the defined levels of importance are represented as a numeric number on 
a numeric scale. Each number represents a different level of importance. Pair-wise 
comparison among the criteria can be carried out by two approaches, namely conven-
tional and fuzzy analysis. Conventional analysis requires the selection of an appropri-
ate level of importance of an assessment criterion over the other, from a given scale 
during pair-wise comparison. The corresponding reciprocal value is assigned to the 
reverse comparison between the assessment criteria. For example, if assessment crite-
rion C1 is considered important as compared to assessment criterion C2 for the suc-
cessful completion of the goal, and an importance value of 5 (on a scale of 1-5, with 1 
being the least important and 5 being the most important) is assigned to C1→C2, then 
for the reverse comparison C2→C1, a value of 1/5 is assigned as the relative impor-
tance. One drawback of this approach is that it has a degree of uncertainty associated 
with it as it is difficult to map qualitative preferences to point estimates [21].This is 
overcome by using a fuzzy analysis of pair-wise comparisons, which also assigns 
values of importance during pair-wise comparison, but uses fuzzy sets that have  
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membership functions and a degree of membership to capture the uncertainty. One 
way to express the fuzzy sets to represent the level the importance on a given scale is 
by using a triangular fuzzy number that has three parameters (l,m,u), with l 
representing the smallest possible level of importance, m representing the most possi-
ble level of importance and  u representing is largest possible value of importance. If 
a value of (l,m,u) is assigned as the significance value of C1 over C2, then for reverse 

comparison the reciprocal of that value i.e. ( )
1

,
1

,
1

lmu
 is assigned. This process is 

more appropriate and effective than conventional AHP to capture the uncertainties 
during the pair-wise comparisons between the assessment criteria. In our approach, 
we will utilize the fuzzy-based approach to determine the weights of the assessment 
criteria. The series of steps to be followed are:  

1. Define a linguistic range (Equal, Weakly More Important, Slightly More Impor-
tant, and Absolutely More Important) to classify the different levels of impor-
tance and significance shown in Figure 3. 

2. Define a triangular fuzzy scale to determine the different fuzzy sets of importance 
within the fuzzy scale shown in Table 1.  

3. Determine the triangular fuzzy reciprocal value for the different linguistic fuzzy 
sets defined in step 2. 

4. Construct an nXn matrix from pair-wise comparisons of the different assessment 
criteria with respect to the final goal to be achieved in the business activity. ‘N’ 
represents the number of assessment criteria in the business activity.  

5. Utilize the fuzzy synthetic extent approach to determine the degree of possibility 
of a given assessment criterion being more important than the others.  

6. The analysis of step 5 will represent the degree of importance of the different 
assessment criteria with respect to the goal of the interaction. 

 

Fig. 3. The Linguistic scale for measuring the relative importance of assessment criteria 
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Table 1. Linguistic Scale for Importance of the Assessment Criteria 

Linguistic Scale for 
 Importance 

Triangular Fuzzy 
Scale 

Reciprocal 
Fuzzy Value 

Equal (1,1,1) (1, 1, 1) 
Weakly more Important - WMI (1/2, 1, 3/2) (2/3, 1, 2) 
Slightly more Important -SMI (1, 3/2, 2) (1/2, 2/3, 1) 

Absolutely more Important - AMI (3/2, 2, 5/2) (2/5, 1/2, 2/3) 

Various techniques have been proposed in the literature that utilize the pair-wise 
comparison results and ascertain the relative importance of each criterion (Step 5). In 
this paper, we utilize the approach proposed by Chang [22] that calculates the priority 
vectors from the pair-wise comparisons and then determines the possibility of a fuzzy 
number being greater than the other by using the following formulas: 

 
P (V1 ≥ V2) =                   1                   if m1 > m2    or  
 

P (V1 ≥ V2) = 
)()( 2211

12

lmum

ul

−−−
−

     if m2 > m1 

 
Interested readers are encouraged to look at Chang [22] for a detailed explanation of the 
process. Extending our example from Section 2, let us consider agent ‘A’ wants the 
goods to be delivered at the destination address by 2nd April 2010 and considers that 
assessment criterion as the most significant and important one for the successful 
achievement of its business activity. Determining the pair-wise comparison of each as-
sessment criterion of Figure 2 with respect to the other assessment criteria, we obtain the 
4 X 4 comparison matrix as shown in Table 2. Using the fuzzy synthetic approach, the 
weights of each assessment criteria determined are shown in the last column of Table 2.  

Table 2. Pair-wise comparison matrix and the weights of the Assessment Criteria 

Assess-
ment Cri-
teria (C) 

C1 C2 C3 C4 Significance 
Value 

C1 (1,1,1) (3/2,2,5/2) (3/2,2,5/2) (2/3,1,2) 0.362 
C2 (2/5,1/2, 2/3) (1,1,1) (1/2,2/3,1) (2/5,1/2,2/3) 0.060 
C3 (2/5,1/2,2/3) (1,3/2,2) (1,1,1) (2/5,1/2,2/3) 0.197 
C4 (1/2,1,3/2) (3/2,2,5/2) (3/2,2,5/2) (1,1,1) 0.381 

From the analysis, it can be seen that assessment criterion C4 is the most important of 
the expectations followed by C1, C3 and C2. The weights of these assessment criteria are 
determined by the risk assessing agent in comparison with the other criteria and hence, 
the analysis gives an informed representation of their importance for the successful com-
pletion of its business interaction. Consistent with the obtained analysis, existing ap-
proaches may assign the highest level of significance to assessment criteria C4, but they 
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do not make any informed representation of the significance value that has to be assigned 
to the other assessment criteria C1- C3. This is addressed by using the AHP to ascertain 
the significance of each assessment criterion.  

Approaches in the literature utilize AHP to determine the weight of each index or 
criterion in e-business [23]. However, a limitation of AHP when used to find the 
weights of the assessment criteria is that it works well only when there is no inter-
dependence between the assessment criteria. In other words, the AHP process works 
well when all of the assessment criteria are independent of others and do not have an 
effect on the successful achievement of the other assessment criteria. For example, 
consider the following objective of forming a business association with the expecta-
tions as shown in Figure 4. In such activity, each assessment criterion is important to 
the successful achievement of the business goal but none of them has an effect on the 
other assessment criteria to be achieved successfully. In other words, there is no  
implied relationship between them.   

In contrast, there may be certain business activities where the assessment criteria 
are inter-dependent. For example, considering the logistics interaction scenario men-
tioned in Figure 2, in order for the goods to be delivered on time, a sequence and se-
ries of steps must be completed beforehand, such as the goods being picked up on 
time, the different connections for transport to be met before the deadline which en-
sure that the goods reach the destination before the holiday closedown period. Also, 
let us consider that for the logistic company to activate the track and trace facility, the 
goods should reach the logistic company’s warehouse from the remote location when 
they are picked up as shown in Figure 5. 

 

Fig. 4. Expectations and assessment criteria without dependency between them 

 

Fig. 5. Assessment criteria with respect to the goal and the inter-dependencies between them 
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On a scale of either [0-1] or [0-5], the risk assessing agent may assign the highest 
importance value to the assessment criterion ‘delivering the goods on time’ (C4) as it 
considers this to be the most important assessment criterion. This, however, does not 
take into consideration the level of dependency that the assessment criteria C1and/or 
C2 has on the assessment criterion C4, in order to meet that criteria. For example, if the 
first assessment criterion of picking up the goods on time (C1) is not met, then it is 
quite difficult for agent ‘B’ to meet the connections in time (C2) which will, in turn, 
have an effect on delivering the goods on time (C4). The risk assessing agent assigning 
a very high significance value to assessment criterion C4 and a low significance value 
to criteria C1 and C2 does not capture the level of dependency that C4 has on those 
criteria. Thus, a technique is needed which, aside from considering the importance of 
each assessment criterion with respect to the goal, also considers the level of depen-
dencies between the different assessment criterion and ascertains their significance 
values accordingly. To address this in our approach, we utilize the Analytic Network 
Process (ANP) to ascertain the different weights of the expectations according to the 
inner dependencies between them. The approach is presented in the next section. 

4 Analytic Network Process to Ascertain the Significance of the 
Assessment Criteria 

Analytic Network Process (ANP) determines the impact of a given set of factors on 
the goal to be achieved by considering the levels of inter-dependencies between them. 
This is in contrast to Analytic Hierarchy Process (AHP) that considers only the weight 
of the factors on the goal. Many decision-making problems cannot be structured hie-
rarchically because they involve the interaction and dependence of higher-level  
elements on lower-level elements [24]. When network system relationships exist be-
tween the criteria, the ANP can be used to make a better decision. ANP models the 
relationships between the criteria in two parts: the first models the control hierarchy 
among the criteria according to the goal, whereas the second models the different sub-
networks of influences among the criteria, for each criterion [25]. The inter-
relationships between the decision levels and attributes are modeled in ANP by  
determining the composite weights through the development of a supermatrix [16]. 
The supermatrix is actually a partitioned matrix, where each matrix segment 
represents a relationship between two components or clusters in a system. 

As with AHP, the level of inter-dependence between the criteria can be modeled by 
conventional or fuzzy techniques. In our approach, we will use the fuzzy ANP process, 
which can tolerate vagueness and ambiguity in the information, thereby assisting in the 
decision-making process. The steps for the ANP are an extension of the AHP steps men-
tioned in the previous section. At first, the pair-wise comparison of each assessment crite-
rion to the other criteria with respect to the goal  is determined and their importance is 
ascertained as shown in Table 2. Then the following extension steps are followed: 

1. Determine the level of inter-dependencies among the different assessment criteria 
and compute a pair-wise comparison matrix for each dependant criterion  
according to the linguistic scale defined in step 2 of the AHP. 

2. Repeat steps 2- 6 mentioned in the previous section to obtain the relative  
inter-dependent importance weights for each assessment criteria over the other.  
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3. Multiply the weights obtained in step 6 of the AHP with the ones obtained in step 
2 of the ANP to ascertain the final weights of each assessment criterion with  
respect to the goal and the inter-dependencies between them.  

To explain with an example, let us consider the interaction scenario mentioned in 
Figure 5 and the inter-dependencies between the assessment criteria as shown in  
Figure 6. It can be seen from the figure that assessment criteria C4 is dependent on C1 
and C2, C3 too is dependent on C1 and C2, C2 is dependent on C1 and there is  
inter-dependency between C2 and C4. 

 

Fig. 6. Level of dependency between the Assessment Criteria of the Logistics Interaction 

Once the importance of the assessment criteria with respect to the goal (shown in  
Table 2) is determined, then the inter-dependencies between the assessment criteria 
should be captured for ascertaining their appropriate significance value. This is done by 
using the scale of Figure 3 and determining the inner dependence matrix of each assess-
ment criterion by using pair-wise comparisons. The inner dependence matrix represents 
the level of importance between any two or more assessment criteria with respect to 
another criterion by considering the level of dependence between them. Table 3 
represents the level of inter-dependence between assessment criteria C1 and C2 with 
respect to assessment criterion C4. The inner dependence matrices for the other  
assessment criteria are shown in Tables 4 –5. 

Table 3. The Inner dependence matrix for Assessment Criterion C4 on other criteria 

Inner dependence matrix with respect to Assessment Criterion C4 
C4 C1 C2 Weight 
C1 (1,1,1) (1/2,2/3,1) 0.314 
C2 (1,3/2,2) (1,1,1) 0.685 
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Table 4. The Inner dependence matrix for Assessment Criterion C2 on other criteria 

Inner dependence matrix with respect to Assessment Criterion C2 
C2 C1 C4 Weight 
C1 (1,1,1) (3/2,2,5/2) 0.833 
C4 (2/5,1/2,2/3) (1,1,1) 0.167 

Table 5. The Inner dependence matrix for Assessment Criterion C3 on other criteria 

Inner dependence matrix with respect to Assessment Criterion C3 
C3 C1 C2 Weights 
C1 (1,1,1) (1,3/2,2) 0.693 
C2 (1/2,2/3,1) (1,1,1) 0.307 

Once the level of inter-dependencies between the assessment criteria has been de-
termined, the final weights of the assessment criteria are determined by: 

 
Dependencies within 

the assessment  
criteria 

X Weight of the assessment 
criteria with respect to the goal 

= Significance of the 
assessment criteria  

Multiplying the interdependence weights of the assessment criteria with the indi-
vidual weights of the criteria with respect to the goal determined in Table 2:                 

 

Normalizing the determined weights, we obtain the final weights of the assessment 
criteria as shown in Table 6.   

Table 6. Significance values of the assessment criteria after considering the inter-dependencies 

Assessment 
Criteria 

Previous Significance 
Value 

Significance value after consi-
dering inter-dependencies 

C1 0.362 0.334 
C2 0.060 0.190 
C3 0.197 0.098 
C4 0.381 0.377 
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As can be seen from Table 6, the significance values of the assessment criteria 
change considerably after considering the inter-dependencies between them. The 
importance of assessment criteria in descending order is now C4, C1, C2 and C3 as 
compared to C4, C1, C3 and C2 previously. Thus, it can be concluded that assessment 
criterion C2 is an important step for agent ‘B’ to commit to as compared to criterion 
C3 if agent ‘A’ has to achieve its ‘goods delivered on time at the destination address’ 
criterion. ANP helps to consider such level of inter-dependencies among the assess-
ment criteria and correspondingly determines their significance values with respect to 
the goal of the interaction. 

5 Conclusion 

The significance of an assessment criterion is an important factor to be considered 
during the process of risk analysis in any activity. Although various techniques for 
assessing and managing risks have been proposed, a systematic approach is needed by 
which the importance of each assessment criteria on the successful completion of the 
business activity is determined. In this paper, we proposed an approach which utilizes 
the Analytic Hierarchy Process (AHP) to address this. AHP is a comprehensive 
framework that models the uncertainty associated in multi-objective or multi-criterion 
goals by structuring it and doing pair-wise comparisons to determine their signific-
ance. To determine the level of inter-dependence between the different assessment 
criteria and to model the network structure we used the Analytic Network Process 
(ANP). Such a structured and systematic process to ascertain the significances of 
assessment criteria helps to model the steps of risk assessment and management accu-
rately for the successful achievement of the goal. The proposed approach can be ap-
plied to any activity in any domain to determine the significance of the assessment 
criteria while performing risk assessment and management. Once the significance of 
each assessment criterion has been determined, the risk assessing agent can then util-
ize our previously proposed approaches [3-5] to assess and manage the different le-
vels of risk in the activity. 
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Abstract. Crisis response requires information intensive efforts utilized for 
reducing uncertainty, calculating and comparing costs and benefits, and 
managing resources in a fashion beyond those regularly available to handle 
routine problems. This paper presents an Artificial Immune Systems (AIS) 
metaphor for agent based modeling of crisis response operations. The presented 
model proposes integration of hybrid set of aspects (multi-agent systems, built-
in defensive model of AIS, situation management, and intensity-based learning) 
for crisis response operations. In addition, the proposed response model is 
applied on the spread of pandemic influenza in Egypt as a case study. 

Keywords: Crisis Response, Multi-agent Systems, Agent-Based Modeling, 
Artificial Immune Systems, Process Model.  

1 Introduction 

The challenge of crisis response is reducing the influence crises cause to society, the 
economy, and the lives of individuals and communities. This challenge is extreme in 
several dimensions. The demand is highly diverse and largely unpredictable in terms 
of location, time, and specific resources needed. Moreover, the urgency associated 
with crisis has many implications, such as the need to rapidly identify information 
about the developing situation, and to have the capability to make good decisions in 
the face of an inevitable degree of uncertainty and incompleteness of information. An 
efficient crisis response is of paramount importance, because if not responded to 
promptly and managed properly, even a small mishap could lead to a very big 
catastrophe with significantly severe consequences. Being equipped with a profusion 
of resources does not ensure a successful response to the crisis situation. Thus, the key 
to the successful response necessitates an effective and expedited allocation of the 
requested resources to the emergency locations. Such complexity suggests the use of 
intelligent agents for adaptive real-time modeling of the crisis response operations 
[16]. Multi-agent Systems are computational systems where software agents 
cooperate or compete with each other to achieve an individual or collective task [30].  

In order to build multi-agent architecture, and increase the effectiveness of the 
crisis response operations, a similar metaphor is required that mimics the crisis 



418 K.M. Khalil et al. 

response operations. AIS metaphor is selected in this study. AIS are a computational 
systems inspired by the principles and processes of the biological immune system [5] 
[9]. AIS represent an area of vast research over the last few years. For example, 
developed AIS in a variety of domains, such as machine learning [14], anomaly 
detection [4] [10], data mining [21], computer security [20] [6], adaptive control [24] 
and fault detection [7]. The biological immune system is a robust, complex, adaptive 
system that defends the body from foreign pathogens. It is able to categorize all cells 
(or molecules) within the body as self-cells or non-self cells. It does this with the help 
of a distributed task force that has the intelligence to take action from a local and also 
a global perspective using its network of chemical messengers for communication [6]. 
A more detailed overview of the immune system can be found in many textbooks [23] 
[26]. The immune system combines a priori knowledge with the adapting capabilities 
of a biological immune system to provide a powerful alternative to currently available 
techniques for pattern recognition, learning and optimization [22]. It uses several 
computational models and algorithms such as Bone Marrow Model, Negative 
Selection Algorithm, and Clonal Selection Algorithm [13].  

In this paper we propose a multi-agent based model for crisis response. The 
proposed model architecture and operations process are adopted from AIS. Then the 
proposed response model is applied on controlling pandemic influenza in Egypt. 
Section 2 provides the proposed response model, while section 3 presents design of 
the proposed model for pandemic influenza in Egypt. Section 4 includes experiments. 
Finally, section 5 includes conclusions.  

2 The Proposed Response Model 

The view of the biological immune system provides the basis for a representation of 
AIS as systems of autonomous agents which exist within a distributed and 
compartmentalized environment [29]. In what follows, we present the multi-agent 
model based on the AIS metaphor for crisis response operations. 

2.1 Proposed Hierarchical Architecture for Multi-agent Response Model 

The architecture of the AIS can be abstracted into hierarchy of three levels (cells, 
tissue, and host) (see Fig. 1). Cells are able to interact with their environment and 
communicate and coordinate their behavior with other cells by synthesizing and 
responding to a range of molecules. Cells within the body aggregate to form tissue, 
such as muscle or connective tissue. Tissues themselves combine to form hosts, such 
as the heart, brain, or thymus. Hosts work together to form the immune system. 

The proposed multi-agent architecture follows the same hierarchical architecture of 
the biological immune systems with mapping of the functionalities of cells to agents 
and adopting crisis response domain attributes and operations levels (operational, 
tactical and strategic levels [2] [3]) (see Table 1). Pathogens represent source of 
danger to the body entity, in which immune systems antibody cells tries to detect and 
kill. Pathogens are mapped to danger sources or undesired situations in the crisis 
domain, in which agents have to detect and overcome. Cells are represented by agents 
working as first responders and voluntaries. Cells contain different type of receptors 



 20 Artificial Immune Systems Metaphor for Agent Based Modeling 419 

which affect their capability to match pathogens and to kill them. Thus, receptors are 
mapped to agents skills or resources required to overcome danger. Agents are 
working in groups belonging to certain organization (tissue) which provide help by 
other agents teams dedicated in the tactical level. Host represents the grouping of 
different tissues working together. This can be mapped to emergency operations 
center (EOC) of different working divisions and each division contains specialized 
teams.  

Host

Tissues

Cells

Host

Tissues

Cells

Host

Tissues

Cells

.....

.....

.....

Human Immune System

 

Fig. 1. Hierarchical architecture of human immune system 

Table 1. Mapping biological immune system levels to crisis response operations and levels 

Biological Immune 
System Level 

Crisis Response 
Level 

Crisis Domain 

Pathogens - Danger sources – harmful situations 
Cellular Operational First Responders and Voluntaries 
Tissue Tactical Helper Agents staff 
Host Strategic Emergency Operations Centers 
System - Human Society and Important Properties 

2.2 AIS Operational Architecture for Multi-agent Model 

However, the AIS layered structure which is adopted in previous section is not 
complete from the conceptual framework perspective, which is required to allow 
effective algorithms to be developed [28]. Brownlee [1] said that "The acquired 
immune system provides a general pattern recognition and defense system that 
modifies itself, adapting to improve its capability with experience".  

Decision Making Process of AIS (Conceptual Model Formalization) 
The effectiveness of the system is due to a set of internal strategies to cope with 
pathogenic challenges. Such strategies remodel over time as the organism develops, 
matures, and then ages. Towards determining the decision making process of AIS, 
rational reconstructions approach is used. Rational reconstructions operate so as to 
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transform a given problematic philosophical scientific account-particularly of a 
terminological, methodological or theoretical entity-into a similar, but more precise, 
consistent interpretation [8]. Proposed rational reconstruction of AIS follows the same 
steps of Grant et al. work [12]. Grant et al. steps include: definition of requirements of 
the model, definition of the top-level use-cases, selection of notation, formalization of 
the process model by walking through use-cases, implementation, and evaluation. 

Definition of requirements of the proposed response model follows crisis response 
systems design requirements [17] [18]. The following requirements were defined as: 

• The model processes are concurrent. 
• Support multiple instances of agents. 
• Agents located in different layers should share required information only. 
• Allow continuous monitoring of the situation and available resources. 
• Permit relationships between agents to be collaborative.  
• Allow separate behavior of each agent based on its role and objectives. 
• Allow removal and adding of new agents and components at run time. 
• Allow continuous planning/re-planning. 
• Integrate planning and learning processes.  
• Each process defined can be done by one or more agents. Agents with 

different roles differ by their allocated processes.  

Definition of the top-level use cases is as follows (see Fig. 2): 

• Use-case (0): no change in environment. This use-case applies when no 
pathogens found in the environment. 

• Use-case (1): antibody found a pathogen. This use-case applies when the 
antibody finds a pathogen in the environment. 

• Use-case (2): antibody receptors detect the required response for pathogens. 
This use-case applies when the antibody receptors match the pathogen, and 
can provide required response. 

• Use-case (3): antibody receptors cannot detect the type of the pathogen thus 
failed to provide required response. This use-case applies when the antibody 
failed to match the pathogen and failed to provide response. 

• Use-case (4): antibody cell asks for help for handling the unknown pathogen. 
This use-case applies when antibody failed to response to the pathogen. 
Antibody sends signals to activate the adaptive response. 

• Use-case (5): adaptive cells mutate to match the pathogen and generate 
required receptors. This use-case applies when the adaptive cells mutate to 
match the pathogen and generate the required receptors. 

• Use-case (6): required receptors are cloned to be applied to pathogen. This use-
case applies when the required receptors for response are cloned to provide 
response to pathogen. 

• Use-case (7): successful response is sustained as memory cells. This use-case 
applies when a successful response is executed; the receptors are stored in 
memory cells for later usage. Go to use-case (0). 

• Use-case (8): failed response is ignored. This use-case applies when a failed 
response is gained; the receptors are ignored and not stored in memory. Go to 
use-case (5). 
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Selection of Notation includes selection of process notation for representing the 
process model. Integrated DEFinition Methods Technique (IDEFS0) [15] represents a 
common notation used in process modeling which is highly suited to specifying 
systems in terms of functional processes [12].  

 

Fig. 2. Rationally reconstructed AIS model, formalized using SADT notation 

The rationally reconstructed model (see Fig. 2) can be explained by starting at the 
environment and considering the activity of a typical Cell. Antibody cell checks other 
cells in the environment. Antibody cell determines if the examined cell is self or non-
self based on the available receptors in the system using specific discrimination 
method. If cell is identified as non-self, cell immediately tries to match the receptors 
of the cell with existing receptors for response using matching method. If response 
receptors are found, clonal of the antibodies using clonal algorithm is applied to attack 
the pathogen cell. In case of new pathogen receptors not currently recognized, cell 
activates the adaptive response mechanism. Cells in the adaptive response mechanism 
mutate to match the non-self receptors using available genes library and negative 
selection algorithm. When reach an acceptable receptors form, the generated 
antibodies are cloned to provide response to the pathogen cell. Then, the newly 
generated receptors are added to the receptors library.  

Table 2 shows comparison between the AIS rational reconstructed model and other 
process models such as OODA, RPDM, and Rasmussen models. Comparison criteria 
and OODA, RPDM, and Rasmussen models values are presented by Grant et al. [11]. 
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Table 2. Comparing proposed AIS, OODA, RPDM, and Rasmussen models 

Criteria/Process Model OODA Rasmussen RPDM AIS Model 
Control Loop √ √ √ √ 
Detailed × × √ √ 

Tempo (fast decision making) √ × × × 
Planning × √ × √ 
Learning × × × √ 

Formalizing the process model by walking through use-case. Use case (8) 
represents failing to response to pathogen cells. To formalize the process model, steps 
of the use case are presented as follows (see Fig. 3):  

1. Antibody cell examines other cells looking for pathogens. 
2. Antibody cell detects that cell is non-self. 
3. Antibody cell tries to find proper receptors to kill the pathogen. 
4. Antibody cell failed to response. 
5. Antibody cell activates the adaptive system to generate proper receptors. 
6. Adaptive cells mutate to match the pathogen and generate required receptors. 
7. Required receptors are cloned and response is provided. 
8. Failed response is reported as the pathogen is detected again which backs to 

step 1.  

Self or Non-Self
Cell

Clone Required
Receptors

Response

Receptors
Library

Genes
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Cell
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Fig. 3. Walk through use case (8), failed response to pathogen 
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Mapping AIS Operational Model to Crisis Response Multi-agent Model 
After definition of the conceptual model of the AIS, mapping the proposed model to 
multi-agent model for crisis response is a straight forward process (see Tables 3 and 
4). An agent can examine environment searching for danger sources or undesired 
feature. This can be mapped to operational agents. When agent finds an un-desired 
situation in environment, agent tries to handle the problem using available procedures. 
If the situation exceeds the available routine procedures, agents ask for help from 
tactical agents. Tactical agents check available memory for similar situations and 
check if the old experienced situation can be adopted for the current situation or not. 
If an old situation matches the current state of the environment, apply the course of 
actions coupled with the experienced situation. Otherwise, tactical agent asks for 
decision making (strategic) agent help. Using nearest matched situation, decision 
making agent mutates different course of actions to handle the current situation till 
reach an acceptable course of actions (intensity-based learning [25]). Decision making 
agent allocates course of actions to tactical agents to be deployed (cloned). During the 
execution of actions, operational agents report status of tasks execution, and in case of 
failed task re-planning is presented. Finally, generation and death of agents are related 
to the application domain of the proposed model. In crisis response death of cells and 
generation of new cells can be mapped to deployment of effective actions and 
neglecting others, or removal and adding new responders to the response field.  

Table 3. Mapping AIS operational model to crisis response multi-agent model 

Biological Immune System Level Crisis Response Domain 
Cells Operational agent 
Helper Cells Tactical agents 
Cells mutation Decision making agents 
Memory Cells Case Memory 

Table 4. Mapping AIS Operational Model Processes to agents' roles 

Biological Immune System 
Process 

Crisis Domain Agent Role 

Self or non-self discrimination Reporting un-desired situation Operational  
Matching existing receptors Situation Recognition Tactical  
Identify new receptors Planning (Situation Assessment) Decision making  
Clone required receptors Allocation of plan tasks Tactical  
Response Executing plan tasks  Operational  
Cells generation and death Deployment of effective actions 

and neglecting non-effective 
actions 

 

3 Crisis Response to Pandemic Influenza in Egypt 

This section presents the design, and implementation of the proposed response model 
for pandemic influenza in Egypt. Agent environment includes two parts: the pandemic 
model which is implemented in the previous work [19], and the available resources 
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(control strategies or actions). Agent retrieves the current pandemic situation based on 
the agents' health states. Each control strategy is represented by (resource type, 
amount, cost, from/to date, and efficiency [19]). Agents' roles argue that each agent 
has its own profile and roles which specify its responsibilities and skills. For example 
decision making agent has the role of making decisions and adding new memory 
cases, while tactical agent has the role of processing information and allocating tasks 
to operational agents. Table 5 shows different agent roles, role responsibilities, and 
number of agents allowed per emergency operations center. Added here a new role 
titled tactical communication agent. Actually tactical communication agent is a 
tactical agent which is specialized for managing communication among the EOC 
parties. Tactical communication agent has to receive reports from operation agents, 
send reports to other tactical agents, deliver reports to crisis decision maker, and 
deliver plans back to the tactical agents.  

Crisis decision making agent follows the BDI (Belief-Desire-Intention) cognitive 
model [27]. While, tactical and operational agents are recognized as reactive helper 
agents for the decision making agents, and do not have believes nor desires. Decision 
making agents need to work with other agents in EOC through collaboration to 
deliver resources information and to deploy actions. Decision making agents need to 
make decisions to control the spread of pandemic influenza using available effective 
resources. Decision making agents need to determine the course of actions to be 
deployed to control the pandemic.  

Table 5. Agent roles and number of agents per EOC 

Agent Role Responsibilities # of Agents 
Decision 
Making Agent 

Providing course of actions 1 
Adding new cases to memory 

Tactical 
Communication 
Agent 

Receiving reports from operational agents 1 
Receiving resources reports from tactical agents 
Sending reports to decision making agent 
Receiving plan from decision making agent 
Assigning plan tasks to tactical agents 
Receiving status of plan execution 
Sending plans status to decision making agent 

Tactical Agent Handling reports from communication agent 1 or more 
Processing available resources 

Operational 
Agent 

Reporting current environment state 1 or more 
Deployment of course of actions 

Design of the AIS Planning Methodology in the Proposed Response Model 
Design of AIS planning methodology follows Stepney et al. [28] structure of AIS 
engineering. Pandemic situation is represented as a record of the total number of 
agents based on agents' health states. For example, situation can be represented by: 
(Susceptible: 50 agents, In-Contact: 10 agents, Infectious: 20 agents, Isolated 
Infected: 10 agents, Recovered: 1 agent, and Dead: 3 agents). The required course of 
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actions to control given pandemic situation is represented as follows: (identifier, 
successfulness of the course of actions, and current pandemic situation). In addition 
the course of actions is coupled with deployed actions.  The entry of course of actions 
and its coupled actions constructs a memory case.  

The city block distance is used here to find the similarity between situations. For 
example: distance between situation 1 (Infectious: 2 agents, Isolated Infectious: 1 agent) 

and situation 2 (Immunized: 31 agents) is: 330311020 =−+−+− . Immune 

algorithms present the mutation (dynamic) behavior of AIS. Bone marrow algorithm, 
positive selection algorithm, clonal selection is used in the proposed model 
implementation.  

4 Experiments 

The main goal of experiments scenarios is to validate the proposed response model. 
Scenarios basically include simulation of pandemic influenza in a closed population 
of 1000 agents and initially three infected agents located in Cairo. Cairo EOC 
contains 3 operational agents, 2 tactical agents, and one decision making agent. The 
duration of the simulation round is 50 days. All simulation rounds involve randomly 
generated resources pool. Each action in the resource pool has efficacy of (0.75). The 
basic simulation round with no control strategies gives pandemic peak on day 10 with 
%60.8 infected agents [19]. 

Fig. 4 shows the flow of control during a simulation round, and the total cost of 
deployed actions (total cost = 2821.4 and plan certainty = 0 due to there are no 
previous plans in the system). While, Fig. 5 shows the stored case memory for the 
finished simulation round (case id = 174, successfulness = 0.001198). It is found that 
the pandemic peak is shifted to day 16 with %55 infected agents of the population. 

 

Fig. 4. Round 1 - Crisis Response Log 
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Fig. 5. Round 1 - Case Memory 

5 Conclusions 

Currently, multi-agent architecture is the essence of response systems. The original 
idea comes out from agent characteristics in MAS, such as autonomy, local view of 
environment, capability of learning, planning, coordination and decentralized decision 
making. The incorporation of multi-agent systems can be clarified by discussing 
major disciplines involved during crisis response operations; situation management, 
and decision making and planning.  

The study of biological systems is of interest to scientists and engineers as they turn 
out to be a source of rich theories. They are useful in constructing novel computer 
algorithms to solve complex engineering problems. Immunology as a study of the 
immune system inspired the evolution of artificial immune system, which is an area of 
vast research over the last few years. Detecting non-self, matching receptors, clone 
antibodies, response then detecting non-self cells again represents the control loop in the 
AIS metaphor. This process loop (control loop) is the core of the decision making 
process in AIS metaphor. The AIS model allows learning by mutating genes to generate 
acceptable receptors and store them in memory cells. Selection of required antibodies to 
be cloned and the cloning process represents the planning methodology of AIS. Artificial 
immune systems represent an interesting metaphor for building effective based and 
defensive multi-agent crisis response operations model. The proposed architecture 
proposed by AIS, promises effective operations and system architecture for crisis 
response. 

According to experiments scenarios, AIS model shows slow learning process but it is 
very fast in handling desired or un-desired situations. Number of cases represents the 
growth of the system. While, scenarios results show that the effectiveness of response 
operations and utilization of resources are improved within the growth of the response 
model by ignoring low successfulness memory cases while deliberating new course of 
actions. The simulation process is very slow and consumes a lot of computation power. 
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Each round takes at least 10 minutes to complete. It is recommended to implement the 
model using high performance computing to enable fast growth of case memory. 
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Abstract. This chapter describes an algorithm within a Mobile-based Emergen-
cy Response System (MERS) to automatically extract information from Short 
Message Service (SMS). The algorithm is based on an ontology concept, and a 
maximum entropy statistical model. Ontology has been used to improve the 
performance of an information extraction system. A maximum entropy statis-
tical model with various predefined features offers a clean way to estimate the 
probability of certain token occurring with a certain SMS text. The algorithm 
has four main functions: to collect unstructured information from an SMS 
emergency text message; to conduct information extraction and aggregation; to 
calculate the similarity of SMS text messages; and to generate query and results 
presentation.  

1 Introduction 

Within the context of electronic government (e-Government), mobile government  
(m-Government) services offer greater access to information and services for citizens, 
businesses, and non-profit organizations through wireless communication networks 
and mobile devices such as Personal Digital Assistants (PDAs), cellular phones, and 
their supporting systems [1]. m-Service is one of m-Government dimension in the 
public sector, and an example of one  the most promising services is crisis communi-
cation. In Great Britain, for example, people with a hearing disability can send a text 
message to an emergency number to assist an emergency centre to locate the person 
in need and respond to them quickly [2]. In  emergency situations such as the 9/11 
terrorist attack, information communication technology (ICT) in the form of mobile 
telecommunications and the Internet have the potential to provide more capable and 
effective services in warning and response activities [1]. 

As stated in [3], the objective of emergency response systems is to minimize the 
impact of a disaster on several organizations including  government agencies, busi-
nesses, and volunteer organizations, as well as experts, and residents. Disasters can be 
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classified into two main categories: man-made and natural [4]. In a large-scale terror-
ist, information sharing and incompatible technology are significant problems for all 
such organizations [5]. Emergency response systems, as one of the new m-
Government services, have the facilities to access the electronic public services from 
anywhere and at any time in dealing with an emergency. The goal of this study is to 
make mobile devices valuable tools for emergency response systems under the  
platform of m-Government. 

Literature shows that mobile-based information systems can be a solution that benefits 
responders in a variety of ways. First, the mobility devices allow first responders to  
perform better rapid and actionable decision-making. Second, the development of wire-
less/mobile technology and communication trends provides a ubiquitous environment for 
the deployment of mobile devices in a variety of fields [6]. In addition, using mobile 
devices will create interactive communication mechanisms that can facilitate just-in-time 
communication and collaboration among a large number of residents and responders [5]. 
The MERS makes use of mobile technologies to assist government to obtain information 
and respond to disasters. In this way, every mobile user has the ability to report emer-
gency information and to rapidly information that may safe his or her life. This research 
mainly considers situations involving man-made disasters, such as bomb attacks, non-
natural events, fire, chemical attacks, hijacking and so on, all of which have common  
features in response system development. 

The chapter is organized as follows: Section 2 briefly discusses the mobile-based 
emergency response system (MERS) within the m-Government dimension. Section 3 
presents information extraction and text aggregation concepts which are used for the 
MERS. Section 4 proposes system architecture for SMS text extraction and aggrega-
tion. Section 5 provides an ontology-based representation for unstructured Short Mes-
sage Service (SMS) text. Section 6 gives an illustrated example. Section 7 describes 
system implementation. Finally, concluding remarks and further work are discussed 
in Section 8. 

2 Emergency Response System within m-Government 
Dimensions 

Recent advances in Internet technologies and services have allowed governments to 
provide a new way to deal with citizens and businesses through mobile platforms. The 
demand for better, more efficient and more effective government services will put 
serious pressure on the government with regard to m-Government (i.e. transparency, 
access, affordability, and participation) [7]. m-Government can be seen as ‘a subset of 
e-Government. It stands for the use of mobile and wireless communication technol-
ogy within the government administration and in its delivery of services and informa-
tion to citizens and firms’ [8]. According to [9, 10], four types of m-Government  
services are identified and categorized as Government to Government (G2G), Gov-
ernment to Employee (G2E), Government to Citizens (G2C), and Government to 
Businesses (G2B). This study mainly focuses on the G2C category but also involves 
some part of G2G. 

As stated in [8, 11], m-Government applies to four main dimensions in the public 
sector. (1) m-Communication: Providing information to the public is not a trivial  
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activity. It is the foundation of citizen empowerment. Without relevant information 
citizens are unable to form intelligent opinions and are consequently unable to act 
meaningfully on the issues before them. (2) m-Services: Providing a channel of com-
munication between citizens and government via SMS, and also enabling G2C trans-
actions. Some examples of existing m-Services  include m-Parking, m-Teacher,  
m-library and crisis communication (3) m-Democracy: m-Voting and the use of SMS 
and mobile devices for citizen input to political decision-making is an m-Government 
application with tremendous potential to enhance democratic participation. (4) m-
Administration: m-Government also provides opportunities to improve the internal 
operation of public agencies.  

2.1 The MERS Conceptual Framework 

The MERS proposed in this study is an important new m-Service under m-Government 
platform, which aims to provide a new function and service of m-Government [12]. A 
MERS under an m-Government platform is a mobile-based information system designed 
to enable people to get help from and provide information to the government in an emer-
gency situation. The MERS conceptual framework proposed in this study consists of four 
main components: inputs, processes, outputs, and outcomes as illustrated in Figure 1. 

 

Fig. 1. Emergency response system within m-Government dimension 

Input stands for the elements to be entered into the system. Examples of inputs are 
a mobile user’s details and emergency request data. Processing represents all the ele-
ments necessary to convert or transform inputs to outputs, for example, a process may 
include registration application; monitoring application, analysis application; decision 
support application, and warning application. Output is defined as the consequences 
of being in the system, for example, warning messages. Outcomes can take either or 
both of two forms. Benefits and risks, each should be well planned.  
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The MERS supports five major applications: 

• Registration Application: This application keeps track of all entities of in-
terest in the disaster area such as relief organizations, experts, mobile users, 
etc. The information includes mobile users’ personal details, and the data  
also includes a comprehensive list of expert’s relief organizations, and volun-
teer organizations. In addition, it captures the essential services provided by 
each organization. 

• Monitoring Application: This application constantly monitors crisis and re-
ports quickly report in charge of analysis application.  The module collects 
complete and accurate disaster data via mobile communication devices. 

• Analysis Application: The functions of this application are to support crisis 
classification, to identify experts to contact, and to search for background  
information. 

• Decision Support Application: This application is used to facilitate infor-
mation gathering, generate quick data queries (assessment report), facilitate 
information sharing (convert data into usable information), and provide  
consultation information. 

• Warning Application: This application is used to identify the parties to be no-
tified, and to facilitate the generation and distribution of warning information.  

2.2 Risk and Risk Management System 

A MERS risks represent another type of pressure on m-Government organization. A 
MERS system (as s one of m-Services) will bring a series of challenges which shared 
by the m-Government efforts. Like many innovations, wireless services may present 
as many challenges as potential solutions [1]. Therefore, the implementation of m-
Government services also brings a number of challenges. Some of these issues shared 
with e-Government implementation, such as limited processing and memory capacity, 
privacy and security, cost and lack of financial resources, staff and expertise, accep-
tance, infrastructure development, accessibility, legal issues, and compatibility  
[13, 14]. 

The complexity of government agencies and emerging of a new technology will in-
troduce more risks, which may add to its complexity [15]. Therefore, Risk Manage-
ment (RM) system is required to guarantee effectiveness, efficiency, flexibility and 
transparency. The purpose of RM system is to provide a generic method to defined, 
implement, and improve the MERS project processes. Moreover, it provides the pub-
lic organizations with appropriate support in the planning and management phases 
and it guarantees integration between different projects carried out in the area of  
m-Government project. These goals can only be achieved through an effective man-
agement system or framework. RM frameworks set out the relationship between the 
processes of risk identification, evaluation and management  

In the following sections, we will focus on the analysis application which is one of the 
most important applications within the MERS system. In particular, we will present an 
algorithm within the analysis application to automatically extract information from SMS 
emergency text messages. 
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3 An Information Extraction and Text Aggregation 

In this section, we lay out the background of the related research area of this study. We 
will provide related concepts of information extraction (IE), named entity recognition 
(NER), and the maximum entropy model. 

3.1 Information Extraction 

In order to define and understand the IE concept, we will consider the following  
examples. In the first example, a government is looking for a summary of the latest 
data available about a natural disaster that occurred in the last five years. The second 
example concerns the investigation of general trends in terrorist attacks all over the 
world.  A government has a huge database of news and emails and wants to use these 
to obtain a detailed overview of all terrorist events and natural disasters in a particular 
region. These two different examples share in the following points: 

• The request for information;  
• The answer to this request is usually presented in unstructured data sources 

such as text and images; 
• It is impractical for humans to process huge data sources and; 
• Computers are not able to directly query an unstructured data format. 

IE is a significant research field for solving this kind of problem within the Artificial 
Intelligence area because it tries to extract related information out of huge amounts of 
data [16-18]. IE stands for ‘A technology for finding facts in plain text, and coding 
them in a logical representation such as a relational database’ [18, 19]. Moens [20, 
p. 4] sees IE as: 

’ the identification, and consequent or concurrent classification and structuring 
into semantic classes, of specific information found in unstructured data 
sources, such as natural language text, making the information more suitable 
for information processing tasks’. 

As illustrated in Figure 2, IE consists of five major subtasks including [21]: 

 

Fig. 2. Information extraction subtasks 
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• Segmentation finds the boundaries of the text snippets that will fill a  
  database field. 

• Classification determines which database field is the correct destination  
  for each text segment. 

• Association determines which fields belong together in the same record. 
• Normalization puts information in a standard format by which it can be  

  reliably compared. 
• De-duplication collapses redundant information and remove duplicate record  

   in your database. 

3.2 Information Aggregation Definitions 

Aggregation aims to combine a finite number of observed values into a single output 
[22]. Many aggregation operators have been developed to aggregate information with 
a wide range of properties. There are various linguistic operators and it is not a simple 
task to select a suitable operator for a particular system [23, 24]. To aggregate numer-
ic values, we use the simplest and most common way to aggregate which is an  
average aggregation function. Mathematically we have (Equation (1)): 

∑
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To aggregate linguistic values, we conduct a linguistic aggregation operation as  
follows (Equation (2)): 
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Then, we compute the union operation between them, so that we have, ∪ iR=η , 

where Ri is a given SMS test message such that Ri = {r1, r2, ... rm}, m is the number of 
words in message Ri, and rj is the jth word in message R, i={1,2,…,n}, n is the number 
of SMS text messages. 

3.3 Named Entity Recognition  

Named entity recognition (NER) classifies every word in a document into predefined 
categories [23]. In [25], the authors defined NER as the identification of text terms 
referring to items of interest. NER is  important for semantically oriented retrieval 
tasks, such as question answering [26], biomedical retrieval [24], trend detection, and 
event tracking [27]. Much research has  been carried out on NER, using both  
knowledge engineering and machine learning approaches [28, 29].  
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Several approaches have been proved to successfully employ NER development. 
Hidden Markov Model (HMM) [30], Maximum Entropy (ME) [31, 32], Conditional 
Random Field (CRF) [32], and Support Vector Machine (SVM) [33] are the most 
commonly used techniques. In this chapter, a ME statistical model is used for name-
entity recognition. The ME is a flexible statistical model which assigns an outcome 
for each token (word) based on its history and features.  For example, in a SMS text 
including a title element such as “St” after proper name, a proper name is the name of 
a street.  In the sentence: “Car bomb attack in Oxford St”. The term “Oxford” is rec-
ognized as the name of a street because it is a proper name preceded by term which 
belongs to contextual information (“St”). In the above example, we can directly con-
clude that the term ‘Oxford’ is a proper street name because of its features (spelling 
with an upper case in the beginning and followed by the element “St”. 

3.4 Maximum Entropy Model 

The ME model has been applied in many areas of science and technology such as 
natural language processing, text classification, and machine learning [34]. It produc-
es a probability for each category of a nominal candidate conditioned on the context 
in which the candidate occurs. It is a flexible statistical model which assigns an  
outcome for each token based on its history and features.  We can compute the condi-
tional probability (Equations (3-6)) as: 
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where o refers to the outcomes and h is the history or the context, history can be 
viewed as all the information derivable from the training corpus relative to the current 
token[35]. Z(h) is a normalization function and is equal to 1 for all h. fj(j=1,2,… k) are 
known as features that are helpful in making  predictions about the outcome. Parame-
ter αj is the weight of feature fj, where fj (o,h) →{0,1}. For instance, for the problem of 
emergency SMS text categorization, we can define a feature function as follows: 
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In this section, we describe the features used in MERS. Since the features are critical 
to the success of machine learning approaches [21], we will discuss them in more  
detail. The features used in our model come from reference [22]: 
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• Slipping Window: Typically, word windows are of size 5 consisting of 
the current token, two tokens to the left and two tokens to the right (e.g.  
w-2 w-1 w0 w1 w2). This feature is useful for determining the class entity to 
which the current token belongs. 

• Previous Token Tags: These features are helpful for capturing informa-
tion on the interdependency of the label sequence. 

• Prefix and Suffix: These features provide the composition of the word, 
which usually yields useful information on its semantic. 

• Capitulation and Digit Information: Semantic or syntactic type informa-
tion can provide useful information. 

• Dictionary Lookup Features: This feature is used to decide whether or 
not a token phrase belongs to a certain prebuilt dictionary. 

• Pattern Feature: This feature is used to determine a set of decision rules 
that will produce a positive example 

4 System Architecture for SMS Text Extraction and Aggregation 

To extract and aggregate SMS text messages received from mobile phone users in an 
emergency situation, we propose the following processing steps. First, unstructured 
information is pre-processed by storing it in a relational database.  The information 
extraction algorithm is then applied. The result of this information extraction algo-
rithm will be stored in another relational database. For decision makers, the structured 
information relating to tables and messages can be used to assist in responding to an 
emergency situation. The main components used in the SMS text extraction and  
aggregation process and their interactions are depicted in Figure 1. 

Below are the main components of the system: 

1) Pre-processing (lookup resources): Obviously, the first task in the IE sys-
tem is to collect the data. In our IE scenarios, the relevant data is given as 
SMS text messaging. The collection of SMS emergency text messages is ac-
quired and is deposited in a relational database. We use the following set of 
attributes to represents SMS messages: 

• Words – sequences of alpha or numeric characters in the message text.  
• Word bi-grams – sequences of n words in a window of 5 words 

preceding the current word.  

 An example of an SMS text message: 
“There is a car bomb attack, near UTS Uni Building 10,  king George St, 

about 10 students were killed and 20 students were injured”. 

2) Information Processing: Information processing is the task of finding spe-
cific pieces of information from unstructured or semi-structured documents.  
It can be seen as a process that aims to fill the database from unstructured 
SMS text messages. Information extraction involves five major subtasks: 
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Fig. 3. Architecture for SMS text extraction and aggregation 

• Lexical Analysis: The first step in handling the SMS text is to  
divide the stream of characters into words or more precisely, tokens. 
Identifying the tokens is an essential task for the extraction of informa-
tion from SMS text. Each token represents an instance of a type.  As an 
example, in the above example of an SMS text message, the two under-
line tokens (“were”) represent instances of a type “were”. Once a text 
has been segmented into a sequence of tokens, the next step is to convert 
each token into a standard form. For example “UTS Uni” is converted to 
UTS University. The final step in lexical analysis is to use the stopping 
technique to remove information that is not useful for categorization (so-
called stop-words). For example, remove articles, prepositions, pronouns 
and other functional words that are not related to the content. A list of 
predefined stop words must be developed first. The application will then 
identify and remove all the stop words in the SMS text based on the  
predefined list. 
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• Name Entity Recognition: Once a name entity (NE) is identified, it 
is classified into predefined categories of SMS text messages such 
as location, type of disaster, physical target, etc. We use a maximum 
entropy statistical model with various predefined features for the 
named entity recognition. From a mathematical point of view, the 
classification is a function that maps words or tokens to labels, 

Lwf →: , where w is a vector of words and L is a set of labels. 

In our case, the label represents a goal that is potentially related to 
the words. 

• Merging Structure: This step is referred to as relation extraction 
for the case in which two entities are being associated. For example, 
a disaster event may described by multiple names. Extraction must 
determine which filed values refer to the same disaster event. 

• Normalization and Duplication: Puts information into a standard 
format by which it can be reliably compared. For example, the sta-
tus of a disaster event may be given as “in-progress”, and in another 
case as “in progress”, thus it is necessary to avoid getting redundant 
information in the database. 
 

3) Similarity Measures: After filling the database from unstructured SMS text 
messages, the similarity of composite SMS text messages is calculated. The 
system measures the similarity based on four different types of features: dis-
aster location, physical target, disaster event, and disaster weapon used. To 
do this, a query is defined to filter the resulting set of resources (SMS text). 
For example, we use MySQL1  style statements to measure similarity as seen 
in the following example:  

 
Example :Java Code 
rs = stmt.executeQuery("SELECT *, COUNT(*) from 
smsmgs.smstextextraction  GROUP BY Disaster_Event,Street_Name, 
Post_Code, State, Physical_Target, Weapon_Used"); 

 
 In this example, the search is carried out in the MySQL table of each re-

trieved resource, matching the classification with preferences (disaster event, 
location physical target and weapon used). This example is used to list all 
the data in the specified MySQL table column based on certain specified 
conditions. 

 

4) Presentation of Results: Provides decision makers and mobile users with a 
query related to the emergency situation. A simply query, for example, 
would allow mobile phone users to receive a warning emergency text mes-
sage. A query also allows decision support makers to analyze the current 
emergency situation. 

In the following, we propose an algorithm for SMS text extraction and aggregation: 
                                                           
1 http://www.mysql.com/ 
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Algorithm 1. SMS Text Classification 

Input: Emergency SMS text messages 
Output: SMS text classification - tag 

ia  

Purpose: To identify all pre-defined of the structured information in the  
                  unstructured text, and, to populate a database of these entities. 
1: Input  
    C= {c1, c2……, cn} // the category set 
    S= {s1, s2……, sm} // SMS messages set 
2: Collect unstructured information stage: 
4:  For every received SMS text message DO 
5:    database (

ifield )
is← // store each SMS text into the relational database 

6:  Endfor 
7: Tokenization stage: 
8: Initialize: 
      Set currentPosition to 0 
      Set delimiterSet1 to {, . ; ! ? ( ) + “ space} 
      Set delimiterSet2 to { articles, propositions,  
                    pronouns and other functional words } 
 9: Procedure getToken: 
10:     C=cuurentPostion; ch=charAt(C)  
11:    If ch = endofSMS then return -; endif 
12:    While ch ≠endofSMS nor ch ∉  delimiterSet1 
13:               token=token+ch  C++; ch=chart(C) 
14:      Endwhile  
15:      If  token ∉ delimiterSet2  then 
16:         tsj = token // ts, all the tokens in the SMS  text, where j is the number 
              of  SMS text 
17:       Endif          
18: Name Entity Recognition and merging 
     Structure stage:    
19:       Initialize: 
            Fk= {f1, f2……, fn} // is the feature set, where k type number of feature  
                                          // }1,0{),( ∈thfi

,t is defined as training data and h is  

                                          // history available when predicting t   
20: Procedure NameRecognition:     
21:     Do for every   tsj 
22:             Compute a maximum entropy model  

                 ∏=
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Algorithm 2. SMS Text Aggregation 

1: Input: tag ia  // i=1, 2,…, n 

2: Output   database record 
3: For i=1 to n 

4:     If ia   exits in database 

5:        Do case: 
6:             Case numeric values 
                     Conduct average aggregation functions 
7:             Case linguistic values 
                     conduct a linguistic aggregation operation 
8:          Endcase 
9:     Endif 

 10:  database ( ifield )  ia← // store each tag in the  correct database field 

       Destination 
11:  Endfor 

5 Ontology-Based Representation for Unstructured SMS Text 

Ontology has been used in many information extraction systems [36]. In this chapter, the 
ontology for the SMS text messages domain has been developed for the purpose of  
experimental text classification. In the domain ontology, we construct an SMS text mes-
sage domain ontology which consists of seven main entities including: physical target;  
disaster location; human target; weapon used; stage of execution; and disaster event using  

 

 

Fig. 4. Ontology structure of a disaster situation 
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Protégé tool12. All entities are dividing into categories and sub-categories. We define the 
classes of words in an SMS emergency text message as shown in Figure 4. 

To support the understandability of our extraction method and its implementation, we 
explain by using an example. For this purpose we have chosen the domain of disaster 
location, because the domain is widely known and its characteristics are suitable for ex-
traction. Figure 5 shows a possible conceptualization of the domain containing only rele-
vant aspects of the domain in which we are interested. In this sense, we can think of the 
ontology as the task specification where the properties of concepts represent the proper-
ties for which our extraction method has to determine appropriate values from the input 
data. 

ZIP CODE:INT
Trigger words:2190, 2195,2007,
..etc

Building no:CHAR
Trigger words:Bldg, building,
level

STREET TYPE:CHAR
Trigger words: St, Rd, Ave,
Street, road, Avenu

STATE:CHAR
Trigger words :NSW, VIC,
SA, ACT, ..etc

CITY:CHAR
Trigger words: Sydney,
Melburne, .. etc

SUBURB:CHAR
Trigger words banstown,
lakemba, burwod, ..etc

DISASTER
LOCATION

Spatial location

Temporal location

Has_datatype_property

Start_Time:TIME
Trigger wordsAM, PM

End_Time:TIME
Trigger words:Bldg, AM, PMl

Has_datatype_property

Has_datatype_property

 
Fig. 5. Graphical representation of disaster spatial location 

6 An Illustrated Example 

Suppose our system receives the following SMS emergency text message:  “A chemi-
cal attack is being carried out in UTS, Building 10 Level 4, 3 people were killed” 

Step 1: Collect unstructured information of each individual SMS emergency text 
message and store it a relational database as shown below in Table 1. We store sender 
phone number if applicable, SMS text message, date and time. 
                                                           
2 http://protege.stanford.edu/ 
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Table 1. SMS emergency text message database 

SMSID# Time Date SMS Text Sender 
Phone 

1 10:25am 01.01.11 A chemical attack is being 
carried out in UTS, Building 
10 Level 4, 3 people were 
killed 

0422080991 

Step 2: Apply information extraction algorithm. The first step is to break the text into 
tokens as shown in Table 2. The tokenization process consists of splitting the words 
and removing all unnecessary characters such as “,” and “.” from the list 

Table 2. Words after tokenization 

Tokenized Word 
A/ chemical /attack /is /being /carried /out /in /UTS /Building /10 /level /4 /3 
/people /were /killed 

The next step after tokening all SMS text is to remove all stop words (see Table 3). 
A stop word is a type of word that is useless for search and retrieval purpose that it 
means; it has no great significance in the SMS text collection and must be eliminated 
in order to extract adequate key terms. Some of the most common stop words include: 
a, an, the, in, of, on, are, be, if, into, which. 

Table 3. List of stopping word 

Stop Word
A / is / being / out / in / were  

Table 4 shows the outcome of the entity name recognition process based on an iterated 
feature argument of the current word. Eventually, we get the maximum value as the re-
sult and tag the current word. For example, disaster location can be calculated as follows: 

Given a set of answer candidate h= {chemical, attack, UTS, Building, 10, level, 4, 
3, people, killed}. We have: o=”Disaster Location”, and a current word “UTS” is an 
element of dictionary with an upper case in the beginning. f1(h,o) and  f2(h,o) are a set 
of binary valued features, which are helpful in making a prediction about the  
outcome o. Officially, we can represent these features as follows: 

⎩
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Consequently, f1(h,o)=1 and  f2(h,o)=1. Suppose the model parameter α1=0.5 and 
α2=0.2 are weight of feature f1(h,o) and f2(h,o) respectively, and Z(h)=1 is a normali-
zation  constant. From Equation (2), we can compute the conditional probability of 
word or token “UTS” as P(o\h)= α1× f1(h,o)+ α2×f2(h,o)=0.5×1+0.2=0.7. The proba-
bility is given by multiplying the weights of active features (i.e., those f (h,o) = 1). We 
then compare the result with the threshold value. 

Table 4. Tokens to feature vectors 

Entity Name Type Feature used Example 
DisasterLocation Dictionary lookup features, Pre-

fix/Suffix and digit information 
UTS  
Building 10 
Level 4 

StageOfExecution none none 
HumanTarget Prefix/Suffix and digit information  3 killed 
WeaponUsed none none 
PhysicalTarget Dictionary lookup features University 
DisasterEvent Dictionary lookup features chemical attack 

Step 3: Query and information presentation. The last step is to generate a warning 
message based on the above extracted information. The following is an example of 
the warning message that will automatically be sent to mobile users:  

“UTS building emergency at Building 10, level 4, if you are off campus, do not en-
ter the campus. Wait for further instructions” 

7 System Implementation 

Automatic extraction of SMS text is evaluated using the standard information re-
trieval measures precision, recall, and F measure.  The recall score measures the ratio 
of the correct information extracted from the texts against all the available informa-
tion present in the SMS text messages. The precision score measures the ratio of cor-
rect information that was extracted against all the information that was extracted.  
F measure is a combined measure of precision and recall [37].  

Let us assume that N is a collection of SMS text messages. In this collection, n 
represents all correct specific relevant information we want to extract (Disaster location, 
Weapon used, Physical target Stage of execution, Stopped words), and r all correct spe-
cific relevant information extracted manually. IE system recognizes a collection of SMS 
text messages, in this collection, k represents all results extracted. Then the recall (R), 
precision (P), and F-measure formulae used are given by Equations 7, 8 and 9:  
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Table 5 summarizes the relationships between the system classifications and the  
expert judgments in terms of a binary classification. 

Table 5. Contingency table of classification decisions 

                Expert        
IE system 

Relevant     Not-relevant     Total

       Matched 
Not-matched 
 
Total 

a                 b                        a+b=k
 c                 d                        c+d=n-k  
  
a+c=r          b+d=n-r             a+b+c+d=n 

Overall accuracy (OA)= (a/b)/n

Where n = number of classified objects, k = number of objects classified into the class 
Ci by the system, r = number of objects classified into the class Ci by the expert. 

7.1 Text Collection 

A total text collection of 100 SMS is manually generated.  In this collection, we avoid 
the use of unnecessary information, keep messages brief and comply with the 160 
character limitation, use direct, straightforward language and communicate all  
necessary actions. The SMS text collection is composed of 2851 words. 

7.2 Results 

We ran the system with information consisting of five classes: disaster location, hu-
man target, physical target, weapon used, and disaster event. The results of two types 
of information are summarized in Tables 6 and 7 respectively. To compute precision 
and recall, we first compared the extracted instances automatically. 

Table 6. Evaluation metrics for disaster location 

                Expert   
IE system 

Relevant     Not-relevant           Total 

       Matched 
Not-matched 

 
Total 

       96                 2                        98 
         6                 0                          6 
 
     102                 2                      104 

Recall                            0.94 
Precision                       0.97 
F-measure                     0.95 
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Table 7. Evaluation metrics for weapon used 

               Expert   
IE system 

Relevant     Not-relevant           Total

      Matched 
Not-matched 
 
Total 

      42                 0                        42
       14                 0                        14 
 
       56                 0                        56 

Recall                             0.75 
Precision                        1.00 
F-measure                      0.85 

Our system suggests that overall the entity extraction system correctly locates and clas-
sifies the disaster location entity. Precision exceeds recall 97 percent as shown in Table 6. 
The standard measures In Table 7, our system suggests that precision exceeds recall 100 
percent for the weapon used entity, and this variance is statistically significant. The  
standard measures for evaluating the performance of our system are shown in Figure 6. 

 

Fig. 6. Frequency of disaster location entity 

Figure 7 shows our system classification results side by side. The right bar 
represents all instances of the disaster location entity. The left bar represents the ratio 
of our accurate results and the different types of classification. Figure 7 illustrates the 
number of correctly found and classified entities (black section of left bar), the num-
ber of correctly classified and misclassified entities (gray section of left bar), and the 
number of false positives with respect to identification and classification (white of left 
bar). On average, our system correctly classified 92.30 percent of the instances of the 
disaster location entity in the data, while 1.92 percent of the entities suggested by our 
system are false positive. At the same time, our system fails to correctly classify 5.76 
percent of the disaster location entity in the data. 
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Fig. 7. Frequency of disaster location entity 

 

Fig. 8. Frequency of weapon used entity 
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Another example of entity extraction is illustrated in Figure 8. On average, our sys-
tem correctly classified 75 percent of the instances of the weapon used in the data, 
and zero percent of the entities suggested by our system are false positive. At the 
same time, our system fails to correctly classify 25 percent of the weapon used entity 
in the data. 

8 Conclusion 

The key aspect of the MERS framework and system is to enable people get help from 
the government in an emergency situation. It makes use of mobile technologies to 
assist the government to get information and make decisions in response to disasters 
at anytime and anywhere. We have described the mobile-based MERS framework and 
its main components. As one of the most important MERS applications, this chapter 
introduced the components of the information extraction and aggregation process.  In 
addition, the proposed algorithm can extract many kinds of semantic elements of 
emergency situation information such as disaster location, disaster event, and status of 
disaster. 

In a future study, we will develop an intelligent knowledge management approach for 
the MERS system. This approach is concerned with getting the right information know-
ledge to the right people at the right time in the right form. The approach also aims to 
support a need for rapid decision making under pressured conditions in which informa-
tion is partial, conflicting and often overloaded in an emergency disaster situation. 

Acknowledgment. The work presented in this chapter was supported by Australian 
Research Council (ARC) grant under Discovery Project DP0880739. 
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López, Victoria 171
Lu, Jie 3, 259, 429

Mkrtchyan, Lusine 39

Nazmy, Taymour T. 205, 417
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