


Communications
in Computer and Information Science 250



Vinu V Das Nessy Thankachan (Eds.)

Computational Intelligence
and Information Technology

First International Conference, CIIT 2011
Pune, India, November 7-8, 2011
Proceedings

13



Volume Editors

Vinu V Das
The IDES
Ouderkerk aan de Amstel
1191 GT Amsterdam, Netherlands
E-mail: vinuvdas@theides.org

Nessy Thankachan
College of Engineering
Trivandrum, Kerala, India
E-mail: nessythankachan@gmail.com

ISSN 1865-0929 e-ISSN 1865-0937
ISBN 978-3-642-25733-9 e-ISBN 978-3-642-25734-6
DOI 10.1007/978-3-642-25734-6
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: Applied for

CR Subject Classification (1998): C.2.4, C.2, H.3-4, I.2.11, C.1.4, D.4.7, D.2, I.4

© Springer-Verlag Berlin Heidelberg 2011
This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

International Conference on Computational Intelligence and Information Tech-
nology (CIIT 2011), sponsored and organized by The Association of Computer
Electronics and Electrical Engineers (ACEEE), was held during November 7–8,
2011, in Pune, India. The mission of the CIIT conference is to bring together
innovative academics and industrial experts in the field of computer science,
information technology, computational engineering, mobile communication and
security to a common forum, where a constructive dialog on theoretical concepts,
practical ideas and results of the state of the art can be developed. In addition,
the participants of the symposium have a chance to hear from renowned keynote
speakers.

CIIT 2011 received 483 submissions overall. Only 157 papers were accepted
and registered for these proceedings. We thank Alfred Hofmann, for the constant
support and guidance in publishing the proceedings in the Springer CCIS series.
We would like to express our gratitude to the Springer LNCS-CCIS editorial
team, especially Leonie Kunz, for producing such a wonderful quality proceedings
book.

The conference would not be successful without the help of so many people.
First, we would like to express our deep gratitude to Janahanlal Stephen, Yogesh
Chaba, and Gylson Thomas. Together with their Program Committee, they as-
sembled a strong program from submissions and invited papers. We would like
to thank the Program Chairs, organization staff, and the members of the Pro-
gram Committees for their hard work. We would like to thank all our colleagues
who served on different committees and acted as reviewers to identify the set of
high-quality research papers presented at CIIT 2011.

September 2011 Vinu V. Das
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Abstract. Bandpass filter is presented based on parallel coupled line microstrip 
structure suitable for short range Ultra-Wideband (UWB) applications. Cheby-
shev filter of order 4 and 0.2 dB passband ripple with fractional bandwidth of 
86 % is designed using insertion loss method. The proposed filter demonstrates 
-10 dB bandwidth over the range 3.9 GHz to 9.8 GHz and has linear phase re-
sponse in the operating band. The analysis of the filter is performed by using 
MoM based electromagnetic solver, IE3D. With the above functional features 
the overall dimension of the filter is 31 mm (height) × 4 mm (length) × 1.6 mm 
(breadth). It is not only compact but also delivers excellent scattering parame-
ters with the magnitude of insertion loss, |S21| lower than -0.5 dB at center fre-
quency, 6.85 GHz and return loss better than -32.67 dB. In the passband, the 
computed group delay is well within the tolerable variation of 0.02 ns.  

Keywords: Ultra-wideband, bandpass filter, parallel coupled line, microstrip, 
group delay. 

1 Introduction 

The ultra-wideband (UWB) technology has brought tremendously increasing research 
interests since the Federal Communications Commission (FCC) in USA released its 
unlicensed use for indoor and hand-held systems in 2002 [1], [2]. Much effort has 
been made in the past eight years towards exploring various UWB components and 
devices. As one of the essential component blocks, the researchers are attempting to 
design the UWB bandpass filter (BPF) with 120% fractional bandwidth centered at 
6.85GHz. With the rapid developments of wireless systems, a lot of attention is being 
given to the design of bandpass as it is inevitable elements of UWB receivers [3], [4], 
[5]. In the recent years, the market pays much attention towards miniaturization of 
receiver system. Contemporary researchers have been working for the development of 
small size and cost effective filters [6], [7], [8].  

Parallel coupled-line microstrip filters have been found to be one of the most 
commonly used microwave filters in many practical wireless systems for several dec-
ades [9], [10]. In addition to the planar structure and relatively wide bandwidth, the 
major advantage of this kind of filter is that its design procedure is quite simple. 
Based on insertion loss method, filter functions of maximally flat and Chebyshev type 
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can be easily synthesized. Moreover, the filter performance can be improved in a 
straightforward manner by increasing the order of the filter. When these filters are to 
be realized by parallel coupled microstrip lines, one of the main limitations is the 
small gap size of the first and the last coupling stages. To increase the coupling effi-
ciency, more fractional bandwidth and smaller gap size are required. Obviously, 
shrinking the gap size is not only the way to increase the coupling of coupled lines. 

The proposed bandpass filter in this paper is based on parallel coupled line micro-
strip structure. The filter is designed to cover the entire UWB range. The obtained 
scattering parameter characteristics of UWB bandpass filter convey an optimal per-
formance in terms of insertion and return loss.  It is distinctive in its structure and it 
has simple design with less number of design parameters compared to the existing 
filter designs in the literature [11], [12], [13]. 

The paper is organized as follows: In Section 2, the UWB bandpass filter design 
using parallel coupled line is presented. Simulation results and analysis are discussed 
in Section 3. Section 4 concludes the paper. 

2 Parallel Coupled Bandpass Filter Design 

Fig. 1 shows one possible circuit arrangement of bandpass filter using parallel 
coupled line microstrip structure for UWB range. It consists of transmission line sec-
tions having the length of half wavelength at the corresponding center frequency. Half 
wavelength line resonators are positioned so that adjacent resonators are parallel to 
each other along half of their length. 
 

 

Fig. 1. Geometry of the proposed UWB bandpass filter 

This parallel arrangement gives relatively large coupling for the given spacing be-
tween the resonators, and thus, this filter structure is particularly convenient for con-
structing filters having larger bandwidth as compared to the other structure. The gap 
between the resonators is introducing a capacitive coupling between the resonators, 
which is represented by a series capacitance. 

The physical parameters of the proposed bandpass filter are optimized to the fol-
lowing values, L = 5.8 mm; G1 = 0.05 mm; G2 = 0.1 mm; l1 = 1.5 mm; l2 = 0.5 mm;        
l3 = 0.6; l4 = 3 mm; W = 4 mm and H = 31 mm to cover the entire UWB range  
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between 3.1 GHz and 10.6 GHz. Using this configuration, higher coupling is obtained 
and therefore wider bandwidth is achieved. This structure is used to generate a wide 
passband and expected to achieve a tight coupling, and lower insertion by reducing 
both strip and slot width.  

3 Results and Discussion 

The proposed filter is designed to provide a wide passband, low insertion loss and 
return loss, linear phase over the passband, flat group delay and high fractional 
bandwidth. The simulation S parameters of the proposed UWB bandpass filter using 
parallel coupled line are shown in Fig. 2. It is clear from the response that the pro-
posed filter has better insertion loss of -0.5 dB and the low return loss of about -32.67 
dB at 6.3 GHz. The -10 dB fractional bandwidth computed from the response is about 
86 %. 
 

 

Fig. 2. Simulation S- Parameters of the proposed bandpass filter 

For wideband applications, the examination of the flat group delay is essential and 
required. The simulation group delay for the proposed filter is shown in Fig. 3, which 
exhibits a flat group delay response below 0.02 ns over the whole passband. It implies 
that this proposed UWB filter has a very good linearity of signal transfer and would 
ensure the minimum distortion to the input pulse when it is implemented in the UWB 
system. The response of the Fig. 4 shows that the phase of S21 throughout the -10 dB 
passband between 3.9 GHz and 9.8 GHz of designed filter is acceptably linear. 

In order to evaluate the performance of the proposed UWB bandpass filter, the fil-
ter is simulated through the simulation tool, IE3D [14]. The filter is designed   based 
on microstrip substrate FR4 with dielectric constant of 4.4 and thickness of 1.6 mm 
for easy integration with Printed Circuit Board (PCB). Comparisons of some of the 
bandpass filters based on parallel coupled line with respect to their performances are 
tabulated in Table 1. 
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Fig. 3. Simulation group delay of the proposed 
bandpass filter 

Fig. 4. Simulation of phase of S21 of the pro-
posed bandpass filter 

Table 1. Comparison of the filter with best reported parallel coupled UWB bandpass filters in 
the literature 

Parameters/Ref. [13] [5] [11] This Work 
S21 (dB) 1±0.3 - 1.19 < -1.5 -0.5 
S11 (dB) < -37 -- > -10 -32.67 

Passband (GHz) 3.22-7.87 1.4-4.68 3.1-4.8 3.9-9.8 
GD (ns) 0.3-1.5 0.5 0.6-0.7 0.01 

4 Conclusion 

In this paper, a bandpass filter based on parallel coupled line microstrip structure is 
presented. The proposed filter demonstrated an excellent ultra-wide bandwidth from 
3.9 GHz to 9.8 GHz. Total size of the filter is 31 mm (height) × 4 mm (length) × 1.6 
mm (breadth) and the fractional bandwidth of the Ultra-Wideband bandpass filter is 
about 86 %. Simulation of bandpass filter delivers excellent scattering parameters 
with the magnitude of insertion loss, |S21| lower than -0.5 dB at 6.85 GHz and return 
loss better than -32.67 dB. The obtained group delay for this filter is below 0.02 ns. 
The scattering parameters of UWB bandpass filter provide optimal performance in 
terms of insertion and return loss and group delay.  
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Speed Control of Switched Reluctance Motor  
Using Artificial Neural Network Controller 
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Abstract. Switched reluctance motors (SRMs) have an intrinsic simplicity and 
low cost that makes them well suited to many applications. However, the motor 
has doubly salient structure and highly non-uniform torque and magnetization 
characteristic.  Since it was hard to determine the accurate mathematical mod-
el of (SRM) .The Artificial Neural Networks (ANNs) solve the problem of non-
linearity  of SRM drive. It ensures fast, accurate, less overshoot and high pre-
cision dynamic response with perfect steady state performance. In the simula-
tion analysis, this paper tests the (SRM) motor adopting two different control 
modes at starting process under full load torque with a reference speed of 2000  
rpm, and the load disturbance under full load torque with a reference speed 
2250 rpm. Simulation results show that speed control is better using (ANN) 
controller than using the (PID) controller. Matlab/Simulink tool is used for the 
dynamic simulation study.    

Keywords: Switched relcutance motor (SRM), proportional plus integrator plus 
diffrrential controler (PID), artificial neural network controller (ANN). 

1 Introduction 

Switched reluctance motors (SRMs) and drives have received growing interest recent-
ly. Their simple structure and low cost of manufacture make (SRMs) potentially at-
tractive for various general purposes adjustable speed applications [1]. However, the 
motor has many drawbacks due to the doubly salient structure and the extremely 
comprehensive mathematical modeling which is complicated due to its highly non-
linear torque output and magnetization characteristic [2][3]. This due to the fact that 
(SRMs) primarily operate in magnetic saturation and hence the developed torque is a 
non-linear function of rotor position and stator current [4].The non-linearity of (SRM) 
uses the general feedback theory or the conventional PID controller, but it is impossi-
ble to obtain good control performance. It required applying the advanced control 
strategy to the SR drive to improve the system performance. Several drive control 
methods for SRM have been proposed in literatures in the last decade: sensorless 
control using a mechanical position sensor [5], [6], fuzzy logic control [7], State-
switching control technique [8], Speed control of SRM powered by a fuel cell [9] , 
Speed Control of Switched Reluctance Motor Drive Powered by A Fuel Cell [10],.etc. 
Among them the sensorless control strategy reduces overall cost and dimension of the 
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drive and improves the product reliability, although all other methods have their own 
pros and cons depending on the principles of operation applied. 

Simple logic controller is used between steady and transient state to achieve the de-
sired performance of various control approaches including PID and ANN controllers 
[11].It is found that the artificial neural network ANN has better adaptability, stability, 
less overshoot, faster response and high precision than PID controller. The dynamic 
response of the SRM with the proposed controller is studied during the starting process 
and load disturbance under full load torque. The effectiveness of the proposed ANN 
controller is then compared with that of the conventional PID controller [12][13].  

The proposed methodology solves the problem of non-linear ties of SRM drive. 
ANN controller based SRM control has become popular due to simple calculation, 
easy implementation. It also ensures fast and accurate dynamic response with an  
excellent steady state performance. Matlab/simulink tool is used for the dynamic  
simulation study. 

2 Mathematical Model of SRM 

The switched reluctance motor is a rotating electric machine where both, the stator 
and rotor have salient poles. Hence, the machine is referred to as a doubly salient 
machine. It consists of a stator with exciting winding and magnetic rotor, both carries 
a set of salient pole. Permanent magnet is not required because torque is produced by 
the tendency of rotor poles to align with the excited stator poles, such as to minimize 
the stator flux linkages that results from a given applied stator current. To produce a 
torque: the stator winding inductance varies with the position of rotor, because torque 
in this machine is directly proportion to variation of winding inductance with angular 
position and square of motor phase current [14] [15]. 

2 2 max min. ,
l ldl

Torq i T i
d

α
θ θ

−
Δ                

(1) 

where   

maxl  : occurs when a pair of rotor is exactly aligned with excited stator pole. 

minl  : occurs when rotor pole is moving away from the aligned position.  

 i    :  Motor phase current. 

 θ     : Angular position. 
 

The terminal voltage equation for one phase could be written in the form: 

d
V iR

dt

ψ= +                 (2)        

Since the flux ψ is a function of both current I and rotor angle θ.    

                                          
d d d di

V iR
d dt di dt

ψ θ ψ
θ

= + +                     (3) 
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dL di

V iR I L
d dt

ω
θ

= + +        (4) 

                                                    
di

V iR e L
dt

= + +         (5) 

                                                       N LIψ φ= =        (6) 

                                                       ( , )iψ ψ θ=        (7) 

Where L is the incremental inductance (the slope of the magnetization curve), and e is 
the back emf. (it depends on the angular rotor speed ω)  

At high speed the back emf value is high, and in turn it limits the phase current 
from reaching undesirable values. At low speeds the back emf is low and the current 
may exceed the maximum allowed values. The mathematical model of the SRM  
consists of three basic groups of equations, which are the motor phase equations, the 
mechanical equation, and the angular speed equation. The motor phase equations 
describe the electrical behavior of the SRM. The mathematical representation of the 
motor phase equations are written relative to time in order to study the dynamic beha-
vior of the motor.[15][16] 

The motor phase equations can be written as follows:- 

                                                
( , )k k k

k

d i
V R i

dt

ψ θ =± −        (8) 

The mechanical equation which describes the mechanical motion of the motor can be 
written as follows:- 

                                           
1

1
( ( , ) )

q

k k k
k

d
T i T

dt J

ω θ
=

= −         (9) 

Where: 

ω is the rotor speed, (rad./s),  
J  is the moment of inertia of both the rotor and load, (kg.m2), 
Tℓ is the load torque, (N.m), 
q is the number of phases, Tk (θk , ik) is the torque produced by the Kth  phase and 
θk  is the rotor position as seen by the Kth  phase.     

3 Steady State Performance 

The steady state performance of a switched reluctance motor is a complex interdepen-
dent influence between motor parameters and excitation.. The model of an SRM for 
static analysis includes the set of phase circuit and mechanical differential equations. 
In integrating these equations, the problem focused on handling the data (flux-
linkage/theta/current) used to describe the magnetic nature of the SR machine. Fig.1 
evaluates the steady state performance by showing the flux and current at θ on = 45º 
and θ off = 75º . 
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Fig. 1. The motor performance at speed 2000rpm, θ on = 45º and θ off = 75º for the flux and 
current with respect to the time 

4 Speed Control of SRM Using PID 

The system under study consists of a SRM fed from a dc supply via an inverter. The 
data of the motor is given in the Appendix. The drive is tested under the following 
condition. First the motor is started against its full load torque (382 N m) until the 
motor reaches the steady state speed (2000 rpm). Then, the motor is subjected to a 
speed reference (2250 rpm) under full load torque.The proportional plus integral plus 
differential PID controller is one of the famous controllers that are used in a wide 
range in the industrial applications. The output of the PID controller in time domain is 
defined by the following equation:- 

                      

0

( )
( ) ( ) ( )

t

c

Ki de t
V t Kp e t e t dt Kd

Ti dt
= + +     (10) 

Vc(t) is the output of the PID controller,  
Kp is the proportional gain,  
Ki is the integral gain, 
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Kd is the differential gain, 
Ti is the integral time constant, 
And e(t) is the instantaneous error signal 

The final output of the controller is used to regulate the switching-on angle of the SRM 
to regulate the motor shaft speed, while the input of the controller is the speed deviation. 

The motor speed deviation (ew), in p.u is given by the following equation:- 

ref

ref

eω
ω ω

ω
−=           (11)  

The new turn-on switching angle θon(new), which is obtained from the controller  
output is calculated by the following equation:-                                   

0

( )
( ) ( ) [ ( ) ( ) ]

t

on on p w w d

Ki de t
new old K e t e t dt K

Ti dt
θ θ= − + +          (12)    

The simulation results will be classified into two zones by varying the PID controller 
parameters. Each zone will have three cases according to varying the PID  
variables.  

Zone I : This zone will study the dynamic response at starting process under the full 

Load torque and 
ref

ω = 2000 rad./sec. 

Zone II : This zone will study the dynamic response at a speed reference disturbance 

under full load torque and  refω = 2250 rad./s. 

The SRM used is simulated using MATLAB/SIMULINK. The model consists of the 
SRM motor block, a power electronics converter which is fed from a 240 V DC 
source. A speed controller block is proposed to generate firing signals for the conver-
ter. Fig.2 shows the MATLAB/SIMULINK model. 
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Fig. 2. MATLAB/SIMULINK model of the used SRM 
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5 Speed Control of SRM Using ANN Controller 

Classical control theory suffers from some limitations due to the assumptions made 
for the control systems such as linearity, and time-invariance. These problems can be 
overcome by using artificial intelligence based control techniques. The main advan-
tages of the artificial neural networks (ANNs) controllers are as follow:  

• A neural network can perform tasks that a linear program can not.  
• When an element of the neural network fails, it can continue without any 

problem by their parallel nature. 
• A neural network learns and does not need to be reprogrammed. 
• It can be implemented in any application and without any problems. 
• They may require less tuning effort than conventional controller. 

6 Description of ANN 

A three layer (2*5*1) feed forward structure with two nodes in the input layer is used. 
The output layer of the ANN consists of only one neuron, while the number of neu-
rons in the hidden layer is five. The input vector consists of the motor speed error, and 
the previous output of the ANN. The previous output of the ANN is added to the input 
vector as a stabilizing signal. The activation function used is the sigmoid function in 
both hidden and output layer. Increasing the number of neurons in the hidden layer 
has the advantages of reducing the rising time (Tr) and the maximum overshoot 
(M.O.S) during load variation[17][18].  

The output of a single neuron can be represented by the following equation: 

1

( ( ) )
n

i i ij j i
j

a f w x t b
=

= +                  (12) 

Where if  is the activation function, ijw is the weighting factor, jx  is the input 

signal, and ib is the bias. The most commonly used activation functions are non-

linear, continuously varying types between two asymptotic values -1 and +1. They are 
called tansigmoid function. 

The activation function used is the tansigmoid function in both hidden and output 
layers.  

The simulation results will be classified in to two zones by varying the ANN ma-
trix gains G1, G2, G3 (Weight factors)  

Zone I : This zone will study the dynamic response at starting process under the full 

load torque and 
ref

ω = 2000 rad. /s. 

Zone II : This zone will study the dynamic response at a speed reference disturbance 

under full load torque and  refω =2250 rad./s. 
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Fig. 3. Comparison of the Speed results using the two methods of control 

Fig.3 shows the SRM output speed of the PID and ANN controllers. Table 1 shows an 
analysis of the speed response results in case of using the PID and ANN controllers 
and different parameters of the two controllers. It is clear from Table 1 and Fig.3 that 
the ANN performance is much better that of the PID controller due to the reduced 
M.O.S and rising time.      

7 Conclusion 

This paper has presented an ANN controller, which is applied to the switched reluc-
tance motors for the purpose of regulating its speed. The application of the proposed 
controller for SRM drives is investigated through analysis and simulation results. The 
dynamic response of the switched reluctance motor with this proposed controller is 
obtained and analyzed at the starting process and under full load torque disturbance. 
By inspection of the dynamic response, it can be realized that, the dynamic response 
of SRM when provided with the ANN controller is improved in compared with that of 
the conventional PID controller.  Simulation results have shown that the proposed 
control structure can achieve better damped speed response than that of the conven-
tional PID controller. Therefore, simulation results have verified the validity and ef-
fectiveness of the proposed control scheme.  

Table 1. Output speed results of PID and ANN controllers 

Element PID ANN 

Controller 
parameters 

Kp=0.8 
Ki=0.8 

Kd=0.0005 

G1=0.18 
G2=1000 
G3=100 

C=95 
Speed at zone I 2001 rad/s 2001.5 rad/s 
M.O.S at zone I 100.5 % 100.075 % 

Tr at zoneI 0.0223 s 0.0146 s 
Speed at zone II 2037 rad/s 2253 rad/s 
M.O.S at zone II - 100.133 % 

Tr at zone II - 0.0207 s  
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Appendix 

Table 2. SRM specifications 

Symbol Quantity Value 

P Rated power 60 kW 

V Dc voltage 240 V 

N Rated speed 1500 rpm 

I Rated phase current 250 A 
T Rated torque 382 N m 
R Stator resistance 0.005 ohms 
L Inductance 0.00015 H 

J Motor inertia 0.05 kg 2m
B Fricition coefficient 0.02 N m s 

rN No. of rotor poles 4 
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Sliding Mode Control of Active Suspension Systems 
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Abstract. In this paper a novel active suspension scheme that can estimate the 
unknown road profile is proposed. The proposed scheme is a sky-hook model 
following scheme, based on the sliding mode control strategy augmented by an 
uncertainty and disturbance estimator. The model following is implemented 
without using an explicit model to simplify the implementation of the control-
ler. The efficacy of the method is illustrated by simulation for an automobile 
vehicle suspension system. 

1 Introduction 

Active suspension systems have attracted the attention of researchers for a long time. 
The main function of vehicle suspension systems is to provide comfort to the passen-
gers while maintaining a firm contact between the road and the tyres. The suspension 
system should tackle parametric uncertainties and irregular road profile under differ-
ent load conditions. Unfortunately, the requirements of a good suspension systems 
can be conflicting. To follow the track and to support the weight of the car body, a 
stiff suspension is needed but to reduce the acceleration of the body caused by the 
road disturbance- thereby improving the ride comfort- a soft suspension is needed.  

In an active suspension system, actuators are used to produce a force to reduce the 
displacement and acceleration of the body. An active suspension system is capable of 
providing better road holding ability and ride quality. Several diverse control strate-
gies such as optimal, adaptive, model reference adaptive, sliding mode control, fuzzy 
control , neural network, genetic algorithm are used in the literature on active suspen-
sion systems.   In general it is difficult to find an accurate model of a physical suspen-
sion system used in model based control design. Chen and Haung [1] proposed an 
adaptive SMC along with function approximation, of active suspension systems with 
time- varying loadings. Sliding mode control (SMC) is a type of variable structure 
system. Sliding mode control can guarantee invariance if the bound on uncertainty is 
known and matching conditions are satisfied. The desired behavior of the system can 
be obtained by making suitable choice of control surface. SMC in combination with 
model reference is used in [4], [3]. Kim and Ro [2] proposed a sliding mode controller 
for vehicles with nonlinearities.  

In this paper, we propose an active suspension system that follows a sky-hook 
model using the sliding mode control along with an uncertainty disturbance estimator 
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(UDE), first proposed in [6] and extended to sliding mode control in [5]. We employ 
the uncertainty and disturbance estimator to estimate the nonlinear spring force, 
damping force and the effect of unknown road disturbance. The main contributions of 
this paper are as follows: (a)The proposed active suspension can give a response that 
is as good as the sky-hook suspension system irrespective of the road condition. (b) 
No knowledge of bounds on uncertainties and disturbances is required. (c) Unlike 
other sky-hook reference model schemes proposed in the literature, our scheme does 
not need real time integration of an explicit sky-hook model, reducing the controller 
complexity considerably. (d) The scheme proposed here can give the same perfor-
mance under different passenger loading without any change in the controller.  

2 Problem Statement  

Consider a nonlinear quarter car suspension system using the modified reference 

model as shown in Fig. 1 as described in [2]. The sprung mass sm  represents the 

mass of the car body, frame and passengers that are supported above the suspension.  

  

Fig. 1. Quarter car suspension model 

The unsprung mass um  is the mass of the assembly of axel and wheel, sf  and df  

are unknown nonlinear spring and damping forces between the sprung and the un-

sprung masses, tf  is the tyre force between unsprung mass and the road, u  is the 

control force generated by actuator connected between sprung and unsprung masses, 

sx  is the displacement of the sprung mass, ux  is  displacement of the unsprung mass 

and rx  denotes the road profile. The equations of motion of the plant are as follows:  

       s us s d s u s d t um f f u m g m f f f u m gx x= − − + − ; = + + − −          (1) 

           2 3 2
0 1 2 3 1 2s df k k x k x k x f c x c x= + Δ + Δ + Δ , = Δ + Δ               (2) 

where g  is acceleration due to gravity and the coefficients 0k , 1k , 2k , 3k , 1c  and 

2c  are constants and ( )s ux x xΔ = −  is the rattle space. Let the state variables be 
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denoted as, 
.

1 2 3ss ux x x x x x= , = , =  and 
.

4 ux x= . Equations (1) can be ex-

pressed in the the state variable form as follows:  

                                
. .

1 22

1
( )s d

s

x x x f f u g
m

= , = − − + −
     

                    (3) 

                                
. .

3 44

1
( )s d t

u

x x x f f f u g
m

= , = + + − −                     (4) 

The sky-hook damping system is chosen as reference model as described in reference 

[2] is shown in Fig. 1. The sky-hook linear damping coefficient is shc , sm  is the 

sprung mass of the reference model, smx  is the displacement of the sprung mass of 

the reference model, the meaning of other symbols is as per [2]. Defining 

[ ]T
smm smx x x=   as the state vector, ( )sm s sm uf k x x= −  and ( )sm udm sf c x x= −  , 

the dynamics of the sky-hook reference model is given by  

    
1

( ) [ ( ) ]T
m sm smm sm u m sm dm sh

s

f x x t f f f c gx x x
m

= , , ; = − − − −  
 

        (5) 

3 Sliding Surface and Control Design  

We select the sliding surface given by 2 2(0) (0)x z z xσ = + , = − . The auxiliary 

variable z  is defined as  

                     1 2 2

1
( ( ) ( ) )s u s u sh

s

z k x x c x x c x g
m

−= − − − − − +                    (6) 

Differentiating σ  and using (3) and (6) and with s de f f= − −  is the lumped  

uncertainty.  

        1 2 2

1 1 1
( ( ) ( ) )s u s u sh

s s s

e u k x x c x x c x
m m m

σ −= + + − − − − −           (7) 

Assumption 1.  The lumped uncertainty e  is such that | |de
dt μ< , where μ  is a small 

number.  

Now, we design the control u , where nu  is the component that takes care of  

uncertainty in (7).  Let  
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          1 2 2( ( ) ( ) )s
s u s u sh s n

s

m
u k x x c x x c x m K u

m
σ= − − − − − − +            (8) 

where K  is a positive number. Using (8) in (7)  

                              
1 1

n
s s

e K u
m m

σ σ= − +                                      (9) 

Let ê  be the estimate of uncertainty e . Define the estimation error as  

                                    ˆe e e= −                                               (10) 

Now selecting  

                                    ˆnu e= −                                              (11) 

and substituting (11) in (9), we get  

                                 
1

s

K e
m

σ σ= − +                                                (12) 

If the estimate ê  is such that e  goes to zero asymptotically, sliding condition will be 
satisfied and thereby model following can be assured.  

4 Uncertainty and Disturbance Estimatior  

The UDE based control uses the system information in the recent past to get an esti-
mate of the uncertainty e .  The lumped uncertainty e  can be estimated as  

1
ˆ ( ) ( )

1f fe G s e G s
sτ

= ; =
+

                                        (13) 

where ( )fG s  is a filter where τ  is a small positive constant. From equations (13) 

and (12), after some calculation we get  

 
0

ˆ
t

s sm m K
e dt

σ σ
τ τ

= +                                             (14) 

From equations (10), (13), one can obtain the following expression  

                                       
1

e e e
τ
−= +                                                        (15) 
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Revisiting the dynamics of the sliding surface (12),  

                           
1

s

K e
m

σ σ= − +                                       (16) 

It is easy to see that for stability, the design parameters K  and τ  need to be chosen 

so that 0 and 0K τ> >  It can be seen that the estimation error e  can be made 

arbitrarily small by choosing the design parameters K  and τ .  

5 Illustrative Example  

The efficacy of the proposed control is verified through computer simulations of the 
suspension model shown in Fig.1 for a variety of road profiles and sprung mass load-
ings. The system parameters are as as taken in [2] Control Parameters: 

2000K = , 0 001τ = . . Consider Case 1. The road excitation is assumed to be 

sinusoidal with frequency about 1.5 Hz which is close to the natural frequency of the 
sprung mass in bouncing mode. The road profile is considered as 

0 05 (2 1 5 )rx sin tπ= . . . For this case sprung mass was taken as 240sm kg= . In 

Case 2. we consider a more rough road profile given by 

0 025 (1 1 5 ) 0 025 (2 1 5 )rx sin t sin tπ π= . . + . .  and the sprung mass sm  to be 320 

kg . Responses for Case 1 and 2 are shown in Fig.2 and 3. The displacement of 

sprung mass of plant and model are shown in Fig. 2. The sprung mass follows the 
sky-hook model very closely. Perfect model following indicates the efficacy of the 
proposed control. The graph of uncertainty and its estimate for Case 1 is shown in 
Fig. 2. It shows that uncertainty and disturbance estimator, estimates the uncertainty 
accurately. The sprung mass acceleration is also moderate in Case 2 as shown in  
Fig. 3. The control effort required shown in Fig. 3 is almost same as first case.         

 

 

(a) Case1- Sprung mass deflections, road profile              (b) Case1-Uncertainty and its estimate    

Fig. 2. Responses of Case1  
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           (a) Case2-Acc. of sprung mass                                          (b) Case2-Control      

Fig. 3. Responses of Case2 

6 Conclusion 

In this paper, an active suspension system that can estimate the uncertainties and the 
effect road profile is proposed. The proposed control is a sliding mode control based 
on the uncertainty and disturbance estimator and overcomes the drawback of  
conventional sliding mode control which requires the bounds of uncertainty and dis-
turbances. The control is simpler than other sky-hook suspensions from the imple-
mentation point of view and can accommodate changes in passenger loading without 
any change in control. The simulation results verify the efficacy of the control.  
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Abstract. The spectral efficiency and reliability of Multi-Input Multi-Output 
(MIMO) systems greatly depends on the prediction result of channel state in-
formation (CSI), such that the transmitter and/or the receiver have perfect 
knowledge of CSI. The employment of linear predictors used for narrow-band 
prediction has produced poor results in prediction of correlation coefficients of 
the channel in the presence of received data that has undergone non-linear  
distortions. Hence, one of the potential solutions to this challenge is artificial 
neural networks (ANN). In this paper we used fully connected recurrent neural 
network to predict the Rayleigh fading channel coefficients using genetic algo-
rithm based learning, which is compared with split complex real time and fully 
complex real time based recurrent learning process. 

Keywords: Multi-Input Multi-Output (MIMO), Neural Network, Split  
Complex Real Time Recurrent Learning (SCRTRL), Fully Complex Real Time 
Recurrent Learning (FCRTRL), Genetic Algorithm (GA). 

1 Introduction 

The combination of ubiquitous cellular phone service and rapid growth of the Internet 
has created an environment where consumers desire seamless, high quality connectiv-
ity at all times and from virtually all locations. Though perhaps unrealistic, this is, in 
essence, a desire to replicate, and perhaps even surpass the wired experience in a 
wireless fashion. Theoretically 1Gbps link speed in a standard single-input single-
output (SISO) wireless link can be achieved by employing sufficiently high band-
width along with coding and modulation [1]. However such simplest designs faces the 
problem such as, transmit power and received signal-to-noise ratio (SNR) constraint 
limits the maximum achievable spectral efficiency in SISO link. In a SISO system 
1Gbps data rate can be achieved by utilizing a spectral efficiency of 4b/s/Hz over 250 
MHz bandwidth. But 250 MHz bandwidth is not possible on frequency band below 6 
GHz, where non line of sight (NLOS) network are feasible. However 250 MHz 
bandwidth can be easily obtained in 40 GHz frequency range. Still difficulties persist 
at frequencies higher than 6 GHz, as increases in frequency band shadowed by ob-
structions in the propagation path make the NLOS links unusable. Again a high 
bandwidth results in reduction in range and frequency diversity, which reduces the 
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fade margin. This clearly places impossible bandwidth demand on SISO wireless 
system to achieve data-rate in the order of 1 Gbps [1]. On the contrary multiple-input 
multiple-output (MIMO) system provides high data rate in NLOS wireless network 
but which increases transmitter and receiver complexities. These results however are 
based on the assumption that the transmitter and/or receiver have perfect knowledge 
of the CSI. An alternative is to estimate the channel at the receiver and send the CSI 
back to the transmitter. This approach suffers when the transmitted CSI has become 
outdated due to channel fluctuation. It may be possible to improve performance by 
feedback arrangement of predicted CSI [2]. 

Many linear predictors are used in the literature [3-5] to predict these channel state 
information but they fails when the data undergoes nonlinear distortions. In such situ-
ation, Artificial Neural Network (ANN) produces some satisfactory result. As the 
channel undergone Rayleigh fading which is complex and stochastic in nature, com-
plex learning algorithms are considered for the training of the neural network. Many 
solutions are reported in literature based on SCRTRL and FCRTRL [6-8], but they 
failed to provide the accurate measurement of the CSI. In this work a recurrent neural 
network (RNN) is chosen and a Genetic algorithm (GA) based learning algorithm is 
developed for narrow band channel prediction to overcome the premature conver-
gence of RNN-SCRTRL and RNN-FCRTRL.  

2 Modeling MIMO Receiver 

In a MIMO system with NT transmit antennas and NR receive antennas as shown in 
Fig.2, we denote the equivalent low pass channel impulse response between the jth 
transmit antenna and the ith received antenna as hij(τ; t), where τ is the delay variable 
and t is the time variable [3]. Thus, the randomly time-varying channel is characte-
rized by H(τ; t), defined as 
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Suppose that the signal transmitted from the jth transmit antenna is xj(t), j = 1, 2, ...,NT , 
then the signal received at the ith antenna in the absence of noise can be represented as 
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Then the received signal vector is  

)()();()( tstHtr ηττ +∗=            (3) 

Where η(t) is additive zero mean Gaussian noise and s(t)  is an NTx1 vector and r(t) is 
a NRx1 vector.  H denotes the channel state matrix. 
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3 Recurrent Neural Network for MIMO Channel Prediction 

For channel prediction, it is necessary for the RNN to learn the statistics of the fading 
process. This achieved by supplying the RNN with previously obtained channel esti-
mates. From the literature [9-11], the channel is written in terms of its minimum mean 
square error (MMSE) estimate  

)()()(
~

ttHtH η+=                                    (4) 

Where )( and )(
~

ttH η  are uncorrelated with ))(,0(~)(
~ 2

~ tth
hNN RT

σ CN , 

and ))(,0(~)( 2tt wNN RT
ση  CN . In our simulation we considered a 2x2 MIMO com-

munication system which is shown in Fig.2. The RNN structure used for prediction is 
shown in Fig.1. The outputs of the activation function are 

.,...,2,1,)()(
1

1
, mjkwkd

qm

i
iijjj =








= 

++

=

xϕ                   (5) 

Where, 
T

NNNNm khkhkhkhbkdkdk
RTTR

)](
~

),...,(
~

),...,(
~

),...,(
~

,),1(),...,1([)( 11111 −−=x
 is the RNN input, b is the complex bias and set to 1+i. 

mjj ,....,1tanh(.),(.) ==ϕ are the non-linear activation functions. The RNN pre-

dictor is implemented in two stages. During the 1st stage d1(k-1),….,dm(k-1)=0. The 
outputs are then feedback to form )(kx . In the 2nd stage, the RNN predicts the NT xNR 

channel status for (k+1) instant. 

 

Fig. 1. RNN channel predictor Fig. 2. A 2x2 MIMO communication 

The RNN learning is carried using the real time recurrent learning (RTRL) algo-
rithm [12]. As the channel undergoes Rayleigh fading the coefficients of CSI are 
complex and we considered the complex learning algorithms. 
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3.1 Split Complex RTRL for RNN Learning 

The mostly used algorithm used for training RNN is RTRL algorithm proposed by 
Williams et al. [12]. The inputs, outputs, weights, and activation functions in RTRL 
algorithm are assumed to be real valued. This algorithm is stable and able to do conti-
nuous processing in order to implement dynamical systems described by the temporal 
stream of their inputs and outputs. In case of Rayleigh fading channel, the input to the 
RNN predictor is complex, hence we need to use an RNN with complex weights and 
activation functions to approximate the behavior of the dynamic system [6]. In 
SCRTRL algorithm the real and complex part of a complex number W is denoted as 
wR and wI. The weights of the RNN are complex numbers Wij and that the external 
inputs and desired outputs are complex valued as well. The total input to a unit xk is 
complex, and also the activation function φ(.) is complex. Ideally activation function 
is analytic and bounded, but Liouville’s theorem states that only such function is con-
stant function. Hence the activation function defined [13] as: 

).()()( IR ZZZ ϕϕϕ +=                                           (6) 

The objective function is defined as  
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Where  Ek[t] is complex error of the unit k at time t. Since J[t] is a non-constant real-
valued function, its complex derivatives is not defined and therefore we compute its 
gradient with respect to Wij .The gradient can be represented as [6] 
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And the weight update is given as 
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After each iteration the sensitivities terms are updated as  
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Where α is the learning rate and δ is the Kronecker delta matrix. 

3.2 Fully Complex RTRL for RNN Learning 

The split-complex algorithms cannot calculate the true gradient unless the real and 
imaginary weight updates are mutually independent [7]. The problem encountered 
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with the split complex RTRL algorithm proposed by Kechriotis et al.[6] for nonlinear 
adaptive filtering are: (i) The solutions are not general since split-complex activation 
function are not universal approximators, (ii) Split-complex activation functions are 
not analytic and hence Cauchy-Riemann equations cannot be applied, (iii) Split-
complex algorithms do not account for a “fully” complex nature of signal and such 
algorithms therefore underperform in application where complex signals exhibit 
strong component correlation, (iv) These algorithms do not have a generic form of 
their real-valued counterparts, and hence their signal flow graphs are fundamentally 
different. A complex-valued RTRL algorithm is proposed by Goh et al. [7], referred 
as fully complex real time recurrent learning (FCRTRL). In their work the weight 
updating is described as: 
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4 Genetic Algorithm Based Prediction 

GAs are randomized search algorithms based on the mechanics of natural selection 
and genetics. They implement survival of the fittest among the string structures. The 
behavior of genetic algorithm can be subtle, but their basic construction and execution 
cycle is straight forward. GA is an iterative procedure maintaining a population struc-
ture that are candidate solutions to specific domain challenges. During each genera-
tion, the structures in the current population are rated for their effectiveness as domain 
solutions. On the basis of these evaluations, a new population of candidate solution is 
formed using specific genetic operators such as reproduction, crossover and mutation 
[14]. The numbers of weights are 104 in our RNN structure. Hence we consider a 
chromosome of 104 genes length. The crossover and mutation operation is shown in 
Fig.3. Each chromosome consists of two strings, one having real parts of the weights 
and the other string contains the imaginary parts of the weights. The crossover points 
of the real and imaginary strings of a chromosome are chosen randomly for a better 
exploration of the search space. The real and imaginary values are normalized values 
between (0, 1).  Our aim is to minimize the average error function at the output of the 
RNN, i.e., 
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(13) 

Here wn is the weights of the RNN constituting the elements of the chromosome, xn is 
the input to the network, and yn is the desired output.  
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Hence, the fitness function considered as  

)()()()( kkkkf nnn yxw −=   (14) 

Algorithm 

• Step1: Choose N number chromosomes, containing the weights of RNN ran-
domly as initial population. 

• Step2: Calculated the fitness of all the chromosomes. In our algorithm the 
fitness functions chosen as the error function given as )()()()( kkkkf nnn yxw −= . 

• Step3: Randomly choose two chromosomes with a probability Pc for mating 
through the genetic operator crossover (exchange of genetic material be-
tween two selected candidates) to give offsprings. Also secondary operator 
mutation is applied to both the offsprings with a probability Pm. 

• step4: Calculate the fitness of parents and the children; include the two high-
est fit chromosomes among these four into the next generation. 

• step5: Repeat step 3 and 4 for a fixed number of generations till convergence 
criteria satisfied. 

• step6: Use the converged solution as the optimal weight for the channel pre-
diction. 

 

Fig. 3. (a) Crossover operation (b) Mutation operation for the real part of the chromosome 

5 Simulation and Result 

The simulation work is carried out using MATLAB 7.0 in Window XP platform with 
core2duo processor, 2Gb RAM, and 2Mb L2 cache. The parameters consider for GA 
are number of population N=100, the crossover rate Pc=0.8, mutation probability 
Pm=0.001 and the number of iteration 1000. Initially the gene of a single chromosome 
is assigned with a random value in the range + 0.707. 

We considered RNN-SCRTRL and RNN-FCRTRL convergence rate and predic-
tion results to compare with our proposed RNN-GA based approach. The comparison 
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of convergence rates are shown in Fig.4(a), which shows the iterations vs mean-
square error. We observed from Fig.4(a) that for RNN-SCRTRL and RNN-FCRTRL 
have unstable convergence to local solution around 800 and 400 iterations respective-
ly, where as GA based weight optimization converged with a faster rate and constant 
from 600 to 1000 iterations. The GA based error converged to approximately 0dB 
where as RNN-SCRTRL and RNN-FCRTRL converged to nearly 0.234dB. 

We used the optimum weights for predict the channel. The channel model consi-
dered in our work is  

                    ( )











+×= iYXLCSI

2

1                                                   (15) 

Where L is correlation coefficient obtained from coloring matrix, X and Y are norma-
lized random variables. From these set we used 25 numbers of state sets for training 
of the RNN and the used optimum weights for prediction of 100 state sets. 
Fig.5(a),(b), and (c) show channel coefficients (absolute value) prediction using 
SCRTRL, FCRTRL, and our proposed GA based RNN predictor respectively. From 
these results we observed that GA based RNN predictor predicts more accurately that 
the SCRTRL and FCRTRL based RNN prediction. To validate the results we used the 
predicted CSI information to calculate the bit error rate (BER). Fig.4(b) shows the 
comparison of theoretical BER, if the channel is known at the receiver, the channel 
predicted at receiver for RNN-SCRTRL, RNN-FCRTRL, and our proposed GA based 
predictor. We observed from Fig.4(b) that our proposed RNN-GA based approach 
 

 
             (a)    (b) 

Fig. 4. (a) Learning curves for SCRTRL, FCRTRL and GA; (b) Comparison between the BER in 
Rayleigh fading MIMO channel prediction using SCRTRL, FCRTRL, and Genetic Algorithm 

 
(a)      (b)     (c) 

Fig. 5. Predicted CSI (absolute value) using (a) RNN-SCRTRL, (b) RNN-FCRTRL,  
(c) Proposed RNN-GA 
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BER is very closer to the theoretical and if the channel known at the receiver case. 
Whereas the RNN-SCRTRL and RNN-FCRTRL produces a much high BER than 
theoretical and our proposed RNN-GA based prediction approach. 

6 Conclusion 

CSI prediction at the receiver is an important problem for decrease the BER and in-
crease the bandwidth in a MIMO channel. In this paper we assumed the MIMO chan-
nel as a Rayleigh fading channel whose channel matrix coefficients are complex in 
nature. Hence we used the RNN structure with SCRTRL and FCRTRL for the predic-
tion of the CSI. We found that the SCRTRL and FCRTRL based learning algorithms 
failed to produce the optimum weight for the prediction of CSI. This is due to the 
loosing of the gradient during the optimization. Genetic algorithm is a soft-computing 
based optimization random search approach, which almost always produces a global 
solution by avoiding the local optimum points. Hence it motivated us to use GA for 
optimizing the weights; we observed that the convergence rate and BER outperforms 
the RNN-SCRTRL and RNN-FCRTRL. Our proposed method takes a longer time for 
each iteration than RNN-SCRTRL and RNN-FCRTRL. The differential GA may be 
the next solution to reduce the time complexity. 
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Abstract. In recent years, sun tracking systems are being increasingly 
developed to improve the efficiency of PV panels. Due to problems of tracking 
methods which uses optical sensors, new methods with less practical problems 
are developing day by day. In this article, we suggest a new method to reduce 
the problems which exist with sun tracking. In this method, instead of using 
optical sensor, an adaptive algorithm is used, where recursive equations are 
employed to calculate Azimuth and Elevation angles of sun. We applied this 
method on a two-axis sun tracker system with fixed panel on 45° system. Then 
calculate the efficiency of PV panels. Finally, by comparing the Results of this 
method with respect to method of optical sensors, it has been shown that the 
efficiency of this method is higher than methods which used optical sensors. 

Keywords: adaptive algorithm, optical sensor, two-axis sun tracker, azimuth 
angle, elevation angle. 

1 Introduction  

Nowadays, optimizing PV panel's efficiency by sun trackers is taken for account 
severally. In order to achieve these purposes, a lot of methods are presented such as 
one axis or two axis sun trackers [1], [2]. Moreover, controlling systems are 
considered to control and command motors. For instance, PLC controllers, AVR 
controllers or ARM controllers are the popular types of such control systems [2], [3]. 
In this method, incident data is received by an optical sensor like LDR, then tracking 
done according to achieving data. We encounter some systematic problems because 
sensor's characteristics such as sensitivity or repeatability change with time; hence, 
incident ray's data is not confident. In [3] is used from four optical sensors for 
receiving incident data.  

In presented method, instead of optical sensors, we apply an adaptive algorithm to 
calculate Azimuth and Elevation angles. It is noteworthy that calculations are done in 
a central processor (AVR microcontroller) and its results command to motor. 

It should be mentioned that presented tracker is of two axis type, and it can 
regulate solar panel in horizontal and vertical directions. In this system, at first, solar 
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Beside, is obtained from: 

 ( )I* θb nH H Acos=  (4) 

Substituting (4) in (3) we obtained: 

 ( ) ( )( ) ( )I s s* θ * *cos 90 α * *sin αn nP H Acos A H Aθ θ= − + = +  (5) 

It should be mentioned that recursive equation, which is applied to regulation of  
, is partial derivation of panel output power, according to following equation: 

 ( ) ( ) ( ) ( )
( )s s

s

k 1 μ *
k

P k
k kθ θ

θ
∂

+ = +
∂

 (6) 

Where, k is iteration index and μ  is step size. 
We name α by  γ. Since we want to control α by change in , one can 

conclude in order to control α,  γ can also be changed. Hence, Eq. 6 can be rewrite as 
follows: 

 ( ) ( ) ( ) ( )
( )k 1 μ *γ γ kγ

P k
k kθ θ

θ
∂

+ = +
∂

 (7) 

By calculating Taylor's series of output power with respect to γ and combination 
with the Eq. 5, another equation is obtained: 

 ( ) ( ) ( )
γ

γ γ
μ

* *cos
k 1

2* * *sin
n

n

H A
k

H A

θ
θ θ

θ
+ = −  (8) 

We simply have from Eq. 5: 

 2 2 2
γ* *cos( )n nH A H A Pθ = −  (9) 

By substituting Eq.9 in Eq.8 we have: 

 ( ) ( ) ( ) ( )
( )

2 2

s s

1
k 1  

2* 

P k P k
k

P k
θ θ

+ −
+ = −  (10) 

In order to calculate 1  per every iteration of , we use following equation: 

 ( ) ( ) ( )( ) ( )P k 1 P 1 *( ( 1)sgn P k P k P k P k + = + − − − −   (11) 

By considering Eq. 10 we find that: 

 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

        

         

  1 1 2*  1

 1 1 1                        

if P k P k P k P k P k

if P k P k P k P k

 > −  + = − −

 < −  + = −

 (12) 

These recursive Eq. 10, 11 to be continued until 1 . At this last 
iteration, k 1  is an angle which is applied to motor where moves panel in 
vertical direction. 
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By focusing on Eq. 10, a
microcontroller and run sy
during reducing output pow

Moreover, this practical 
of MATLAB code in follow

2.1 Program Code of S

p=4;                                
pp=0;                              
teta=pi/2;                        
for i=1:100     
   pf=p+((sign(p-pp))*(p-
   pu=sqrt((pf^2)-(p^2)); 
   pd=pu/(2*p);               
   tetaf=teta-pd;               
   pp=p;                           
   teta=tetaf;                    
   p=-4.5*(tetaf^2-2.094*
end 
 

In order to accurate simul
which simulates received ef
be used. 

We define such function

 P

Fig. 2 shows the curve o
is obtained from default PV

In this code "p" is the 
previous search. "pf" is the
angle in the last search and 

aptive Algorithm for Two-Axis Sun Tracker without Sensor 

an important problem is found. If we use Eq. 10 and 1
ystem at 90°, panel would rotate, yet it cannot turn b
wer; therefore, system cannot be regulated. 

problem can be derived from Eq. 10 According to m.
wing section. 

Simulation 

     % line 1 
      % line 2 
       % line 3 

-pp));           % line 4 
               % line 5 
           % line 6 
         % line 7 
      % line 8 
       % line 9 

*tetaf)+40;      % line 10 

lation of sun tracker by suggested algorithm, a functi
fficiency in any angle and in a particular tracking time, 

 as follows: 
2( 4.5)( (2.094* )) 40P tetaf tetaf= − − +  (

of Eq. 13 Where angle (radian) versus output power, wh
V panel with maximum output power of 45 watts is plott

 

Fig. 2. Curve of default equation 

measured power at the last search, while "pp" is that
e derived power from default equation, "teta" is the syst

"tetaf" is the angle that system must move to there. 
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Table 1. Explanation of above code 

Line 1,2,3 Initializing of parameters 
"pp" it can be either percentage of measured power or zero for 
simulation. 
"p" first measured power after start. We assumed that it be 4. 

Line 4 P (k+1) be calculated. 
Line 5,6,7 k 1  is calculated by these equations, which is "tetaf" here. 
Line 8,9 After calculating of k 1  and new power, system rotate toward 

next point and powers and angles is replaced. 
Line 10 Measured power by sensor is simulated by this equation. 

Table 2 shows the obtained results in term of iterations, i. it is apparent that by 
more and more increasing in iterations, calculated powers is not only severally lost 
but also in terms of 10 iterations, power and angle will be a complex number. 

Table 2. Results of simulation for power and angle by using Eq. 10 

Number of Iterations(i)  Power from Eq.10 Angle(tetaf) 
 1  44.4059 0.7048 

2 38.9212 -0.1088 
4 32.7314 -0.5997 
8 7.5578 -1.8349 

10 Complex number Complex number 

Results of Table.1 are obtained by use from Eq. 10. Now, by reforming Eq. 10 by 
Eq. 14 in terms of iteration, i, we obtain results that are shown in Table.3 

Table 3. Results of simulation for power and angle by using Eq. 14 

Number of Iterations(i) Power from Eq.14 Angle(tetaf) 
1 44.4059 0.7048 
2 38.9212 -0.1088 
4 39.8947 -0.0111 
8 40.0904 0.0096 

10 40.1072 0.0114 

 ( ) ( ) ( ) ( )( ) ( ) ( )
( )

2 2

s s

1
k 1 1 * 

2* 

P k P k
k sign P k P k

P k
θ θ

+ −
 + = − − −   (14) 

Due to horizontal moving of panel that should cover left-right sides; it should be 
able to cover 180°. Hence, in order to providing horizontal moving of panel, equation 
10 has to reform as follows: 

( ) ( ) ( ) ( )( ) ( ) ( )
( )

2 2

s s

1
k 1 2*( 1 * )

2* 

P k P k
k sign P k P k

P k
θ θ

+ −
 + = − − − 

      

  (15) 
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In order to obtain a cor
according to angle for both 

3   Practical Results 

In practice, we used Eq. 1
vertical motor and used Eq
tested on an electronic boa
microcontroller (atmega 32
and also we use a BUCK-B

Electrical characteristics

Tab

Name 
Maximum power 
Open circuit voltage 
Optimum operation volta
Short circuit current 
Open operation current 

Fig. 3 shows a flowchart

Fi

aptive Algorithm for Two-Axis Sun Tracker without Sensor 

rrect performance of tracker, system should be calibra
vertical and horizontal movement. 

1 and Eq. 14 for calculate elevation angle and applied
q. 11 and Eq. 15 for horizontal motor. This algorithm
ard, which is shown in Fig.4.a. Board includes a cen
2), a LCD monitor, two drivers (L298) to operate mot

BOOST converter to save energy on battery. 
 of solar panel are shown in table 4. 

ble 4. Characteristics of used solar panel 

Polycrystalline solar module, SP10-12P 
10 W 
21-24 V 
18 V age 
0.61 A 
0.56 A 

t which demonstrates how the presented system works. 

 

ig. 3. Flowchart of system's operation  

 

35 

ated 

d to 
m is 
ntral 
tors 



36 A. Parvaresh, S.M.A

We show a photograph o
Fig. 5 shows a curve in

power of system with opt
vertical axis. 

Fig. 6 shows a graph wh
axis system and fixed system

Fig. 7 shows a graph w
optical sensor and adaptive 

a 

Fig. 4. a) Electronic b

Fig. 5. Output power vs. hour
optical sensor 

Fig. 6. Output power vs. hour
adaptive algorithm 
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of sun tracker which is used in this research in Fig.4.b. 
n which hours of a day set on horizontal axis and out
tical sensor and also fixed system  in 45 degree, set

here hours of a day versus output power of adaptive tw
m in 45 degree. 

where hours of a day versus optput power of system w
two-axis system. 

 
b 

oard, used to test, b) Photograph of presented sun tracker 

 

rs of a day for fixed panel at 45 degree and two-axis tracker w

 

rs of a day for fixed panel at 45 degree and two-axis tracker w

10 12 14 16 18 20
hours of a day

 

fixed panel at 45 degree

two-axis tracker with optical sensor

10 12 14 16 18 20
hours of a day

 

fixed panel at 45 degree

two-axis tracker with adoptive algurithm

tput 
t on 

wo-

with 

with 

with 



 A New Adaptive Algorithm for Two-Axis Sun Tracker without Sensor 37 

 

Fig. 7. Output power vs. hours of a day for tracker with optical sensor and two-axis tracker 
with optical sensor 

4   Conclusion 

In this article to track sun, an adaptive algorithm is suggested, which is applied on 
two-axis tracker. We compared the mentioned algorithm outputs with a system which 
works with optical sensor (LDR). Output results show that efficiency of PV panel in 
adaptive algorithm is more. Moreover, adaptive algorithm dose not involved practical 
problems, as we mentioned in introduction, of optical sensors.  
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Abstract. Industrial palnts are always exposed to environmenal changes and 
different disturbances. So producing a controller that can adapt with 
environmental changes and disturbances is an important issue. The weight belt 
feeder used in this research is a typical process feeder that is designed to 
transport solid materials into a manufacturing process at a constant feedrate and 
this feedrate should be controlled by a controller. A method to produce a 
controller with the ability to adapt with environmental changes is design and 
implementation of an indirect self-tuning regulator. At the end we can conclude 
that using this controller with an advanced heuristic algorithm based on 
bacterial foraging makes the performace of the system better. 

Keywords: Adaptive Control, Indirect Self-Tuning Regulator, Weight belt 
feeder, bacterial foraging. 

1 Introduction 

Industrial palnts are always exposed to environmenal changes and different 
disturbances. Here we need to enter environmental changes into the control system. 
The weight belt feeder used in this research is a typical process feeder that is designed 
to transport solid materials into a manufacturing process at a constant feedrate and 
this feedrate should be controlled by a controller. In this paper first we used a self-
tuning regulator. The plant is very sensitive to the initial values of θ and the matrix P. 
By changing the initial values and observing the response, we chose the best choice 
for the initial values. Then by using an advanced heuristic algorithm based on 
bacterial foraging we calculated the initial values. By comparing the responses it was 
clear that using this controller with the so called algorithm for its tuning makes the 
performance of the system becomes better. 

2 Weight Belt Feeder System Specifications 

The weight belt feeder used in this research is produced by Merrick industrial and 
typically is used for food, chemical or plastic manufacturing process. However 
because of changes in environmental conditions and materials it is better to use a self 
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tuning regulator that can change parameters with changes in conditions. However the 
self-tuning controller is considered in many cases because it is flexible, easy to 
understand and easy to implement with microprocessors. In this research, all of the 
experiments were conducted under a constant belt load. Thus, only control of the belt 
speed is considered. To control the feedrate, the feeder has a shuntwound dc motor 
and a silicon controlled rectifier (SCR) motor controller combination. The belt speed 
and hence the overall system feedrate is controlled by varying the rotational rate of 
the motor. 

2.1 Proposed Self-Tuning Controller 

The order of the dynamic model of the weigh belt feeder must be determined to use 
pole placement design. A simple model is preferred to reduce the on-line parameter 
estimation effort. First-order system can reasonably approximate the observed step 
responses. Then, θ a  , b Tis the parameter vector to be estimated. By using the 
STR method we use a recursive estimation method (RLS) to estimate real-time 
parameters. For simplicity, the reference model was chosen as the first-order model: H q                                                                (1) 

 In particular the continuous-time reference model was chosen as: H s 10.03s 1                                                            2  

Corresponding to a time constant of 0.03 sec which is a fast response for the weigh 
belt feeder. By discretizing this model at a sample period T=0.01s, the discretized 
model is  H q 0.2835q 0.7165                                                        3  

Based on the MDPP algorithm for the case in which all process zeros are canceled, 
we get the diophantine equation: AR BS AC                                                              4  q a r b s q a                                            5  

 Hence the control law becomes u TR  r SR  y bb r a ab y                                      6  

Choosing proper initial values before imlementing the so called algorithm is a very 
important issue. Because of nonlinear behavior of the system these initial values are 
different for different setpoints. By changing the initial values and observing the 
response, the best choice for initial values can be chosen. One method to choose 
proper initial values of  θ is to use an advanced heuristic algorithm based on bacterial 
foraging. It is observed that using this controller with the proposed heuristic algorithm 
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for its tuning makes the system performance better. P matrix initial values are 
considered as P 0.00012 I  in all set points. These choices were made to achieve 
transient responses with fast rise times and small overshoot and to avoid motor 
saturation.  

3 Bacterial Foraging Optimization Algorithm 

The original BFOA that was proposed by K.M.Passino includes three major 
operations: Chemotaxis, Reproduction and Elimination-dispersal. [11-12] 

3.1 Chemotaxis 

The behavior of the bacteria toward the nutrient sources is interpreted as chemotaxis. 
An E.coli bacterium moves in two different ways: tumble and swim. Tumble is a unit 
walk in a random direction and always continues by another tumble or a swim. If 
random direction results in a better position, it will be followed by a swim, else 
another tumble will be taken. In fact swim is a unit walk in a previous random 
direction. In each tumble unit walk position of bacterium is updated based on (7): 

θ j 1, k, l θ j, k, l c i φ i                                     7  

Where i is the index of bacterium and ),,( lkjiθ  is the position of ith bacterium in 
the jth step of chemotaxis and kth stage of reproduction and lth stage of elimination-
dispersal. C is the step size of chemotaxis operation. The cost function of the ith 

bacterium is determined based on its position and is represented with ),,,( lkjiJ  . minJ  

represents the minimum fitness value. In the swim stage if at ),,1( lkji +θ  the cost 

function becomes better than ),,( lkjiθ  then another step will be taken in a same 
direction. This sequence will continue until Ns steps are taken in swim. [11-12] 

3.2 Reproduction 

The basic idea of this operation is that nature tends to eliminate animals with poor 
foraging strategies and keep those which have better ones. Half of the population 
which has the worse cost function is eliminated. Each of the remained ones which 
have a better fitness is reproduced to two children bacteria to keep the population size. 

3.3 Elimination and Dispersal 

To increase the ability of bacteria for global searching and to prevent them from 
involving in local optimums, randomly some of the bacteria are eliminated and some 
of them are dispersed.[ 11-12] 
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4 Simulation 

In this system we used an indirect self-tuning regulator explained in the previous 
sections and we used bacterial foraging optimization algorithm to choose initial 
values of estimation parameters. Ofcourse without using this algorithm and by trial 
and error we can achieve initial values which provide proper response, too but by 
using bacterial foraging algorithm we can achieve better responses. In figure 2 we can 
compare the response to the unit step,unit pulse with and without using bacterial 
foraging algorithm. 
 
 

 
a b 

Fig. 1. a. The unit step response without 
using bacterial foraging algorithm 

Fig. 1. b. The unit step response with using 
bacterial foraging algorithm 

 

 
a b 

Fig. 2. a. The unit pulse response without using 
bacterial foraging algorithm 

Fig. 2. b. The unit pulse response with using 
bacterial foraging algorithm  

As we see by using the bacterial foraging algorithm the overshoot and the steady 
state error have decreased and the response speed has become better. 
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In the table bellow the specificathions of the system response in two cases are 
compared. 

Table 1. Specificathions of the system response 

 Overshoot Settling time Steady state error 
 Without 

algorithm 
With 

algorithm 
Without 

algorithm 
With 

algorithm 
Without 

algorithm 
With 

algorithm 
Unit 
step 
input  

38% 18% 12 7.5 2% 0 

Unit 
pulse 
input  

35% 25% 10 8 0 0 

5 Conclusion 

By considering the results of the researching self-tuning regulators have good 
performancefor control of the weight belt feeder. The system is very sensitive to 
parameters initial values. One method to achieve proper initial values is trial and 
error. This method may give good results but is not a reliable method and cannot 
guarantee the optimal performance.Anader method for initial values estimation is 
bacterial foraging algorithm.As it is shown in the researches, using this mothod makes 
the performance of the self-tuning regulator and whole system better. 
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Abstract. This work presents a novel approach to  extend the operational range 
of linear controllers  designed  for nonlinear systems using its linearized model. 
The higher order terms assumed to be negligible in linearization are estimated 
using Extended State Observer and compensated by augmenting the linear 
controller. Extended State Observer is an integrated state and disturbance 
estimator. Illustrative example of a planar pendulum is presented to demonstrate 
the efficacy of the approach. 

Keywords: Linearization, Extended State Observer, Robust control. 

1 Introduction 

Controllers for nonlinear systems are often designed by linearizing the dynamics. In 
general, the dynamics is linearized about certain operating/equilibrium points and then 
using the linearized model, controllers are designed by employing well known linear 
control techniques. The success of the resulting controller hinges on the assumption that 
the controlled system operates close to the operating point so that the higher order terms 
(HOTs) arising in Taylor series expansion in the process of linearization are negligible. 
When such is not the case, i.e., if the system happens to operate significantly far from 
the operating point, the performance of the controller may degrade as the HOTS may 
not be negligible. For systems, where the operating conditions are likely to deviate 
significantly, gain scheduling is normally employed to address the issue. However, even 
in this case, some degradation in performance is expected as the system never operates 
at the operating point for which the gains are scheduled. 

One approach to address the issue is to employ disturbance rejection control 
approach by considering the effect of HOTs as a disturbance. In ref [1], Neural 
Network based estimation of these effects has been presented and linear controller is 
augmented to compensate the same. Similarly, in ref [2] a robust trajectory following 
controller for autonomous underwater vehicle is presented by using similar approach.  

Following this line of thinking, this work treats the effect of HOTs as a disturbance 
acting on the system. The disturbance is estimated by using Extended State Observer 
(ESO) and used to compensate the effects of HOTs by augmenting the linear controller 
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designed using the linearized model. In effect, the operating range of the linear 
controller is increased by recovering the controller performance in off-nominal 
operating conditions. The concept is illustrated by considering a problem of control of 
pendulum. The remaining paper is organized as follows. The pendulum model used to 
illustrate the concept is introduced in Section 2. In Section 3, a brief introduction to 
ESO theory is presented. The ESO based control is presented in Section 4 and 
simulations and results are presented in Section 5. Lastly, section 6 concludes the work. 

2 Pendulum Model 

To illustrate the new concept presented in this work, we consider a problem of 
controlling a planar pendulum wherein the objective is to force the pendulum to track 
a desired angular position history. The model considers a spherical mass connected 
through a string at pivot. The string is considered as mass less. A motor provided at 
pivot generates torque which acts as the input to the system. The example is chosen 
because the mathematical model provides an analytical expression for the HOTs in 
linearization. The equations of motion of the planar pendulum after taking the 
moments about the pivot are given by 

                                        Tbmglml +−−= θθθ  )sin(2
                              (1)  

Where  m =  0.1 kg is the mass of bob, g = 9.81 m/s 2  is the acceleration due to 
gravity, l = 1 m is the length of the string, b = 0 is the friction co-efficient, T (Nm)  is 
the input torque and θ (rad), θ (rad/s) are the angular position and velocity 

respectively of the string. Defining the states as  θθ == 21 , xx   and control input 

u = T and by considering the operating point as (0,0) and following the linearization 
procedure in OGATA [3], the linearized dynamics is obtained as  

                                        21 xx =  

                                     HOTsu
ml

x
ml

b
x

l

g
x ++−−=

22212

1
                      (2)                                              

Where it is easy to verify that the HOTs are given by )sin( 11 xx
l

g
HOT −= . 

When the system operates close to the operating point, the HOTs are negligible and 
hence are neglected in designing of controllers. Following this, a pole placement 
controller is designed as  

                 





 −+−+++= )()(

1
0

.

1221
0

θθθθθ rrr KKx
ml

b
x

l

g

b
u            (3)                        

Where 
20

1

ml
b =  and rθ  is the reference position. Substitution of (3) in (2) 

results into tracking error dynamics as HOTeKeKe =++ 01  where θθ −= re is 

the tracking error. When angle θ  is small, the HOTs are negligible achieving 
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asymptotic tracking of the reference trajectory. However when θ  is large, the HOTs 
may not be negligible and thus the tracking performance will degrade. In this work, 
the HOTs are estimated by using ESO and are compensated by augmenting the 
controller (3) as described in the next section. 

3 Extended State Observer 

In literature, one can find various methods employed for design of robust control 
systems based on uncertainty and disturbance estimation and cancellation. The Time 
Delay Control [4], the Uncertainty and Disturbance Estimation technique [5] and the 
Disturbance Observer approach [6] are some such techniques to mention. The 
Extended State Observer [7] employed in this work is one such techniques that can be 
used to estimate the uncertainty and disturbances acting on the system. The ESO also 
provides estimate of system state apart from the uncertainty. Several diverse 
applications of ESO in designing robust controllers have been reported in literature 
[8], [9], [10], [11]. A brief introduction to the theory of ESO is presented here for the 
sake of ready reference and completeness. 

For simplicity, consider a 2nd order, single input-single output nonlinear 
dynamical system described by 

                                               buwyyay += ),,(                                            (4) 

Where a(.) represents the dynamics of the plant and the disturbance, w(t) is an 
unknown disturbance, u is the control signal, and y is the measured output. Let 

aaa Δ+= (.)(.) 0
and bbb Δ+= (.)0

 where (.)0a  and 
0b  are the best available 

estimates of a and b respectively and aΔ  and bΔ  are their associated uncertainties. 
Defining the uncertainty to be estimated as d = aΔ  + bΔ u + w and designating it as 

an additional state, 3x , the dynamics given by (4) is re-written in a state-space form as 

                          21 xx =  

      ubaxx 0032 ++=  

 hx =3   

  1xy =                                                              (5) 

Where h is the rate of change of the uncertainty, i.e., h = d and is assumed to be 
unknown but bounded function. By making, d, a state, however, it is now possible to 
estimate it by using a state estimator. To this end, consider an observer of the form 

         1121 ˆˆ oexx β+=  

        ubaexx o 001232 ˆˆ +++= β  

        133ˆ oex β=  

          1ˆˆ xy =                                                                      (6) 
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Where 1111 ˆˆ xxxyeo −=−= and 3x̂ is the estimate of the uncertainty, d. The 

quantities iβ are the observer gains which need to chosen to ensure that the observer  

error dynamics is stable. The observer (6) is known as linear ESO and is employed in 
this work for the estimation of the HOTs. 

4 ESO Based Controller 

Following the procedure stated in earlier section, an ESO is designed for the 
dynamics (2) by considering the HOTs alone as the uncertainty, d. Using the 
estimated HOTs, the control law (3) is augmented as 

              





 −−+−+++= 31021221

0

ˆ)ˆ()ˆ(ˆˆ
1

xxKxKx
ml

b
x

l

g

b
u rrr θθθ       (7) 

It can be easily verified that if 3x̂ ≈  HOTs, the controller (7) offers asymptotic 

tracking of the reference trajectory. 

5 Simulation Results 

Simulations are carried out by applying the linear controller (3) and the augmented 

ESO controller (7) to the nonlinear plant (1). The controller gains 1K and 0K  are 

chosen to achieve settling time of 1 sec and damping of 0.9. The observer poles are  

                    

  
Fig. 1. Performance of ESO augmented controller 
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placed to ensure that its time constant is 1/3rd that of controller. The reference 
trajectory to be tracked is taken as sin(0.25t) 90=rθ and it may be noted that as the 

magnitude of 
rθ  is large, the HOTs are not negligible. The results are as shown in 

Fig.1 wherein LC denotes linear control whereas ESO denotes ESO augmented linear 
control. From the results, it can be clearly seen that the performance of the linear 
controller is restored when it is augmented by ESO estimated uncertainty. 

6 Conclusion 

This paper presents an ESO based control law to compensate the effects of HOTs 
arising in linearization when the system operates away from the equilibrium point. 
The higher order terms are estimated by ESO and this estimate is used in control to 
negate their effect. Simulations demonstrate the effectiveness of the controller and 
indicate the ability of ESO in estimation of higher order terms enabling enhancement 
of the operating range of controller designed for the linearized model. 
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Abstract. A simple form of a window function with application to FIR filter 
design is implemented two parts, that is using polynomial functions with grade 
two and three and computational complexity becomes unavoidable. The 
spectral characteristic of proposed window is studied in details, and its 
performance is compared with traditional windows such as Kaiser Window.  
This is performed in ripple ratio and sidelobe roll-off ratio for the same window 
length and normalized mainlobe width. Simulation results show that proposed 
window presents better ripple ratio for the both narrower and wider mainlobe 
width and larger sidelobe roll-off ratio, The new window is almost quasi equi-
ripple. The other advantages for our window are ability to use in various 
applications by changing two parameters  this window can change it’s time 
frame and spectrum and want smaller window length compared with other 
windows.   

Keywords: window functions, Filter Complexity, Spectral efficiency, Ripple 
Ratio. 

1 Introduction 

This Window functions are widely used in digital signal processing for many various 
applications  such as digital filter design and speech processing [1-2]. As observed in 
literature on windows they are mostly as suboptimal solutions, and the best window is 
depending on the appropriate applications design an ideal FIR filter impulse response 
following equations and multiplication of them:  

hd[n] is an ideal filter impulse response, w[n] is the desired window and M=N+1 is 
the window length.  

                                                                   0  0                                                                               (1) 



 Analysis of Novel Window Based on the Polynomial Functions 51 

For different applications, a particular window has to be designed and is introduced to 
the DSP systems. Two desirable specifications for a window function are smaller 
main lobe width and good side lobe rejection (smaller ripple ratio) [3-5]. Special 
windows are used in spectral analysis to reduce the effect of spectral leakage. 
Windows with low side lobe amplitude are necessary for the detection of small 
signals when highly dynamic spectra are concerned. However, as we know, these two 
requirements are contradictory, this can be realized by a given window length and that 
window with a narrow main lobe has a poor side lobe rejection and vice versa. 
Sidelobe roll-off ratio is another spectral parameter and it is important for many 
applications, like for beam forming applications [6]. Various shapes of window 
functions have been introduced which have different characteristics; such as: Kaiser 
and Tukey windows [7-10]. For an equal length of M=N+1, the first three windows 
have approximately the same main lobe width. The Kaiser window is tunable function 
and offers the property that its main lobe width and side lobe peaks, in a trade-off, can 
be customized. The Kaiser window has the disadvantage of higher computational 
complexity due to the use of Bessel functions in the calculation of the window 
coefficients. There has been great interest into the design of new windows to meet the 
desired specification for different applications [11-13]. In this paper, a new window 
based on the polynomial function is proposed to provide higher sidelobe roll-off ratio 
than traditional windows, to be useful for some applications. 

1.1 Proposed Window 

As described earlier, a function with two parts are utilized, the proposed window time 
frame is divided into two Parts to provide high flexibility. Using polynomial function 
with grade two and three will provide a lower computational complexity than any 
introduced window. The Proposed window has the following shape: 
 

  w n  β n α N             ,    | |     N n γ           ,     0 | |                                              (2)       

 
where N is number of window coefficient, R is division coefficient for dividing time 
frame, α is a coefficient that is used for determine the starting point in window these 
two parameters can be achieve by equaling the derivation of two parts and own two 
parts of window function. β and γ are two coefficient that is used for connecting two 
parts of time frame and make them equal with the same line slope in connecting  
point. These two parameters β, γ could calculate by these equations: 

 

        0.85 /4 0.07 /4 0.035                                 (3)   
 

  0.05 0.046                                                    (4)  
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                                                          (5)          

  N R                                    (6) 

In the proposed method, as small changes in time frame can produce a big alternation 
in  frequency spectrum . Based on following given below, by changing two 
parameters of this window α and R , mainlobe  width ,shape of sidelobes  and 
sidelobe ratio will change. α can be displaced sidelobe ratio And by R that is N/4 in  
parzen window with the static structure allocation period and having a constant 
change in the frequency spectrum, but in this window can be dynamic changed. These 
changes create a lot of frequency spectrum changes. By these two parameters can 
create the desired frequency spectrum for the proper application. 

1.2 Performance Analysis 

In this section, we compare the performance of the proposed window with several 
commonly used windows. 

1.2.1   Kaiser Window. The Kaiser Window has the Following Shape: .     ,        0               0                 ,                                               (7) 

Where β is the tuning parameter of the window to obtain the desired “main lobe width 
– side lobe peak” tradeoff, and I0(.) is the zero order modified Bessel function of the 
first kind. From Fig. 1.a, it is observed that for β=3.55, the two windows have the 
same window length and mainlobe width The simulation result given in table 1 shows 
that the proposed window provides a better ripple ratio than Kaiser window. If we 
want to increase β to 5.1 for the same N; while the proposed window gives less 
mainlobe width the proposed window has worse side lobe peak as can be seen from 
Fig. 1.b 

Table 1. Data For The Comparisons Between The Proposed And Kaiser Windows 

Window N wR S R 

Proposed 50 0.135 19 -30 

Kaiser 50 0.135 21.3 -27.7 

Proposed 50 0.147 16.3 -36.2 

Kaiser 50 0.157 22.2 -38.1 
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3 Conclusion  

In this paper, a novel efficient window is proposed based on the polynomial functions 
with grade two and three. The frequency spectrums are compared with Kaiser 
Window. For the same window length, if the proposed window has the same main 
lobe like the other windows, then it offers less side lobe peak and for the case of near 
the same side lobe peak, the new window gives less main lobe width. The 
comparisons show that proposed window decrease time computation and time delay 
against Kaiser Window. This window can has less length against other windows that 
means reduction in cost and better cost effects because of lower length. By changing 
two parameters window frequency spectrum could change and can reach to results 
that is require. Finally some advantages of proposed window are using simple 
polynomial functions, few computational complexity, narrower main lobe, better cost 
effect, the ability for using in many applications. 
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Abstract. We can make a blend of cryptography and biometric to achieve a 
upcoming security tool. Using unique biometric identity of a person the keys for 
cryptosystem can be made secure. Within biometric cryptosystems the 
advantages of biometric authentication are introduced to generic cryptographic 
key management systems to enhance security.Iris is one of the proven and 
accurate means to identify person and it does not change throughout life of a 
person. This paper presents a biometric solution to cryptographic key 
management problem using iris based fuzzy vault.  

Keywords: Biocryptosystem, iris, fuzzy vault, polynomial reconstruction. 

1 Introduction 

Randomness of fuzziness is not entertained by the traditional cryptography. Biometric 
systems requires to deal with the fuzzy data, fuzziness means while encrypting or 
decrypting system should allow a key to be released using a nearer biometric feature 
extraction. A intermingle of these two techniques can produce a high level security 
system. This system can be called as a biocrypto system or Fuzzy vault [2].  

There are different ways to achieve the bio crypto system [9] 
 

1. Biometric based key release  
2. Biometric key generation  

2 Related Work 

A number of research works have been reported toward effective combination of 
biometrics with cryptography. Juels and Wattenberg [1] proposed a fuzzy 
commitment scheme to combine CRC of Polynomial and Key. Juels and Sudan [2][5] 
introduced the basic fuzzy vault scheme. Karthik Nandakumar, A.K. Jain [4][6][7] 
had worked a lot on the fingerprint based fuzzy vault.. E.S.Reddy etal [9][10] have 
worked on iris based fuzzy vault. In the system, they carry on work using iris data as 
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password.  Mrunal etal [13] had carried the work on color iris based fuzzy vault. 
Further in this paper we have implemented the work with storage criteria 
modification.   

3 Proposed Method 

Proposed method [13] that is iris based fuzzy vault involves two phases 1. Iris Feature 
extraction and 2. Fuzzy Vault construction (encoding and decoding).  

 

Fig. 1. Overall fuzzy vault encoding and decoding architecture 

Statistical feature analysis is used to extract locking and unlocking elements. Fig. 1 
depicts diagrammatic representation of overall fuzzy vault scheme.      

 

A. Iris Preprocessing 
First eye image is taken and from the eye image iris image is taken out. The output of 
this step results in storing the radius of inner and outer circles.Using canny edge 
detection iris from eye and pupil from iris is separated.  Fig 2 shows the process of 
iris preprocessing. Color histogram analysis is performed to get y, u, v features. From 
these y is omitted and u, v is used to avoid the drawbacks caused due to light effect. 
[12], [13]. 

             

 

Fig. 2. Iris preprocessing   a. Original image   b. Iris marked after result of canny edge detection 
c. Iris separated d. Pupil marked e. Iris separated from pupil f. red circles marked on iris 
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each one of these chunks determines one of the 9 coefficients of p(u) . Chaff set C is 
found by randomly assuming M points c1, c2, ….which do not overlap with u1, u2, 
….. Another set of random points d1, d2,, …., are generated , with a constraint that 
pairs (cj, dj), j=1,2,…M do not fall onto the polynomial p(u). Chaff set C is then C={ ( 

c1,d1), (c2,d2)….}.One hundred eye images (5 images of one eye of 100 users) from 
UBIRIS database are used for locking and unlocking the vaults with the following 
parameters: number of genuine points in a set G are N = 24 (generally 6 concentric 
circles are marked ,4 locking elements  from each concentric circle selected so that 
the number of candidate points will be enough for reconstruction), number of chaff 
points M = 10 times the locking units (this directly affect on the security of the system 
against attackers, The ratio of chaff points and original points is taken as 10:1 so that 
the combinations are large in giving high security.  To collect more points at the time 
of encoding/decoding the concentric circles could be marked at the lesser distance. It 
is observed that, during decoding, CRC performed with 100% accuracy: it signaled an 
error if and only if there is an error in the decoded polynomial. For evaluating the 
corresponding False Accept Rate (FAR), we tried to unlock the vaults with iris 
images that were not the mates of the templates that locked the vaults. For this small 
database, experimental FAR is 0%. For hamming distance we observed the values for 
unlocking with the mate image and non mate image. Which directely influences the 
GAR and FAR. The hamming distance threshold was kept as 0.2 and then the 
framework is matched. 

 

HD FAR GAR FRR 

0.18 2.7 92.09 7.344633 

0.19 4.4 92.65 7.344633 

0.2 6.7 93.22 6.779661 

0.21 8.379888 93.78531 6.214689 

0.22 13.40782 93.78531 6.214689 

 
Assume that an attacker who does not use genuine iris to unlock the vault; instead

he tries to separate genuine points from vault using brute-force. The vault has 264 
points (24 genuine, 240 chaff); hence there are a total of    C (264, 9) combinations 
with 9 elements. Only      C (24, 9) of these combinations will disclose the secret
(unlock the vault). So, it will take an average of C (198, 9)/C (18, 9)) ≈2.210 

evaluations for an attacker to crack the vault. From the analysis of graph above
following information shown in side table could be obtained that FAR of the system
is decreased at a satisfactory level at the cost of a little degradation in GAR. 

5 Conclusion 

Fuzzy vault is one of the most comprehensive mechanisms for secure biometric 
authentication and cryptographic key protection. We have discussed a fully automatic 
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and practical fuzzy vault system based on iris that can easily secure secrets such as 
128-b AES encryption/decryption keys. In this paper we have elaborated the fuzzy 
vault based on statistical analysis of color iris. From the ring wise statistical analysis 
of iris it becomes easy to capture locking and unlocking elements. Also it improves 
the FAR of system. However the proposed method can be used for other biometric 
also. The performance of the fuzzy vault can be further improved by using multiple 
biometric sources, such as multiple modalities (e.g., iris and face, iris and fingerprint).  
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Abstract. Relay feedback auto-tuning test is used for estimation of critical 
point i.e. ultimate gain and ultimate period for designing process control sys-
tems. An experimental technique is proposed for improved estimation of the 
critical point by conducting the relay feedback test for two different hysteresis 
bands. Simulation results show that the critical point estimation by our pro-
posed method is superior to standard relay feedback method, and very close to 
the actual one. Usefulness of the proposed method is demonstrated through 
close-loop control performance for both set-point change and load disturbance.  

1 Introduction 

The performance of most of the control systems used for process industry depends on 
its controller design and tuning. In process industries, according to [1], more than 
95% of the controllers are of PID type, because of its simplicity and ease of use [2, 3]. 
The designed controller should reject the disturbance to improve the performance of 
the process control. The most crucial phase of a successful controller design is its 
tuning. More than 60 years ago, in 1942 Ziegler and Nichols [4] proposed the ultimate 
cycling method for controller tuning. The PID controller tuning parameters are de-
pendent on two factors, ultimate gain KU and ultimate period TU. However, this itera-
tive tuning method is often difficult to apply in practice because it is time consuming, 
particularly for a process with large time constant. On the other hand, for designing 
model based controller, like internal model control (IMC), it is need to identify the 
process model, which is often based on the critical point, i.e., Ku and Tu. Therefore, 
estimation of critical point plays an important role on the performance of process 
control systems. Åström and Hägglund (1984) [5] have developed an attractive and 
simple experimental Relay feedback method to determine KU and TU.  The conven-
tional relay feedback consists of a relay of height μ in the feedback loop as shown in 
Fig.1. The loop starts to oscillate around the set-point. The maximum amplitude of the 
process response A is used to calculate the ultimate gain KU using eq (1). The period 
of the output curve is the ultimate period, TU.  

πμ AKU 4=
                                                             

 (1) 

                                                           
* Corresponding Author. 
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Fig. 1. Relay feedback system 

The relay feedback test has many positive features that led to its widespread use: i) 
Only one parameter has to be specified (relay height), ii) The time it takes to run the 
test is short, iii) The test is a closed loop, so the process is not driven away from the 
set-point. However, the precision of this technique for normal processes is not very 
accurate. Many research works on modifying the relay feedback auto tuning method 
have been reported in the literature [6-8]. In 1995 T.H. Lee et. al [6] proposed a mod-
ification rule by using a mapping function with the normal on-off relay. In the same 
year S.W. Sung et al [7] reported a modification rule by using a six step relay in place 
of the normal relay. In 1996, S.Shen et al [8] introduced saturation relay to modify the 
relay auto-tuning rule. In 1997, Q.G. Wang et. al [9] proposed a method to determine 
exact expressions for the amplitudes and periods under relay feedback test for more 
accurate identification of first-order plus dead-time dynamics. Recently, attempts 
have been made [2, 11] to improve PID auto-tuning rules. Based on the analytical 
expressions derived in [9], here, a method is proposed to improve the accuracy of 
critical point estimation by conducting relay feedback test for two different hysteresis 
bands ε1 and ε2. Simulation results revealed that the actual critical point (i.e., KU and 
TU) closely match with those obtained by our proposed method. It is also demonstrat-
ed that the PID controller tuned by proposed method exhibits better performance than 
that of standard relay feedback, in particular for disturbance rejection. The rest of the 
paper is presented in the following three sections:  

2 Proposed Technique 

A large number of practical processes can be characterized by the first order plus dead 
time model as,  
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where, k = process gain, T = time constant, L = Dead time. 
According to Q.G. Wang et al [9], for the above process model (eq 2) under the re-

lay feedback (Fig.2a), the limit cycle oscillation is symmetric and characterized by the 
amplitude A and period TU as expressed by eq (3) and eq (4) that could precisely yield 
the critical point. The unbiased relay and its response are shown in Fig.2. 
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                          (a)                         (b)  

Fig. 2. a) Unbiased Relay,     b) Oscillatory waveform under unbiased relay 

The relay test is repeated for two different hysteresis bands ε1 and ε2, and then A1, 
TU for ε1 and A2 for ε2 are recorded. First the model parameters, K, T, and KI (= e-L/T) 
are calculated by putting A = A1 for ε = ε1, and A = A2 for ε = ε2 in eq (3) and eq (4), 
i.e., 

( ) TLTL eeKA //
11 1 −− +−= εμ     and       ( ) TLTL eeKA //

22 1 −− +−= εμ . 

From the above expressions               
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and from eq (5) and eq (3) 
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Now, putting KI  and K in eq (4) 
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Next, to calculate the actual critical point, the Z-N ultimate cyclic method is con-
ducted for the First Order plus Dead time (FOPDT) systems as given in eq (2) with 
the controller gain KU in series for different values of process parameters (K, L, T) as 
shown in Table1. For the modification, loop gain KP = KU*K and 

)1(1 /TLeTemp −−=  is plotted as shown in Fig.3. Fig.3 shows a linear relationship 

between KP and Temp, so the expression for KP can be expressed 
as )1( /TL

UP eCKKK −−== , where C is the gradient of the plot, which is found to be 

1.55. Hence, the ultimate gain KU can be obtained from the following relation:    
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And the ultimate period TU can be derived from the stability condition [10]: 
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Table-1. KP for various L/T 

S.No L/T Kp 

1 0.1 16.6 
2 0.15 11.3 
3 0.2 8.59 
4 0.3 5.98 
5 0.4 4.65 
6 0.5 3.86 

7 0.6 3.38 
8 0.7 2.95 
9 0.8 2.68 

 
Fig. 3. Plot between KP and Temp 

3 Results 

To study the effectiveness of the proposed method for critical point (KU, TU) estima-
tion, seven systems with different process parameters (K, L, T) are simulated. Here, 
KU-a, TU-a, KU-R, TU-R and KU-M, TU-M represent the critical point for Z-N cyclic, stan-
dard relay feedback, and proposed methods, respectively. The results are recorded in 
Table2, which reveals that the critical point of the proposed method is very close to 
the actual one. 

Table 2. Ultimate gain and Period for proposed, actual, and relay mthods 

S.No K L T KU-R KU-a KU-M TU-R TU-a TU-M 

1 1 1 10 12.2 16.5 16.3 6.07 3.8 3.9 

2 1 3 20 8.62 11.3 11.2 15.6 11.41 11.41 
3 1 1 5 6.72 8.59 8.56 4.72 3.75 3.77 
4 1 1 4 5.56 7.03 7.05 4.42 3.65 3.60 
5 1 3 10 4.78 5.98 5.98 12.6 10.91 10.63 
6 1 2 5 3.79 4.65 4.70 7.8 7.01 6.74 
7 1 1 2 3.18 3.86 3.93 3.69 3.43 3.3 

 

Next, it is demonstrated how the accuracy of critical point estimation influences 
the control performance. Fig.4 shows performances of PID controllers due to both set-
point change and load disturbance. Table3 recorded its various performance indices. 
From Table3 and Fig.4, it is observed that the proposed method provides significantly 
improved overall performance compared to conventional relay feedback method. 
Most important point is that there is a remarkable performance improvement in the 
load disturbance, which is vital for most of the industrial processes.  
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Fig. 4. Set point and load disturbance responses 
under PID controllers 

Table 3. Performance indices for the   
proposed and standard relay methods 

 

 System: K=1,L=3, T=20 
Method Overshoot IAE ITAE 

Proposed 13.73 55.63 1180 
Relay 20.85 61.50 1490 

4   Conclusion 

 In this study, a method is proposed for improved critical point estimation through 
simple relay feedback experiment. Results proved that the critical point estimation by 
the proposed method is superior to standard relay feedback method and very close to 
the actual one.   
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Abstract. The development of technology in different domains facilitated 
organizations to collect huge amount of data for analysis purpose. Such data is 
analyzed by data mining tools to find trends, relationships and outcomes to 
enhance business activities and discover new patterns that may allow them to 
serve their customers and society in a better way. The data collected from 
various sources also consists of sensitive information. The application of data 
mining techniques on such databases may violate the privacy of an individual 
by revealing the information which is private and confidential. The threat of 
privacy due to data mining results has triggered development of many privacy-
preserving data mining techniques.. In this paper we discussed the negative side 
of randomized additive perturbation technique and proposed a framework 
SARP which protects privacy by integrating basic data modification techniques. 
The experimental results shows that better privacy protection can be achieved 
with this framework than randomized additive perturbation technique. 

Keywords:  Data mining, Privacy, Privacy preserving data mining, swapping.  

1 Introduction 

In our day to day activities  most of the data which  is regularly collected [6]and 
recorded   belongs to  bank transactions, purchases, credit card information, filling of 
loan applications, health records, insurance policies   etc. The main motivation behind 
the collection of such huge data by different government and commercial organization 
is to utilize such historical information for future decision making and increase 
companies’ profits. When powerful data mining tools are applied on such data, will 
produce not only useful and interesting patterns but also reveal the results containing 
the sensitive data available in collected data base. Thus the data mining which aims to 
efficiently discover valuable information from large databases is also sensitive to 
privacy concerns. Threat to privacy from the data mining results became the most 
challenging issue to be solved in next coming years. Suppression of private 
information to protect privacy is not an effective technique because in some situation 
the privacy can be compromised by the identifiers which are not actually very 
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sensitive but can be used to link up with other identifiers and reveal actual sensitive 
information.  PPDM is the new forthcoming research direction in data mining which 
furnish the desired data mining result and also protect the privacy of sensitive 
information in collaborative environment. Basically the privacy preserving data 
mining techniques modify the original sensitive data before releasing it to the outside 
world for the analysis purpose.  

2 Related Work 

Privacy preserving data mining techniques can be classified according to different 
protection methods. The first approach adopts data modification technique, which 
ensures the privacy by modifying the original information of a database that is 
sensitive and to be shared. The data is modified in such a way that privacy is 
protected in data mining results.  The second approach is based on Cryptographic 
methods and is developed for distributed environment where two or more parties want 
to conduct a computation based on their private inputs. The computation is performed 
in such a way that no party knows anything except its own input [8] and the results. 
Another approach called query auditing method preserves the privacy by modifying 
or restricting the results of a query. This paper explores the major drawback of 
randomized additive data modification technique. It was found that the original 
information can be approximated [1] from the perturbed data obtained from additive 
perturbation technique. The main goal of this paper is to propose a novel framework 
SARP i.e. Swapping and Rotation on Perturbed data. This framework rectifies the 
problem due to additive data modification method and also reduces the hiding failure 
to a great extent.  

3 A Brief Review of Data Modification Techniques 

The productive side of data mining is marvelous benefits the businesses, 
governments, and society enjoys. But the downside of data mining results is threat of 
privacy due to misuse of personal information [10] and violation of privacy laws. 
Confining the data mining results may instigate pessimistic impact on businesses 
profits, national security and can be obstacle in the field of medical research. This has 
led to the development of PPDM algorithms that aim to extract the data patterns 
without directly accessing the original sensitive data and ensure that the mining 
process does not get sufficient information to reconstruct the original data. In this 
section we discuss the basic data modification technique which modifies the original 
information before it is released for analysis purpose. The proposed SARP framework 
is based on additive perturbation, swapping and rotation techniques. 

3.1 Randomized Additive Perturbation 

One approach to PPDM is based on perturbing the original data, then providing the 
perturbed dataset as input to the data mining operstions. Privacy is achieved by 
distorting the identifiable values and revealing the modified version for analysis 
purpose. In randomization approach the privacy [3] of the sensitive data is protected 
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by adding small amount of noise ie. a random number derived from well known 
distribution is added to the value of a sensitive attribute. For example, if P is the 
original value of a sensitive attribute than, Pi+r will appear in the modified database, 
where r is a random value drawn from some distribution. The data modification is 
performed in such a way [7] that aggregate properties of the data can be recovered 
with sufficient precision while individual record values are distorted considerably. 
Generally the server keeps a complete and precise original database and makes a 
modified version of this database available to the public to work with.  

3.2 Data Swapping Technique 

Data swapping technique ensures confidentiality by selectively switching sensitive 
variable values between selected record pairs. Data swapping [13] limits the statistical 
disclosure of the individual data available at the record level. As all the records are 
altered to the maximum extent, it is challenging task for an intruder to recognize the 
identity of an individual in database. The most desirable property of swapping 
technique is that it is simple and can be used only on sensitive data without disturbing 
non sensitive information. In Table 1 example shows that  the original values of 
gender of record 2 are swapped with record 3 and record 2 is swapped with 4. The 
swapped data does not resemble the original data but  frequency counts are preserved. 

Table 1. Table shows an example of original database with attributes transaction id, gender, 
job, income. The last column indicated the data after performing swap operation on gender. 

 

3.3 Data Rotation Technique 

Rotation based transformation technique is another interesting data modification 
technique which protect statistical properties of the sensitive data and also meet 
privacy requirements. In this technique noise is represented [14] with angle theta. The 
transformation is applied to the selected confidential attribute values by rotation angle 
theta. .The transformation is performed by observing the rotation of a point about the 
coordinate axes, and this transformation affects the values corresponding to X and Y 
co-ordinates. The rotation technique can be applied more than once to some 
confidential attributes promising better privacy protection than perturbation 
technique. Table 2 below shows an example of modified values of income after 
applying 3 degrees of rotation. 
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Table 2.  The table below shows an example of database after the application of rotation 
technique on the attribute income 

 

4 Proposed Framework  

We discussed the major problem of additive perturbation technique in the previous 
section.  The issue was raised [11] about utility of randomized additive perturbation 
method. It is found that different techniques like random matrix-based spectral 
filtering techniques can be used to retrieve the original information from the perturbed 
dataset. The main objective of this framework called as SARP ie. swap and rotate 
operation on perturbed data is to improve the performance of additive perturbation 
technique. This framework gives fruitful results in a collaborative environment [10] 
where number of parties wants to share the data for their mutual benefit but want to 
protect the privacy of sensitive information in their database. Three components in 
this architecture are the client, data miner and data provider. The role of data provider 
and client are interchangeable in collaborative environment. Initially the client 
submits the query to the data miner related to the information he desires to obtain 
from the other parties or data owners. The data miner then cooperates with other 
parties and find the data owner who are ready to share their database. After this  
 

 

Fig. 1. Privacy Preservation by SARP architecture 
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negotiation, the data owner modifies the original sensitive information in three steps 
and put forward the transformed database to the data miner. In the first step data 
modification is performed by applying randomized additive data perturbation 
technique on sensitive information. Small amount of noise derived from Gaussian 
distribution is added to the sensitive information .The transformed dataset preserve 
the statistical properties of the dataset. In the second step the complete perturbed 
information is partitioned into two parts. Swap operation [12]is performed on the first 
half of perturbed data and rotation technique [14] is applied on other  half  of 
perturbed database. In the third step the complete modified set is supplied to data 
miner to perform various data mining operation. The novel framework which 
integrates the basic data modification techniques is shown in Fig. 1.  

4.1 Experimental Results 

In Table 3 the original freight charges are considered as sensitive data. After receiving 
query form data miner the data owner modifies the freight charges with additive 
perturbation technique.  

Table 3. Shows the results after performing perturbation on freight attribute and then swap and 
rotation on each half of the perturbed freight data 

 
 
After partitioning the perturbed records in to two sets, we applied swapping 

operation on the first set and rotation operation on the remaining second set. The 
results show that after performing randomized additive perturbation 8 records out of 
20 records are matched with original values. Whereas only 2 records of freight values 
are matched with the original 20 records after performing swap and rotate operation 
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Abstract. Weight optimization of coil in eight pole radial magnetic bearings 
(RMB) has been carried out using multi-objective genetic algorithms 
(MOGAs). The coil weight of RMB and copper loss has been selected as the 
minimization type objective function. The maximum space available, saturation 
flux density, the maximum current densities that can be supplied in the coil and 
the maximum electromagnetic force have been chosen as constraints. The coil 
space radius, the pole tip radius, radial length of coil, number of poles has been 
proposed as design variables. Apart from the comparison of performance 
parameters in the form of figures and tables, designs are also compared through 
line diagrams. Post-processing has been done on the final optimized 100 
populations by studying the variation of different parameters with respect to 
objective functions. A criterion for the choice of one of the best design based on 
the minimum weight of coil showing optimum copper loss.  

Keywords: Radial Magnetic Bearings, Genetic Algorithms, Optimum Design, 
Multi-Objective Optimization. 

1 Introduction 

A radial magnetic bearing supports a rotating shaft, without any physical contact by 
suspending the rotor in the air, with an electrically controlled magnetic force. In 
magnetic bearings, first, the electrical energy transformed into the magnetic energy, 
and then it transforms into the mechanical energy.  

Optimal design using GA of radial active magnetic bearings integrated with their 
control was studied by Chang and Chung (2002). R.T.marler, J.S.Arora (2004) 
suggested that decision making can be done on the basis of “a priori’ or posteriori 
approach. In this method one needs prior knowledge of trade-off for taking decision. 
Rao and Tiwari (2006) attempted to optimize the physical parameters of design of thrust 
magnetic bearings by using single objective genetic algorithms.Bakay L., and Dubois 
M. (2007) studied effect of Cu and Iron losses of optimized eight pole radial AMB on 
discharge time of no load long term flywheel energy storage. NSSN configuration is 
used. . Rao and Tiwari (2008) attempted to optimize the physical parameters of design of 
thrust magnetic bearings and rolling element bearing by using single objective genetic 
algorithms. Bakay L., Dubois M., and Ruel J. (2009) optimized AMB to minimize Cu 
and Iron loss for different magnitude of external force.  
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2 Geometry of Radial Magnetic Bearing 

 

Fig. 1. Radial Magnetic Bearing 

Where, gl  - Air gap, ct –Thickness of coil, ,
 ct –Thickness of coil, cl –radial length of 

coil on pole ,
 ct –Thickness of coil, cl – length of coil,

 
coil space radius - cr , jr   -

Radius of journal, rr –Radius of rotor, pr – pole tip radius,
 s yw − width of stator 

yoke,
 r yw − width of rotor yoke. Gap area, .g p pA w l= , ( pw -width of pole, pl -

length of pole) , pn -Number of poles.  

3 Multi-objective Optimization Problem  

The multi-objective optimization problem consists of objective functions to be 
optimized by design variables while satisfying certain constraints.  

3.1 Input Parameters 

Permeability of vacuum, 7
0 4 10 / ;H mμ π −= × Resistivity,

 
52 10 ;mρ −= × Ω

 
air gap 

length,
 

0.001 ;gl m= radius of journal,
 

0.03 ;jr m= width of stator yoke,
 

0.01 ;syw m=   saturated flux density,
 

1.2 ;satB T= minimum flux density,
 

min 0.2 ;B T= coil mmf loss factor,
 

1.394;iK = actuator loss factor,
 

1.072;aK = coil 

packing factor,
 

0.85;η = Electromagnetic force,
 

350 ;F N= Maximum volume of coil, 
3

max 0.00039 ;V m= maximum copper loss,
 max 500 ;P W= Iron saturation factor,

 
0.5;α = weight densities of stator and coil, 37770 / ;s kg mρ =

 
38910 / ;c kg mρ =  

current density,
 

2600000 / ;ubJ A m=  Basic seed=0.1;crossover 0.6;Mutations=0.01.

  



74 S.N. Shelke and R.V. Chalam 

3.2 Bounds for the Variables 

min max
0.3 , 0.8 ;c cr m r m= =

min max
0.03 , 0.08 ;p pr m r m= =

min max
0.2 , 0.8 ;c cl m l m= =

  min max
4, 12;p pn n= =

          
 

3.3 Objective Functions 

When the genetic algorithm is applied to two objective functions, namely the copper 
power-loss in the magnetic coil and the weight of the magnetic bearing, , it is observed 
that these are mutually conflictive [6], i.e. with the decrease in the power-loss causes an equivalent 
increase in the weight and visa versa. 

3.3.1   Power-Loss in the Coil 
The standard form of expression of the power-loss in the coil is given as 

                             2
c cP J A Vρη=

                               
 (1)

 

3.3.2   Weight of the Magnetic Bearing 
The overall weight of the magnetic bearing, W , could be expressed as 

c sW W W= +                                        (2)                       

Where, Weight of coil and stator is  

c c cW Vρ=  and s s sW Vρ=
                                 

 (3)   
 

3.4 Constraints 

The maximum and minimum magnetic flux densities of the stator that are required to 
support the maximum and minimum loads. Hence electromagnetic force are expressed as  

max,min

max,min
max,min 0(0.25 ) i p

g
a g

K n i
F A

K l
μ

 
 =
 
 

                     
(4)

            

max,min max,minp cn i A Jη=
                           (5)                             

max,min max,min
max,min

0

4a g

i c g

K l F
J

K A Aη μ
 

=   
                          (6)                             

Hence, constraint becomes, 

max min; 0satJ J J≥ ≥
                               (7)

 

The summary of the formulation of the magnetic bearing design for the multi-objective 
optimization 
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Minimize ( ) 1, 2i if x =  where, x = , ,{ , }c p c pr r l n
 

Subject to ; ( ) 0;ig x ≥
 
j = 1,2…6;

 ( ) 0,kh x = 1, 2;k = ; 1,....,3.p p
px x x p≤ ≤ =

 
Where ( ) ( )1 2; .cuf x p f x W= = ( )1 max ;satg x J J= − ( )2 min ;g x J=

 
( )3 max max ;satg x B Bα= − ( )5 max ;cg x V V= − ( )4 min min ;satg x B Bα= −

 
( )6 max ;g x P P= − ( ) ( )max1 max max, ;gh x F F l i= − ( ) ( )min2 min min, ;gh x F F l i= −   

4 Results and Discussions 

In this paper, a multi-objective optimization of magnetic bearings for 100 population, 
100 runs and 1000 generation have been presented and illustrated. The non-dominated 
sorting genetic algorithm-II (NSGA-II) [6] is implemented. The algorithm involves the 
single point crossover and the bitwise mutation for binary variables, the simulated 
binary crossover (SBX) and the polynomial mutation for real coded variables, and 
the parameter-less approach is used to handle constraints. 
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Fig. 2. Optimized power loss Fig. 3. Copper loss versus bearing weight 
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Fig. 4. Average loss and weight for 100 runs Fig. 5. Copper loss versus coil area 
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From fig.3 it is observed that decrease in the power-loss causes an equivalent 
increase in the weight and visa versa. It is found that optimum weight of bearing is 9.44 
Kg where as optimum copper loss is 53.51W. 

Fig.4 shows average values for loss and weight for different iterations. Fig. 5 
shows with increase in coil area copper loss decreases. 
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Fig. 6. Copper loss versus coil weight     Fig. 7. Copper loss versus current density 

5   Conclusion 

The optimum values of variables are found at run 98.Optimum values of the coil space 
radius, pole tip radius, coil length, number of poles are 0.437m, 0.032m, 0.203m and 8 
poles respectively.  These are at 27.4%, 4%, 19.4% and 12.5% of feasible ranges, 
respectively. All the variables are  near the lower limit of the feasible range. Fig.6 
shows an increase of 43.72 % in the power-loss generated a decrease of 37.19 % in 
the coil weight. Also fig.7 shows copper loss increases with increase in current 
density in coil. 
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Abstract. Tendency to erect ever more wind turbines can be observed in order 
to reduce the environmental consequences of conventional power generation. 
As a result of this, in the near future, wind turbines may start to influence the 
behavior of the power systems. Therefore, wind turbine models that can be in-
tegrated into power system simulation software are needed. Even more the wind 
farms are today required to participate actively in grid operation by an appro-
priate generation control scheme. In this paper, the modelling and dynamic be-
havior of a variable speed wind turbine with pitch control capability is  
explained in detail and the turbine performance characteristics are simulated in 
the MATLAB/SIMULINK. The paper also presents a comparative study on the 
performance of two control strategies for variable speed wind turbines. 

Keywords: Doubly Fed Induction Generator (DFIG), Modelling, Wind Turbine 
Control System , Variable Speed Wind Turbine(VSWT).  

1 Introduction 

One way of addressing the rising energy demands and growing environmental con-
cerns, is to harness green sources of power. Among these, tapping wind energy with 
wind turbines (WT) appears to be the most promising source of renewable energy. 
Wind energy conversion systems are used to capture the energy available in the wind 
to convert into electrical energy. A wind energy conversion system is a complex sys-
tem in which knowledge from a wide array of fields comprising of aerodynamics, 
mechanical, civil and electrical engineering come together. The principle components 
of a modern wind turbine are the tower, the rotor and the nacelle, which accommo-
dates the transmission mechanisms and the generator. The wind turbine captures the 
wind’s kinetic energy in the rotor consisting of two or more blades mechanically 
coupled to generator [1]. The main component of the mechanical assembly is the 
gearbox, which transforms the slower rotational speeds of the wind turbine to higher 
rotational speeds on the generator side. The rotation of the generator’s shaft driven by 
the wind turbine generates electricity, whose output is maintained as per specifica-
tions,  by employing suitable control and supervising techniques. Besides monitoring 
the output, these control systems also include protection systems to protect the overall 
system. However, a tendency to maximize the amount of electricity generated from 
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wind can be observed. The increase of wind power penetration on power systems has 
led to a gradual substitution of conventional power plants by the current wind farms. 
Therefore, the wind farms are today required to participate actively in the power sys-
tem operation as conventional power plants. Thus, the power system operators have 
revised the grid connection requirements for wind turbines and wind farms [3–5], 
demanding an operational behavior with several control tasks similar to those of  
conventional power plants. One of these control tasks is the capability of generation 
control, both active and reactive powers of a wind turbine. In this case, the system 
operator defines the operating requirements to be followed by the wind farms  
ensuring a reliable and safe power system operation. 

Therefore, the penetration of wind turbines in electrical power systems will in-
crease, they may begin to influence  overall  power  system  behavior  and  it will no 
longer be possible to run a power system by only controlling  large scale power 
plants. It is therefore important to study the behavior of wind turbines in to the power 
system and their interaction with other generation equipment and with loads. Most of 
the control strategies for DFIG wind turbines referred in literature [6–10] are based on 
producing the maximum power for the best conditions of economic exploitation, 
when all the produced energy can be delivered to the grid. In this case, the wind tur-
bine operates with optimum power efficiency for a wide range of wind speeds, with-
out exceeding the rated power and with the desired power factor or generation  
voltage. However, as commented before, the wind turbines are today demanded to 
regulate both active and reactive powers according to the power set points ordered by 
the wind farm control system, which are defined considering the generation capability 
(related to the wind speed) and the grid power needs. Therefore, the present article 
focuses on the study of the control systems for DFIG wind turbines when regulating 
power. The main purpose of this work is to perform a comparative study of these 
control systems for DFIG wind turbines when regulating power, both the active and 
reactive powers, by means of simulations of DFIG wind turbines integrated in a wind 
farm with centralized control system. 

The paper is organized as follows: On the first paragraph system is described,  
followed by system modelling of a DFIG on the next paragraph. Two control systems 
for DFIG wind turbines are explained in the last forth paragrath. The model and the 
control systems for DFIG wind turbines used in this work have been validated  and  
comparison have been made  with the DFIG wind turbine model included in the Sim 
Power Systems library of MATLAB/Simulink on the fifth paragraph and finally  
conclusion is provided. 

2 DFIG Wind Turbine Model 

2.1 Rotor Modelling  

A simplified way of modelling the wind turbine rotor is normally used when the elec-
trical behavior of the system is the main point of interest. An algebraic relation be-
tween wind speed and mechanical power extracted is assumed,which is described by 
the following equation: 



80 S.Z. Moussavi and R. Atapour 

 
)1( 

Where  is the power extracted from the wind [W];  is the air density [kg/m ];  
is the performance coefficient or power coefficient;  is the tip speed ratio;  is the 
pitch angle of rotor blades [deg]; and  is the area covered by the rotor [m ]. Numer-
ical approximations have been developed to calculate  for given values of  and . 
Here, the following approximation is used: 

 
)2( 

With 

 
)3( 

The maximum value of cp (cpmax) is achieved for  = 0 degree. 

2.2 Modelling of the Generator/Converter  

When modelling the DFIG, the generator convention will be used, which means that 
the currents are outputs instead of inputs and real power and reactive power have a 
positive sign when they are fed into the grid. Using the generator convention, the 
following set of equations results, 

 
)4( 

with v the voltage [V], R the resistance [ ], i the current [A], ], i the current [A], s the stator electrical 
frequency [rad/s],  the flux linkage [VS] and s the rotor slip. 

The indices d and q indicate the direct and quadrature axis components . s and r in-
dicate stator and rotor quantities. All quantities are functions of time. The d-q refer-
ence frame is rotating at synchronous speed with the q-axis 90° ahead of the d-axis. 
The position of the d-axis coincides with the maximum of the stator flux, which 
means that Vqs, equals the terminal voltage , and Vds equals zero. The flux linkages can 
be calculated using the following set of equations in per unit: 

 )5( 

with Xm the mutual reactance , Xs and Xr the stator and rotor leakage reactances  respec-
tively. The active power P and reactive power Q generated by the DFIG is equal with: 

 )6( 
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The following equation gives the electro mechanical torque generated by the DFIG: 

 )7( 

The mechanical torque can be calculated by dividing the  power extracted from the 
wind that results from equations (1) to (7) by the mechanical generator frequency 

.The changes in generator speed that result from a difference in electrical and me-
chanical torque can be calculated using the generator equation of motion: 

 
)8( 

in which H is the inertia constant [s] and Tm  is the mechanical torque. 

3 Wind Turbine Control Systems 

The aims of the control system of a DFIG wind turbine are the following: 

-maximize the power extracted from the wind for a wide range of wind speeds  
(also known as power optimization), 

- limit the output power to the rated power for high winds (power limitation), 
- adjust both active and reactive powers to a set point ordered by the wind farm 

control system (power regulation) when trying to adjust the wind farm production 
to the settings specified by the power system operator. In a DFIG wind turbine, 
this power control is performed by an appropriate control of the power converter 
and the blade pitch angle. Hence, to work effectively, the power converter must 
be controlled in collaboration with the blade pitch angle control.The converter is 
controlled by acting on the direct and quadrature components of the rotor voltage. 
This allows the decoupled control of active and reactive powers. Two control ap-
proaches are presented in this paper. The first approach is based on controlling 
the active power with the blade pitch angle, the rotational speed by the quadrature 
component of rotor current, and the reactive power with the direct component of 
rotor current. The second approach is based on controlling the active power with 
the quadrature component of the rotor voltage, the rotational speed by the blade 
pitch angle and the reactive power with the direct component of the rotor voltage. 
For the reactive power control, the two control systems present the same control-
ler, based on controlling the direct component of the rotor voltage udr. The udr con-
troller determines the direct component of rotor voltage, enabling the wind tur-
bine operation with the desired reactive power. It includes three control loops, as 
shown in Fig. 1 Regarding the control of active power and generator speed, which 
has been performed by the quadrature component of the rotor voltage uqr and the 
pitch angle , the control systems 1 and 2 present a different control scheme. In , the control systems 1 and 2 present a different control scheme. In 
the design of the active power control for the two control systems described be-
low and both for the power optimization and power limitation strategies, it is as-
sumed that whenever the wind turbine can deliver all the available energy to the 
grid, the active power set point will be set up to its rated value.  
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3.1 Control System 1 

This control system presents the following characteristics: (1) the speed is controlled 
by acting on the quadrature component of the rotor voltage; (2) the active power is 
controlled by acting on the pitch angle.  The uqr controller (Fig. 2a) is a rotational 
speed controller. It controls the generator speed in order to maximize the power ex-
tracted from the wind (power optimization) without exceeding the rated power of the 
generator (power limitation) or to adjust the output power to the power set point or-
dered by the wind farm control system when a reduction of power is demanded (down 
power regulation). The pitch angle controller (Fig.2b) acts as an active power control-
ler, adjusting the pitch angle  . Thus, the pow . Thus, the power coefficient and the power extracted 
from the wind are reduced. This controller keeps the blade pitch angle at its optimal 
value with power optimization strategy. Likewise, the controller enables the wind 
turbine to adjust the output power to a set point (rated power for high winds or the 
reference power required with down power regulation). When the output power goes 
up to the reference power, the controller acts adjusting the pitch angle and thus limit-
ing the output power to the reference value. The controller includes the rate and angle 
limiters for the pitch angle movement.  

3.2 Control System 2 

In the second control system, (1) the active power is controlled by the quadrature 
component of the rotor voltage and (2) the speed control adjusts the rotational speed 
to a reference speed derived from the optimum power–speed curve by acting on the 
blade pitch angle. The  controller (Fig. 3a) is an active power controller that con-
trols the output power by acting on the quadrature component of the rotor voltage. As 
described before, it is assumed that the wind turbine operates autonomously with 
power optimization and power limitation, receiving the rated power as a power set 
point from the wind farm control system. This controller uses the actual rotational 
speed to define the reference power according to the power–speed curve. The control-
ler adjusts the output power to the value derived from the power–speed curve and the 
actual rotational speed. In the wind turbine control system, the available power is 
derived from the power–speed control curve and sent out to the wind farm control 
system. Therefore, the active power controller does not include the power–speed con-
trol curve to define the reference power, as it is proposed here.  

The blade pitch angle controller (Fig. 3b) acts as a speed controller adjusting the 
pitch angle to reduce the power coefficient and the power extracted from the wind. 
The speed reference is generated from the optimum power–speed curve and the power 
reference. When the wind turbine operates with power optimization and power limita-
tion strategies, the power reference is set up at the rated power and this controller acts 
limiting the rotational speed to the rated speed. In winds below rated and power opti-
mization strategy, the generator speed is smaller than the rated speed, and thus the 
controller keeps the blade pitch angle at its optimal value. On the other hand, this 
controller acts on the blade pitch angle assuring the rated speed with power limitation 
strategy and winds above rated. With down power regulation, the rotational speed 
reference is derived from the power–speed curve and the reference power ordered by 
the wind farm control system, and the controller acts on the blade pitch angle assuring 
the rotational speed. 
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15 

Fig. 1. Reactive power controller 

 

                                    Fig. 2a.      Fig. 2b. 

Fig. 2. Control system 1 

 
 
 
 
 
 
 

Fig. 3a.      Fig. 3b. 

Fig. 3. Control system 2 

4 Validation of the Wind Turbine Model and Control Systems 

The wind turbine model and control systems used in this work have been validated by 
comparison of the simulated responses with the one obtained by the built-in model for 
the DFIG wind turbine included in the SimPowerSystems library of MATLAB/Simulink. 
The DFIG wind turbine considered in this work presents a rated power of 1.5 MW and 
525 V. To evaluate the control systems, two wind turbines have been simulated in 
MATLAB/Simulinks environment. Each wind turbine is controlled by one of the pro-
posed control systems. The wind turbines have been simulated operating with the unity 
power factor (zero reactive power). Their responses are compared with the one obtained 
by the simulation of the built-in model included in SimPowerSystems.This comparison 
analysis is illustrated in Fig. 4,5,6. where the active power , the rotational speed, the pitch 
angle are presented. When the responses are compared, the following conclusions can be 
inferred: The responses show a high degree of correspondence for all the variables 
shown.  In winds below rated , the wind turbine generates below rated power, it operates 
at variable speed and the pitch angle is kept at a minimum degree . In winds above rated, 
the control system adjusts the output power to the rated power, limits the rotational speed 
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to the rated speed and acts on the pitch angle limiting the power extracted from the wind. 
Furthermore, the wind turbine operates with zero reactive power (unity power factor) 
during all the simulation. Fig.7 shows the response of DFIG and control system to wind 
speed’s change and disturbance. Assume that at time 25s wind speed is increased  from 
10 m/s to 18 m/s.The generated active power starts increasing smoothly (together with 
the turbine speed) to reach its rated value of 1 pu in approximately 15s. Over that time 
frame the turbine speed will have increased from 0.8 pu to 1.21 pu. Initialy, the pitch 
angle of the turbine blades is zero degree and the turbine operating point follows the 
turbine power characteristics up to point nominal value. Then the pitch angle is increased 
from zero deg in order to limit the mechanical power. 

5 Conclusion 

The present paper presents a comparative study on the performance of two control 
strategies for DFIG wind turbines when they operate with power regulation, both 
active and reactive power to a set point ordered by the wind farm control system. The 
power control of a DFIG wind turbine is achieved by an appropriate control of the 
direct and quadrature components of the rotor voltage, performed through the power 
converter, in collaboration with the blade pitch angle control. In this work, two possi-
ble ways to control these variables have been investigated. For the reactive power 
control, the two control systems present the same controller, based on controlling the 
direct component of the rotor voltage udr. Regarding the control of the active power 
and the generator speed, performed by the quadrature component of the rotor voltage 
uqr and the pitch angle , the control systems 1and 2 present a different control , the control systems 1and 2 present a different control 
scheme.In the control system 1, the speed control is performed acting on the quadra-
ture component of the rotor voltage, and the active power is controlled by the pitch 
angle. In the control system 2, the active power is controlled by the quadrature com-
ponent of the rotor voltage, and the rotational speed is controlled to a speed reference 
derived from the power–speed curve control by acting on the pitch angle. The simula-
tion results illustrate the capability of the described control systems to control the 
power production, both active and reactive powers, of a DFIG wind turbine in any 
operating conditions.  
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Fig. 4c. 

Fig. 4. Validation of the model and the control system 1: respectively: rotational speed, pitch 
angle, active power 
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       Fig. 5a.       Fig. 5b. 

 
                                                               Fig. 5c. 

Fig. 5. Validation of the model and the control system 2: respectively: rotational speed, pitch 
angle, active power 

 
 
 
 

 

       Fig. 6a  .       Fig. 6b. 

 
 
 
 

 

Fig. 6c. 

Fig. 6. Validation of the model and the control system included in the SimPowerSystems 
library of MATLAB/Simulink: respectively: rotational speed, pitch angle, active power 

  
 
 
 

       Fig. 7a  .       Fig. 7b. 

 
 
 
 

       Fig. 7c.       Fig. 7d. 

Fig. 7. Response of DFIG when wind disturbance is occurred, respectively: active power,  
rotational speed, pitch angle, wind speed 
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Abstract. Power efficient SRAM cell with temperature invariant data retention 
is very vital component in the design of deep-submicron Static memories. A 
novel ultra low power stable 8T-SRAM cell for 50 nm CMOS technology is 
analyzed for data retention property in this paper. It exhibits power reduction 
both in active mode and standby modes of operation and ideal data retention at 
operating temperature range of -500C to 1500C. Two additional NMOS 
transistors, one each in the pull down path the two inverters of standard 6-T 
SRAM cell utilize self correcting feedback to provide this performance. During 
the active mode one of the inverters (OFF) utilizes stack effect and the other 
inverter (ON) uses cascode amplification property to reduce power dissipation. 
Sub threshold leakage power is reduced by utilizing stack effect in the idle 
mode. Simulations using BSIM 4 models for 50nm technology and supply 
voltage value of 0.5V, indicate about 23X power savings in active mode and 28 
X times in stand-by(data-retention) mode at 500C. The logic 1 data of the 
SRAM cell is retained at 499.74 mV for VDD of 500mV during standby (data 
retention) mode.  

Keywords: subthreshold leakage power, stack effect, active mode power, data 
retention, cascode amplification, static random-access memory (SRAM). 

1 Introduction 

The performance as well as power dissipation of processors and System on Chips 
(SoCs) has phenomenally increased due to ever increasing levels of on chip 
integration. Reducing Static Random Access Memory (SRAM) power is critical to 
improve energy efficiency of mobile multimedia systems performing video/audio 
processing applications since larger portions of processors are being devoted to cache 
and memory structure [1]. Power consumption of Complementary Metal Oxide 
Semiconductor (CMOS) circuits consists of dynamic and static components. Dynamic 
power depends upon number of actively switching transistors and static power, 
especially subthreshold leakage power is consumed even when the transistors are not 
switching. However recent studies [2] indicate that dynamic power is a greater 
concern in some SoC designs, while leakage power dominates in others. A good VLSI 
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design should be aiming at both static and dynamic power reduction. Minimization of 
power both in active and stand-by modes while maintaining state retention at the 
entire operating temperature range are major design issues for current low power 
systems and SRAMs. 

This paper discusses a novel 8-Transistor (8-T) SRAM cell which minimizes active 
mode power dissipation as well as the leakage power dissipation while providing 
ideal  data state retention for large variations in temperature from -50 0C to 150 0C. 

2 Related Work 

Clock gating, Multi-VDD, Dynamic frequency voltage scaling (DFVS), adaptive 
voltage scaling (AVS), power gating, Body biasing, Multi-Vth, Transistor stacking are 
some of circuit and micro architectural techniques for active and leakage power 
reduction [3, 4,5]. 

Additional NMOS/ PMOS transistor is used to gate power in Gated-VDD   technique 
[6]. In Data Retention Gated-Ground (DRG)-Cache [7] the Gated-VDD control is 
supplied by the word line; the stability of the gated- VDD cells reduces substantially with 
lower VTH transistors and the stored data may be deleted. In [8], a special standby mode, 
a sleep mode is introduced, to diminish the leakage in the cell and to retain memory cell 
data. In Drowsy Caches approach inactive cache lines are allocated to a low-power 
mode, where a low standby VDD is used to reduce leakage [9].  

Conventional 6-T SRAM cell with dual bit line architecture is shown Fig.1. Power 
utilization of this cell is large both during active and stand-by mode of operations. 
The Gated – power SRAM cell (using 7/8 transistors) proposed in [5], results in 
reduced subthreshold leakage power due to stack effect. Due to the absence of a 
discharge path, Gated – power SRAM cell is less stable in the face of process and 
environment variations and cell state gets corrupted. A 10-T SRAM cell structure 
called the quasi-power-gated-SRAM (QPG-SRAM) is proposed in [10], to overcome 
the problem of decreased stability. QPG-SRAM cell exhibits better power savings as 
well as data retention as compared to both previous circuits but uses 10 transistors 
resulting in more area. A novel 8-T SRAM for substantial active power reduction 
using self correcting feedback is discussed in [11]. 

3 Ultra Low Power 8-T SRAM Cell for Ideal Data Retention 

Novel ultra low power stable 8-T SRAM cell at 50nm CMOS Technology consists of 
two additional NMOS transistors M7 and M8, one each in the pull down path of 
conventional SRAM cell driven by the data nodes QN & Q respectively (Fig.2). WL 
is Word Select signal and complementary bit lines are BIT and BITN. 



 Ultra Low Power 50 nm SRAM for Temperature Invariant Data Retention 89 

 

                                                                               

Fig. 1. Standard 6-T SRAM cell                 Fig. 2. Novel Ultra Low   Power   Stable 
                            8-T SRAM Cell 

3.1 Active Mode Operation 

WRITE 1 operation: Word select signal WL =1, BIT =1 and BITN = 0. The access 
transistors M5 and M6 transmit BIT & BITN values to Q and QN. Transistors M4 and 
M8 are ON and M3 and M7 are OFF. Since the ON transistors M4 and M8 are in 
cascode configuration, the resistance is  rds8gm4rds4 , where rds8 is for M8, gm4 and rds4  are 
for M4. The net current flowing through them will be lower than what it would be 
with a single ON transistors M4. Since serially connected transistors M3 and M7 are 
OFF, VSB & threshold voltage   increase while VGS and VDS of these transistors decrease 
which gives rise to sub threshold leakage current reduction due to stack effect.  Thus 
current flowing through both inverters of SRAM is lowered and   hence reduced 
power dissipation during active mode. Transistors M7and M8 do not hinder in the 
process of writing because  

QN = 0 and Q =1, cause transistor M2 to be OFF and M1 to be ON. Thus Q is 
maintained at logic 1. The discharge path provided by the ON transistors M4 and M8 
will help to drive node QN to logic 0 value. The logic 1 value written at node Q is 
prevented from getting discharged because both the transistors M3 and M7 are OFF, 
disconnecting the ground path.  Since both the transistors M3 and M7 are off, due to 
the well-known stack property leakage current gets reduced.  

WRITE 0 operation: Similarly while writing logic 0, Word select signal WL =0, 
BIT =0 and BITN = 1.This forces node Q = 0 and node QN = 1; the role of nodes Q 
and QN gets reversed and power dissipation gets reduced. 

3.2 Standby Mode Operation 

In the standby mode (idle mode), WL=0; bit lines BIT = BITN = 1(floating 
state).Both access transistors M5 and M6 are OFF and disconnect the SRAM cell 
from floating bit lines. Transistors M7 and M8 provide excellent feedback to retain 
the state of the SRAM cell to a good logic 1(0) value.  The pull-up PMOS transistor 
driven by logic 0 storage node   assists the node storing logic 1 in retaining that value. 
The ground discharge path provided by two series connected NMOS transistors aids  
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the node storing logic 0 to retain the value. Stack effect is responsible to reduce 
subthreshold leakage power in the pair of OFF transistors; either (M3 or M7) or (M4 
and M8) respectively for Q = 1 or Q = 0. 

4 Simulation and Results 

Simulations are performed using LTSPICE tool with advanced BSIM4 CMOS models 
for 50 nm technology. Active mode and Stand-by (state-retention) mode operations 
are simulated with word select signal WL, BIT and BITN  values as given in section 
3,  for ultra low power stable 8-T SRAM cell for temperature range of -500C to  
150 0C. Power dissipation and Logic 1 node voltage   during both Active and Standby 
(data retention) mode are simulated for   6T SRAM, Gated SRAM and QPG SRAM 
also. 8-T SRAM cell results are compared with them. Steady-state leakage power 
dissipation of the stable 8-T SRAM Cell at 500C is considerably lower  by about 28X, 
as compared to the standby leakage of the standard 6-T SRAM cell during 
idle(standby) mode with  WL=0.  Active mode power dissipation of the Stable 8-T 
SRAM Cell is also significantly lower by 23X, when WL=1.  This 8-T SRAM cell is 
more stable in the face of process and environment variations, as observed in data 
retention voltage level at operating temperatures of -50°C, 100°C and 150°C. Fig.3 
shows power dissipation and Fig.4   shows Logic 1 node voltage during both Active 
and Stand-by modes for different cells. Voltage at node Q, during write-1 and standby 
operation are depicted in Fig.5 and Fig.6 respectively at temperature=1500C for 
WRITE pulse = 1ns and standby mode duration = 200ns. 

Table 1. Power Dissipation in nW (VDD = 500mV) 

Temp 
oC 

6T SRAM Gated SRAM QPGSRAM 8TSRAM 

  Active Standby Active Standby Active Standby Active Standby 

-50 185.67 184.62 183.85 16.06 146.43 7.18 6.22 5.17 

50 326.23 332.31 321.90 35.55 248.24 25.18 14.11 11.73 

150 384.97 406.16 375.35 49.00 256.87 31.88 17.46 18.23 

Table 2. Logic 1 Node Voltage in mV (VDD = 500mV) 

Temp 
oC 

6T SRAM Gated SRAM QPGSRAM 8TSRAM 

  Active Standby Active Standby Active Standby Active Standby 

-50 489.46 490.38 489.65 467.37 491.84 499.85 499.90 499.97 

50 471.69 472.31 472.18 409.18 474.12 498.47 499.58 499.74 

150 448.00 444.92 448.88 358.67 466.90 497.46 499.35 499.18 
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Fig. 3. Power dissipation during both Active and Stand- By modes 

 

Fig. 4. Voltage at Logic 1 node during both Active and Stand- By modes 

Key to legend: 6T-SRAM (6T), Gated–power SRAM (GR), 10–T QPG-SRAM 
(QR) 8-T SRAM (8T), Active mode (A) and   standby mode (S) 

         

Fig. 5. Voltage at node Q during WRITE-1     Fig. 6. Voltage at node Q during Standby  
Pulse = 1ns, temperature = 1500C   Duration = 200ns, temperature =1500C 

Active and Standby mode power dissipation in the novel 8-T SRAM cell is 
compared with all other cells in Table 1. Table 2 provides comparison of active and 
standby mode logic 1 state voltage level in the novel 8-T SRAM cell with other cells.  

5 Conclusion 

8 T SRAM cell resulted in about 24X power savings in active and 28X in idle mode. 
The logic 1 node voltage is at ideal value in temperature range of   -50°C   to 
150°C.This cell exhibits stable data retention property. As compared to other 
representative low leakage power SRAM cells, 8-T SRAM cell achieves both active 
and leakage power savings using one circuit technique with only Word Select signal 
WL as the control signal. 
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Abstract. Traditional message passing based checkpointing and rollback recov-
ery algorithms perform well for tightly coupled systems. In wide area distri-
buted systems these algorithms may suffer from large overhead due to message 
passing delay and network traffic. Mobile agent (MA) provides a new technol-
ogy for implementing fault tolerant mechanism in distributed systems. MA has 
the merits of flexibility, low network traffic, efficiency, less communication la-
tency, as well as highly asynchronous. So to design checkpointing and rollback 
recovery algorithms for wide area distributed systems, mobile agents are intro-
duced. One of effective factors on performance of mobile agent based algo-
rithms is number of migrations. In this paper we propose an optimum mobile 
agent based checkpointing protocol which attempts to eliminate useless migra-
tions in different phases of checkpointing algorithm. The proposed algorithm 
will improve performance and network traffic greatly.  

The effectiveness of proposed algorithms is evaluated by extensive simula-
tion under a dataset including 7000 different connected graphs. Our results 
show a significant improvement in number of migrations and average execution 
time when these solutions are simulated. 

Keywords: Fault Tolerant, distributed system, checkpointing, mobile agent, 
coordinated checkpointing, CGS, rollback recovery, non-blocking. 

1 Introduction 

The vast computing potential of distributed systems is often hampered by their sus-
ceptibility to failures.  Therefore, many techniques such as rollback recovery have 
been developed to add reliability and high availability to these systems.Checkpointing 
with rollback recovery is a well-known method for achieving fault-tolerance in distri-
buted systems. It gives fault tolerance without requiring additional efforts from the 
programmer [2].In checkpoint-based rollback recovery, recovery relies solely on 
saved checkpoints [3]. Upon a failure, checkpoint-based rollback recovery restores 
the system state to the most recent consistent set of checkpoints, i.e. the recovery line 
[5].  Checkpoint-based rollback-recovery algorithms can be classified into three cate-
gories: Coordinated (Synchronous) [1,2,4], Uncoordinated (Asynchronous)  
[1,4,5] and Communication Induced Checkpoints algorithms (CIC) and also called  
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Quasi-Synchronous [1,4].In this paper we propose an optimum mobile agent based 
checkpointing protocol which attempts to eliminate useless migrations in different 
phases of checkpointing algorithm. The proposed algorithm will improve perfor-
mance and network traffic greatly. The rest of the paper is organized as follows: In the 
next section, we explain a checkpointing protocol. In section 3, we propose an im-
provement for checkpointing protocol. In section 4, we present simulation re-
sults.Finally, section 5 concludes the paper. 

2 The Checkpointing Protocol 

A set of checkpoints, with one checkpoint for every process, is said to be a Consistent 
Global checkpointingState(CGS) or recovery line. In the checkpointing algorithm [4], 
for each process, at most two checkpoints may have to be stored in the stable storage 
when checkpointing procedure is running; otherwise one checkpoint per process is 
enough to make a system consistent. Checkpoints have a one-bit version numbers 
(v_no). In the beginning all processes start by taking a permanent checkpoints with 
v_no=  0.This algorithm is non-blocking, i.e., even when a check-pointing process is 
running, processes are free to run their applications. To avoid orphan messages, every 
process tags the v_no of its latest checkpoint with each application message header. 
When a process receives an application message, it first compares application mes-
sage’s version no (msg_v_no) with its own current checkpoint v_no. If msg_v_no = 
(v_no + 1) mod 2 and ckpt_state = P then the receiver process decides that sender has 
taken a new checkpoint before sending the message and the checkpointing process is 
on. So the receiver first takes a checkpoint with v_no = msg_v_no. Then it sets 
ckpt_state = T and msg_ckpt = True before processing the message. Initially msg_ckpt 
is False for all processes.  Each process has a list of all its neighbors (i.e., processes 
which are connected with this process by direct communication links). Each process 
may initiate checkpointing independently. The initiator creates a mobile agent, which 
travels across the network and creates a CGS. The mobile agent id (agent_id) is the 
same as the process id of its creator. The mobile agent moves to other processes fol-
lowing an execution path of depth-first search, starting from its creator. The agent 
maintains a stack and two lists. The stack, Stack, has the path to the root, as required 
by the DFS. The list VL (Visited List) is the list of processes which have been visited 
by this agent before any other agent in this checkpointing cycle. All these processes 
would thus have taken temporary checkpoints. Note that some of them may have 
taken the checkpoints induced by application messages, even before this agent 
reached them. PLI (Partial List of concurrent Initiators) is a list of processes who have 
initiated checkpointing. However, this list is not the complete list of initiators. If a 
process that has taken a check-point through another agent, is visited by our agent, the 
initiator of the other agent is added to PLI. 
 
 
 



 An Optimum Checkpointing-Based Fault Tolerant Algorithm 95 

2.1 First Phase 

Suppose, Pi is a checkpointing initiator.Pi creates a mobile agent with agent_id = i. 
The agent takes a temporary checkpoint (ckpt_state= T ) and v_no equal to (v_no+1) 
mod 2. The proc_id of the current process, i, is pushed into the Stacki. Then the agent 
leaves Pi and moves to a neighbor Pj.When an agent, MAi, visits a process Pj , it halts 
the application process of Pj , adds its agent_id (i) to PLIj . If it finds that the state of 
the current checkpoint of Pj is P ,MAi takes a new temporary checkpoint for Pj with 
ckpt_state = T and v_no = (v_no + 1) mod 2. If any neighbor of Pj is yet to be visited, 
the agent moves to that neighbor and performs the same operation. Before leaving Pj, 
MAi pushes j into Stacki. If all neighbors of Pj have already been visited, then MAi 
moves back to the last process from which it came to Pj . The id of the last visited 
process is available at the top of Stacki (Top_Stacki). Before leaving Pj ,MAi puts j in 
VLi.If Pj has already taken a temporary checkpoint (i.e., ckpt_state = T ) then MAi 
checks the flag msg_ckpt. If it is True then the current checkpoint was induced by an 
application message. MAi sets msg_ckpt = False and adds j to VLi. If msg_ckpt = 
False, then another agent, from a different initiator, has already visited this process. In 
both the cases, the information about the list of initiators available with the agent in 
PLIi and the information on the same with Pj in PLIj are merged and the updated in-
formation replaces both PLIi and PLIj . Finally, the agent leaves Pj and moves to ei-
ther a yet unvisited neighbor of Pj (if msg_ckpt = True and such a neighbor exists) or 
to the process from which it came.At the end of first phase, mobile agent MAi returns 
back to Pi and sets CompletedFirstPhase = True. Initially the flag was False. The 
topology of the graph is divided into clusters of processes such that processes in each 
cluster have taken checkpoints corresponding to one agent. The PLI of the agent, 
when it returns to its initiator, has the list of all the neighboring initiators. Whereas the 
VL of the agent, has the list of all the processes which have taken checkpoints induced 
by the agent. 

2.2 Second Phase 

In the second phase, the initiator with the minimum id generates the complete list of 
initiators. When an agent MAi comes back to its initiator Pi, after the first phase, if 
PLIi has an entry less than i, MAi will remain at Pi. If all entries in PLIi are greater 
than or equal to i, MAi moves to a process, Pj in the list PLIi.When MAi, reaches Pj , it 
pushes j into Stacki. If it finds that CompletedFirstPhase = False, then it waits for the 
return of MAj . After MAj returns, PLIi and PLIj are merged and the new list replaces 
both PLIi and PLIj . If the new list has an entry less than i, then MAi is destroyed. If all 
entries in the list are greater than or equal to i, and if the list has a member so far not 
visited, MAi moves to it. If all members have already been visited, it returns to the 
process it last came from. Before MAi leaves Pj , the top of the Stacki is popped off. 
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2.3 Third Phase 

In the third phase, the complete list of initiators is communicated to all other initiators 
by the minimum id initiator. They, in turn, now send agents to the processes which 
took checkpoints induced by their respective agents. Suppose process Pi is the mini-
mum id initiator. It creates two different agents. The first one visits the processes in 
VLi and confirms the temporary checkpoints, deleting the old permanent checkpoints. 
The second agent visits the processes in PLIi. Pj∈PLIi, when visited by this second 
agent, activates MAj , which confirms the temporary checkpoints for processes in VLj . 
All agents return to their creators and are destroyed. 

3 Modified Chekpointing Protocol 

One of effective factors on performance of mobile agent based algorithms is number 
of migrations. With decreasing migrations, the algorithm performance and network 
traffic will be improved. After studying algorithm [4], we found out that there are 
some excess and useless migrations in triple phases of algorithm. To remove this 
deficiency, we present an optimum method which will decrease the number of migra-
tions intensively.  

3.1 Improvement 

In proposed method in this section, we aim to eliminate useless migrations in different 
phases of original algorithm. 

3.2 Eliminating Additional Migrations in Phase I 

First we concentrate on the first phase of algorithm. In phase one of original algo-
rithm, each agent MAimigrates to all nodes which has not met yet, In other words, it 
migrates to nodes which do not exist in its VL list, and when reaching a node, if agent 
MAi realizes that the node has been met already by another initiator, it will move back 
to previous node after updating its PLI list. Hence, if we can update PLI list without 
migrating to these nodes, then we reduce number of migrations. 

Here, we suppose that each agent MAi besides having a stack and two VL and PLI 
lists, also keeps another list; EL (Explored List). Therefore in phase one, EL of one 
agent is a partial list of all nodes which at least one agent has taken checkpoint on it. 
(Nodes in VL list of an agent include nodes on which checkpoint has been taken by 
it.)Each MAi agent shares its EL list with other agents, by updating EL list of nodes 
which it migrates to. So, other agents can prevent from migrating to those nodes by 
updating their EL list. Different phases of proposed algorithm are shown by an exam-
ple. Table 1 shows executing steps of the proposed algorithm on the graph G#8 of the 
dataset (a dataset including of 7000 different connected graphs that because of its high 
volume just a small part of it has been shown in Table 2).Details of each agent activi-
ty are seen in Table 1. Suppose that operation done by each agent MAi in each simula-
tion step is displayed as follow: 
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Table 1. Details of each agent activities using improvedcheckpointingalgorithm on the graph 
G#8 of dataset 

 

 

Components have been separated from each other by comma. The components in-
dicate phase No, time step of simulation, operation done by agent (which can include: 
R-Pi (Returning to node Pi), M-MAi-Pj (Migrating MAi to node Pj), U (updating 
lists), Cnf-CP-Pi(Confirming Checkpoint at node Pi), S-Phi (Starting ith Phase), W-
Phi-Pj (Waiting for ith Phase at node Pj), Rst-MAi (Restarting of the agent activity), 
S-Phi-Pi (Start Phasei at Pi), Mrg-MAi-MAj (Merging lists of agent MAi with agent 
MAj), D-MAi (Destroying of agent), CP-Pi (Checkpointing at node Pi)), PLI list, VL 
list and EL list, respectively. : Mobile agent  visits the processes in PLIi.  
 

Agent Operation 

MA1 

(1,1,CP-P1,{1},{1},{1}),(1,2,M-P6,CP-P6,{1},{1,6},{1,6}),(1,7,M-P4,CP-
P4,{1},{1,6,4},{1,6,4}),(1,13,M-P7,U,{1,7},{1,6,4},{1,6,4,7,8,3,2,5,4}),(1,14,R-
P4,{1,7},{1,6,4},{1,6,4,7,8,3,2,5,4}),(1,15,R-P6,{1,7},{1,6,4}, 
{1,6,4,7,8,3,2,5,4}),(1,16,R-P1,{1,7},{1,6,4},{1,6,4,7,8,3,2,5,4}),(2,16,S-
Ph2,{1,7},{1,6,4},{1}),(2,19,M-P7,{1,7,8},{1,6,4},{1,7}),(2,20,M-P8,W-Ph1-
P8,{1,7,8},{1,6,4},{1,7,8}),(2,20,Mrg-MA1-MA0,D-MA1,{1,7,8,0},{1,6,4},{1,7, 8,0})

MA7 

(1,2,CP-P7,{7},{7},{7}),(1,3,M-P8,U,{7,8},{7},{7,8}),(1,4,R-P7,{7,8},{7},{7,8}),(1,5,M-
P3,CP-P3,{7,8},{7,3},{7,8,3}),(1,6,M-P2,CP-P2,{7,8},{7,3,2} ,{7,8,3,2}),(1,7,M-P5,CP-
P5,{7,8},{7,3,2,5},{7,8,3,2,5}),(1,8,M-P4,U,{7,8,1},{7,3,2,5},{7,8,3,2,5,4,1,6}),(1,9,R-P5, 
{7,8,1},{7,3,2,5},{7,8,3,2,5,4,1,6}) ,(1,10,R-P2,{7,8,1},{7,3,2,5},{7,8,3,2,5,4,1,6}),(1,11,R- 
3,{7,8,1},{7,3,2,5}, {7,8,3,2,5,4,1,6}),(1,12,R-P7,{7,8,1},{7,3,2,5},{7,8,3,2,5,4,1,6}),(2,12,S-
Ph2,{7,8,1},{7,3,2,5},{7}),(2,12,D-MA7,{7,8,1},{7,3,2,5},{7}) 

MA8 (1,1,CP-P8,{8},{8},{8}),(1,2,M-P0,U,{8,0},{8},{8,0}),(1,21,R-
P8,{8,0,7},{8},{8,0,7}),(1,21,S-Ph2,Rst-MA0,{8,0,7},{8},{8}) 

MA0
(1,1,CP-P0,{0},{0},{0}),(1,2,M-P8,U,{0,8},{0},{0,8}),(1,3,R-P0,{0,8},{0},{0,8}),(2,3,S-
Ph2,{0,8},{0},{0}),(2,4,M-P8,W-Ph1-P8, {0,8}, {0},{0,8}),(2,20,Mrg-MA1-MA0,D-
MA1,{1,7,8,0},{0},{1,7,8,0}),(2,21,R-P0,S-Ph3,{1,7,8,0},{0},{1,7,8,0}) 

MA’0 (3,21,Cnf-CP-P0,{},{0},{0}),(3,21,D- MA’0 ,{},{0},{0}) 

MA’’
(3,21, S-Ph3-P0,{1,7,8,0},{},{0}),(3,22, M-P8,S-Ph3-P8,{1,7,8,0},{},{0,8}),(3,23,M-P7,S-
Ph3-P7,{1,7,8,0},{},{0,8,7}),(3,24, M-P1,S-Ph3-P1,{1,7,8,0},{},{0,8,7,1}) 

MA’8 (3,22,Cnf-CP-P8,{},{8},{8}),(3,22,D- MA’8 ,{},{8},{8}) 

MA’7
(3,23,Cnf-CP-P7,{},{7,3,2,5},{7}),(3,24,Cnf-CP-P3,{},{7,3,2,5},{7,3}),(3,25,Cnf-CP-
P2,{},{7,3,2,5},{7,3,2}),(3,26,Cnf-CP-P5,{},{7,3,2,5},{7,3,2,5}),(3, 26,D- 
MA’7,{},{7,3,2,5},{7,3,2,5}) 

MA’1 (3,24, Cnf-CP-P1,{},{1,6,4},{1}),(3,25, Cnf-CP-P6,{},{1,6,4},{1,6}),(3,26, Cnf-CP-
P4,{},{1,6,4},{}),(3,27,D- MA’1 ,{},{1,6,4},{1,6,4}

Notations: R-Pi = Return to Pi,M-MAi-Pj=Migrate MAi to Pi,U= Update Lists , Cnf-CP-Pi=
Confirm Checkpoint at Pi  /  S-Phi =Start Phasei, S-Phi-Pi =Start Phasei at Pi ,W-Phi-Pj =Wait to 
finish Phasei at Pj,D-MAi= Destroy MAi,
Mrg-MAi-MAj= Merge Lists of MAi with MAj, CP-Pi =Take Checkpoint at Pi , Rst-MAi= Restart 
activation of MAi

In parenthesis:
           First Number=Phase Number, Second Number=Order, First Bracket=PLI, Second  
Bracket= VL, Third Bracket= EL

),,,,,( ELVLPLIOperationOrderNumberPhaseiMA
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Pj PLIi, when visited by this agent, activates , which confirms the temporary 
checkpoints for processes in VLj. : Mobile agent  visits the processes in VLi 
(Pi PLIi)and confirms the temporary checkpoints, deleting the old permanent 
checkpoints.As an example, one of agent MA1 activities at row 1 of Table 1 is as fol-
low:(1, 14, R-P4, {1, 7}, {1, 6, 4}, {1, 6, 4, 7, 8, 3, 2, 5, 4})Which indicates that agent 
MA1 is located at phase one, time step of simulation is 14, operation done by agent is 
R-P4 thatmeans MA1 returns to P4, and PLI, VL, EL lists are {1,7},{1,6,4,},  and 
{1,6,4,7,8,3,2,5,4}, respectively. As seen, although agent MA1 has not yet visited 
node P5 (node No. 5does not belong to VL list of agent MA1), but it does not migrate 
to P5, because when passing node P4 and updating EL, it realizes that node P5 has 
been met before at least by a parallel initiator and as a result migration to it is pre-
vented. The details of first phase is given by the pseudocode in Algorithm1. 

3.3 Elimination of Additional Migrations in Phase II 

In the second phase of the original algorithm, we may have a situation in an initiator 
of a node such as Node x,which asecond phase agent (that we name it SPA from now)  
waits for the first phase agent (that we name it FPA from now) of  Node x to be re-
turned, so the first phase in this node ends and the SPA in this node can proceed algo-
rithm. But when the FPA returns, the SPA that was waiting for the FPA, realizes that 
its own ID is larger than the FPA, as a result the SPA must destroy itself, that means 
the entire activities done by the SPA had been ineffective and these kinds of addition-
al migrations only increase network traffic. While, if the SPA before destroying itself, 
presents list of nodes it has met along with its PLI list to the FPA, it prevents from 
wasting of tasks done by itself and the FPA can finish the SPA’s task by using infor-
mation presented and avoiding migration to nodes visited before by the destroyed 
agent. The details of second phase are given by the pseudo code in Algorithm2. 

3.4 Elimination of Additional Migrations in Phase III 

In the third phase of the original algorithm, after the SPA created two kinds of agents 
for beginning the third phase, it assigns one of them for migrating to all nodes located 
in its own PLI and this agent after migrating to all nodes, must move back to the source 
node and destroys itself there. While the agent does not need to move back to source 
node to destroy itself, instead it can destroy itself at node in which it is resident now. It 
is also true about the other agent which is responsible of confirmation. When it con-
firms checkpoints at all nodes in VL list, there is no need to move back to its source 
node to be destroyed. Therefore in this phase we can eliminate extra migration that 
occurred in useless move back to source nodes. The details of third phase are given by 
the pseudo code in Algorithm3. 
 
 
 
 

∈

∈
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Table 2. A dataset including of different connected graphs 

 
 

 

Improvement: First Phase
Algorithm1:MAi  On being initiated

1:Initiator Pi
2: begin 
3:       creates a mobile agent with agent id  i 
4: end 
5:MobileAgentMAi
6:begin 
7:   Push i into the Stacki

8:   TakeTemporaryCheckpoint(i,i)  
9:   whileStacki<>empty do
10:         if neighbor (Pj ) of Top_Stacki<>null and 
11:it is yet to be visited by MAiand

12:            not in EL of MAi then

13:                  move to the Pj 
14:                  TakeTemporaryCheckpoint(i,j) 
15:                      ifPj is unvisited by any other agent 
then
16:                             Push j into Stacki
17:                      end if 
18:                  ELj ← ELj ∪ ELi

19:                  ELi ← ELj
20:         else  
21:               Pop Stackiand move to Top_Stacki
22:         end if 
23:     end while 
24:end 
25:TakeTemporaryCheckpoint(i,j) 
26:Begin 
27:     ifmsg_ckpt<> True ∧ ckpt_state<> T then
28:          take a new checkpoint 
29:          ckpt_state  T 
30:          v_no  (v_no + 1) mod 2 

31:         }{ijPLIjPLI ∪← }{liVLiVL ∪←

32:     else ifmsg_ckpt<> T rue ∧ ckpt_state = T then
33:                     PLIi  PLIi ∪ PLIj 
34:                     PLIj   PLIi 
35:            else {msg_ckpt = True ∧ ckpt_state = T }  
36:                     msg_ckpt  False 
37:                     VLi  VLi ∪ {j} PLIj  PLIj ∪ {i}
38:            end if 
39: end if 
40:end

Improvement:Second Phase
Algorithm2:MAi  Building the list of initiators
1:MAi at Pi

2:begin 
3:      if ∃ a j∈ PLIisuch that j < i
then
4:            go to sleep 
5:      else move to Pjsuch that j ∈ PLIi

6:             and has shortest paths (cost) from Pi

7:             and not in  EL2i

8:             Push i into Stacki
9:      end if 
10:end 
11:MAi  at Pj

12:Begin 
13:     Push j into theStacki

14:     whileCompletedFirstPhase= False do
15:           wait for return of MAj{onMAi’s return} 
16:           {set CompletedFirstPhase  True} 
17:     end while 
18:     whileStacki<>do
19:           UpdateTheList(i,j) 
20:     end while 
21:end 
22:UpdateTheList(i,j)
23:begin 
24:     PLIi PLIi ∪ PLIj

25:     PLIj PLIi

26:     if atleastone s PLIisuch that s < i then
27:           EL2j EL2i

28:          MAiis destroyed 
29:    else if∈a k ∈PLIi such thatPkis unvisited 
and 
30:has shortest paths(cost) fromPj and 
31:              not in EL2ithen

32:                     move to kP
33:              else Pop Stackiand move to Top_Stacki

34:          end if 
35:      end if 
36:end
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4 Performance Evaluation 

To study the performance of improved checkpointing algorithms, we have developed 
a Java simulation environment using the J2SDK (Java2)1.6 with event processing 
method. We have simulated two cases of a checkpointing algorithm: the original mo-
bile agent based checkpointing algorithm and its improvement. The effectiveness of 
proposed algorithm is evaluated by extensive simulation under a dataset including 
7000 different connected graphs (because of its high volume just a small part of data-
set has been shown in table 2) which is created based on presented code at [6]. The 
performance of the simulated system is assessed in the following criteria: 

Average Execution Time: The average time during which one checkpoint epoch is 
executing. 

Network Traffic: The overall communication overhead in the system, measured in 
total number of data (bytes) transferred by agent in migrations. Therefore network 
traffic of system is related to total number of migrations in the system and can be 
calculated as: 

=
iagents iTDAVGmigNTrafficNetwork )(*  

Where 

migN is the total number of migrations. 

iTD is data transferred by agent i. 

Since there is relation between network traffic and number of migrations, then from 
now in each algorithm we only take the number of migrations into account. As a  
 
 
 
 
 

Improvement: Third Phase
Algorithm3:On completing the full list of 
initiators 
1:MAi at Pi
2:begin 
3:    Push i into Stacki 

4:    MAi move to Pj such that j ∈PLIi 
5:    create a clone of MAi 

6:    clone move to Pk such that k∈VLi 
7:end 

8:MAi at Pj (j ∈PLIi)
9:begin 
10:   Push j into Stacki 
11:      while Stacki<>empty do
12:          wake up MAj if it is asleep or recreate MAj 
13:          if it is destroyed 

14:              MAj move to Pk such that k ∈VLj 

15:          If ∃ a k∈PLIi such that Pk is unvisited then
16:              move to Pk 
17:          else 
18:              MAi is destroyed 
19:         end if 
20:       end while  
21:end 

22:MAi at Pj (j ∈VLj )
23:begin 
24:    Push j into Stacki 
25:      while Stacki<>empty do
26:         delete old permanent checkpoint ckpt state  P 

27:           if ∃ a k∈V Iisuch that Pk is unvisited then 
28:             move to Pk 
29:          else 
30:             MAi is destroyed 
31:          end if 
32:      end while 
33:end

(1) 
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result, any algorithm which has smaller number of migrations, it will have smaller 
network traffic. 

The details of simulation environment and algorithm parameters are given by the 
Table 3.Fig. 1 compares the number of migrations of original checkpointing algorithm 
and the proposed improvement. It shows that the improved algorithm has lower num-
ber of migration than the original algorithm.Fig. 2 compares the execution time of the 
original algorithm and the proposed improvement. It shows that the improved algo-
rithm has lower execution time than the original algorithm. 
 

 
 
 
 
 
 
 

 
 

 
 

Fig. 1. Mean number of migrations of the  Fig. 2  Execution time of the original algo-
rithm and its improvement                                    original algorithm and its improvement 

Table 3. Simulation Environment and                 Table 4. Results of each  simulation  run  for  
algorithm parameters                                            100 checkpoint epochs on first five graphs 
                   of dataset 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Environment 
parameter 

Default value 

Checkpoint Epoch  100 epoch 
Number of Graph in 
Dataset 

7000 graph with 
different density 

Checkpointing 
Interval 

Exponential 
Distribution04.0=λ 

Migration Interval Exponential 
Distribution 

1.0=λ 
Message Receiving 
Interval 

Exponential 
Distribution 

1.0=λ 
Number of Simulation 
Run 

7000 iteration 
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ExecutionTime

Original Algorithm Improvement

Graph 
#

Algorithm Migration AET

G#1 
Original 
Algorithm 

2104.00 183.18 

Improvement 1898.00 175.83 

G#2 
Original 
Algorithm 

2009.71 170.92 

Improvement 1784.28 164.36 

G#3 
Original 
Algorithm 

2200.57 166.13 

Improvement 2002.28 168.92 

G#4 
Original 
Algorithm 

2031.71 195.62 

Improvement 1852.57 191.34 

G#5 
Original 
Algorithm 

2008.42 162.44 

Improvement 1849.99 165.96 
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Table 4 shows results of each simulation run for 100 checkpoint epochs on first five 
graphs of dataset. It shows  number of migrations and average execution time (AET) of 
original algorithm and its improvement explained in section 5.1. 

5 Conclusion 

In this paper we propose an optimum mobile agent based checkpointing protocol 
which attempts to eliminate useless migrations in different phases of checkpointing 
algorithm. The proposed algorithm will improve performance and network traffic 
greatly. We have simulated two cases of a checkpointing algorithm: the original mo-
bile agent based checkpointing algorithm and its improvement. The effectiveness of 
proposed algorithm is evaluated by extensive simulation under a dataset including 
7000 different connected graphs.Our results show a significant improvement in num-
ber of migrations and average execution time when these solutions are simulated. 
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Abstract. As a fundamental problem in distributed system, load balancing is im-
portant to achieving scalability, guarantee system fairness and avoid performance 
degradation. To efficient utilization of all available resources, we need the concept 
of load balancing to be added in this area. In message-passing based approaches, 
the nodes have to exchange messages of load information periodically in order to 
make decisions on load balancing. The message exchanges result in high commu-
nication latency and thus deteriorate the performance of the system. In this paper, 
we propose a novel threshold-based dynamic load balancing approach which uses 
mobile agent (MA) because MA based approaches have the merits of flexibility, 
low network traffic, efficiency, less communication latency, as well as highly 
asynchronous. The effectiveness of proposed load balancing approach is evaluated 
by extensive simulation under a dataset including 7000 different connected graphs. 
Our results show a significant improvement in network traffic compared with the 
traditional message passing based approach. 

Keywords: Load Balancing, mobile agents, distributed system, load information, 
threshold, dynamic, network traffic. 

1 Introduction 

Because of heterogeneity of distributed systems, a large problem in this area is the 
efficient utilization of all available resources. So we need the concept of load balanc-
ing (LB) to be added in this area. Load balancing is a technique to enhance resources, 
utilizing parallelism exploiting, throughput improvisation, and to cut response time 
through an appropriate distribution of the application [1]. It is an active technology 
that provides the art of shaping, transforming and filtering the network traffic then 
routing and load balancing it to the optimal node. By adding the concept of load ba-
lancer we can distribute the traffic for preventing from failure in any case by having 
capabilities such as scalability, availability, easy to use, fault tolerant, quick response 
time [2, 3]. The strategy of load-balancing algorithms is based on the idea of transfer-
ring some processes from the heavily loaded nodes to lightly loaded nodes for 
processing. The load balancing strategies can be categorized according to whether 
they are centralized [4] or distributed [5, 6], local or global [7], static [1] or dynamic 
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[1, 4], sender-initiated [8] or receiver-initiated [6]. The rest of the paper is organized 
as follows: In the next section, we propose a novel threshold-based dynamic load 
balancing approach which uses mobile agents to balance system load. In section 3, we 
evaluate the performance of proposed load balancing approach with the message 
passing approach. Finally, section 4 concludes the paper. 

2 Proposed Load Balancing Approach 

In dynamic load balancing approaches, load balancing decisions are based on col-
lected load information of system. Traditional message passing based Load balancing 
approaches involve frequent message exchanging between clients and servers for 
discovering and sharing load information. Because of frequent fluctuation of load 
information in distribution system, updating load information of system nodes is re-
quired, frequently. But because of vastness and high degree of dynamism of distribu-
tion systems, this usually results in enormous communication overhead and will in-
crease network traffic. Mobile Agent-based methods can reduce this problem. Mobile 
agent provides a new technology for implementing load balancing mechanism in dis-
tributed systems. Proposed mobile agent based load balancing approach, balances 
system load and removes the above problems.  

2.1 Threshold Value and Node Types 

To balance system load the strategy of load balancing transfers some processes from 
overloaded nodes, i.e. heavy nodes, to under loaded nodes, i.e. light nodes, to be 
processed. The proposed load balancing algorithm uses the dynamic policy to deter-
mine whether a node is overloaded or under loaded. We define a threshold value  
for each node ni that is used to decide whether node ni is overloaded or under loaded. 
Each task  that enters the system has its own specific load, and for running it needs 
amount of processor time to be served. The threshold value of node ni is the limiting 
value of workload of node ni and calculates as follows: T ∑ WL N C⁄N  

 

(1) 

Where,  WLi is amount of workload of node ni, N is number of node in the system, 
and Ci is capacity of node ni, which shows processing capability of node ni.  

Each node ni can be classified into two types: 

• Heavy node, if  WL T ; 

• Light node, if  WL . 

When workload of a node exceed from its defined threshold, then it is considered as a 
heavy node, and is light otherwise.  In fact, task assignment to nodes must be in a way 
that workload imposed by each node is not beyond its utilization. When number of 
overloaded nodes increase in the system, it will affect system performance.  
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2.2 Policy 

The design of a load balancing mechanism should include the design of the following 
policies: 

Information Gathering and Updating Policy (IGUP): It specifies the strategy of 
collecting and updating of load information about nodes, and includes the frequency 
of information exchange and method of information gathering and updating. There is 
a tradeoff between having accurate information and minimizing the overhead. 

Job Transfer Policy (JTP): It decides when the initiator should consider re-allocate 
some requests to other servers. The decision can be made based on only local state or 
by exchanging global processor load information. 

Node Selection Policy (NSP): Selects  an appropriate  node  based  on  the  load  
information  to which  the  workload  on  an  overloaded  node  can  be reallocated. 
Different strategies can be used. The simplest strategy is to choose a node at random. 
The find-best strategy selects the first node whose load is below a threshold, i.e. the 
least loaded node. The find-first strategy selects very first node that is having the less 
threshold value. 

Initiation Policy (IP): It determines who initiates the process of load balancing. The 
process can be initiated by an overloaded node (called sender-initiated) or by an un-
der-loaded node (called receiver-initiated). 

2.3 Agents 

The proposed load balancing approach specifies three types of agents: 

(1) Load Gathering and Updating Agent (LGUA) is a mobile agent that is responsi-
ble for load information gathering. An LGUA is not proprietary to a node where it is 
created, but it is shared among nodes and provides load information to them. 

(2) Node Management Agent (NMA) is a stationary agent that is resident at a node, 
responsible for monitoring the workload on local node and executing job transfer 
policy if required. In sender-Initiated policy, when a node is overloaded, the NMA on 
it initiates the load reallocation process. The NMA selects the jobs from local job 
queue and dispatches the job to other nodes. 

(3) Job Migrating Agent (JMA) is activated by the NMA on an overloaded node. A 
JMA executes the node selection policy to select another node to receive the reallo-
cated job. Then, the JMA carries the reallocated job to that node.  

2.4 Strategy of Load Balancing 

The proposed load balancing approach is consisting of different agents with each 
agent has a specific role. Each LGUA moves to other nodes following an execution 
path of depth-first search, starting from its creator. Each LGUA maintains a stack, a 
list, and a table. The stack, Stack, has the path to the root, as required by the DFS. The 
list VL (Visited List) is the list of nodes which have been visited by this agent in each 
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cycle. The table, includes the workload of all nodes and the time stamp in which the 
workload of nodes is collected or updated. Each row of table demonstrates workload 
value (WL_Value) and workload time stamp (WL_TimeStamp) of one node. If an 
LGUA has not yet visited node ni, the WL-Value and WL-TimeStamp will be set to 0 
(WL_Value=0, WL_TimeStamp=0 ).  

Each NMA maintains a table and a counter. The table of an NMA has the same 
structure of the table belonged to each LGUA. The counter is valued by the last time 
stamp in which the workload of the node ni is requested by one LGUA. In the begin-
ning counter value of each NMA is set to 0, i.e. counter_value = 0. When an LGUA 
reaches a node ni, it requests the resident NMA on node ni the workload value of that 
node. The NMA first reports the workload to LGUA and increases its counter by 1, 
and then starts to update load information of both itself and the LGUA by comparing 
its table to the LGUA’s table.   

 

Fig. 1. An example of collecting and updating load information in proposed approach. 
(TS(TimeStamp _Value),WL(WorkLoad_Value)). 

If we have N nodes in the system, the table related to storing load information of 
all nodes will have N rows and three columns. The three columns demonstrate the 
node_number, the TimeStamp_value (TS) and Workload_Value (WL), respectively. 
The workload of node with node_number=i will be stored in ith row of table. 

If the TimeStamp_value of node i in the LGUA’s table is equal to the Time-
Stamp_value of node i in the NMA’s table, then no action is taken. Else, if the Time-
Stamp_value of node i in the LGUA’s table is greater than the TimeStamp_value of 
node i in the NMA’s table , then the NMA should update load information of node i 
in its table according to the LGUA’s table. Otherwise, the LGUA should update load 
information of node i in its table according to the NMA’s table.  

Each time that NMA of node ni updates its table, it also updates the threshold value 
of node ni by using the latest up-to-date table. Fig.1 shows that when LGUA reaches 
the node 7, load information of LGUA and NMA on node 7 should be updated. It 
shows that the LGUA has more updated load information of nodes 1,4,5,9 and 10 and 

Table of LGUA

i TS WL
1 5 25

2 2 35

3 4 30

4 3 15

5 6 18

6 3 20

7 5 30

8 4 45

9 3 34

10 4 21

  Table of NMA on Node7

i TS WL
1 3 20

2 2 35

3 6 26

4 1 20

5 5 15

6 3 20

7 8 24

8 5 41

9 2 30

10 3 32
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the NMA has more updated load information of nodes 3,7 and 8. When an LGUA 
visited all nodes and backed to its creator node, then it will start a new round. 

When a node receives new input tasks, the NMA on the node can immediately de-
termine a node to process them. If local load is below the threshold value, the home 
node processes the incoming tasks itself.  Otherwise, the local node is overloaded and 
cannot receive new tasks and should reallocate them to other nodes. Thus, the NMA 
initiates the load-balancing process by activating JMA to transfer some tasks to the 
nearest least loaded node such as node x as the best node. 

If node x has also been overloaded, the JMA asks from the resident NMA on node 
x, the best node to receive the task. The NMA introduces to it the best node, using up-
to-date load information in its table.  

3 Performance Evaluation 

To study the performance of proposed load balancing algorithm, we have developed a 
Java simulation environment using the J2SDK 1.6. The input tasks are randomly gen-
erated and sent to the nodes. The arrival interval of input tasks to each node follows 
exponential distribution with a mean of 0.1s. The processing time for an input task 
follows uniform distribution between 1s and 10000s. In each run of simulation, totally 
500 tasks are generated and processed. 

We have simulated three cases of a distributed system: using traditional load-
balancing algorithm, using proposed load balancing algorithm, and running without 
load balancing. The effectiveness of proposed load balancing approach is evaluated 
by extensive simulation under a dataset including 7000 different connected graphs 
which is created based on presented code at [9].  

The performance of the proposed approach is measured in the following criteria: 

Load Distribution: The load on each of the nodes is measured at different time in-
stants. The load on a node is denoted by the length of its job queue. The average devi-
ation of the load distribution over all nodes is calculated to show the effect of load 
balancing. 

System Throughput: The overall throughput of the system, measured in the number 
of jobs processed per second. 

Network Traffic: The overall communication overhead, measured in the total number 
of data (bytes) transferred in the communication. 

Table. 1 includes the average deviation of load by the proposed load balancing approach 
on 7000 different graph of dataset, using different number of LGUA agents. It shows that 
for the used dataset the lower bound of number of LGUA agent is about 5% of number of 
nodes. With this number of LGUA not only the Mean deviation didn’t changed, but also 
the network traffic decreased greatly (Fig. 2).   

In the message-passing-based approach, every node needs to periodically broadcast 
load information to other nodes. For totally N nodes, the broadcast incurs the commu-
nication overhead as high as O(N2). The high network traffic largely restrains  
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the system performance. From the results of simulation, we can conclude that the pro-
posed mobile agent-based approach is a communication-efficient approach to support 
load balancing (Fig. 3). Fig. 4 compares the system throughput of the proposed load 
balancing approach and the case without load balancing. The result shows that the 
proposed approach has the higher throughput. 

We have also compared the network traffic of the proposed approach and message-
passing approach (Fig. 5). The result shows that the proposed approach has the lower 
network traffic. 

Table 1. Mean Deviation 

 
 
 

 

 
 
 

 
 

 
 

Fig. 2. Network traffic of proposed load 
balancing approach using different number 
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Fig. 4. The system throughput of proposed   
load balancing approach and the case without 
load balancing                    

Fig. 5. The system throughput of proposed 
load balancing approach and message-passing 
approach 

4 Conclusion 

In this paper we proposed a novel threshold-based dynamic load balancing approach 
which uses mobile agent. To study the performance of proposed load balancing algorithm, 
we have developed a Java simulation environment using the J2SDK 1.6. The effectiveness 
of proposed load balancing approach is evaluated by extensive simulation under a dataset 
including 7000 different connected graphs. Our results show a significant improvement in 
network traffic compared with the traditional message passing based approach. 
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Abstract. Spatial Mining differs from regular data mining in parallel with the 
difference in spatial and non-spatial data. The attributes of a spatial object is 
influenced by the attributes of the spatial object and moreover by the spatial 
location. A new algorithm is proposed for spatial mining by applying an image 
extraction method on hierarchical Quad tree spatial data structure. Homogeneity 
of the grid is the entropy measure which decides the further subdivision of the 
quadrant.  The decision for decomposition to further sub quadrants is based on 
fuzzy rules generated using the statistical measures mean and standard 
deviation of the region. Finally, the algorithm proceeds by applying low level 
image extraction on domain dense nodes of the quad tree. 
 
Keywords: Fuzzy Quad Trees, Spatial Mining, Image Extraction, Spatial 
Clustering. 

1 Introduction 

Recent advances in sensing and storage technology have created many high-volumes, 
high dimensional data sets in pattern recognition, machine learning, and data mining. 
Spatial data mining is a demanding field since huge amounts of spatial data have been 
collected in various applications, ranging from remote sensing to geographical 
information systems, computer cartography, environmental assessment and planning. A 
spatial database contains objects which are characterized by a spatial location and/or 
extension as well as by several non-spatial attributes. The general problem of data 
clustering is concerned with the discovery of a grouping structure within a finite number 
of data points. Clustering is a descriptive task that seeks to identify homogeneous groups 
of objects based on the values of their attributes [1][2]. In spatial data sets, clustering 
permits a generalization of the spatial component like explicit location and extension of 
spatial objects which define implicit relations of spatial neighborhood. 

2 Related Works 

Different Spatial clustering algorithms such as DBSCAN [3], STING [4], CLIQUE [5], 
BIRCH [6], OPTICS [7] are based on either grid based or Density based clustering 
algorithms. 
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3 Quadtree 

The term quad tree is used to describe a class of hierarchical data structures which are 
based on the principle of recursive decomposition of space. The differentiation of 
these data structures are based on the data they represent; the rules of decomposition 
and the resolution, i.e. the number of times the decomposition is applied [8]. The 
region quad tree is based on the successive subdivision of image array into four equal 
sized quadrants. If the region is not homogenous, each quadrant is subdivided into sub 
quadrants and so on. This process is represented by a tree of degree 4. The root node 
corresponds to the entire array.  Each son of a node represents a quadrant, labeled in 
order NW, NE, SW, SE) of the region represented by that node. The application of 
quad tree can be traced in various algorithms.  

4 Fuzzy Inference 

A fuzzy set is a set containing elements that have varying degrees of membership in the 
set. Elements of a set are mapped to a universe of membership values using a function 
theoretic form. This function maps elements of a fuzzy set A to a real numbered value on 
the interval 0 to 1. An element x, is a member of fuzzy set A, then µA (x)∈[0 1]. The 
following operations are defined for fuzzy sets A and B for a given element x of the 
universe. Union: µA B x max µA . µB ; Intersection: µA B x min µA . µB ; Complement: µA x 1 µA x  where µ is the 
membership function. A fuzzy system is characterized by a set of semantic statements 
based on expert knowledge.  The expert knowledge is usually in the form of “if-then” 
rules. A fuzzy set A in X is characterized by a membership function which is 
implemented by fuzzy conditional statements.  If the antecedent is true to some degree of 
membership, then the consequent is also true to that same degree. If antecedent Then 
consequent. The If part involves evaluating the antecedent, fuzzifying the input and 
applying any necessary fuzzy operators. The then part requires application of that result 
to the consequent, known as inference.  Fuzzy inference is the process of devising a 
mapping from a given input to an output using fuzzy rules. Two types of fuzzy inference 
models are generally used; Mamdani and Takagi-Sugeno-Kang, method of fuzzy 
inference. Mamdani's fuzzy inference method is the most commonly seen fuzzy 
methodology [9]. 

5 The Proposed Framework 

5.1 Quadtree Construction 

Space based images has the characteristic to cover vast areas and have larger 
information quality. It is suitable for sustaining the locality information which is quite 
influential in spatial data. Spatial aggregation stored as minimum bounding rectangle 
may be obtained by constructing spatial hierarchy or combining neighboring spatial 
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objects. Quad-tree is such a spatial data structure which is frequently used for raster 
data. Quadtree decomposition is an analysis technique that involves subdividing an 
image into blocks that are more homogeneous. The top-down approach will consist of 
successive non overlapping subdivisions of the original image blocks with dimensions 
2h×2h by a factor of four. If a block is homogeneous, given some criterion it is not 
subdivided. If it is non-homogeneous, it is subdivided into non-overlapping four sub-
blocks with dimensions 2h-1×2h-1. Quad tree encoding will segregate the image into 
equal 4 quadrants sub-blocks. All these sub-division of the non-homogeneous blocks 
will continue until the smallest block reaches a minimum pre-established block size. 
A sample quadtree is given as example in figure 1. 

 

Fig. 1. Sample Quadtree decomposition 

Without the loss of generality, assume the size of input image array is n x n, where 
n is power of two. An image is represented mathematically by a spatial brightness 
function f(x,y) where (x,y) denotes the spatial coordinate of a point in the image. A 
gray scale image pixel can be represented as f(x,y), 0< f(x,y) <255, is proportional to 
the gray level of the image at the point (x,y). The mean of any region of an image 
array is defined as  where N=n.n; 0≤M≤255. The standard deviation is given by 

. For Computing, all attribute values are normalized into the unit 
interval [0, 1]. In order to preserve even the minor information that may get unnoticed 
when mean of region of a bigger size is taken, the mean of the parent region is passed 
over to the next iterative call. For the fuzzy inference the actual mean is taken as the 
difference between the parent mean and the sub quadrant mean. 

5.2 Fuzzy Rules for Decomposition 

The homogeneity criterion for decomposing Quadtree is based on fuzzy inference. 
The quadtree region can be considered homogeneous if, region satisfies the following 
intensity. 

a. Pure black 
b. Pure white 
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As per the Union rule of fuzzy inference system, the decision to decompose or not, 
can be stated as max [R1, R2, R3, R4, R5, R6] where each rule is given by 

R1: µlow(M) .µlow(S) 
R2: µmedium(M). µlow(S) 
R3: µhigh(M). µlow(S) 
R4: µlow(M) .µhigh(S) 
R5: µmedium(M) . µhigh(S) 
R6: µhigh(M) . µhigh(S) 

If rule R1 is fired, the region is highly dense and its info bit is indicated as 1 and if 
rule R3 is fired, the region is devoid of information and its info bit is set to 0. The 
final output of the first phase of the algorithm is a Quadtree decomposed to a final 
level of leaf nodes whose info bit is either set to 0 or 1.In order to avoid pixel level 
subdivision, a threshold level for the size of block is predetermined. When the sub 
quadrant size reaches the threshold level, the algorithm probes the mean of the region 
and if it is less than 0.5 (normalized to the interval [0 1]), it takes the region as 
informative and sets its info bit to 1. 

5.3 Image Extraction from MBR 

The second phase of algorithm identifies the regions whose info bit is set to 0. These 
quadrants as a whole represents the clusters deduced from a spatial image. To form 
the boundaries of the clusters an image extraction algorithm is applied to these 
specific regions. Low-level Image information is represented by a feature vector, 
which contains a number of units associated with local spatially restricted interactions 
between neighboring pixels. The structure that can be perceived at low level is an 
edge structure [10]. An edge can be viewed as a discontinuity in spatial homogeneity. 
To extract the low level information content, we compute two components: a 
topological component and intensity information denoted by Itop (x, y) and Iint(x, y).. 
A measure of local information content Iloc (x, y) can be measured as a product of 
two constituting components:Iloc (x, y) = Itop (x, y). Iint(x, y)where Itop is the 
topological component and Iint in the intensity information. The calculation on Itop 
and Iint is clearly explained in the reference [10]. 

6 Implementation and Discussion 

The algorithm is applied to different images from various disciplines. Fig 3 shows the 
weather image obtained from INSAT India. The intermediary image after the First 
Phase of the algorithm is shown as Fig 3.a. The final resultant image is shown as 
fig.3.b. Fig. 4 is the mammogram image of fibro adenoma of the breast (Copyrighted 
to Frontiers in Bioscience).  Fig 5 is the Moonridge quadrangle, showing the mule 
deer locations copyrighted to GIS/LIS (1994), p647-657. The algorithm is coded and 
implemented using MATLAB. The images to which the algorithm is applied are 256 
x 256 RGB JPEG images. The Quad tree construction helps in data focusing in a 
spatial image, by finding the Minimum Bounding rectangles using fuzzy quadtrees, 
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which provides a closer fit to the actual data objects in the image. An MBR can be 
easily represented by the coordinates of the vertices. An earlier work by the authors 
[11][12] addressed the research problem using crisp boundaries for Mean given as 
HG factor (Q)   = 1 if (Lp+•) < m (Q) < (Hp) < m (Q) < (Hp-•). The uncertainty in deciding the value ). The uncertainty in deciding the value 
of delta is being removed in this work by fuzzy rules. The issue which is not 
enunciated in this algorithm is noise that can alter the intensity of the information 
pixel and therefore its occurrence may influence the statistical measures of the image. 
 
 

Fig. 3. Weather Image 

 

Fig. 3a. MBR of Image 

 
 

Fig. 3b. Resultant Image 
 

 

Fig. 4. Mamogram Image   
 

 

Fig. 4a. MBR of Image 

 

Fig. 4b. Resultant Image  

 
Fig. 5. Mule Deer Locations   

 

Fig. 5a. MBR of Image  
 

Fig. 5b. Resultant Image 

7 Conclusion 

Generally clustering algorithms  are  classified  as partition  based, hierarchical  
based,  density based and grid-based methods. The proposed algorithm using fuzzy 
quadtree helps to focus on information dense areas and thereby reducing considerable 
amount of execution time. Subsequently the rules are generated using fuzzy inference; 
the uncertainty in specifying the threshold boundaries is avoided. Also, the Statistical 
measures of the parent region are passed down through the recursive call, so that any 
relevant information is not mislaid as an outlier. 
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Abstract. In wireless communication systems, peak–to-average power ratio 
(PAPR) is a performance measurement that indicates power efficiency of the 
transmitter. In this paper, an improved method based on tone reservation me-
thod for PAPR reduction was proposed. To improve PAPR reduction perfor-
mance, the more appropriate magnitude of the time domain PAPR reduction 
signals was found by the proposed method. Simulation in single carrier fre-
quency division multiple access (SC-FDMA) system demonstrates that PAPR 
reduction performance of the proposed method is better than that of the original 
approach when several PAPR reduction subcarriers were used. 

Keywords: PAPR, Tone Reservation, SC-FDMA. 

1 Introduction 

Peak-to-average power ratio (PAPR) is indicative of the power efficiency of the  
mobile terminal. High PAPR at the transmitter can cause the transmitter high power 
amplifier (HPA) to go into non-linear regions and degrade the transmitter power effi-
ciency. And low PAPR means longer battery life and cheaper output power amplifier 
for the same average transmitted power. To get lower PAPR, many PAPR reduction 
approaches for orthogonal frequency division multiplexing (OFDM) have been pro-
posed [1], which can also be used to reduce PAPR in orthogonal frequency division 
multiple access (OFDMA) system, such as amplitude clipping, clipping and filtering, 
tone reservation (TR) and so on. In these methods, TR method is based on adding 
PAPR reduction signals to the data signals to reduce its peaks. TR method does not 
only eliminate the need for side information but also prevents the bit error rate (BER) 
degradation. In this paper, an improved method based on TR method for PAPR reduc-
tion is proposed. To improve PAPR reduction performance, the more appropriate 
magnitude of the time signals used to reduce PAPR was found by the proposed me-
thod. Simulations in single carrier frequency division multiple access (SC-FDMA) 
system demonstrate that the proposed method has better PAPR reduction performance 
than the original approach in [2]. 
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1.1 PAPR of SC-FDMA Signals 

SC-FDMA can be regarded as discrete Fourier transform (DFT) spread OFDMA, 
where time domain data symbols are transformed to frequency domain by DFT before 
going through OFDMA modulation [3]. 

 

Fig. 1. Block diagram of SC-FDMA transmitter. xm ( m = 0,1,  , M 1 ) are time domain 

symbols after SC-FDMA modulation. M is the total number of subcarriers, and N (N 
< M ) is the number of subcarriers occupied by the input data. 

Fig.1 shows the block diagram of an SC-FDMA transmitter, where M is the total 
number of subcarriers, xm (m=0,1, , M-1) are time domain symbols after SC- FDMA 
modulation, and N ( N < M ) is the number   of subcarriers occupied by the input 
data. SC-FDMA transmitter groups the modulation symbols into blocks each con-
taining N symbols. Then each time domain data block was transformed to a fre-
quency domain data block by an N-point DFT. Next it maps each of the N-point 
DFT outputs to one of the M orthogonal subcarriers. Then an M-point IDFT 
transforms subcarrier mapping outputs into a complex time domain signal xm. max, , ,M | |1 ∑ | |  (1) 

1.2 Tone Reservation Method 

Tone reservation (TR) method is based on adding time domain PAPR reduction 
signals to the time domain data signals to reduce its  peaks. Both the transmitter and 
the receiver agree on reserving a small subset of tones for generating PAPR reduc-
tion signals. Those reserved tones are not used for data transmission. When TR 
method is used, the new time domain vector x can be represented as 

 (2) 

where c is the corresponding  time domain  PAPR reduction vector of the frequency 
domain PAPR reduction vector C, and x is the corresponding time  domain data 
vector of the frequency domain data vector X. X and C must lie in disjoint frequen-
cy subspaces. TR method does not need any side information and any receiver  
operation. 
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2 The Original Approach Based on TR Method 

The approach based on TR method in [2] uses one reserved subcarrier to generate 
time domain PAPR reduction signals for reducing the first maximum peak magnitude 
of time domain data vector x. First, the frequency domain PAPR reduction vector C 
has only one nonzero element . k is the subcarrier index. The time domain PAPR 
reduction vector c is computed out as follows. 1√  exp 2 ∈ 0,1, , 1  (3) 

where N is the total number of subcarriers. c has a constant magnitude and a time 
varying phase for all n. To reduce the first maximum peak magnitude  , themagni-
tude and the phase of c must be modified. The phase of  must be modified into an 
opposite phase of ,  Where  is a time index of the l-th maximum peak. 

3 The Proposed Improved Method 

In this section, we proposed an improved method based on the original method in [2]. 
Let  be the time domain PAPR reduction vector which was generated by the original 
method, and ̂ be the more appropriate time domain reduction vector which was  
generated by proposed improved method. The magnitude of ̂  | ̂| | |  was calcu-
lated out by the phase differences between   , where  is time index of 
l-th maximum peak. When add ̂ to x, because the magnitude of ̂ is larger than that 
of , the first maximum peak magnitude  was suppressed further. So  
the improved method has better PAPR reduction performance. First, we used one 
reserved subcarrier to generate time domain PAPR reduction vector  by original 
method, whose magnitude and phases have been modified. Then normalize  as  
follow. ̂ | |  (4) 

And let   ,  , ,   be a set of the phase differences between ̂     .    can be expressed as follow.  ̂  (5) 

Both original and proposed methods are to suppress | | for PAPR reduction  
and to prevent other peak magnitudes larger than | | after PAPR reduction. So it 
is very important that  | | must be always smaller than | | in both methods, 
i.e. |  |  |  | 2,3, , ,  (6) 
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Where | |  | ̂ | 2 cos | || ̂ |  (7) 

When l =1, since the phase of ̂   must be an opposite phase of  , i.e.     then | | | ̂ | 2| || ̂ |  (8) 

Next, since ̂ has a constant magnitude, then ranges of | ̂ | for   2,3, ,   
| ̂ |  |  | | |2 | | | | cos , 2,3, , .  (9) 

To reduce | | further, | ̂|  must be as large as possible. So let | ̂ | for ,2,3, ,  be maximums, i.e. 

| ̂ |  |  | | |2 | | | | cos , 2,3, , .  (10) 

Then N -1 candidate magnitudes of ̂ will be found by (10). Lastly, to make sure (6) 
for all l, the optimal magnitude of  ̂ i.e. must be the minimum of N -1 candidate 
magnitudes, i.e. | ̂| min, , , | ̂ | min, , ,  |  | | |2 | | | | cos    €                       (11) 

And | ̂| calculated out by (11) will be never smaller than | |, even though the phase ̂  is same to   for 2,3, ,  (the worst case), i.e.  0. So the 
new vector ̂ has low PAPR than . But the maximum PAPR reduction gain 
for the proposed method is the same as that for the original method, which is 6.02dB 
[2]. 

4 Conclusion 

In this paper, an improved method for PAPR reduction based on the original approach 
in [2] was proposed. The proposed method improves PAPR reduction performance by 
finding out the optimal magnitude of PAPR reduction signals .Simulation results in 
SC-FDMA system shows that the PAPR reduction performance of the proposed im-
proved method is better than that of the approach in [2] for using only one subcarrier 
and several subcarriers, respectively. 



 PAPR Reduction of SC-FDMA Based on Modified Tone Reservation Method 121 

5 Simulation Results 

Let method I be the original method in [2] and method II be the proposed improved 
method in this paper. Simulations are according to SC-FDMA system model in [4]. 10  uniformly random data points were generated to acquire the CCDF of PAPR 
which is calculated by Monte Carlo simulation. Subcarrier mapping modes is local-
ized modes. The total number of subcarriers M was set to 256, input data block size N 
to 64 and the number of PAPR reduction subcarriers i to 1, 3 and 5. And 16QAM 
symbol constellations were considered. 
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Abstract. Reed-Solomon (RS) codes play an important role in providing error 
protection and data integrity.  Design of a scalable RS decoder is implemented 
with Bit-Parallel Systolic Multiplier. This bit-parallel multiplier is defined from 
All-One Polynomial. This can perform higher data throughput rate with shorter 
latency. As compared to other decoder architecture design the proposed work 
consist of less arithmetic operations and gate count is also comparably less. 

Keywords: RS Decoder, Bit-Parallel, All-One Polynomial. 

1 Introduction 

Reed-Solomon codec is a widely used Forward Error Correcting (FEC) technique. RS 
decoder can be implemented with a Bit-Parallel Systolic Multiplier using All-One 
Polynomial (AOP).  Basic block diagram of RS decoder is shown in Fig.1. The three 
operations are syndrome calculation, key equation solving, and error correction.  

 

Fig. 1. Block diagram of a Reed-Solomon decoder 

2 Syndrome Calculation 

The syndrome calculation module receives codes from channel, denoted as r(x), and 
calculates syndrome polynomial S(x). 

2 1

0

( )
t

i
i

i

S x S x
−

=

=                                                       (1) 



 Reed-Solomon Decoder Architecture Using Bit-Parallel Systolic Multiplier 123 

Where t is the error correcting capability, t = 4 and  i= 0,1,2,……..,7.  Also 2t = n-k. 
Then, the coefficients of syndrome polynomial can be calculated by, 

1

0

( ) , 0,1,....,(2 1)
n

i ij
i j

j

S r r i tα α
−

=

= = = −                                       (2) 

Where n is the code length and α0 , α1 ,…..,  α2t-I  are the roots of the generation 
polynomial in encoding. Here, t = 4, n = 15 & k = 7. 

 

Fig. 2(a). Schematic of Syndrome Calculation Fig. 2(b). Output Waveform of Syndrome 
Calculation 

Table 1. I/P & O/P of Syndrome calculation for α0 

 

Fig. 2 (c). Processing unit of Syndrome Calculation 

2.1 Bit- Parallel Systolic Multiplier 

The Bit-Parallel Systolic Multiplier is the effective algorithm for computing 
multiplication over a class of fields GF(2m). This multiplier is composed of (m)2 

identical cells, each consist of one 2-input AND gate, one 2-input XOR gate and three 
1-bit latches. A polynomial of the form P(x) = p0 + p1x + p2x

2 + … + pm-1  x
m-1 over 
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GF(2m) is called an all one polynomial (AOP) of degree m, if pi = 1 for i = 0, 1, 2, …, 
m.  For example, m = 4 i.e.  GF(24) the representation is A = 1 + α + α2 + α3  For 
Multiplication, Let α be a root of the irreducible AOP of degree m over GF(2).  
Suppose that A = A0 + A1α + A2α

2 + … + Am-1α
m-1  and  B = B0 + B1α + B2α

2 +…+ Bm-

1α
m-1 are two elements in the field GF(2m). Therefore we obtained, AB = (A0 + A1α 

+…+ Am-1α
m-1 ) (B0 + B1α +…+ Bm-1α

m-1 ).  

2.2 Properties 

Let   and + denote the operations of a multiplication and addition over GF(24) 
respectively. The product of the multiplication of A and B over GF(2m) can also be 
obtained from the following steps. 

Step 1:    Step 2: Using the cyclic shift properties, 

 

Step 3: After applying addition property            Fig. 3(a). Single cell multiplier 

   

3 Modified Euclidean Algorithm 

For key equation-solving module the modified Euclidean algorithm as it required low 
hardware complexity. We consider σ(x) as error location polynomial and ω(x) as error 
magnitude polynomial 

  2( ) ( ) ( ) mod( )tS x x x xσ ω=                                         (4) 

The modified Euclidean algorithm can be explained by following equations. 

A. Initial Condition:  R0(x) = x2t , Q0(x) = S(x) , L0(x) , U0(x) = 1 
B. Output Assignment:  ω(x) = Qi-1(x) , σ(x) , Ui-1(x) 
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Fig. 4(a). Processing unit of solving key equation          Fig. 4(b). Schematic of processing  
             unit of   solving key equation 

Table 2. I/P & O/P of key solving equation 

   

            Fig. 4(c). Waveform of key solving equation 

4 Error Correction 

The error correction module finds the locations of errors by check if ( ) 0kσ α − = , 

from k = 0 to k = (n-1). This is called the Chien’s search. Chien’s search evaluates 

0

( ) .( ) , 0 ,1, . . . , ( 1)
v

k i k
i

i

k nσ α σ α− −

=

= = −                                 (5) 

In this Forney algorithm is used for calculating the error values.  

Wik = Wi(k+1) * αi , i = 0, 1, … , t-1. ; ω(α-k) = W0k + W1k + . . . + W(t-1)k          (6) 

Table 3. I/P & O/P of Error correction 

 

Fig. 5(a). Processing unit of error correction   
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Fig. 5(b). Processing unit of error correction    Fig. 5(c). Output Waveform of error 
correction 

5 Conclusion 

In this paper, we have design a scalable Reed-Solomon decoding processor based on 
Bit-parallel systolic multiplier using all one polynomial for GF (2m). 4 bit Multiplier 
designed has a high throughput due to the low propagation delay in each cell. 
Moreover, the latency of the AOP-based multiplier is only m + 1 clock cycles to 
compute a multiplication in GF(2m). Also RS decoder architecture has very good 
flexibility performing different data throughput rate from very low to very high, with 
acceptable power consumption on data path control. Table 4 shows the utilization of 
three blocks of the RS Decoder. 

Table 4. Summery of utilization for various architecture 
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Abstract. The recent technological advancements of embedded gadgets is 
tremendous and they impose a wide gamut of challenges for their operation and 
maintenance. The biggest bottleneck however that remains is the power 
capacity of the devices. In this context, the measurement of energy of their 
peripherals and connectives has been gaining much importance. This work 
concentrates on bringing out the significant parameters and changeovers by 
scaling peripheral voltages and corresponding clock frequencies.  This has the 
potential for important contributions in the gamut of ease of power 
measurement at voltage and frequency variations. The final conclusions of our 
analysis and measurement techniques can help researchers working in this area 
with flexibility and reliability of conceptual experimentation.  

Keywords: Static power management, Dynamic power management, power 
and energy estimation, energy management, and embedded systems. 

1 Introduction 

The tremendous utilization of portable devices demands high performance with limited 
energy resource. The power management schemes in embedded systems are divided into 
two categories, namely static power management scheme and dynamic power 
management scheme. The recent advancement in the processor design allows dynamic 
scheduled power scheme based on voltage and frequency scaling.  Initially high 
performance processors such as the Transmeta Crusoe, Intel StrongARM  and XScale 
were designed to support these features, but now ARM 7, PIC microcontrollers and 
LPC900 series have been under use with dynamic power management capabilities.  

As power consumption becomes a challenging task in design of the embedded 
device, the researcher needs efficient, accurate and low cost tools to evaluate the 
performance of their software and architectural innovations. Many attempts were 
made towards the characterization of power and energy measurement of the system 
but all involved only static power consumption techniques. Hence, there is a need to 
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measure and characterize dynamic power consumption and energy estimation of the 
embedded systems. Our paper gives details on developing a technique to measure the 
dynamic power of the embedded system by means of low cost measuring devices 
which may be further applicable to embedded system.  

The authors in [1], introduced the technique for energy measurement of a zigbee 
based embedded systems.  The authors in [2] described the method for model based 
embedded system, which gives detail about current consumption by using accurate 
and integrable energy meter.  The measurement technique for data logging system 
with accurate estimation of energy was ascribed in [3], which will not affect normal 
operating condition of the core and peripheral modules.  The methods suggested in [4 
and 5] for measuring the digital circuit methods provided high accuracy. In [6], basic 
energy meter for all of the above heuristic measurements with the digital circuitry is 
introduced. The simulation based methodology for estimating the energy consumption 
in peripherals such as audio and video devices were explained in [7]. The approach 
for instantaneous current measurement technique was presented in [8]. In [9], the 
authors devised an instruction level energy model for the VLIW processor. The 
energy measurement from the control flow graph of the program which is applicable 
to non-pipelined processor was described in [10].  Further, a conceptual approach [11] 
was introduced which is applicable to both embedded systems & general purpose 
platforms. The authors [12, 13] developed the energy consumption by the use of java 
based portable devices. The energy measurement in [14] was calculated by means of 
number of instructions and machine cycles for the program to be executed. 

2 Proposed Approach for Measurement of Energy 

The Fig.1 gives the pseudo code for the measurement of the P89LPC936 
microcontroller by varying the power level means of dynamic frequency scaling 
method. The experimental setup gives the details to implement the dynamic frequency 
scaling algorithm with the help of special function registers. 

BEGIN
DEFINE the Initial Variables
SWITCH to Max/Required Power
SWITCH the UART Speed, Timer/Counter calculation etc., based on DIVM register 
value & Oscillator speed

IF Application Power=Need THEN SWITCH
IF NOT Brownout detection condition 
RESET the controller
ELSE SWITCH
END

 

Fig. 1. Pseudo code 



 Significant Parametric Measures for Enhanced and Accurate Energy Management 129 

3 Experimental Setup for Measurement of Energy 

The proposed methodology uses an energy meter which consists of the current mirror, 
a recording unit and the Target Development Board. The recording unit comprises of 
RS flip- flop and a microcontroller which acts as a counter and counts the number of 
discharges that takes place.  

 

Fig. 2. Experimental Setup 

The proposed approach is used to measure the power consumption of the 
processor, while scaling the frequency. The power consumption of the processor is 
given by the formula 

       P = CV2f                                                                 (1)                                             

By the above equation the power(P) consumption of the processor can be reduced or 
increased by three factors. Total switching capacitance(C), square of applied 
voltage(V) and clock frequency(f). In our paper we have used 89LPC936 processor in 
which the power consumption is reduced by scaling down the frequency.  

“The oscillator frequency OSCCLK of the LPC936 can be divided down, by an 
integer, upto 510 times by configuring the dividing register DIVM.  The output of the 
frequency CCLK of the divider is according the formula  

  CCLK = OSCCLK  / ( 2 * N  ) .                                       (2) 

where N is the value of DIVM. The CCLK frequency can be in the range of OSCCLK 
to OSCCLK/510. For N = 0 CCLK = OSCCLK.” 

The frequency scaling is done by keeping the controller in the different modes such 
as ideal mode, active mode and in the power down mode. The current consumption of 
the controller is studied in various clock frequencies.  

4 Results and Discussions 

The experimental setup tried successfully, the following observations are made by 
varying the condition of Mode/DIVM. We have observed the current level of the 
microcontroller by varying fCCLK values.  
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4.1 Measuring the Energy Consumption of Processor in Idle and Active Mode 

In Idle mode, execution of instructions is suspended until either a reset or interrupt 
occurs. In active mode, the CPU is still running and the peripherals are turned off.  
The idle & active mode current consumption of our proposed system for different 
frequency is illustrated in the table 1 and figure 3.   

Table 1. Current consumption in Idle & Active mode at varying frequencies 

DIVM fCCLK
IDD(mA) at 
VDD = 2.4V

IDD(mA) at 
VDD = 3.0V

IDD(mA) at
VDD = 3.6V

IDLE ACTIVE IDLE ACTIVE IDLE ACTIVE
DIVM = 00h 11.05 MHz 2.50 4.56 3.61 6.78 4.80 8.83
DIVM = 
0Ah

553 kHz 0.71 0.85 1.09 1.41 1.45 1.70

DIVM = 64h 55.3 kHz 0.63 0.67 0.93 1.15 1.28 1.35
DIVM = 
FFh 21.7 kHz 0.62 0.65 0.92 1.14 1.27 1.34

 

   

   

Fig. 3. Current waveforms at different frequencies in Idle & Active mode 

4.2 Measuring the Energy Consumption of Processor in Power-Down Mode 

In Power-down mode, the oscillator is shut down and the chip receives no internal 
clocks. The Power-down mode current consumption of our proposed system for 
different frequency is illustrated in the table 2 & 3 and figure 4. 
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Table 2. Current consumption in power-down mode 

Power-Down Mode
IDD( ) at VDD 

= 2.4V
IDD( ) at 
VDD = 3.0V

IDD( ) at 
VDD = 3.6V

Normal 51.9 54.6 58.1 

Comparators are active 66.5 69.3 73.2 
 

Table 3. Current consumption in Power-down mode at varying frequencies 

DIVM fCCLK
(kHz)

IDD at VDD=2.4V IDD at VDD=3.0V IDD at VDD=3.6V

00h 32.768 138.9 

01h 16.384

02h 8.192

Total power-
down 0.0

 

 

Fig. 4. Current waveforms at different frequencies in Power-down mode 

In total Power-down mode the CPU and oscillator will be turned off. Only the 
System Timer / RTC and the WDT can still run (if enabled). 

5 Conclusion 

The measurement technique is verified with an experimental setup for different 
frequency by varying the core clock of the microcontroller. The frequency scaling 
clearly saves the energy consumption of the microcontroller.  The results of the 
experiment will helpful for the researchers working in the area of embedded systems 
to study the critical power measurement techniques of the microcontroller with 
various operating conditions. The results also prove that total power down mode of 
the controller reduces the power consumption very significantly. Future work is 
planned to create the algorithm for and embedded systems to consume less energy 
with the help of the low power scheduler. 
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Abstract. The productivity of mustard plant is dependent on huge number of 
time dependent parameters. But many of them are not significant or they are 
highly correlated with others parameters. Some parameters playing significant 
role in growth of the plant and give the information which is mandatory but not 
correlated with the others. So, same result can be produced by fewer parameters 
instead of considering all parameters. In this paper, an effect has been made to 
reduce the significant environmental parameters which have dominated the 
growth of mustard plant using principal component and factor analysis. These 
two methods have been used as variable reduction model. The artificial neural 
network has been applied on highly significant parameters to predict the shoot 
length of mustard plant. The linear equation has been used to find the shoot 
length at maturity. Finally, the productivity of the plant has been predicted 
based on shoot length of the plant at maturity.  

Keywords: Environmental Parameters, Principal Component Analysis, Factor 
Analysis, Significant Parameters, Artificial Neural Network. 

1 Introduction  

The main application of principal component and factor analysis are (1)  to reduce the 
number of variables and (2) to detect the structure in the relationship between  
variables. Factor analysis and principal component analysis are applied as data reduc-
tion or structure detection methods[2]. In this paper, an effort has been made to re-
duce the on environment parameters which are dominates the growth of mustard plant 
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using principal component and factor analysis. Using both methods, it has been 
proved that only few numbers of related factors have to consider predicting the 
growth of mustard plant. The shoot length has been predicted by applying artificial 
neural network (ANN) on few selected parameters. Linear equation has been used on 
predicted shoot length to find the shoot length at maturity. Finally, the productivity of 
plant has been predicted from shoot lengthy at maturity (after 95 days). Earlier, this 
sort of work has not been used in prediction of growth. That is the reason for selecting 
this work described in the paper. 

2 Data Used in This Paper 

Data used has been taken from a statistical survey conducted by a group of certain 
agricultural scientists on different mustard plants under the supervision of Prof. Dilip 
De, Bidhan Chandra Krishi Viswavidyalaya West Bengal, India.  

3 Method 

The proposed method which has been used in prediction of shoot length are described 
as follows 

Step 1: Various components of environmental data that dominated the growth of 
mustard plant have been taken. 

Step 2: The method of principal component analysis has to be applied to find the 
significant parameters as follows. 

2.1. The correlation matrix has to be derived to find the correlation among the para-
meters using available data. 

2.2. The eigen values, total variances, cumulative eigen vectors and percentage of 
contribution of component has to be found out. 

2.3. The sum of the eigen values has to be computed  from which the factors are ex-
tracted (computed). Those components where eigen value is greater than 1.0 has to be 
selected. 

2.4. The eigen vector has to be derived and the components whose eigen values are 
greater than 1.0 has to be selected. 

2.5. As principal component analysis, one component is linear combination of all 
variables; the variable for which the value of corresponding component is either max-
imum negative or maximum positive. To select the variables under the same compo-
nent, 10% of the component value of the selected variable has to be reduced and all 
the variables which are greater than 10% of the value of selected variable has to be 
selected. 



 Prediction of Productivity of Mustard Plant 135 

2.6. The 2.5 has to be repeated for all components whose eigen value is greater than 
or equal to 1.0. 

2.7. The selected variables under 2.5 and 2.6 will be reduced variables among the all 
variables. 

Step 3: The factor analysis has to be applied to find the significant parameter as follows. 

3.1. Factor loading has to be calculated using original data set. 

3.2. The number of factors has to be chosen from all those factors whose eigen value 
greater than 1.0. 

3.2. One variable in factor analysis is linear combination of all factors. The factor 
value under one variable is greatest of all factors has to be marked. In each factor, the 
greatest value from all marks values has to be found; the corresponding variable has 
to be taken. 

3.2. To select the other significant variables in factor analysis, 10% of the selected 
factor value has to be computed and select all the variables which is greater than 10% 
of the selected factor. 

Step 4: The union of the selected variable under principal and factor component anal-
ysis will be selected as the significant variables. 

Step 5: The tables in which the last column will be the target value i.e. shoot length 
will be restructured and rest columns will be significant environment parameters  
derived by step 4. 

Step 6: The multi-layer neural network and setting the initial weights of input to hid-
den layer and hidden to output layer, bias, learning parameters and momentum para-
meters has to be designed. 

Step 7: The shoot lengths will be predicted using training and testing of the network. 

Step 8: The shoot length at maturity will be predicted by applying the linear equation 
on predicted data.  

Step 9: The productivity i.e pod yield of mustered plant will be predicted based on 
shoot length at maturity. 

4 Implementation 

4.1 Principal Component Analysis 

After the plantation, the environmental parameters have been collected during the 
harvest period of growing stage of parameters have been collected. Using Statistica 7 
software package, the correlation matrix of data from fig 1 has been computed and 
furnished in table 1. 
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Table 1. Eigenvector computed from fig 1 

variable Eigenvector  and number of components is 3 
variable 
Number  

Component1 Component2 Component3 

Maxi Temp. 1 0.376844 0.351089 -0.049277 
Min Temp 2 0.367258 0.368866 -0.057148 
Rain Fall 3 0.278404 -0.335760 0.186305 
Max Humidity 4 -0.255216 -0.504113 0.020553 
Min Humidity 5 -0.447332 -0.114271 0.047172 
D1 6 -0.362725 0.228962 -0.134402 
D2 7 -0.354890 0.373221 0.023754 
D3 8 -0.349858 0.387868 0.016830 
Sun Shine 9 -0.021059 0.136358 0.968523 

In principal component analysis, one component is linear combination of all va-
riables. The particular variables on which the components mostly depend on have 
been shown by underline in the table 1. 

4.2 Factor Analysis 

The same data has been used in factor analysis and using statistica 7 software pack-
age, factor loading have been calculated using factor analysis based on eigen values 
greater than 1.0 is  furnished in table 2. 

Table 2. Factor Loadings (Unrotated) 

Variable Factor Loadings (Unrotated) (PCAapplication)  
Factor1 Factor2 Factor3 

Maxi Temp. -0.827782 0.558140 -0.048038 
MIN Temp -0.807268 0.586862 -0.055871 
Rain Fall -0.599427 -0.544217 0.188404 
Max Humidity 0.566025 -0.805376 0.017682 
Min Humidity 0.976464 -0.176991 0.047259 
D1 0.785226 0.373728 -0.132438 
D2 0.765244 0.604171 0.025844 
D3 0.753988 0.627647 0.018927 
Sun Shine 0.043168 0.213214 0.969636 

In factor analysis [3], one variable is linear combination of all factors. The factor 
value which is greatest of all factors has been marked in the row of all variables.  In 
each factor, it has been found the greatest value from all marks values; the corres-
ponding variable has been taken.  

4.3 Artificial Neural Network (ANN) 

Under artificial neural network system, a feed forward back propagation neural net-
work is used which contain three layers. Using training and testing the predicted shoot 
length is furnished in table 3. The average error has been calculated as 1.47%. 



 Prediction of Productivity of Mustard Plant 137 

Table 3. Predicted Shoot Length using ANN 

Max Humidity Min Humidity Sun Shine  Shoot Length   
Predicted Shoot 
Length  

95.75 58.35 7.77 19.00 19.00 
95.98 58.63 7.86 22.00 21.543 
96.22 58.92 7.94 24.00 23.698 
96.45 59.20 8.03 27.00 27.65 
96.68 59.48 8.11 31.00 30.523 
96.91 59.76 8.16 33.00 32.834 
97.14 60.04 8.22 34.00 34.876 
97.37 60.32 8.27 36.00 35.116 
97.60 60.60 8.32 38.00 37.757 
97.65 60.63 8.10 42.00 41.998 
97.69 60.67 7.88 46.00 45.115 
97.74 60.70 7.66 50.00 49.121 
97.78 60.73 7.44 54.00 55.112 

5 Result and Conclusion 

Applying principal component and factor analysis, it has been proved that out of nine 
environmental parameters, three of them (max humidity, min humidity and sun shine) 
are plays significant role for growing the mustard plant. If these three parameters are 
available sufficiently, the growth of mustard plant will be healthy and they will be 
produced huge yields. The final shoot length can be predicted using predicted data by 
ANN which furnished table 3 and linear equations.  The final shoot length after 95 
days is 135.88 cm and the corresponding pod yield has been predicted 679gm. This 
result can be tested using fuzzy logic, genetic algorithms. 
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Abstract. Binocular disparity refers to the difference in image location of an 
object seen by the left and right eyes, resulting from the eyes’ horizontal 
separation. Bio-inspired systems aim to extract some interesting features from 
living beings, such as adaptability and fault tolerance, for including them in 
human-designed devices. The biological vision systems routinely accomplish 
complex visual tasks such as object recognition, stereoscopic vision and many 
more, which continue to challenge artificial systems. If any cell in the brain is 
dead, other cell takes over the dead cell and brain works in the normal way. 
Any bio-inspired system must be any day superior to any artificial method. In 
this paper, this paper presents some algorithms which are motivated from 
biological functioning, such as Cepstral filtering technique, phase method, 
reaction-diffusion algorithm. Further, this paper compares cepstral filtering 
technique with phase method. These two algorithms are claimed as two 
different approaches, but in this paper we show that in essence they are same. 
Both the algorithms exploit only part of the functions used in the biological 
flow of data to reconstruct the depth perception. The algorithms look different 
as both follow different procedures and functions. If the computational steps are 
decomposed and compared then they are doing the same thing. Each step in 
both algorithms is same and only the functions used are different as they are 
just the mathematical way of representation. By comparing both the algorithms, 
the advantage of one can be benefited by the other. The equivalence condition 
has also been derived. 

Keywords: Stereo vision, Cepstral filtering technique, Gabor filters. 

1 Introduction 

The reconstruction of three-dimensional disparity from stereoscopic image is a well 
known and intensively investigated research problem. Among the many cues which 
humans use for inferring the structure of a 3D scene, binocular stereopsis has been one 
of the most extensively investigated (both algorithmically and psychophysically). This 
cue is based on an (unknown) means of utilization of the slightly different views of a 
3D scene, projected onto the right and a left retina. From a generic point of view, this 
problem reduces to a matching or correlation of two slightly different scenes, in order 
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to find the (vector) displacement of small corresponding patches of projected image.  
Stereo vision or stereoscopic vision probably evolved as means of survival. With this, 
we can see where objects are in relation to our own bodies with much greater 
precision especially when the objects are moving toward or away from us in the depth 
dimension. There are many models dedicated to find the stereoscopic disparity and out 
of the existing algorithms, some are bio-inspired algorithms. Examples of bio-inspired 
algorithms are Cepstral filtering technique, Reaction-Diffusion method, Phase 
method, Binocular Energy method and many more. This paper discusses two bio-
inspired algorithms in detail: Cepstral technique and Phase method. Cepstral filtering 
technique [1] and [2] is a mechanism that applies Fourier transforms on interlaced 
portions on an image from the two eyes mapped on the cortex. Such interlacing 
naturally occurs in the visual cortex in the form of Ocular Dominance Maps. It has 
been shown that the chemical and biological systems have diffusion processes coupled 
with chemical and /or biological reactions, these systems are reaction-diffusion 
systems [3], [4] and [5]. Further, this paper compares Cepstral technique with Phase 
method [6] which is based on even and odd receptive fields found in the primary 
visual cortex. These two algorithms were compared and showed as two different 
algorithms. Qian [7] compared Cepstral technique with the Phase method and found 
that both are different as Cepstral uses “logarithmic transformation”.  Another similar 
work has been done in [8], where it is shown that the Energy method is different from 
Cepstral as Cepstral contains complex logarithmic operation. This paper pin points the 
similarities between Phase method and Cepstral filtering technique and also shows 
that Phase method involves logarithmic transformation.  

2 Reaction-Diffusion Algorithm 

The reaction-diffusion algorithm is one of the way which deals with reconstructing 
the stereoscopic disparity, with two assumptions: continuity and uniqueness [3]. 

It consists of set of two reaction-diffusion equations with two variable u(x, y, t) and 
v(x, y, t), 

                      ,           ,                      (1) 

where f (u, v) and g (u, v) are reaction terms. The Fitz Hugh-Nagumo type reaction-
diffusion equations have reaction terms [3] and [4], which is 

                   f u, v  λ u 1 u u a v   and  g u, v u bv                  (2) 

where a and b are constants and λ is a positive large constant [3], [4] and [5]. 
The authors in the paper have used sophisticated methods, as numerical computation 

of the partial differential equation [3], [4] and [5]. They used finite difference method 
with Crank-Nicholson scheme to approximate partial derivatives and Gauss-Seidal 
method to solve linear equations. We implemented the algorithm by using simple and 
easy functions such as discrete definition of 2-D Laplacian operator to solve partial 
differential equations. Further the authors have used normalized cross-correlation as a 
similarity measure; this paper uses Gabor jet of Gabor wavelets.  
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The reaction-diffusion system with the Gabor filters makes the algorithm more close to 
biological system.  In this scheme, each Gabor filter is convolved with the image and 
the response of each filter is combined to a vector representing the filters. This vector of 
Gabor filter responses is known as Gabor jet [9]. Comparison between different Gabor 
jets allows a measure of similarity between image regions to be computed. Below 
equation defines the jet similarity functions for two images (J and J’). 

              s J, J ∑G
∑G ∑G                                                        (3) 

where a  is the magnitude of the result of the convolution between the real and 
imaginary part of Gabor filter ‘j’ and image [9]. 

(a) 
 

(b) 

(c)  
(d)

Fig. 1. Result of the modified reaction-diffusion algorithm, a) left stereo image, b) right stereo 
image, c) true disparity map, d) obtained dispatity map 

We implement the proposed algorithm to stereo images, which has been widely 
utilized in other stereo algorithms. The website [10] provides the used stereo image 
and ground disparity map. The bad match percentage error for the test image 
(sawtooth) is 2.13 % whereas, in the rection-diffusion paper [3], it is 1.74%. The 
proposed algorithm has been tested on other images also. 

3 Cepstral Filtering Technique 

A windowed Cepstral filter, operating on an interlaced image format, is inspired by 
the structure of Ocular Dominance Columns [1]. The pattern presents the left and 
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right images of the stereo pair in the form of thin strips of image. Each window is 
processed in parallel by Cepstral operator. The Cepstral is the Fourier transform of the 
log of its power spectrum.  

Consider an interlaced image f (x, y) to be composed of a singular columnar pair. 
Data consists of an image patch s (x, y) (left image) and the shifted image (right 
image) placed next to it, and the columnar width is D. 

We can mathematically represent the image as follows:   

                          ,   ,   ,   ,                                (4) 

Cepstrum is defined as: 

                                 | log , |                                   (5) 

The spectrum of the above equation will have a prominent term located at a 
magnitude of the shift (D, 0).  The Cepstrum is the inverse transform of the log of the 
forward transform of the autocorrelation function [11]. Without the logarithm step, 
therefore, the algorithm would simply compute the autocorrelation function. The 
Cepstrum can be thought of as autocorrelation with an adaptive (non-linear) prefilter. 
The prefilter is compressive in the frequency domain-it tends to make the power 
spectrum more nearly uniform, reducing the contribution of narrowband signals while 
leaving broadband signals relatively unaltered. The periodic part of the signal is 
largely suppressed, while parts of the image that have unique matches are enhanced. 
The main features of Cepstrum analysis are: forward transformation to un-correlate 
the data, smooth the spectrum by applying a logarithmic function and inverse 
transformation to return to the Cepstrum.  

3.1 Working 

In the working of the Cepstral, first the sample windows of size h x w from left and 
right images are extracted. The sample windows are then spliced together along one 
edge to produce an image of size h x 2w. This results in the formation of peaks at the 
centre and at the left and right to it. The central peak is due to the autocorrelation, 
which is not taken into account. 

 

(a) 
 

(b) 

Fig. 2. a) Cepstral applied to the image results in three peaks. The central peak is due to the 
autocorrelation, which is truncated. b). These peaks give the information related depth. 
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The main body of cepstral contains a 2-D FFT (FFT of Log of FFT). The DFT of size 
h x 2w can only handle frequencies in the range -h/2 to +h/2 vertically and –w to +w 
horizontally. Since DFTs are circular, positive disparities will wrap around to the 
opposite ends of the horizontal frequency axis transform [11]. The results is that 
disparities of (dh, dv) and (-dh, -dv) will be indistinguishable.  The standard solution 
to this problem is to widen the input (the spliced input) by padding with zeros. This 
would increase the computational time. 

3.2 Experiment and Result  

 

Fig. 3. Stereo image (left and right eye view) 

We will try to understand in the steps with the help of an example: size of total image: 
300 x 400. The Input fed to the cepstral is a stereo image (left image and right image). 

Step 1:  Break the stereo image in small portion of size, say, 50x50: 
Step 2: Whole image is broken down into 48 (left image) + 48 (right image) small 
images. Each small image from left is placed with the corresponding small image 
from right. And this forms a window consists of a spliced image, where in left and 
right images are placed adjacent to each other in the same pattern like Ocular 
Dominace pattern. 
Step 3: Cepstral is applied to each image in parallel; independent of the adjacent 
window. The value of Disparity is obtained from each window. 

Disparity for the whole image and its 3-D view are shown below: 

 

Fig. 4. a) Disparity values of each extracted window from image. b) 3-D view of 2-D picture 
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4 Other Bio-inspired Algorithms 

Other method is Phase [6] and Energy method [12, 13and 14], which involve Gabor 
filters to decode disparity. The Gabor filters are the band pass filters [15, 16] which 
has both limited spatial width and finite bandwidth and whose space is similar to the 
receptive field profile of simple cells in primate visual cortex.  

The Phase method is based on computing disparity in the image from the two eyes 
by means of relative responses of even and odd receptive fields found in the Primary 
Visual Cortex. This method is based on the computation of the differences between 
the Phases of the convolutions of two stereo images with the complex band pass 
filters [6]. 

Gabor filters, is represented as: , / , ,  (6) 

where k is the peak frequency of the filter and σ determines the spatial extension.  The 
resulting convolutions of image (I) and Gabor filter (h(x, k)) can be expressed as: ,  (7) 

where  and φ(x)  denote their amplitude and phase components. Binocular 
disparity is related to the phase difference [17] by: /  (8) 

5 Comparison between Cepstral Technique and Phase Method 

Phase method is different from Cepstral in several ways. First of all, the Phase 
method applies the Gabor filters which depict the receptive fields while Cepstral does 
not use receptive field to compute disparity. Second, the binocular information from 
two different eyes is combined in the first step in Cepstral, on the other hand in Phase 
method, the interaction is delayed until the last step. Despite of the above mentioned 
differences, we show that Cepstral and Phase method follow the same steps to extract 
disparity, only the function they follow are different. Let us compare each step used in 
the algorithm and prove the similarities.  

5.1 First Step 

Cepstral uses Fast Fourier Transform in the first step which transforms the input to 
frequency domain from the spatial domain. In the Phase method, the images are 
convolved with the Gabor filters. The Gabor filters are closely related to the Fourier 
Transform. The complex exponential component of the filter is actually identical to 
the kernel of the Fourier Transform [18]. Further, the Gaussian window improves the 
Cepstral output [19]. Hence, the Fourier Transform of the Gaussian window would be 
similar to the Gabor filtering.  
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5.2 Second Step 

Second step in the Cepstral, is to take log of absolute of the FFT and Phase method 
involves phase calculation. In the second step, the signals would be a complex 
number, let us consider a complex number, say, c a bi (9) 

Log of complex number, by definition is:  log log| | arg  (10) 

This implies that the second step in both the methods is to take log. Cepstral involves 
the real part of log and Phase method involves the imaginary part of log. Therefore, 
both the methods involve logarithmic transformation. Further, again consider the 
equation (10), since log is a non-linear compressive function, it can be replaced with 
other functions such as arc tangent (atan (), atan2 ()) or fourth root, which would 
produce results that do not differ greatly [11]. Atan2 () are Atan () are mathematical 
functions to calculate the Phase (angle). The difference between two functions is the 
number of argument required, in atan2 (), it is two whereas in atan (), it is one. But 
both the functions would be same in the first quadrant. 

Equation (10) can also be written as:  log atan|c| atan2 b, a                                   (11) 

or, log atan a b atan b, a  (12) 

Now, the 2nd step for both the algorithms would be similar if real and imaginary parts 
of equation (12) are equal. By solving the same equation, we obtain that real and 
imaginary part of equation (12) would be same for  / 1  (13) 

Therefore, both the algorithms would be similar, for 

a. / 1             
b. Small arguments i.e. when a and b are small numbers. 
c. Both a and b lie in positive domain. Or when both correspond to first quadrant. 

5.3 Third Step 

The third step includes the transformation to spatial domain from frequency domain 
to find the disparity. Cepstral uses FFT (which is equivalent to IFFT) to transform 
back to spatial domain. Further, in Cepstral, both the signals are subtracted to get the 
disparity. On the other hand, in Phase method, the phase difference is divided by 
spatial frequency to transform to spatial domain to obtain disparity. The unit of spatial 
frequency is radian per meter and phase is radian, so on dividing the phase by spatial 
frequency, it will be: radian/ (radian/meter) =meter, which is in spatial domain. Now, 
if we rearrange the terms used in 2nd and 3rd step of the Phase method, which is to 
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find the difference of phases {  =  (left)  =  (left)  (left) –  (right)} and to divide the differ (right)} and to divide the difference of 
phases by frequency {  /freq} respectively, we get:  /freq} respectively, we get:  disparity Δφ /freq /freq /freq  (14) 

This means that instead of computing disparity by:disparity Δφ /freq , it can be 
computed using:   /freq /freq  (15) 

The left and right phases can be subtracted after being divided by frequency to get 
disparity. Therefore, the third step in both the methods is the transformation into the 
spatial domain to obtain the disparity and subtract to get down to disparity.  

5.4 Fourth Step 

According to the Cepstral technique and to the Phase method the disparity is obtained 
from subtracting two signals present in the equations. Therefore, the fourth and the 
last step in both methods are to get the disparity.  

6 Conclusion 

This paper discusses some bio-inspired algorithms. Further, this paper has compared 
two different looking methods and showed that they follow same set of steps. The use 
of complex and complicated mathematical functions make the algorithms look 
different. If the input and output of all the algorithms are same, then there has to be a 
way to make them fall under the same line or the basic steps that are used by stereo 
algorithms.Authors in [20] and [21] have presented a set of algorithms or “building 
blocks”, which are performed in general by stereo algorithms. But many algorithms 
like: Cepstral, Phase method, Energy method do-not comprise of the given building 
blocks. Future work will involve comparing other bio-inspired algorithms. By 
comparing the algorithms, we would come up with some kernel which is common in 
all the possible existing algorithms. We would intend to optimize the steps and 
uncover the basic common steps that have been used by the different algorithms.  
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Abstract. Grid environment is the collection of independent systems which 
provide integrated computing facility. In a Grid infrastructure, some systems may 
be idle, while others are heavily loaded. This leads to an imbalance in load which 
results in under-utilization of resources, reduced throughput, and high response 
time. Several load balancing strategies are proposed to avoid the load imbalance. In 
this paper, the various load balancing models are discussed. The four load 
balancing models explored in this paper are graph-based, tree-based, agent-based 
and learning-based. Several load balancing techniques are described and discussed 
under appropriate category.  

Keywords: Grid computing, Load balancing, Machine learning, Tree-based 
model, Graph partitioning, Software agents. 

1 Introduction 

Grid computing is a technology that enables resource virtualization, on-demand 
provisioning and large scale resource sharing. One of the substantial concerns of Grid is 
to utilize the resources efficiently and provide a cost effective infrastructure. This is 
commonly referred as load balancing problem. The main functionality of a load 
balancing technique is to enhance the performance by improving the throughput, 
optimizing the resource utilization and lowering the response time. For the past two 
decades, various techniques have been proposed to address load imbalance. This paper 
discusses some of the load balancing algorithms. The remainder of the paper is structured 
as follows: the load balancing is discussed in section 2. Section 3 describes the graph-
based model. Tree-based model is elaborated in section 4. Section 5 gives the agent-
based model. Section 6 discusses the learning-based model. The analysis of all the 
algorithms is given in section 7. Section 8 concludes. 

2 Load Balancing 

Load balancing is a methodology which distributes the processing among all the 
systems in a distributed system evenly. When a processor is overloaded, the requests 
are forwarded to another processor. Load balancing improves throughput and reduces 
response time. It enhances the resources and achieves high degree of parallelism. 
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Load balancing algorithms are classified into static and dynamic. It can further be 
classified into centralized or decentralized, based on their architecture. In static load 
balancing, load balancer makes the decisions at compile time, when the resource 
requirements are estimated [1]. Every time the system starts up, the job is assigned to 
the fixed resource. Static load balancing algorithms does not work properly when 
there is high variation in the load. Resource allocation is done when the job is started 
and it cannot be altered once the system is executing. In dynamic load balancing, the 
decisions to move the job requests from heavily-loaded systems to idle or lightly-
loaded systems are made at runtime. The job information is not known previously. 
The reason that the dynamic load balancing has an edge over static load balancing is 
that it does not necessarily know the run-time requirements of the jobs. 

The centralized approach performs the decision making in a single processor, to 
distribute the load evenly. The major drawback of the centralized algorithms is the 
single point of failure [2]. There is a bottleneck in the centralized system. The 
centralized load balancing algorithms are less reliable than the decentralized load 
balancing algorithms. The graph-based and learning-based algorithms discussed in 
sections 3 and 6 respectively are examples of dynamic centralized load balancing 
algorithms. The decentralized approach eliminates the use of a central processor for 
decision making. Decentralized algorithms are highly scalable and fault tolerant. But 
it suffers from communication overhead as the state of the processors has to be 
communicated frequently in the environment. The tree-based and agent-based 
algorithms discussed in sections 4 and 5 respectively are examples of dynamic 
decentralized load balancing algorithms. 

3 Graph-Based Balancing Model 

When the workload is not balanced, the graph which represents the Grid is partitioned 
and load balancing decisions are applied. In Improved Spectral Bisection Algorithm 
(ISBA) [3], the graph is divided into two parts which have equal weights. A hypergraph 
is formed, where an edge can connect to any number of vertices. This facilitates the 
mapping of hypergraph to Euclidean spaces. This algorithm yields high quality partitions 
compared to the Standard Spectral Bisection Algorithm. The drawback of this algorithm 
lies in its large execution time. In Repartitioning Hypergraph model (RHM) [4], the 
computational load information can be represented as a computational hypergraph. For 
the first epoch, the load balancing is performed by partitioning it. For the consecutive 
epoch, the load balancing cost between the previous and next epochs need to be included. 
This model minimizes both communication cost and job migration cost. However, the 
execution time is higher than the traditional graph partitioning methods.  

Diffusion based Graph Partitioning Algorithm (DIBAP) [5] is a combination of two 
graph repartitioning methods BUBBLE-FOS/C and TRUNCCONS to partition the 
graph. DIBAP uses BUBBLE-FOS/C as a local improvement scheme. The partitions 
generated by BUBBLE-FOS/C are further improved locally by TRUNCCONS. DIBAP 
gives better partitions but the running time is high. 
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4 Tree-Based Balancing Model 

To solve the load imbalance problem, the Grid architecture can be mapped into a tree-
based model [6]. A tree is an aggregation of the grid manager in level 0, cluster 
managers in level 1 and nodes in level 2. In Hierarchical Tree-Based Strategy 
(LBSTRG) [6], there are two levels. First, in intra-cluster load balancing, cluster 
manager decides on the load balancing operation, depending upon its current 
workload. Second, in intra-grid load balancing, grid manager initiates the load 
balancing operation when any of the cluster managers fail to perform load balancing. 
This method is highly scalable since the nodes can easily be added or removed from 
the tree. The communication cost is less because of the intra-cluster load balancing. In 
Refinement-Tree based Partitioning Method (REFTREE) [7], the grid is partitioned 
into multiple grids and the load is distributed evenly when there is a load imbalance. 
There are two phases in this algorithm. In the first phase, each interior node is 
assigned a weight using depth first search of the REFTREE. In the second phase, the 
partitions are created using truncated depth first traversal of REFTREE. For two-
dimensional grids, REFTREE partitioning method produces high quality partitions 
quickly. For three-dimensional grids, it becomes slow but the quality of the partitions 
is high. In Cluster-Aware Random Stealing Algorithm (CRS) [8], when a node 
becomes idle, it directly steals the job asynchronously from a node in a remote 
cluster. Until it receives a job, it synchronously steals a job from its own cluster. CRS 
algorithm is highly adaptable to the network and manual setting of parameters is not 
necessary. 

5 Agent-Based Balancing Model 

Software agents abstract a high level model of complex software systems. Each grid 
resource is represented by an agent. They communicate with each other to find 
suitable resource to distribute the load evenly. An agent-based system is coupled with 
a Performance-Driven Task Scheduler (PDTS) [9] to perform local load balancing. 
Local load balancing is achieved using an iterative heuristic algorithm based on the 
predictive performance data. This algorithm minimises the makespan and processor 
idle time. It also completes the execution of the jobs on time. The Messor System [10] 
is composed of a collection of interconnected Anthill nests configured to run the 
Messor software. A nest submits the job to the nest network. Jobs are executed by the 
nest on which the job resides. A job is said to be completed when its associated 
algorithm has been executed to completion. In Self-Organizing Agents (SOA) [11], 
load balancing is accomplished by an ant-like self-organizing mechanism in agent-
based resource management system (ARMS). ARMS agents perform automatic 
balancing of batch jobs across multiple COSYs. Multiple agents improve the load 
balancing level and speed. However, they increase the communication overhead and 
cost. 
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6 Learning-Based Balancing Model 

Machine learning is an approach which allows the computer to learn to recognize 
complex patterns and to make decisions on its own, based on the past data. The 
efficiency improves with experience. Multi-state Q-learning Approach [13] determines 
three parameters to balance the load – (a) the number of processors involved, (b) the load 
which is exchanged and (c) the type of load balancing algorithm [13]. The main feature 
of Q-learning algorithms is that the runtime and implementation overhead is low. But it is 
slow to converge and many times, the decisions made are not satisfactory. Machine 
Learning Approach [14] uses the data mining rules to make decisions. The job migration 
is done whenever there is a change in the load configuration. The initial parameters and 
the current parameters of load information are retrieved and load balancing decisions are 
made. 

7 Analysis 

ISBA [3] is better than the standard algorithm but its communication cost is high. RHM 
[4] results in less communication overhead but its execution time is high. DIBAP [5] 
yields better partitions but its running time is high. LBSTRG [6] addresses heterogeneity 
and scalability well but still its effectiveness is not measured. REFTREE partitioning 
method [7] yields high quality partitions but its running time is high for three 
dimensional grids. CRS algorithm [8] minimizes communication overhead but induces 
runtime overhead. PDTS [9] is highly scalable and gives high resource utilization. 
MESSOR [10] utilizes the computing power well but its security aspects need to be 
exploited. SOA [11] for load balancing poses high communication overhead. MSQL [13] 
learns from the Grid environment and selects the algorithm to be used and adjusts the 
parameters. It minimizes the communication cost and response time. Machine learning 
approach [14] reduces communication overhead and response time. The comparison of 
load balancing algorithms is presented in Table 1. 

Table 1. Comparison of Load Balancing Algorithms 

Algorithm Architecture Performance parameters
Communication 
Overhead 

Response 
Time 

Resource 
Utilization 

Load 
Balance 

Graph-
based 

ISBA Centralized High High n/a Medium 
RHM Centralized Low High n/a Medium 
DIBAP Centralized Medium High n/a High 

Tree-
based 

LBSTRG Decentralized Low Medium Medium Medium 
REFTREE Decentralized Medium Medium n/a Medium 
CRS Decentralized Low Medium n/a Medium 

Agent-
based 

PDTS Decentralized Medium Medium High High 
MESSOR Decentralized Low Low Medium Medium 
SOA Decentralized High Medium Medium Medium 

Learning-
based 

MSQL Centralized Low Low Medium High 
ML Centralized Low Low Medium High 
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8 Conclusion 

In this paper, the problem of load balancing in Grid environment has been discussed. The 
classification of load balancing models are presented and four load balancing models are 
elaborated which includes graph-based, tree-based, agent-based and learning-based load 
balancing. The efficiency and performance of each model have been discussed. Machine 
learning approach proves to be promising in improving the efficiency in load balance and 
resource utilization. The future work will be focused on developing an efficient algorithm 
which addresses the issues of load imbalance and resource management using machine 
learning techniques. 
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Abstract. In the present paper propose two novel variants of Differential  
Evolution (DE), named IP-OBL and IP-NSDE, have been proposed. In IP-OBL 
the initial population is generated by using the intermediate positions between 
the uniformly generated random numbers and opposition based numbers. While 
in case of IP-NSDE, the initial population is generated as an intermediate of 
uniform random numbers and numbers generated by Nelder Mead Method. The 
proposed algorithms are further modified by selecting best NP/2 individuals to 
perform in population evolution. The modified variants are termed as MIP-OBL 
and MIP-NSDE. The numerical results of 10 benchmark problems indicate the 
competence of the proposed algorithms.  

Keywords: Differential Evolution, Opposition Based Learning, Nelder Mead. 

1 Introduction 

The focus of the present study is Differential Evolution (DE), which may be consi-
dered as an advanced version of another popular metaheuristic Genetic Algorithms 
(GA) [1][2]. Despite having several attractive features, DE is susceptible to a com-
mon drawback like slow convergence leading to long computational time. In order to 
overcome the drawback of DE, several modifications have been suggested in litera-
ture [3][4]. The focus of the present study is on the initial population generation that 
can affect the convergence speed and also the quality of the final solution. Here, the 
initial population is generated as the mean of uniformly generated random number 
and the random number generated using opposite based learning in one case and 
Nelder Mead (NM) method in other case. These algorithms are further modified by 
selecting best NP/2 individuals to attend population evolution. Mutation and Crossov-
er is performed and then according to fitness value NP/2 individuals are selected from 
the offspring & parent. The modified versions are termed as MIP-OBL and MIP-
NSDE. Remaining paper is organized as follows: brief overview of DE is given in 
section 2. OBL and NM methods are described in section 3. Proposed algorithms are 
given in section 4. Section 5 gives performance metrics and parameter settings. Simu-
lation results and discussion are given in section 6. Finally the paper concludes with 
section 7. 
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2 Brief Overview of Differential Evolution 

DE was proposed by Storn and Price in 1995 [5]. It starts with an initial population, 
randomly generated when no a priori knowledge about the solution space is available. 
Let Xi, G, i=1, 2…., NP be the solution vector, where i denote the population and G 
denote the generation to which the population belongs. The initial population should 
ideally cover the entire search space by randomly distributing each parameter of an 
individual vector with uniform distribution between the prescribed upper and lower 
parameter bounds xj

u and xj
i. At each generation G, DE employs mutation, crossover 

and selection operations to produce a trial vector Ui,G for each individual vector Xi,G, 
also called target vector, in the current population.  

Mutation: For each target vector Xi,G  at generation G , an associated mutated vector 
Vi,G = {v1,i,G, v2,i,G,…, vn,i,G } can be generated using    

 
)( ,3,2,1, GrGrGrGi XXFXV −+=

 
(1) 

where r1 , r2 , r3 ∈  (1,2…,NP ) are randomly chosen integers, different from each 
other and also different from the running index i. F is a real and constant factor having 
value between [0, 2] and controls the amplification of differential variation (Xr2, G – 
Xr3, G ). 

Crossover: After the mutation phase, the “binominal” crossover operation is applied 
to each pair of the generated mutant vector Vi,G and its corresponding target vector Xi,G 
to generate a trial vector:  Ui,G = (u1,i,G,u2,i,G,…,un,i,G). 
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where j = 1, 2,…, n (n dimension problem), Cr is a user-specified crossover constant 
in the range [0,1] , randj is a randomly chosen integer in the range [0,1] to ensure that 
the trial vector Ui,G will differ from its corresponding target vector Xi,G by at least one 
parameter and k ∈  (1,2,...,D) is the randomly chosen index. 

3 Brief Description of OBL and Nelder Mead Method 

OBL: The concept of opposition-based learning (OBL) was introduced by Tizhoosh 
[6]. The main idea behind OBL is the simultaneous consideration of an estimate and 
its corresponding opposite estimate (i.e., guess and opposite guess) in order to achieve 
a better approximation for the current candidate solution. The concept of opposite 
numbers can be defined as: 

Opposite Number: Let ],[ bax∈  be a real number. The opposite number x


 is defined 

by xbax −+= .Similarly this definition can be extended to higher dimension. 
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Opposite Point: Let ),...,,( 21 DxxxP = be a point in D – dimensional space,  

where },...,2,1{,...,, 21 DxandRxxx iD ∈∈ . The opposite point ),...,,( 21 DxxxP


= is 

completely defined by its components
iiii xbax −+=
.
 

Nelder–Mead algorithm is a derivative-free optimization algorithm, utilizing a non-
linear simplex to guide search directions. Proposed by Nelder and Mead in 1965 [7], 
it has gained vast applications due to its effectiveness and robust convergence. In 
most cases it could locate a greatly improved solution with much fewer function eval-
uations than its competitors. 

4 Proposed Variants  

The proposed IP-OBL algorithms starts with an intermediate initial population vector, 
which is the mean of randomly generated and opposition based learning. Similarly IP-
NSDE initiates as the mean of randomly generated and points generated by Nelder 
Mead method, when no preliminary knowledge about the solution space is available.  

In the proposed IP-OBL and IP-NSDE algorithm an attempt is made to generate 
better locations. The search space is contracted in the initial step consequently the 
population are able to locate the comparatively better solution space in a fewer num-
ber of generations. The potential solutions are produced in three easy steps. 
1. Generate N uniformly distributed random numbers, say },...,,{ 21 nrand xxxN =  

In case of IP-OBL 
2. Generate N opposite points using OBL, say },...,,{ ''

2
'
1 nOBL xxxN =  

In case of IP-NSDE 
3. Generate N points using Nelder Mead method, say },...,,{ ''

2
'
1 nNM xxxN =  

4. Find the intermediate locations 

 }2/)(,...,2/)(,2/){( ''
22

'
11 nn xxxxxxIP +++=  (3))

Proposed MIP-OBL and MIP-NSDE versions 

1. Initialize the P(0) individuals randomly, using Eq. (3) 
2. Fitness is calculated. In each generation, the best individual is kept to mutate. 
3. Select the best (fitness) 50% i.e NP/2, individuals to attend population evolution: 

4. Perform mutation using: )( ,3,2,, GrGrGbestGi XXFXV −+=  where Xbest denotes the 
best vector in the population giving the best objective value. 

5. Perform crossover using Eq. (2) 
6. Selection:  According to the fitness value, NP/2 individuals are selected from the 

offspring and parents.  

5 Performance Metrics and Parameter Settings 

In the present study we have considered 10 benchmark problems from literature [8] 
given in the Appendix. The performance metrics used are: 
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1. Success rate (SR), to achieve the desired accuracy (ε).  
2. Average number of function evaluations (NFE) of all successful runs. 
3. The acceleration rate (AR) which is defined as follows, based on the NFEs is used 

to compare the convergence speeds. 

 oaother

oaone

NFE

NFE
AR

lg

lg=
 

(4) 

AR >1 means Algorithm is faster. Further, the average acceleration rate (ARave) over 
test functions are calculated as follows: 
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(7) 

n is number of problems and accuracy is defined by: ε<− |*)(| ff , and ε is the con-

sidered threshold, f* is the global minimum of the problem and f is the cost of the best 
point found by the algorithm. 

Experimental Setting: Mutation strategy: DE/rand/1/bin, Population size NP = 100, 
Scaling factor (F) = 0.5, Crossover probability = 0.9, Maximum NFE = 106, Value to 
reach, VTR = 10-6, Dimension for each problem are given in Table 1. All algorithms 
are executed on Pentium IV, using DEV C++. Random numbers are generated using 
inbuilt function rand() in DEVC++.  

6 Simulation Results and Discussion 

The numerical results for the proposed variants are given in Tables 1 and 2 in terms 
Number of Functions Evaluations (NFE) and Success Rate (SR). From the numerical 
results it can be clearly observed that the proposed versions are better or at par with 
basic DE and ODE in terms of all the performance criteria.  

Table 1. Comparison of proposed variants with DE and ODE in terms of NFE and Average AR 

Function Dim. DE ODE IP-OBL IP-NSDE MIP-OBL MIP-NSDE 

Sphere 30 28020 26912 24947 26718 23782 26119 
Griekwank 30 54503 53711 51592 49871 49873 49912 
Ackley 30 52474 51589 49302 50231 45092 48761 
Restrigin’s 10 382454 367150 270912 328839 268019 312898 
Rosenbrock’s 30 289121 285718 261781 251752 256729 250091 
Michalewicz 10 39761 37192 32539 33463 36814 32985 
Schawefel’s 30 66154 63912 62920 62987 61256 62908 
Quartic 30 26916 24756 23378 23730 22952 23001 
Pathological 5 206219 175923 167298 170191 159642 167329 
Colville 4 8105 7995 5929 6043 5479 5716 

Average 115372.7 109485.8 95059.8 100382.5 92963.8 97972.0 
ARave 1.24 1.18 1.02 1.08 --- 1.05 
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Table 2. Success Rate (SR) and Average SR of the Algorithms 

Function DE ODE IP-OBL IP-NSDE MIP-OBL MIP-NSDE 

Sphere 1 1 1 1 1 1 
Griekwank 1 0.82 0.84 0.84 1 0.74 
Ackley 1 1 1 1 1 1 
Restrigin’s 1 0.80 0.76 0.82 1 0.86 
Rosenbrock’s  1 1 0.86 0.82 0.86 1 
Michalewicz 0.74 0.68 1 1 1 0.64 
Schawefel’s 0.62 0.88 0.90 0.88 0.78 1 
Quartic 0.54 1 1 1 0.72 0.94 
Pathological 0.56 0.72 0.66 0.62 0.84 0.88 
Colville 1 1 1 1 1 1 
Av. 0.846 0.89 0.902 0.898 0.92 0.906 

7 Conclusion 

The proposed algorithms aim at locating the potential solutions in the beginning of the 
algorithm, by contracting the search space. The proposed versions are further  
modified that directed towards the best solution. Numerical results indicate that the 
proposed modifications help in faster convergence without compromising with the 
quality of solution.  
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Abstract. The purpose of this study was to extend the DEMATEL (Decision-
Making Trail and Evaluation Laboratory) method based on the interval type-2 
fuzzy sets to obtain the weights of criteria based on words. Generally most 
decision making methods consider the independency between criteria. 
DEMATEL method considers the inter-relations between criteria. Some 
decision making methods use words as the enabler of the decision making. 
These methods consider the perceptions of decision makers, the uncertainty 
assigned to each word and map the words into interval type-2 fuzzy sets (IT2 
FSs). Therefore we extended the DEMATEL method to obtain the weights that 
can be used in decision making. The application of this method was proposed 
for six criteria.  

Keywords: Decision making, DEMATEL, Interval Type 2 Fuzzy Sets (IT2 
FSs). 

1    Introduction 

Many decision making methods are being proposed to facilitate the decision making 
process. The evaluation criteria are almost dependent based on the complexity and 
vagueness of the real world. The Decision-Making Trail and Evaluation Laboratory 
(DEMATEL) proposed by the Battelle Memorial Institute through its Geneva 
Research Centre [1]. This method considers the causal relationship between criteria.  

Lin & Wu [2], proposed the fuzzy extension of DEMATEL method. The judges 
were based on the linguistic variables and triangular fuzzy numbers and the final 
weights of criteria are crisp numbers. In their approach all decision makers used 
specific words. Words mean different things to different people so are uncertain [3]. 
After Zadeh [4] introduced fuzzy set theory to deal with vague problems, linguistic 
labels have been used within the framework of fuzzy set theory. After he introduced 
the Type-2 fuzzy sets (FSs) the first concept of fuzzy set renamed to type-1 fuzzy sets 
(FSs) [4,5]. Zadeh proposed the paradigm of computing with words based on the T2 
FSs that is a methodology in which the objects of computation are words and 
propositions drawn from a natural language [13]. Mendel [6,7,8] proposed the 
framework for perceptual computing based on the computing with words. Therefore, 
the aim of this study was the IT2 FS extension of DEMATEL method in order to 
obtain the criteria’s weights based on the words. The rest of this paper is organized as 
follows. Interval type-2 fuzzy sets are introduced in section 2.  The IT2 FS 



158 M. Bokaei Hosseini and M.J. Tarokh 

 

DEMATEL is proposed in section 3. The application of this method is presented in 
section 4 and section 5 presents the conclusion of this study. 

2    Type-1 Fuzzy DEMATEL Method 

The DEMATEL method had been used successfully in many decision making 
problems. For example, Jassbi et al. [9] used fuzzy DEMATEL method for modeling 
cause and effect relationship of strategy map. Chang et al. [10] used fuzzy 
DEMATEL method for developing supplier selection criteria. Yang & Tzeng [11] 
proposed a combined MCDM model based on DEMATEL and ANP. Also Chen & 
Chen [12] used DEMATEL, fuzzy ANP and TOPSIS for evaluating innovation 
performance in Taiwanese higher education institutes.  

3    Interval Type-2 Fuzzy Sets 

Zadeh [13] proposed the paradigm of computing with words based on the T2 FSs that 
is a methodology in which the objects of computation are words and propositions 
drawn from a natural language. Words in the computing with words are modeled by 
T2 FSs that can model more uncertainties [14].  
An IT2 FS A is characterized by the MF µA x, u  , where x ∈ X and u ∈ J 0,1 , 
that is [3], A x, u , µA x, u 1 x ∈ X, u ∈ J 0,1  (1)

Equation (1) can be expressed as [6,15] 1 ,⁄ 
∈ ,

 
∈ 1⁄∈ ,∈  (2)

where x is called the primary variable with the domain of X. u ∈ 0,1  is called the 
secondary variable, has domain J U 0,1  at each x ∈ X; J , is called the primary 
membership (or the codomain) of x, and is in (2). The amplitude of µA x, u , called a 
secondary grade of A, equals 1 for x ∈ X and u ∈ J 0,1 . The bracketed term in 
(2) is called the secondary MF, or vertical slice, of A, and is denoted µA x , that is, 1⁄∈ ,  (3)

so that A can also be expressed in terms of its vertical slices as  /∈  (4)

Definition 1. Uncertainty about A is conveyed by the union of all its primary 
memberships, which is called the footprint of uncertainty (FOU) of A  that is, 
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, : ∈ 0,1 
∈  (5)

Definition 2. The FOU A  in equation (12) can also be expresses by (Mendel & Wu, 
2010) , 

∈  (6)

The size of an FOU is directly related to the uncertainty that is conveyed by an IT2 
FS. 
 
Definition 3. The upper membership function (UMF) and lower membership function 
(LMF) of A are two type-1 MFs that bound the FOU. UMF A  is associated with the 
upper bound of FOU A  and is denoted µA  , x X, and LMF A  is associated with 

the lower bound of FOU A  and is denoted µA , x ∈ X, that is,  ∈  (7)∈  (8)

UMF contains four digits and LMF contains five digits, the fifth parameter for the 
LMF is its height. 
 
Definition 4. Let  FOU A α , α , α , α  

and 

FOU B b , b , b , b  

and be to perfectly normal IT2 FN based on equation (13) [16,17]and ° , , ,  
then according to Wu & Mendel  [18]: 

°

   . , , , , , ,  0 min ,. , ° , , min , 1                                                         9  

4   IT2 FS DEMATEL Method 

The procedure of developing DEMATEL method by IT2 FSs is as follows. 
 

Step 1: Identify the decision goals, criteria and group of experts 
Step 2: develop linguistic codebooks for decision making 

 
In this step a codebook is designed and decision makers are asked to define the 
interval end points for each word in the codebook. The codebook contains "very high 
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influence", "high influence", "low influence", "very low influence", "no influence". 
The IA approach was used to map these intervals into IT2 FSs [19]. 

The DEMATEL method does not consider the difference between the levels of 
expertise for each expert, but in this paper we developed another codebook that 
considers level of expertise for each expert. This codebook contains three words 
(Low, Moderate, and High) [14]. 
 
Step 3: compute the linguistic weighted average of the assessments. To measure the 
weights and causal relations between the criteria C C | i 1,2, … , n , a group of p 
experts are asked to define the influence relation between criteria based on the 
codebooks in step 2. Therefore, p pair-wise comparison IT2 FSs matrices Z , Z , … , ZPare obtained. Linguistic weighted average (LWA) that was proposed by 
Mendel & Wu [14] was used to generate the IT2 FSs average matrix that is called 
initial-direct-relation IT2 FSs matrix. 

Suppose k is the number of decision-makers ( k 1,2, … , p ), and z  is ijth entry of 
initial-direct-relation IT2 FS matrix Z . The LWA matrix Z can be obtained from 10. ̃ ∑ ∑  (10)

Step 4: Establish the normalized initial-direct-relation matrix.  

Let z UMF Z , LMF Z , and UMF Z a, b, c, d  and LMF Z e, f, g, i, h  

the fifth element of LMF Z  is its height. Therefore, z  can be defined by nine 
matrices, whose elements are crisp numbers [20].  

Z  0a′ a′ …0 … a′a′a′ a′ … 0 ; Z  0b′ b′ …0 … b′b′b′ b′ … 0 ; …  ; Z
 0h′

h′ …0 … h′h′h′ h′ … 0  

Z  contains the forth elements of UMF Z . All  z are normal IT2 FSs, therefore Z  
contains the greatest elements in the initial-direct-relation matrix. The normalized 
direct-relation matrix can be defined as:  

X  xx x …x … xxx x … x  where     x zsZs , Zs , Zs , Zs , Zs , Zs  , Zs , Zs , Z    s max X     11   
Note that the fifth element of LMF Z  (height) is normalized between 0 and 1, 

herefore there is no need to normalize this element. 
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Step 5: Computing the total-relation IT2 FS matrix T 

To compute the total-relation IT2 FS matrix T, we have to ensure the convergence of lim • X 0. The elements of X  are also IT2 FSs.  X  can be defined by 9 matrices 
and the elements of these matrices are all crisp numbers. 
 
Theorem 1. Let  

X xx x …x … xxx x … x  where x a , b , c , d , e , f , g , i , h  

And further define eight matrices. There is no need to consider the 9th matrix that 
contains the heights of LMF X . 

X aa a …a … aaa a … a , X bb b …b … bbb b … b , … . , X
ı̃ı̃ ı̃ …ı̃ … ı̃ı̃ı̃ ı̃ … ı̃  

 

Proof: The proof is straightforward, all the eight matrices contain crisp values and the 
matrix multiplication is used to prove this theorem.  

Lin and Wu [2] proved limit X O and lim I X X X1 X  based on ∑ X s for triangular fuzzy sets. We used this theorem for 

IT2 FS matrix T. Therefore, limit X O and lim I X XX 1 X  based on ∑ X s  and   T lim I X X X . 

Then the total-relation matrix T is acquired as follows: 

T  t̃t̃ t̃ …t̃ … t̃t̃t t̃ … t̃ ; where t̃ a , b , c , d , e , f , g , i , h  , then a
X 1 X , b X 1 X , … , iX 1 X , h X        12  

To acquire the importance weight of each criteria, we calculated  D R , where D  
shows the sum of the rows and R  shows the sum of the columns of total-relation 
matrix T, and can be obtained through equation 13 and 14. 

D t        i 1,2, … , n      13  
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R t        j 1,2, … , n                                            14  

Note that in 13 and 14, t , i, j 1,2, … , n are IT2 FS, and their addition must be based 
on the 9. 

Step 6: Decoding each IT2 FS into a word 
The IT2 FSs obtained from the previous step were decoded into seven words, 

“Extremely low”, “Very low”, “Low”, “Fair”, “high”, “Very high”, “Extremely high”. 
The decoder must compare the similarity between two IT2 FSs so that the output of 
step 5 can be mapped into its most similar word in the codebook. Several similarity 
measures are introduced for IT2 (Bustine [21], Gorzalczany [22], Mitchell [23], Wu 
and Mendel [18,24]). In this study we used jaccard similarity measure for IT2 FSs. 
Equation 15 is used to calculate the jaccard similarity measure for IT2 FSs. 

In order to decode the IT2 FSs obtained from D R , IT2 FSs must be mapped 
into [0 10]. For this reason we used min max normalization method defined in 16. 

sm A, B  ∑ min µA x , µB x ∑ min µA x , µB xNN∑ max µA x , µB xN ∑ max µA x , µB xN           15  

v′ v minAmaxA minA new maxA new min A new minA          16  

5   Application of Proposed Method 

Step 1: Identify the decision goals, criteria and group of experts 

For evaluating knowledge management capability of organization based on words, we 
had to define weights for each criterion. A group of three knowledge management 
experts were asked to compare the criteria. Six criteria were chosen for this reason. 
 
Step 2: develop linguistic codebooks for decision making 

The codebook of words that was used for comparing the influence of criteria on each 
other is presented in table 1. The IA approach was used to map these intervals into 
IT2 FSs. The FOUs for each word is presented in table 2. The codebook used for the 
expertise weight is shown in the table 2.  

Table 1. FOU data for all words in the influence codebook 

Word UMF LMF
No influence [0,0,0.137628,1.974745] [0,0,0.091752,1.316497,1] 
Very low influence [0.37868,2,2.5,4.62132] [0.585786,2.212445,2.212445,3.414 

214,0.849779] 
Low influence [2.37868,3.5,4.5,6.62132] [2.792893,3.792893,3.792893,4.207

107,0.585786] 
High influence [4.708759,7.770621,10,10] [5.05051,8.724745,10,10,1] 
Very high influence [7.367007,9.816497,10,10] [8.683503,9.908248,10,10,1] 
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Table 2. FOU data for all words in the expertise weight codebook 

 
Step 3: compute the linguistic weighted average of the assessments. The initial direct-
relation matrix can be computed using LWA. In this study we considered the equal 
expertise weights for the decision makers. Using 17, the linguistic weighted average 
was used to aggregate the influence matrices. 

Step 4: Establish the normalized initial-direct-relation matrix. We used 16 to 
normalize the initial direct-relation IT2 FS matrix. The result is shown in the table 3. 

Step 5: Computing the total-relation IT2 FS matrix T 

Equation 19 was used to compute the total-relation IT2 FS matrix T. The result is 
shown in the table 4. D R  can be computed from the 13 and 14, that is shown in 
the table 6. 

Table 3. The normalized direct-relation IT2 FS matrix X   
 C1 … C6 

C1 [0,0,0,0,0,0,0,0,0,0.2738] … [0.0602, 0.1224, 0.1420, 0.1777, 
0.0984,0.1102, 0.1418,0.1480, 0.2738] 

C2 [0.1025,0.1692,0.2177,0.2177,0.10
99,0.1318,0.2177,0.2177, 0.2738] 

… [0.0082,0.0435,0.0544,0.1006,0.0128,0.0
242,0.0659,0.0743, 0.2738] 

C3 [0.1025,0.1692,0.2177,0.2177,0.10
99,0.1318,0.2177,0.2177, 0.2738] 

… [0.1025,0.1692,0.2177,0.2177,0.1099,0.1
318,0.2177,0.2177, 0.2738] 

C4 [0.0231,0.0587,0.0778,0.1293,0.09
61,0.0476,0.0766,0.0832, 0.2738] 

… [0.1025,0.1692,0.2177,0.21770.1099,0.13
18,0.2177,0.2177, 0.2738] 

C5 [0.4004,0.1017,0.1420,0.1777,0.06,
0.0780,0.1418,0.1480, 0.2738] 

… [0.1604,0.2137,0.2177,0.2177,0.1890,0.1
963,0.2177,0.2177, 0.2738] 

C6 [0.0691,0.1193,0.1622,0.1926,0.0847
0.1014,0.1525,0.1564,0.2738] 

… [0,0,0,0,0,0,0,0, 0.2738]

Table 4. The total-relation IT2 FS matrix T   
 C1 … C6 
C1 [0.0296,0.1573,0.4131,1.2882,0.054

6,0.0882,0.3857,0.4404,0.2738] 
… [0.0996,0.2912,0.5439,1.4252,0.1646,0.2

083,0.5262,0.5869, 0.2738] 
C2 [0.1209,0.2971,0.5852,1.4177,0.146

7,0.1960,0.5745,0.6302,0.2738] 
… 0.0501,0.2217,0.4716,1.3223,0.0837,0.12

74,0.4796,0.5437, 0.2738] 
C3 [0.1322,0.453,0.7340,1.6814,0.1603

,0.2193,0.7058,0.7679, 0.2738] 
… [0.1476,0.3778,0.7504,1.6691,0.1814,0.2

432,0.7345,0.7973, 0.2738] 
C4 [0.0636,0.2460,0.5767,1.5072,0.098

0,0.1473,0.5489,0.6103, 0.2738] 
… [0.1481,0.3678,0.7029,1.5614,0.1809,0.2

403,0.6889,0.7447, 0.2738] 
C5 [0.0759,0.2645,0.5504,1.4334,0.121

8,0.1718,0.5325,0.5946, 0.2738] 
… [0.1865,0.3692,0.6065,1.4447,0.2416,0.2

807,0.6007,0.6598, 0.2738] 
C6 [0.0939,0.2672,0.5968,1.5117,0.126

0,0.1742,0.5651,0.6256, 0.2738] 
… [0.0343,0.1803,0.4656,1.3369,0.0585,0.0

952,0.4519,0.5110, 0.2738] 
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Table 5. FOU data for all words in the weight codebook  

 

Table 6. The values of  and the decoded weights of criteria 

  Decode 

C1 [0.0371,1.776,3.1255,9.3084,0.2876,0.5925,2.9490,3.3510,0.2738] Low 

C2 [0,1.1046,2.9316,8.9268,0.2499,0.5425,2.8212,3.2277, 0.2738] Very low 

C3 [0.1808,1.4706,3.6779,10,0.4287,0.7739,3.5119,3.9275, 0.2738] Low 

C4 [0.0060,1.0729,2.9632,8.9265,0.2190,0.5105,2.8278,3.2186, 
0.2738] 

Very low 

C5 [0.1719,1.4384,3.4240,9.5869,0.4757,0.7974,3.3081,3.7270, 
0.2738] 

Low 

C6 [0.1177,1.3616,3.4275,9.5949,0.3695,0.6949,3.3075,3.7258, 
0.2738] 

Low 

 

Step 6: Decoding each IT2 FS into a word. The weights codebook was needed to 
decode the IT2 FSs obtained from the step 5 into words. A group of 30 people 
including the main decision-makers in the step 1 were asked to define endpoint 
intervals for the seven words in the codebook then the IA was used to map these 
intervals into IT2 FSs. FOUs for weights codebook is shown in the table 5. The result 
of decoder for each criterion is shown in the table 6. 

6    Conclusion 

To consider the inter-relations between decision making criteria in subjective judgments, 
we proposed interval type 2 fuzzy set extension of DEMATEL method. In this method we 
used the interval type-2 fuzzy DEMATEL to map the influence matrices defined by words 
into weights. IT2 FSs are able to show the uncertainty related to each word in the 
codebook. The DEMATEL method considers the inter-relations between criteria and 
defines weights based on these relations. Therefore, the IT2 FS extension of DEMATEL 
leads to decision making method that can consider the uncertainty related to decision 
making and also the inter-relations between criteria.  
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Abstract. A personalized e-learning recommender system can help learners in 
finding learning resources that suits their needs. Collaborative filtering (CF) 
generates recommendations to learners by leveraging the preferences of group 
of similar learners. In this paper, we put forward that in addition to the 
traditional similarity in recommending the E- learning resources (like book, 
subjects, teachers), other factors such as experience and trust have an important 
role in generating effective recommendations. So, we considered both 
experience and trustworthiness of learners to develop a collaborative filtering 
framework, called CF-EXP-TR scheme, for e-learning recommendations. A two 
level filtering methodology is proposed which shows that  recommendation of 
learning resources is taken by those learners who are more experienced as well 
as high trustworthy. The experimental results show that incorporation of 
experience and trust concepts into collaborative framework, CF-EXP-TR 
indeed improves the recommendation accuracy and establishes that our scheme 
is better than traditional Pearson based collaborative filtering, CF-PR. 

Keywords: Recommender System, Collaborative Filtering, E-learning, Trust. 

1 Introduction 

Effective e-learning provides to make information available to people without any 
time and space constraints. Nowadays availability of large amount of learning 
resources online, the learners puzzle to access these resources. They are enticed into 
spending more time on searching appropriate resources that suited their needs [6]. 
Recommender systems (RSs) are suitable tool to overcome the problem of 
information overload [1]. In E-learning environment, RSs deal with information about 
learners and learning activities and recommend resources such as books, subjects and 
other reading material which meet the pedagogical characteristics and interests of 
learners [5].Collaborative filtering (CF) as a classical method of information retrieval 
has been widely used in helping people to deal with information overload [2]. The 
most frequently technique used to measure the similarity between users is Pearson 
correlation coefficient. Recommendations are generated for active user with the help 
of these neighbors on the basis of Resnick formula[1]. 
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Research has pointed out that person tends to believe more on recommendations 
from person they trust than on online recommender systems which generate 
recommendations based on anonymous person similar to them [4]. In this paper, we 
are interested in improving the ability of making accurate recommendations of 
resources in e-learning environment using collaborative filtering. However the 
Pearson similarity alone may not be sufficient to provide high quality 
recommendations. Therefore, there is a need to incorporate other factors like 
experience and trust to enhance the prediction accuracy. Our idea, in developing 
experience and trust based collaborative filtering framework CF-EXP-TR, is to 
enhance the quality of neighbors by relying only on those neighbors who are 
experienced and trustworthy.   

2 Experience and Trust-Aware Recommendation Framework 

In real life situation, we would like to take recommendation from those people who 
are similar, experienced and trustworthy. Sometimes persons are trustworthy but not 
experienced or vice-versa. So it may be better to take advantages of both the factors 
together for improving the recommendations.  

2.1 Experience Computation 

Experience is the effect on a person of anything or everything that has happened to 
that person. Experience of a learner can be computed on the basis of books, teachers 
and subjects chosen by the learner in e-learning environment. Let ,  , , … ,  be the set of  learners in the system. Then experience  of 
learner  is computed as follows E Hmax H … . H  (1) 

where  is the whole past history of learner   which includes number of books, 
subjects chosen by that learner and how many teachers have taught him. 

In order to evaluate the importance of experience of learner  to an active 
learner , an asymmetric function is defined as f x E E , E E0, E E  (2) 

Now a new metric of experience-based similarity, expsim   is established as given 
below in formula 3 . The first component of this metric shows importance of 
experience while the second component refers to similarity between learners 
according to Pearson correlation formula. 
 

                                  expsim i, j f E , E . sim i, j   .                                    3  
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The value of expsim obtained between a pair of learners is utilized to obtain the 
desired k-neighborhood of each learner. 

2.2 Trust Computation 

Trust between two users u  and u    is computed as follows [7]: 

T u  , u 1 ∑ r , r ,r n         (4)

Here n is defined as historical ratings of user u  and r  is maximum rating given in 
the system. 

2.3 Proposed CF-EXP-TR Scheme 

The proposed scheme obtains predictions for an active learner on unseen resources by 
incorporating experience and trust in collaborative framework. The main steps of our 
scheme are as follows: 

Step 1: Compute the importance of experience of learners to active learner using 
formula (2).   

Step 2: Compute the similarity expsim() using formula (3) and generate neighbors  
based on expsim() similarity. 

Step 3: Find the trust values of these neighbors using formula (4) and extract more 
trustworthy neighbors among them. 

Step 4: Predict the ratings for unseen resources for active learner using resnick 
formula  

3 Experiments and Results 

In order to evaluate the performance of proposed scheme incorporating experience 
and trust in collaborative framework, we conducted several experiments. The goal of 
these experiments is to demonstrate superior performance of our scheme as compared 
to traditional CF-PR scheme. 

3.1 Experimental Setup 

Since there is no well known dataset publically accessible for research [3] in the 
domain of e-learning RSs, we have mapped a well known MovieLens dataset from 
the RSs domain to e-learning RSs dataset (here after referred to as EL dataset) for our 
experimentation. We mapped movies as teachers, books and subjects and the ratings 
to movies are considered as ratings provided by learners to teachers, books and 
subjects. We randomly split dataset into three parts named as book-data (BK-data), 
subject-data (SB-data), teachers-data (TR-data) and whole-data (WL-data) for 
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generating the effect on individual resource recommendation as well as randomly split 
the learners into subsets of 100,200 and 300 learners called EL100, EL200 and EL300 
respectively. This is to illustrate the effectiveness of the proposed scheme under 
varying number of participating learners. Each of these sub datasets was randomly 
split into 60% training and 40% test data. For each dataset experiments were run 20 
times to eliminate the effect of any bias in the data. 

3.2 Performance Measurements 

In order to test the performance of our scheme, we measure system accuracy using the 
mean absolute error (MAE) and coverage of the system. MAE is used to compute the 
accuracy of prediction. MAE measures the average absolute deviation of predicting  
rating of an item from the actual rating for the item. Coverage is measured as number 
of items for which RSs can generate prediction over total number of unseen items. 

3.3 Results 

Experiment 1  
To demonstrate the performance of the system based on CF-EXP-TR scheme, we 
conduct experiments on different datasets keeping the neighborhood size fixed as 
shown in Table1 (i) and 1(ii). 

Table 1. Comparison of MAE and Coverage% Between CF-EXP-TR and CF-PR using (i) 
EL100-EL300 (ii) BK-data, SB-data TR-data and WL-data. 

 

The results given in Table 1 clearly indicate the superiority of the proposed scheme 
CF-EXP-TR over CF-PR 

 

Experiments 2 
In order to observe the affect of neighborhood size on the performance, we conducted 
this experiment with varying neighborhood size from 5 to 30 with increment 1. Fig 1 
shows the effect of neighborhood size on BK-data and SB-data for CF-EXP-TR and 
CF-PR scheme.  
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(a) 
 

(b) 

Fig. 1. Effect of neighborhood size on coverage using datasets (a) BK data (b) SB data 

4 Conclusions and Future Work 

This paper proposed a scheme that takes advantages of experience and trust in 
collaborative filtering framework for recommendation of e-learning resources. A two 
level filtering is used to ensure that only experienced and trustworthy learners are 
involved in making recommendations to an active learner. Our experimental results 
clearly establish the superiority of the proposed scheme CF-EXP-TR over the 
traditional CF-PR scheme. In our future work, we plan to consider the sparsity issue 
in future and see how utilization of various sparsity measures[2] can further improve 
our e-learning recommender system CF-EXP-TR.  
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Abstract. Radiologists identify abnormal pathologies including fractures with a 
high level of accuracy. However in some cases the examining reader accuracy 
may show high miss rate while reading X-rays containing abnormalities such as 
multiple patellar fracture. Accurate diagnosis of fractures is vital to the effective 
management of patient injuries. As a result, detection of patellar fracture is an 
important orthopedics and radiologic problem. In this paper, attempt has been 
made to develop an algorithm which will identify global thresholding ranges for 
different edge detection operators e.g. Sobel, Prewitt, Canny, Laplacian of 
Gaussian for analysis of fractured patella, which will help the orthopedic 
surgeons for analyzing the fracture in a better form than conventional method of 
diagnosis which is subjective, time consuming and tedious. The processing 
algorithms are developed on MATLAB 7.6.0 (R2008a) programming platform.       

Keywords: X-ray image, patellar fracture, algorithms, segmentation, global 
thresholding. 

1 Introduction 

In current generation, large numbers of X-rays are being interpreted in hospitals 
especially for bone fractures. Computer aided system performs some intelligent task 
on these abnormal x-ray images and analysis is further needed in order to raise the 
accuracy and bring down the miss rate in hospital [1-2]. Conventionally, orthopedic 
surgeons examine the bone X-ray images based on their experience and knowledge 
for identification of the existence of fracture and even classify as in case of patellar 
fracture. This kind of manual inspection of X-rays consumes a lot of time and is 
subjective. The process itself is monotonous and tedious which might cause mistakes 
during the inspection [3]. If computer algorithm is developed then it will be a scale to 
compare the subjective result leading to reduction of miss rate and thus enhancing 
accuracy. Detection of fractures is an important orthopedic and radiologic problem 
and therefore it is proposed that our novel algorithm could improve the current 
manual inspection of    X-ray images of patellar fracture. This paper discusses the 
development of an algorithm that detects the edges of the fractured patellar X-ray 
image to figure out the prominence of the fractured portions with a definite 
                                                           
* Corresponding author. 
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thresholding range, so that it can help orthopedic surgeons 1) during the study of the 
patellar structure, 2) identification of the fractured patella, 3) measurement of fracture 
treatment,   4) treatment planning prior to surgery. Patella is the largest sesamoid bone 
that improves the mechanics of the knee extension [4]. Fractures of such bones are 
common in males between the ages of 20 to 50 years. They are usually caused due to 
falling on the knee or sudden contraction of the quadriceps muscle which may lead to 
inability of walking [5].The fracture may be classified into a) transverse, b) lower 
pole, c) comminuted, d) vertical, and e) osteochondral patellar fracture. In case of 
sleeve or osteochondral patellar fracture it is difficult to recognize the fragments of 
the patella bone from the X-ray image. These fractures require tension band wiring or 
fixation by screws based approach for treatment [4-6]. X-ray bone segmentation is a 
vital step in X-ray image analysis techniques [7]. Segmentation is therefore an 
important task for medical imaging. It is considered as a challenging task because the 
bone x-ray images are complex in nature and the output of segmentation algorithm is 
affected due to closeness in gray level of different soft tissues [8]. Detection of the 
discontinuities in the X-ray images, different fragments of the fractured patella can be 
separated and identified. Edge detection operators look for discontinuities using the 
first-order-derivative or zero crossing in the second order derivative [9]. 

2 Materials and Methods 

In order to detect the fractured patella, edge of patella features appears as a vital rule 
for the classification task [1]. Wide conventional edge detectors have been considered 
such as Prewitt, Sobel, Canny and Laplacian of Gaussian. Each of the mentioned edge 
detectors with a specific global thresholding range have been shown in the proposed 
algorithm to obtain the edge in an appropriate form for identification and 
classification of patellar fracture. The algorithms were developed on MATLAB 
version 7.6.0(R2008a) in Microsoft Windows XP operating system, with the 
processor 2.16GHz and 1.96GB of RAM. 

2.1 Edge Detection 

The edge detection process detects outline of an object and boundaries between 
objects and the background in the image. The basic edge detection operator shows a 
matrix area gradient operation that determines the level of variance between different 
pixels. The edge-detection operation is performed by forming a matrix centered on a 
pixel chosen as the center of the matrix area [10]. If the value of this matrix area is 
above a given threshold value, then the middle pixel is considered to be as an edge. 
Examples of gradient based edge detectors are Sobel, and Prewitt, operators.          
The gradient-based algorithms have kernel operators that calculate the strength of the 
slope in directions which are orthogonal to each other, commonly vertical and 
horizontal. Later, the different components of the slopes are combined to give the 
total value of the edge strength [11]. The first-order derivative of an intensity, f(x,y), 
of an image is the gradient. The gradient is defined as the vector,  
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f GG ∂f ∂x∂f ∂y  (1) 

The magnitude of the vector is,                                                                                                                                     

f mag f G G ∂f ∂x ∂f ∂y  (2) 

The gradient vector points in the direction of the maximum rate of change of the  2-D 
function, f(x,y), of an image. The angle at which this maximum rate of change occurs 
is,  

α x, y tan G G  (3) 

There are various approaches as mentioned in this section to determine the derivatives 
Gx and Gy digitally. The second-order derivatives of the intensity, f(x,y), of an image 
are computed using the Laplacian, f x, y ∂ f x, y∂x ∂ f x, y∂y  (4) 

2.2 Sobel Operator 

The Sobel operator performs a 2-D spatial gradient measurement on an image. It is 
used to find the approximate absolute gradient magnitude at each point in an input 
grayscale image [10]. Fig. 1 shows the 3x3 area representing the gray levels of an 
image. The operator consists of a pair of 3×3 convolution masks as shown in Fig. 2. 
One mask is simply the other rotated by 90° [10-12]. 
 

 

Fig. 1. Image Neighborhood 

 

Fig. 2. Sobel convolution masks 

The detector uses the masks to compute the first order derivatives Gx and Gy, 
                           

Gx = Z7+2Z8+Z9 

Gy = Z1+2Z2+Z3 

(5) 
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2.3 Prewitt Operator 

The Prewitt operator as similar to the Sobel measures two components. The vertical 
edge component is calculated with kernel Gx and the horizontal edge component is 
calculated with kernel Gy 

                           Gx= (Z7+Z8+Z9)-(Z1+Z2+Z3) 

                                  Gy= (Z3+Z6+Z9)-(Z1+Z4+Z7)                                      
(6) 

In the mentioned formulation, the difference between the first and third rows of the 
3x3 image region as show in Fig.1approximates the derivative in the x-direction, and 
the difference between the third and first columns approximates the derivative in the 
y-direction [11-12]. The Prewitt masks as shown in Fig. 3 are used to implement Gx 
and Gy. 
 

 
       Gx                                         Gy 

Fig. 3. Prewitt masks 

2.4 Canny Operator 

The Canny edge detection algorithm is known as an optimal edge detector based on a 
set of criteria which include finding the most edges by minimizing the error rate, 
marking edges as closely as possible to the actual edges to maximize localization, and 
marking edges only once when a single edge exists for minimal response [13]. 
According to Canny, the optimal filter that meets all three criteria above can be 
efficiently approximated using the first derivative of a Gaussian function, G x, y 12πσ  (7) 

The first stage involves smoothing the image by convolving with a Gaussian filter. 
This is followed by computing the gradient of the image by feeding the smoothed 
image through a convolution operation with the derivative of the Gaussian in both the 
vertical and horizontal directions. 

The 2-D convolution operation is described in the following equation,     

I x, y g k, l  I x, y g k, l I x k, y lN
N

N

N
 (8) 
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segment regions is through thresholding, the separation of light and dark regions [14]. 
Thresholding creates binary images from grey-level ones by turning all pixels below 
some threshold to zero and all pixels about that threshold to one.  

If g(x, y) is a thresholded version of f(x, y) at some global threshold T, 

                         

(10)

 
The aim of our work is to identify a specific global thresholding range for each of the 
edge detection operators considered in this work. The operators are applied on patellar 
fracture X-ray images. The block diagram of our developed algorithm is shown in 
Fig. 6. The input X-ray images of fractured patella are taken from the websites e.g. 
boneandspine. com, joint-pain-expert. net, helmedica. gr, med-ed.virginia.edu, 
imaging.consult.com, gentili.net and from factotem.org. These images are processed 
on MATLAB 7.6.0 (R2008a) programming platform. An X-ray image of fractured 
patella (208 x 246 resolutions) has been taken using Canon PowerShot A400 camera 
as given in the website: www. boneandspine. com and it is shown in Fig. 6(a).   

 

Fig. 6. System Block Diagram 

3 Results and Discussion 

The algorithm for patellar fracture detection with specific thresholding ranges is 
developed in this work and for these purpose a set of 20 X-ray images are collected. 
The global thresholding ranges identified from the developed algorithm for the edge 
detection operators are tabulated in Table 1. 

Table 1. Thresholding range for each of the segmentation operators 

Operators  Thresholding Range 

Sobel  0.02-0.025 
Prewitt  0.02-0.025 
Laplacian of  
Gaussian 

 0.0015-0.0025 

Canny  0.1-0.25 

It is observed from Table 1, the range is similar for the Prewitt and Sobel 
operators, both the operators show almost the same result. 
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Fig. 7.(a). Fractured patella (a) Threshold = 0.02 (b) Threshold = 0.025 

 Fig. 8. Segmentation using Sobel operator 

 

 

(a) Threshold = 0.02                   (b) Threshold = 0.025 

Fig. 9. Segmentation using Prewitt operator 

   

(a) Threshold = 0.1                    (b) Threshold = 0.25 

Fig. 10. Segmentation using Canny operator 
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                           (a) Threshold = 0.0015                (b) Threshold = 0.0025                          

Fig. 11. Segmentation using Laplacian of Gaussian operator  

4 Conclusion 

The developed method will help orthopedic surgeons to identify the patellar fractures 
in a better way by reducing the subjectivity and miss rate in multiple patellar fractures 
and thereby will enhance the detection accuracy in less time. From this work, it is 
inferred that the performance of Canny operator with threshold value of 0.25 is the 
best amongst all other operators used in this work, with respect to automated 
detection of patellar fracture.  
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Abstract. Body Sensor networks are having wide range of applications in 
medical field; integration of biosensors with the wireless communication 
system has the potential to take the healthcare to the next level. With the 
implementation of the biosensor network system in health monitoring, it 
reduces the expense and the human body can be examined and abnormal 
medical conditions can be detected earlier. In this paper a new and effective 
Body sensor network monitoring method with real time positioning and 
tracking has been proposed. The intelligent agents used in this system provide 
continuous interaction between the patient, doctor and the hospital services. The 
main advantage of the proposed method is the positioning and tracking of the 
patient without the help of a mobile service provider. Mobile agent providing 
tracking and positioning is also employed for sending an ambulance to the 
patient in case of an emergency. 

Keywords: Bio Sensor Networks, Wireless body area network (WBAN), 
Medical Server Agent [MSA], GSM, Bio Sensors. 

1 Introduction  

With the development of technologies in the field of healthcare services the cost has 
also increased drastically and it has lead to severe challenges for policy makers, 
hospitals, healthcare providers, insurance companies and the patients. Also the health 
related problems are increasing day by day demanding more facilities for patient’s as 
a result. This challenge can be met by deploying an appropriate patient monitoring 
systems [1]. Wireless sensor networks can be effectively used in healthcare to 
enhance the quality of life provided for the patients. In case of emergency, the 
positioning systems are very useful which will help the ambulance to take the patient 
to the hospital [2]. A Body Sensor Network (BSN) (a.k.a. Body Area Network) is a 
device of wearable and implantable wireless sensors. These can be pervasive, long-
term, and real time health management for the host or the patient on which it is 
deployed on. The data collected which may be either physiological (e.g. 
electrocardiogram (EKG), activity (e.g. walking), and environmental (e.g. ambient 
temperature) parameters from the host’s body and its immediate surroundings; and 
can even actuate treatment (such as drug delivery). [3]. The patient’s position location 
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or tracking has been always a key issue in using the above technology [4]. Chances 
for such conditions demands for an efficient method of tracking or positioning, so that 
an ambulance or doctor can reach to the patient for help. Other issues are high cost of 
operation for tracking of patient with the help of a service provider and method of 
communication between bio sensor network device and other related devices. In this 
paper, the Bio sensor network is integrated with intelligent agents that perform some 
automated works for transmitting data to other intelligent agents and the patient can 
be tracked or the real time position can be found with the help of a simple location 
based service without the help of a mobile service provider [5]. Also data transfer 
between agents is done as simple SMS via GSM network which reduces the operating 
cost. The proposed system is mainly divided into three intelligent agents: Sensor 
Agent, Mobile Agents and Medical server Agent. The information’s from Mobile 
agents to Medical server agent is send via GSM network as simple SMS. [6]  

2 Related Works 

Radu Dobrescu et.al [7] have presented a hybrid wireless sensor network which 
contains both mobile and fixed nodes, which enables the monitoring of chronic 
patients and their home environment via normal or, if necessary, emergency 
communication with long distance transmitting system like Internet. Since the patient 
cannot be tracked and the communications had to be done via internet as a result it 
was not an effective method. Md.Asdaque Hussain and Kyung Sup Kwak [8] have 
proposed a different positioning system on the environment of wireless body area 
networks (WBAN). WBAN needed a technology that serves two way communication 
as well as positioning of the user and hence GSM technology is considered. Since the 
hospital personals should depend upon a service provider for positioning and tracking 
the patient, this method affect the security and privacy of the service also increase the 
cost of operation.   

Kevin Miller and Dr. Suresh Sankaranarayanan [1] have proposed the technique of 
monitoring and notifying the health of patients using an intelligent agent, to the 
concerned hospital personnel. This approach reduces the hospital staffs to take care 
patients admitted in the hospital and it does not offer any service when the patient is 
discharged from the hospital. Rifat Shahriyar et.al [9] presented an intelligent mobile 
health monitoring system (IMHMS) that uses the Wearable Wireless Body/Personal 
Area Network. The patients will participate in the health care process by their mobile 
devices and thus can access their health information from anywhere any time. The 
system was effective for monitoring the conditions of the patient but it is not 
providing positioning and tracking of the patient which is the key issue and need. Kin-
Yeung Wong and Yiu-Man Choi [5] proposed simple system providing location-
based service. It can be easily implemented and maintained without the involvement 
of mobile network operators. This paper proposes a new idea for locating or 
positioning a PDA without the help of a service provider but it do not deals with the 
bio sensor body network or patient monitor system. 
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3 System Architecture 

In this paper an effective and low cost way to monitor a patient using Bio sensors 
with real time positioning has been proposed. Real time positioning and path tracing 
without the help of a service provider is also made available in this proposed method. 
In this method the entire system has been divided into mainly three intelligent agents. 

• Sensor Agent 
• Mobile Agents 
• Medical Server Agent 

 

A basic diagram showing the flow of data between agents 

 

Fig. 1. System Architecture 

3.1 Bio Sensor Agent 

Bio sensor networks monitor the patient’s entire body periodically. Bio sensor agent 
is installed in such a way that it can be made work automatically on pre set 
conditions. The agent collects all the necessary data from the patient’s body. Each 
organ will be monitored by a group of sensors and the data is send to the group leader. 
Group leaders in each organ can communicate with each other and the aggregated 
information’s from each group leader is send to the central controller. The central 
controller in the Sensor agent is the main communicating unit with the patient’s 



Intelligent Agent Based Architecture for Patient Monitoring in Bio Sensor Networks 183 

Mobile agent with the help of any of the three wireless protocols ZigBee, Bluetooth or 
WLAN (802.11). [9]. 

Sensor Agent Algorithm 

• WBSN is activated and time interval for readings to be taken is set. 
• Bio sensors collect the readings from patient’s body in various intervals. 
• Readings from each sensor is send to the CENTRAL NODE (here patient’s body 

acts as the medium between BSs and Central node for communication and send as 
electromagnetic waves.) 

• Central node collects and preprocesses the data and sends the data to patient’s PDA 
using Bluetooth or Zigbee. 

3.2 Medical Server Agent (MSA) 

Mainly it has two sections: 

• Location Server 
• Medical storage and data mining 

MSA includes central database, location server and location data base. The 
examination and treatment results of a patient are stored in the central database so that 
a Doctor or a specialist can examine these data whenever needed. The entire process 
of positioning is done separately in the Location server and the system includes 
mobile base station, mobile users, authorized mobile user, location server, and 
location database. Their roles are described as follows: 

Mobile Base Station: All the mobile service provider’s has given a unique ID for 
each mobile base station for station controlling on managerial purpose and it is used 
to link the mobile phones or the PDA with the GSM network for communication. 

Location Database: It is a separate database for storing information’s like details of 
the locations patient has traveled it is possible by recording the cell ID of the base 
station from which the PDA gets the signal from.  

Location Server: It is linked with numerous of mobile agents which provide the 
proper information to the requested mobile agent. Location server consists of three 
processes such as location recording process, location reporting process and zone 
alerting Process.  

Mobile User: Here patient’s mobile agent is the mentioned mobile user. The 
application is stored in the mobile agent and it periodically requests the closest mobile 
station for cell ID and sends it to the MSA. 

Authorized user: other mobile agents with doctor and ambulance are mentioned as 
authorized user. Authorized user includes two functions. One is to locate details of the 
specific patient and the path traveled by a patient.  
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Medical Server Agent Algorithm 

• The IMS collects the data from the PDA with the help of a GSM modem. 
• GSM modem decodes the data (patients ID, sensor readings and other 

information’s such as time date etc). 
• Data received is stored in a Data storage unit. 
• Data stored is checked for any serious conditions by the operator. 
• Data mining unit helps to check the data from the entire data base. 
• The patient is informed about the conditions and the precautions to be taken by the 

feedback unit by SMS with the help of GSM modem. 
• In case Doctor needs any past records of the Patient he can request to the IMS via 

SMS. 

3.3 Mobile Agents 

All the PDA’s used in the system is a mobile agent each one having a specific work. 
Mainly we are considering three PDA’s or mobile agents Patient’s PDA, Doctor’s and 
PDA provided in the ambulance. Mobile agent connected to the Sensor agent: Mobile 
agent receives information’s send from the central controller of the sensor agent via 
Bluetooth or zigbee. Then the mobile agent sends the processed information’s to the 
medical server agent. Mobile agents communicate with the MSA and other agents 
using GPRS/Edge/SMS. To send the information’s between agents, a GSM modem is 
used in the Medical Server Agent to receive SMS and use EDGE or GPRS. [5]. 

3.4 Mobile Agent Algorithm 

• Receives the data from central node 
• The application installed in the PDA processes the data. 
• It checks the data collected with the preset values (interpretation unit). 
• If the collected value is beyond the set range the data is converted to SMS format. 
• If not Data is deleted from the PDA. 
• The readings beyond the range are sent to IMS (intelligent medical server) and 

Doctors PDA. 

4 Algorithm  

4.1 Algorithm for Positioning and Tracing the Patient 

• All the PDA’s are registered in the LOCATION SERVER and LOCATION 
DATABASE UNIT in the IMS. 

• When the patients PDA send the readings collected by the BSN it sends the CELL 
ID of the mobile base station near by the patient. 

• GSM modem decodes the data and the CELL ID of the base station is stored in the 
LOCATION DATABASE. 

• LOCATION SERVER arranges the position of the patient in table with real time. 
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• LOCATION DATABASE has another table which stores location mappings 
between cell IDs and their related zone description, which helps to return 
comprehensive location to the operator or the user. 

• The position of the patient can be monitored in the hospital from the LOCATION 
SERVER. 

• If the Location Server receives the request from the doctor with only the keyword 
REQUEST, returns the most recent location of patient. The represent method of 
location depends on the Authorized User or the doctor. For text base, server 
directly sends the description of the location; for graphical base, server then sends 
the exact position where the Mobile User has located. 

• Path tracing: the keyword REGUEST has another function: if Location Server 
receives the request from doctor with timestamp parameter following ID and the 
keyword REGUEST. Location Server search through all possible records from the 
table Record and reply them to Doctors PDA. 

• Similarly the ambulance has an inbuilt module with GSM and GPS system on 
emergency reported from the IMS, it receives the real time position    and path 
patient has traveled to the PDA. It can request for any update to the IMS via SMS 
or GPRS. 

Fig 2 showing flow of Data between Agents: 

 
Fig. 2. Message Flow Between the agents 
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5 Conclusion 

In this paper an effective way to monitor a patient continuously with real time 
positioning is proposed. Also a new method is designed in which the information’s 
from different agents are send as simple SMS via GSM network and mainly a patient 
positioning and tracking system without the help of a service provider is explained.   
The whole system of Bio sensor network health care system places forward some 
future works such as finding the most effective method for ensuring security in 
biosensor network routing, finding of most reliable and energy efficient routing 
protocols and reducing the complexity of the entire system. As a future work, we will 
include some of the performance results by implementing this work using standard 
simulation tools like NS2 [10]. 
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Abstract. With the development of Context-aware location based services, 
there is a large scope for user’s access to preference based services. One of the 
main research areas in context-aware location based services is proximity-based 
privacy protection for the users. The objective of our approach to proximity-
based privacy protection is to deviate from the implementation of the 
centralized anonymizer and model the k-anonymity framework as a secure 
gateway in the context aware location service provider. Our design of privacy-
protection is principled on guaranteed privacy protection rather than assuming 
the anonymizer to be a trusted third-party providing privacy protection. Using a 
symbolic model checker tool NuSMV, proximity based privacy protection has 
been modeled through the k-anonymity framework and it is observed that the 
system takes care of all the constraints by satisfying most of the specifications. 

Keywords: Location based services, Context awareness, Model Checker, 
Symbolic Model Verifier, NuSMV. 

1 Introduction  

1.1 Importance of Context Aware Location-Based Services 

The development in the field of mobile computing devices can be seen during the 
recent years. Need for user query based services provided on the mobile devices have 
increased rapidly. A special class of service among them is the Location Based 
Service (LBS) [1]. LBS is defined as an information and entertainment service, 
accessible with mobile devices through the mobile network and utilizing the ability to 
make use of the geographical position of the mobile device. The main promise of LBS 
is to provide services to customers based on the knowledge of their locations [2].  The 
mobile service providers provide various services to the user, some of the examples of 
services includes personalized shopping, real-time traffic information, digital map 
services which are delivered to mobile terminals according to users location 
requesting the nearest business or service (e.g., the nearest restaurant or cinema) 
[3].Unfortunately the current location based services are rigid as they cannot make 
good use of contextual information. For example in a restaurant finder application 
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users actually want to find the best restaurant according to their current preferences 
and context. Existing location-based services reduce the efficiency of the query result 
from best to only the closest details to the end user [4].The rigid nature of LBS is 
overcome by the introduction of Context-awareness in LBS. The use of context as a 
parameter in location bases services is important in user interactive applications 
where the users context is changing dynamically. Context Awareness is defined as 
any information that can be used to characterize the situation of an entity, where an 
entity can be a person, place, or physical or computational object [5]. Further context 
awareness or context-aware computing is defined as the use of context to provide 
task-relevant information and/or services to a user, wherever they may be [5]. While 
using context aware LBS, a user has much to gain by the effective use of implicitly 
sensed context where users requirement is serviced exactly. It allows an applications 
behavior to be customized to the users current situation and need. Thus the 
importance of context aware LBS leads to the system where the location service 
providers present the information and services to users where they can access 
preference based services at any place [6]. Context aware applications executing in 
mobile devices operating in LBS Scenario should address the following challenges for 
the efficient and practical realization of context aware location-based services 
(i).Context management a key requirement to build context-aware location based 
services includes context acquisition, context representation, context storage, context 
reasoning [7]. (ii) Service trigger mechanism provides user with comprehensive 
services even without any explicitly triggered command on the basis of context 
information [8]. (iii) Providing context and preference-based services is an important 
aspect of context awareness wherein preference acquisition method and preference 
usage are key issues where users preference in requesting the service is considered 
(iv) Proximity based privacy protection is a major concern in LBS where the release 
of user precise location information to untrust third parties should be protected [9]. 

1.2 Importance of Proximity Based Privacy Protection in Context Aware LBS 

The importance of proximity-based privacy in Context aware LBS is providing users 
with privacy protection of their location information along with the access to 
preference based services [9]. Proximity based services are a special class of LBS in 
which the service adaptation depends on the comparison between a given threshold 
value and the distance between a user and other (possibly moving) entities. Research 
in privacy protection in LBS scenario requires a trusted third-party (anonymizer) or 
uses protocols that are computationally and communicationally expensive to provide 
security to users of Context-aware LBS. The following issues arise in designing LBS 
with privacy as a major concern: (i) LBS result accuracy depend on the context, such 
as population and road density, around a users location. (ii) an adversary may violate 
a users privacy based on the users location information and also based on the query 
request payload submitted to Location service provider (LSP) [10].We address the 
challenge of protecting users location information contained in the LBS query 
payload and his/her access to preference based services. 
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1.3 k-Anonymity Framework 

The objective of a proximity based privacy-protection is to protect the privacy of a users 
location information while maintaining a high level of LBS accuracy. A k-anonymity 
based framework was proposed to protect location privacy by using a trusted third-party 
called the anonymizer. With this framework, user sends its service request to the 
centralized anonymizer, which subsequently model a k-anonymized cloaking region that 
covers not only this user, but also k-1 other users where k>1. Then, the anonymizer 
transmits the cloaking region to the LBS server as the constant in the LBS query, and 
forwards the query answer to the user. It prevents the location service provider from 
distinguishing a user among at least k-1 others users in the proximity of particular 
location [11].We advocate k-anonymity preserving management of location information 
by developing efficient and scalable system-level facilities for protecting the location 
privacy by ensuring location kanonymity Instead of assuming the anonymizer as a trusted 
third party providing privacy protection or the location service provider as semi-honest 
we model the k-anonymity framework as a secure gateway, in the context aware location 
service provider to ensure proximate based privacy protection. 

1.4 Model Checking, NuSMV and Computation Tree Logic 

Model checking is a technique to automatically analyze various types of computing 
systems, ranging from hardware to software. A System is said to be verified if it 
satisfies the specification defined by its designers. A specification is called a property 
[12]. For example in a context aware LBS where services are provided to users based 
on their request and users privacy is a concern could have the following property: 
where only authorized users are guaranteed with their access to preference based 
services. A model-checking algorithm takes in input (i) the representation of the 
system S to be analyzed and (ii) the property P. In more formal terms, S is defined as 
a finite state machine called a Kripke structure. A Kripke structure is a directed graph 
with nodes representing the possible states of the system and edges represent the 
transitions (or triggers) between states. NuSMV is a software tool for the formal 
verification of finite state systems [13].NuSMV allows us to check finite state systems 
against specifications in the linear temporal logic and Computation Tree Logic (CTL). 
In NuSMV a CTL specification is given as CTL formula introduced by the keyword 
SPEC. Whenever a CTL specification is processed, NuSMV checks whether the CTL 
formula is true in all the initial states of the model. If this is not the case, then 
NUSMV generates a counter-example,that is, a (finite or infinite) trace that exhibits a 
valid behavior of the model that does not satisfy the specification[14].  

1.5 Organization of the Paper 

The remainder of the paper is organized as follows. Section 2, discusses the related 
work. In Section 3 we formally specify the problem and present the architecture of 
modeling the kanonymity framework for proximity based privacy protection. The 
specifications of the formal verification are also mentioned in this section. In Section 
4 we present the results of the NuSMV. Section 5 concludes the paper. 
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2 Related Works 

Based on preserving location privacy, in LBS can be generally classified into two 
categories: trusted third-party based schemes and user based schemes.  In a privacy-
aware proximity based services user based schemes for location privacy protection has 
been proposed wherein privacy threats in LBS scenarios has been discussed, A 
centralized protocol is designed where privacy is achieved with respect to Service 
Provider and users. A hybrid approach is practiced in which a secure computation is 
performed only after a filtering step based on obfuscated locations. Three different 
privacy preserving protocols has been proposed the first of which is called Service 
Provider-Filtering and does not involve any communication between the users to 
evaluate their proximity. The other two, named HideSeek and HideCrypt, provide a more 
accurate estimation of the proximity by using Service Provider Filtering as the first step 
followed by a refinement step involving user to- user communication [9]. CAP, a 
Context-Aware Privacy-preserving LBS system provides integrated protection for data 
privacy and communication anonymity. CAP uses anonymity based approach for 
location privacy protection. CAP addresses protection of user location privacy from both 
location data and network communication perspectives [10]. Personalized k-anonymity 
model is developed for providing location privacy where, a trusted third-party called 
anonymizer is used to protect location privacy. This model allows mobile clients to 
define and modify their location privacy specifications at the granularity of single 
messages, including the minimum anonymity level requirement. The location service 
provider is assumed to be a semi-honest service provider and the anonymity server which 
performs location perturbation is assumed to be a trusted third party server [11]. 

3 Architecture Overview and Implementation 

Fig.1 depicts the System Architecture. The user requests the Context aware LBS 
system to gain access for the services provided by the LSP. Due to privacy concerns, 
the user is unwilling to disclose its location to the LSP. The k-anonymity framework 
is a secure gateway which preserves users location privacy. Using a symbolic model 
checker tool called NuSMV, the k-anonymity framework is modeled and message 
exchange in the system is verified and observed that the system protects privacy 
related information in the users query for access to preference based services. 
Positioning and tracking devices are used to identify users location. 

 

 

Fig. 1. Location Based Services with k-anonymity framework 
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Context aware LBS system is divided into different components which comprise 
of: 

1) Location service provider: In Context aware LBS Location service provider 
handles request/response of user query. The user query requesting for access to 
preference based service is sent to LSP, LSP in turn redirects the query to k-
anonymity framework to ensure the user location privacy. Legitimate users register 
themselves with a unique register-id with the LBS to gain access to the services 
provided by the LBS. Once the user query is confirmed as legitimate, LSP serves 
the users query request by providing access to preference based services. 

2) k-anonymity framework: The user query is redirected from the LSP to the k-
anonymity framework. The k-anonymity framework identifies the users location 
through the RFID or GPS schemes of location detection and also locates k-1 others 
users in proximity to the legitimate user requesting for services. LBS query is 
redirected to the LSP with the location co-ordinates of legitimate user along with 
k-1 users in proximity. The LSP does not distinguish the actual user from other 
users in proximity. Preference based services are rendered to the users without 
actually revealing the location information of the actual user sending request. The 
user request after going through the framework is marked as true to ensure that 
users location privacy is guaranteed. 

3) Positioning/Tracking devices: Based on the user query sent from the k-anonymity 
framework the positioning device locates the user and other k-1 users in proximity 
and the location co-ordinates are returned. Using NuSMV, different states of the 
service provider are modeled through the CTL specifications and ensure user’s 
location privacy. 

4 Results and Discussions 

The CTL specification for the LBS system can be given by: 

 AG(allusers)->AG(k_user->k-1_user) 

The specification states that all users in a particular location are identified and LSP 
does not distinguish between k -1 user in proximity of the actual k user requesting for 
service. The specification resulting true 

guarantees users location privacy. 
AG(k user query)!AG(serviceavailable) 

The specification depicts the scenario of all k user queries marked true by the k-
anonymity framework gains access to the preference based services provided by the 
Context aware LBS. 

This can be understood better with a help of Kripke structure as shown in Fig. 2. 
When user enters a particular location and query for services offered by the Context 
aware LBS, user query is redirected to the k-anonymity framework where the user is 
labeled as a legitimate user i.e, user query marked as true and only then the user has 
access to his preference based services hence user location privacy is protected.CTL 
specification are listed below in Table 1. 
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Fig. 2. Kripke structure for the entire LBS system 

Table 1. Shows the various constraints placed on the system and results of the corresponding 
specifications 

Sl.No. Case Specification 

1 k_ reguser[1]=1 & k -1_unreguser[1]=1
 True 

2 k_ reguser _query[1][1]=1 & k_unreguser_ query[1][0]=0 False 

1) The first specification in the table depicts the secure anonymity framework 
identifying the registered k user requesting for service and other k-1 unregistered 
users in proximity of a particular location. The state of the specification is proved 
true for all the traces since every k_reguser entering the location is identified along 
with the k -1_unreguser in proximity. 

2) The second specification states that every registered user query (k_reguser_query) 
marked true is provided access to preferred services by the LSP protecting location 
privacy. The counter example is generated due to the falsity of the specification 
and proves location privacy of users. The service request from the unregistered 
user(k_unreguser_query) marked as false is denied by the LSP as location privacy 
is not preserved and the overall specification returns false as the unregistered users 
are not provided access to the services they request. 

5 Conclusion and Future Work 

In this paper, we have used symbolic model checking approach for proximity based 
privacy in the Context-aware Location Based Service systems. The tool NuSMV 
helps us to verify the constraints placed on the system by exploring the entire state 
space of the system. The various messages exchanged between the service provider 
and the registered user in the context-aware LBS environment is depicted. We have 
assumed the nature of the information in the Context-aware Location Based Services 
system to be static and modeled it accordingly to ensure location privacy in the 
system. The dynamic nature of the LBS location need to be taken into account and 
system specifications can be modeled. 
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Abstract. Electronic payment systems have turned out to be a smart and conve-
nient way of making payments. Digital cash is an electronic payment system 
which is modeled after our real cash system. If the digital cash is transferable 
then it allows the user to spend an e-coin received in a prior payment imme-
diately without having to contact the bank, that is, the bank remains off-line. In 
the previous digital cash systems which supported transferability, the digital 
cash size was growing with each transaction. In this paper, we propose a new 
digital cash protocol which uses a Forward-Secure Multi-use Unidirectional 
Proxy Re-signature Scheme to achieve transferability, without any increase in 
the digital cash size with each transfer. Our scheme enables a secure off-line 
transaction, thus enforcing user anonymity and transferability. A Trusted Third 
Party is used to prevent the double spending of the digital coins.  

Keywords: Transferability, Off-line, Anonymity, Forward-Secure Multi-use 
Unidirectional Proxy Re-signature, Double spending. 

1 Introduction 

In this current world of increased crime, it is not so easy and secure to carry the real 
cash. Even though the credit-based systems provide security, they won’t protect 
people’s privacy. Also, the bank needs to be on-line for these credit-based systems. 
Digital cash (Electronic cash or E-cash) is an electronic payment system which offers 
solution to the problems of real cash and today’s credit cards. Lot of research work is 
going on to come up with an ideal digital cash system which works similar to the real 
cash system. Several challenges need to be addressed in the digital cash system such 
as maintenance of user anonymity, prevention of double spending of the digital coin. 
Along with providing security and privacy, the digital cash should be transferable i.e., 
it should allow the user to spend the digital coin received in the prior payment without 
contacting the bank. Several digital cash systems have been developed in the literature 
to provide the security and user’s anonymity. But most of them do not provide  
transferability. Though few digital cash systems have been proposed to provide trans-
ferability, they are not efficient.  The concept of anonymous off-line e-cash was first 
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introduced by D. Chaum using blind signatures and cut-and-choose methodology [2]. 
Brands presented a more compact way to represent e-cash using restrictive blinding 
with the help of representation problem in groups [9]. N. Ferguson published on  
single-term off-line anonymous e-cash which was the first practical e-cash [7]. This  
e-cash system’s construction used blind signature and was inefficient to implement 
multi-spendable e-cash. Sebastiaan H., Von Solms and David Naccache pointed out 
that perfect anonymity enables perfect crimes, and thus suggested fair e-cash [10], 
where an authority can trace coins that were acquired illegally.  

Tewari, Mahony and Peirce [4] introduced a scheme for transferable e-cash which 
used observer for coin refreshing. Other valuable contributions to transferable e-cash 
were made by C. G. Ma & Y. X. Yang [1], H. Wang & Y. Zhang [5]. D. Chaum and 
T. P. Pedersen [3] pointed out that the size of e-coins grows with the number of trans-
fers. The focus of this paper is on introducing a new digital cash protocol which pro-
vides the transferability without any increase in the digital cash size with each transfer 
by using a Forward-Secure Multi-use Unidirectional Proxy Re-signature Scheme [8]. 
The rest of the paper is organized as follows: In Section 2, we explain how the For-
ward-Secure Multi-use Unidirectional Proxy Re-signature Scheme is used to provide 
transferability to the digital cash protocol; We have suggested further improvements 
for the proposed digital cash protocol in Section 3; conclusion is included in Section 4 
and finally the references are listed. 

2 Proposed Scheme 

In our paper [6], we had presented Divisible and Transferable Digital Cash Protocol 
using a simple Verifiable Secret Sharing scheme and Trusted Third Party  
respectively. In this paper, we are using a new approach to achieve transferability. A 
Forward-Secure Multi-Use Unidirectional Proxy Re-signature Scheme [8] is used to 
incorporate transferability into the digital cash protocol presented in [6].  

 

Fig. 1. Transferable Digital Cashprotocol 

Let us consider three Users say, User A, User B and User C involved in the digital 
cash system. Each of the three Users will generate private key μA, μB and μC  
respectively. Now we shall see how the Forward-Secure Multi-use Unidirectional 
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Proxy Re-signature scheme[8] works for the transfer of sub-coin from User A to User 
B and then from User B to User C. 

Initialization:  

Key Generation Algorithm (KeyGen): Before the transfer process begins, each of 
the three users will run this algorithm only once to generate the keys for the first time. 
This algorithm takes as input the security parameter K, the number l of points in the 
keys and the number T of time periods over which the scheme is to operate. p, q are 
random distinct K/2 bit primes each congruent to 3 mod 4. N ← p.q. User A, User B 
and User C agree upon common N.  

User A’s keys: The base secret key µA0 = (µA1,0, . . . , µAl,0,N, 0) (where µAi,0 ⎯⎯←R  Z*
N 

and N is a Blum-Williams integer). For verifying signatures, the verifier (User B) is 
given the public key IA, calculated as the value obtained on updating the base secret 

key T + 1 times: IA =(UA1,…, UAl, N, T)where, UAi = A
T

iμ
12

0,

+

 mod NA, i = 1, . . . , l.  

Similarly User B’s and User C’s public keys are calculated. 

Key Evolution: During time period j (1≤ j ≤ n; where, n can be fixed by Bank), the 
signer signs using key μj . This key is generated at the start of period j by applying a 
key update algorithm to the key μj−1. The update algorithm squares the l points of the 
secret key at the previous stage to get the secret key at the next stage.  

Key evolution for User A: The secret key µAj = (µA1,j , . . . , µAl,j ,NA, j) of the time 
period j is obtained from the secret key µAj−1 = (µA1,j−1, . . . , µAl,j−1,NA, j − 1) of the 

previous time period via the update rule: µAi,j= A jiμ 2
1, − mod NA, i =1, . .. , l; j=1,  . . , T. 

Similarly the secret keys of User B and User C are updated. 

Sub-coin Transfer Process : Since, User A is transferring the sub-coin to User B and 
User B is in turn transferring the sub-coin to User C, the User A’s signature must be 
translated to User B’s signature and User B’s signature must be translated to User C’s 
signature respectively. Following are the steps involved in this signature translation 
process. 

Step1: Signature Generation Algorithm (Sign): The User A generates her signature 
(j, (Y, Z)) by running this algorithm. It has as input, the secret key μA of the current 
period, the message M to be signed, and the value j of the period itself to return a 

signature (j, (Y, Z)) where Y, Z in Z*
N are calculated as follows: Y = R

JT )1(2 −+
mod N, 

where R ⎯⎯←R  Z*
N   and   Z = R ∏

=

l

i 1

A ic
jiμ ,  mod N, where c1, . . . , cl = H(j, Y, M) 

being the l output bits of a public hash function.  When User A wants to transfer the  
sub-coin to User B then she transmits her signature to User B. User B will translate 
User A’s signature into her own signature. The User B won’t generate her signature 
when she wants to transfer the sub-coin to User C. In turn she will use the translated 
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signature (i.e., User B’s signature which was obtained by translating User A’s signa-
ture into her own signature). This signature will be transmitted to User C who in turn 
translate User B’s signature into her own signature. 

Step2: Re-Signature Key Generation Algorithm (ReKey): For transfer from User 
A to User B, this algorithm takes as input, the two secret keys μAj = (μA1,j , . . . , μAl,j 
,NA, j) and μBj+1 = (μB1,j+1, . . . , μBl,j+1,NB, j + 1), then computes the re-signature key, 
rkA→B,j = (rk1,j , . . . , rkl,j) as rki,j = μBi,j+1/μAi,j mod N where i = 1, . . . , l; j = 1, . . . , 
T−1. Observe that the key rkA→B can be securely generated as follows:  

(i) The proxy (User B) sends a random r Є ZN to User A.  
(ii) User A sends (r/μA1,j , . . . , r/μAl,j) to User B.  
(iii) User B computes ( r(μB1,j+1/μA1,j), . . . , r(μBl,j+1/μAl,j).  
(iv) The proxy (User B) recovers (μB1,j+1/μA1,j , . . . , μBl,j+1/μAl,j ).  

Similarly, ReKey algorithm is executed for transfer from User B to User C. 

Step3: Signature Verification Algorithm (Verify): For transfer from User A to User 
B: On input of a re-signature key rkA→B,j , a public key IA, a signature (j,(Y,Z)), and a 
message M, User B verifies User A’s signature by running this algorithm. User B 
checks if Verify (IA, M, (j, (Y,Z))) = 1. User A’s signature (j, (Y, Z)) for the message 

M in time period j is accepted (returns 1) if  Z
)1(

2
jT −+

= Y ∏
=

l

i 1

UA ic
i  mod N where 

c1, . . . , cl = H(j, Y, M), else rejected. Similarly, Verify algorithm is executed for trans-
fer from User B to User C. 

Step4: Re-Sign Algorithm (ReSign): For transfer from User A to User B: User A 
transmits her signature (j, (Y, Z)) to User B. User B translates User A’s signature into 
her own signature (j+1, (Y, Z′)) by running this algorithm. If User A’s signature is 

accepted then, User B sets Z′ = Z ∏
=

l

i 1

rk ic
ji ,  mod N, where c1, . . . , cl = H(j, Y, M) 

and outputs the signature (j+1, (Y, Z′)), otherwise outputs an error message. Similarly,  
Re-Sign algorithm is executed for transfer from User B to User C. Once the payee 
(User B in case of transfer from User A to User B; User C in case of transfer from 
User B to User C) translates payer’s signature into her signature, she performs the 
following steps (These steps are explained considering transfer from User A to User 
B. Same procedure is followed for transfer from User B to User C): 

1.  User A transmits sub-coin Xi and sub-coin ID to User B.  
2.  User B verifies Bank signature (Refer [8]) using the bank’s public key.  
3.  User B verifies whether sub-coin is valid or not (Refer [8]).  
4.  User B then transmits sub-coin ID to the TTP. 
5 TTP searches for the ID (irrespective of k-bit counter value) in the database 

(Fig.2):  
   a) If ID is not found then TTP stores ID in database & increments counter by one.  
   b) If ID is found then TTP compares k-bit counter value of User B’s sub-coin ID  

          with k-bit counter value of sub-coin ID stored in TTP’s database.  
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Fig. 2. Trusted Third Party Database (TTP) 

- If values are not equal then TTP identifies that sub-coin is already  trans-
ferred and hence intimates User B that sub-coin is invalid thereby   prevent-
ing double spending by User A. User B rejects that forged sub-coin. 

- If values are equal then TTP increments the counter of that sub-coin ID  
stored in database by one.  

6. TTP transmits this new ID of the sub-coin and its’ signature (rt, st) to User B:  

     rt = newIDg t
k

 mod p and st = xtrt + kt mod p where, kt Є Zq , g is the generator Є   
     Z*p and xt is private key of TTP (Here, p and q are primes with q | p-1). 

7.  User B verifies TTP signature (rt, st): g
-s

t y t t
r  rt = newID mod p where, yt = gx

t  

     mod p is public key of TTP.  

If verification holds then User B accepts the sub-coin. After 2k-1 transfers of sub-coin, 
if a User wants to perform transfer operation and approaches TTP then TTP checks 
the k-bit counter value and identifies that no more transfers are possible and intimates 
the same to the User. 

3 Further Work  

There is potential for improvements to the proposed system in the following areas:  

− Incorporation of transferability into the digital cash system without using a trusted 
third party.  

− The number of transfers of the digital coins can be made unlimited as in case of 
the real cash.  

− Improvement in complexity of the algorithm by using a better scheme than proxy 
re-signature scheme without compromising security. 

4 Conclusion  

With off-line digital cash systems, we can enforce user anonymity and we can have 
transferable e-coins. Our proposed digital cash protocol uses a proxy re-signature 
scheme to achieve transferability. This protocol enables a secure off-line transaction 
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without revealing the payer’s identity. We have also used a Trusted Third Party to 
prevent the double spending of the digital coins. 
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Abstract. In Medical Diagnosis, Magnetic Resonance Images play a significant 
role. This work presents a hybrid technique to detect the abnormal parts in the 
magnetic resonance images of a human. The proposed technique consists of 
five stages namely, Noise reduction, Smoothing, Feature extraction, 
Dimensionality reduction or Feature reduction, and Classification. First stage 
obtains the noise reduced MR image using KSL (Kernel-Sobel-Low pass) 
Filter. In the second stage, smoothing is done by histogram equalization. Third 
stage obtains the features related with MRI images using discrete wavelet 
transformation. In the fourth stage, the features of magnetic resonance images 
have been reduced using principles component analysis to the more essential 
features. At last stage, the classifier based on K-means has been used to classify 
subjects as normal or abnormal MRI human images. Classification accuracy of 
98.80% has been obtained by the proposed algorithm. The result shows that the 
proposed technique is robust and effective compared with other recent works.  

Keywords: Discrete Wavelet Transform, K-Means, KSL Filter, PCA, Magnetic 
Resonance Images. 

1 Introduction 

MRI stands for magnetic resonance imaging. In actuality, the proper name for this 
study is a nuclear magnetic resonance image (NMRI), but when the technique was 
being developed for use in health care the connotation of the word "nuclear" was felt 
to be too negative and was left out of the accepted name. MRI is based on the 
physical and chemical principles of nuclear magnetic resonance (NMR), a technique 
used to gain information about the nature of molecules. It is a medical imaging 
practice used in radiology to envision detailed internal structures of the human body. 
Retrieving a high quality MR Image for a medical diagnostic is critical, because it 
injures human more if we pass high level Magnetic resonance sound to take the 
image. So denoising of magnetic resonance (MR) images and interpreting it into 
human understandable form is a challenging issue. 
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2 Related Works 

An exploration of the applicability of the techniques in brain disorder diagnosis in 
MR images is given in [1]. Evaluation measures for patterns are described in [2] and 
[3]. A classification technique based on Least Squares Support Vector Machines (LS-
SVM) using Radial Basis Function (RBF) kernels classifier is proposed in [4] & LS-
SVM with RBF and Ada Boost is given in [16]. A hybrid classification of MRI brain 
Images is proposed in [5] using DWT, PCA and K-NN &A-NN. A method using 
wavelets as input to neural network SOM and SVM for classification of magnetic 
resonance (MR) images of the human brain is presented in [6]. A spectral-based 
classification technique to MR image using Vector Seeded Region Growing (VSRG) 
is proposed in [7]. A forward neural network (FNN) based method to classify a given 
MR brain image as normal or abnormal is proposed in [8] using a hybrid combination 
of DWT, PCA, FNN, and adaptive chaotic particle swarm optimization (ACPSO). A 
hybrid classification approach for of brain tissues in MRI images based on genetic 
algorithm (GA) and support vector machine (SVM) using spatial gray level 
dependence method (SGLDM) is proposed in [9]. A segmentation method for 
classification of MRI brain images by removal of artifact and noise in the first stage 
and applying Hierarchical Self Organizing Map (HSOM) for image segmentation is 
described in [10]. An algorithm for the automatic segmentation and classification of 
brain tissue from 3D MR scans using discriminative Random Decision Forest 
classification is presented in [11].  A method using both structural and functional MR 
images for brain disease diagnosis is presented in [12].  Pediatric brain tumor 
segmentation and classification of MRI images is established in [13] by fusing two 
novel texture features along with intensity in multimodal magnetic resonance (MR) 
images. A general method for segmenting brain tumors in 3D magnetic resonance 
images using fuzzy classification and symmetry analysis is presented in [14] and [15]. 
A method of k-Nearest Neighbor (k-NN) is proposed in [17] for abnormalities 
segmentation in Magnetic Resonance Imaging (MRI) brain images. A neuro-fuzzy 
segmentation process of the MRI data is presented in [18] to detect various tissues 
like white matter, gray matter, csf and tumor. A framework for automatic brain tumor 
segmentation from MR images using detection of edema based on outlier detection is 
proposed in [19]. Novel automatic brain tumor detection method that uses Gabor 
Wavelets to determine any abnormality in brain tissues is presented in [20]. 

3 Methodology and Design 

3.1 The Model for the Proposed Hybrid Algorithm 

The Fig. 1 explains the full-fledged model for the proposed algorithm. It has five 
stages namely, Noise reduction, Smoothing, Feature extraction, Dimensionality 
reduction or Feature reduction, and Classification to find the abnormal parts. 
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Fig. 1. Model for Proposed Algorithm 

3.2 Techniques Used in Proposed Algorithm 

3.2.1 KSL Filter for Noise Removal 
This filtering technique with a nine step process applies the series of Kernel, Sobel 
and Low-pass filters to reduce the noise in the input MR image [21]. 

3.2.2 Histogram Equalization 
To transfer the gray levels so that the histogram of the resulting image is equalized to 
be a constant. 

h[i] = constant,  for all  i. (1) 

 

Fig. 2. Mapping Function between input and output 

Fig 2 shows that for any given mapping function y = f(x) between the input and 
output images, the following holds:  p(y) dy = p(x) dx i.e., the number of pixels 
mapped from to y is unchanged.  

To equalize the histogram of the output image, we let p(y) be a constant. In 
particular, if the gray levels are assumed to be in the ranges between 0 and 1 (0 <= x 
<= 1, 0 <= y <= 1), then p(y) = 1. Then we have:  

,)( dxxpdy =  or  )(/ xpdxdy =  
(2) 

i.e., the mapping function y = f(x) for histogram equalization is:  
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input image, which monotonically increases.  

3.2.3 Discrete Wavelet Transform 
The input signal x(n) is decomposed into two sets of coefficients called 
approximation coefficients (denoted by ca) and detail coefficients (denoted by cd). 
These coefficients are obtained by convolving the input signal with a low-pass filter 
(for ca) or a high-pass filter (for cd) and then down sampling the convolution result by 
2. The size of ca and cd is half of the size of the input signal. The filters are 
determined by the chosen wavelet. The DWT is computed by successive low-pass and 
high pass filtering of the discrete time-domain signal as shown in Fig 3. This is called 
the Mallat algorithm or Mallat-tree decomposition. Its significance is in the manner it 
connects the continuous-time multiresolution to discrete-time filters. In the figure, the 
signal is denoted by the sequence x[n], where n is an integer. The low pass filter is 
denoted by G0 while the high pass filter is denoted by H0. At each level, the high pass 
filter produces detail information, d[n], while the low pass filter associated with 
scaling function produces coarse approximations, a[n]. At each decomposition level, 
the half band filters produce signals spanning only half the frequency band.  

 
Fig. 3. Model for Proposed Algorithm 

3.2.4    Principal Component Analysis 

PCA is used for reducing the features which are required to find the abnormality in 
the MR image. 

PCA algorithm: 
Let an input data set be X (X: matrix of dimensions M X N). Perform the following 
steps: 

1. Calculate the empirical mean   

( ) 
=

=
N

i

nmXNmu
1

],[)/1( (4) 
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2. Calculate the deviation
B=X-u.h, where h is a
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doing the five stage image classification, in the abnormal MRI the abnormal parts are 
identified as shown in Fig. 5. The intermediate results of all the five stages are also 
shown. The input image, histogram of input image, results of Sobel, Kernel and Low-
pass filters and the noise reduced image and its histogram are shown in the first (top) 
row. The second row shows the result of Histogram equalization, DWT, PCA and K-
means. In the second row, right most image show the abnormal parts revealed in the 
MRI image. In similar way, the classification output of the normal MR image is 
shown in Fig. 6 and in that there is no abnormal parts are detected. 

  

Fig. 4. Main Interface Fig. 5. Results of Abnormal MRI Input 

 

Fig. 6. Results of Normal MR Image 

Performance Measures 

All classification result could have an error rate and from time to time it will either 
fail to reveal an abnormality, or reveal an abnormality which is not present. It is usual 
to describe this error rate by the terms true and false positive and true and false 
negative as follows [1], [2]. The performance of the classifiers are measured using, 

Sensitivity = TP/ (TP+FN) *100% 
Specificity = TN/ (TN+FP) *100% 

Accuracy = (TP+TN)/ (TP+TN+FP+FN)*100 % 

(7) 
(8) 
(9) 
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5 Comparison of Performance of Classifiers 

In order to verify the effectiveness and robustness of proposed algorithm, experiments 
were performed on MR images. The confusion matrix of our method is listed in  
Table 1.The elements of the ith row and jth column represents the classification 
accuracy belonging to class i and is assigned to class j after the supervised 
classification.  

Table 1. Confusion matrix of our Method (O denotes Output and T denotes Target) 

 Normal (O) Abnormal (O)

Normal (T) 99 1

Abnormal (T) 2 148

 
The results show that our method only misclassified 3 images out of 250 MR 

images. The whole classification accuracy is [99+148]/250=98.80%. Moreover, we 
compared our results with other results (DWT+PCA+ANN [5], DWT+PCA+KNN 
[5], DWT+SOM [6], DWT+SOM with linear kernel [6], DWT+SOM with radial 
basis function based kernel [6], Statistical Classifier KNN [4], DWT+PCA+ACPSO-
FNN [8]) described in the recent literature that used the same MRI datasets, as shown 
in Table 2. It is very clear that our proposed hybrid technique earns the highest 
classification accuracy.  

Table 2.   Classification Performance (P) comparison of our Method with other recent works 
for the same MR images datasets 

Technique P (%) 

DWT+PCA+ANN   [5] 95.7 
DWT + PCA + k-NN    [5] 98.6 
DWT+SOM [6] 94 
DWT+SVM with linear kernel [6] 96.15 
DWT+SVM with radial basis function based kernel [6] 98 
Statistical Classifier KNN [4] 89.78 
DWT+PCA+ACPSO-FNN 98.75 
Our Technique KSLFilter+HE+DWT+PCA+K-Means 98.80 

The other performance statistical measures such as sensitivity and of our method are 

Sensitivity = 148 / (148+2) * 100 = 98.67% 
Specificity = 99 / (99+1) * 100 = 99% 
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6 Conclusion 

In this paper, the hybrid algorithm for automatic classification of MRI images of any 
part of human body to find the abnormality in that part is proposed.  
The implementation of the system is done in Matlab and tested with 250 normal and 
abnormal MR Images and produced excellence result. The performances of the 
classifiers in terms of statistical measures such as sensitivity, specificity and 
classification accuracy are analyzed. The results indicated that this hybrid approach 
yielded the best performance when compared to other classifiers. It suggests that this 
is a promising technique for image classification in a medical imaging application. It 
can be used in computer aided intelligent health care systems. This automated 
analysis system could be further used for classification of images with different 
pathological condition, types and disease status.  
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Abstract. In recent years, Wireless Mesh Network (WMN) has become a 
compelling topic to many network researchers due to its simplicity in 
installation and robustness in operation. However, existing routing protocols 
designed for MANET can not work efficiently in WMN because backbone in 
WMN formed by Mesh Router has very low mobility and are not put under 
power and memory constraint. Even existing multipath routing protocols 
designed for WMN, do not consider all the issues of the network i.e. fault-
tolerance, load-balancing, security, reliability etc. Each paper works on one or 
two issues of networking. In this paper, we  basically tried to give solution to  
maximum problems of Wireless Mesh Networks rather than giving a solution to 
only one or two. Our work includes routing packets to the destination with 
minimum delay and minimum error rate considering security, congestion 
control and fault-tolerance so that it could be considered as a full proof 
protocol. 

Keywords: congestion-aware, fault-tolerant, load-balanced, geographic, 
multipath, wireless, mesh, network. 

1 Introduction 

WMN has gained considerable attention in recent years not only due to its fast 
deployment, easy maintenance and low upfront investment compared with traditional 
wireless networks, but also its support of the existing wireless networks, such as 
wireless sensor networks, wireless fidelity network (Wi-Fi), and so on. WMNs are 
expected to improve significantly the performance of many ad hoc networks, 
including WLANs, WPANs, and WMANs. They are undergoing rapid progress and 
inspiring numerous deployments. WMNs will deliver wireless services in a large 
variety of scenarios of different scale, including personal, local, campus, and 
metropolitan areas. As WMN also provide the integration of the various different 
wireless networks, many challenges comes in its way. Out of which routing and 
security are one of the key problems. Due to the inherent and often quite fundamental 
differences among the various wireless networks, routing of packets and integration 
of the security schemes of those networks is not  an easy task. To fulfill all such 
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demands, we propose a secured, fault-tolerant and load-balanced routing algorithm 
which reaches the destination with minimum delay and with minimum error rate. 

2 Related Work 

Our main aim is to take care of and improve maximum aspects of  multipath routing 
for WMN, and we found various types of papers for different problems. Like 
topology control problem whose main purpose is to provide connectivity for wireless 
networks, with certain design criteria including power consumption [1], interference 
[2], quality-of-service (QoS) [3], antennas [4], and reliability [5]. In the literature, 
most studies on topology control focus on the characteristics of the resulting graph 
and skip the detail routing, scheduling schemes, which may affect the throughput and 
delay performance in wireless networks. 

Another area of research is in the field of security, such as paper[6], [7], and [8] in 
which secure multi-path routing protocol were introduced. Kotzanikolaou et al 
presented Secure Multipath Routing (SecMR) [8] protocol to reduce the 
authentication cost. Paper [8] produces security approach better than paper [6] and 
[7]. However, due to the use of digital signature, the computation cost made this 
scheme inefficient. Paper [9], a security management mechanism for multipath 
utilizes efficiently the characteristics of WMNs, but this scheme uses Diffie-
Hellman[12], which has a danger of man-in-the-middle attack, so we need a better 
approach. In [10] nodes are given differentiated security protection level based upon 
their type but the biggest drawback is that nodes cannot be protected against internal 
malicious node but rather from external malicious nodes. We also found several 
papers focusing on various aspects of a routing protocols like, Paper [17] focuses on 
interference aware routing, while paper [18] on load-balancing and [20] on Packet 
routing in an efficient way. These proposals give good solution for different problems 
but none of them focuses on all these issues. So, in our paper, we are proposing a 
secured geographic multipath routing protocol that considers all these aspects, such as 
topology construction for faster route discovery and re-discovery with minimum 
delay, minimum error rate, security, mobility and fault-tolerance.  

3 Proposed Model 

We propose a secured, efficient, simple, fast and fault-tolerant geographic multipath 
routing protocol for which we first constructed a topology, this topology uses virtual 
coordinates for packet transmission and by following our routing and security 
algorithms these packets reaches the destination safely, with minimum delay and 
complexity. For load balancing, a threshold is maintained at each node which alarms 
all its neighbors. This is done to reduce the control overheads. 

Preliminaries 

•  Our whole network is divided into clusters in which the Gateway is placed at the 
center of each cluster. Default Gateway DG, indicates that the node and the 
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Gateway  belongs to the same cluster. Each node is connected to six other node’ s 
in hexagonal shape. We assume that each node has knowledge of all its six 
neighbors about their link and load status. Each node periodically sends beacon 
messages to all its neighbors to get their link status which is recorded by each 
node. They also have a record of how much hop away, they are from the gateway, 
as each hop is of same distance. In order to minimize the collision probability, 
each node should adjust its power to a level that is able to reach its six neighbors 
and no more.  We also assume that the antenna’s we are using at router level can 
work in two modes: omni-directional and directional[11]. If the node has nothing  
to transmit, then to detect any incoming signals, the antenna works in omni-
direction and when the node need to transmit something to the other node, 
directional antennas are used so that data could be sent to only the one which is in 
desired direction with better signal quality. 

•   For security we assume that there is a Certification Authority (CA) in the WMN 
which is a trusted third party that can authenticate the digital certificates of the 
nodes. We also assume that a Social Security Number(SSN) which is used to 
identify the clients personal details containing his identity information (like name, 
father’s name, address, passport number etc.) is maintained globally in all the 
countries wherever internet is accessed. It is an entry ticket to access the Internet. 
Any SSN can be used only by a single user i.e. simultaneously two persons cannot 
use the same SSN number.  

3.1 Topology Construction and Coordinate Construction 

We use a topology that can efficiently provide connectivity for the network in the 
absence of location information. We use the properties of a regular hexagon that says 
the sides and interior angles of a regular polygon are all equal as shown in Figure 1.  
Each node(mesh router), is placed at each vertex point. To construct virtual 
coordinates, we consider that the Gateway is placed at the center of each cluster 
which is marked as origin, i.e.  0,0 and let the radius to any of its vertex is 5, each 
neighbor of all the nodes are placed at the distance of 5. Now, all the coordinates of 
any node can be determined as:   x coordinates as rcos30◦ and y coordinates as 
rsin30◦. This way, all vertices are known, as shown in the Figure 2. 

 

Fig. 1. Structure of a cluster Fig. 2. Coordinate representation of the six 
nodes at origin 
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3.2 Packet Transmission 

To discover the route, the protocol begins by determining the location of the 
destination. A packet is sent to the node which is in same direction as is the 
destination and is lightly loaded using directional antennas. The path once constructed 
is cached for further communication. Before sending any packet in the learnt path, 
each node checks the link and load status of next node in the path. If link to a node in 
the learnt path fails or is heavily loaded then, the intermediate node sends the packet 
to the surviving node using backup routes maintained at the time of route discovery. If 
the destination is a Gateway, then the node which has the minimum of both hop count 
and load is selected. If the whole network is heavily loaded, then only the location 
information is used for packet transmission and beacon packets are stopped. Only 
early link failure notification is used by taking feedback from physical layer of OSI 
model. For detailed algorithm refer to paper [13] by Paramjeet et al. 

3.3 Load Sharing 

We also introduced a congestion level threshold “μ” to determine whether a particular 
node in the network is congested[13] or not. The “μ” is the average queue length at a 
node in a particular path. A mesh router is said to be congested if its congestion level 

is greater than the threshold, i.e.  ≥ μ , where QLi is the average queue length at a 

node in a particular path and tr is transmission rate at a node. We use “μ” to reduce 
periodic broadcasting of congestion information to the neighbors since if a node is not 
congested, communication with neighbors periodically results in the wasting the 
network bandwidth. Each node ‘i’ will compute its own congestion level periodically. 

If the ratio,  is less than  ‘μ’ , then we assume that the node is lightly loaded. But if  

its congestion is greater than the threshold “µ”, the node will send this information to 
all its six adjacent neighbors and no further messages will be sent  to this nodes till the 
congested node reaches half of its threshold i.e. “µ”.  

At each mesh router i: 
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3.4 Fault Tolerance 

In wireless mesh networks, where nodes tend not to move, route failure is most 
probably caused by power-off, system failure or poor signals. Under this 
circumstance, we may re-route to another alternate path stored as a backup in Route 
Discovery phase. During the route discovery procedure, a source can establish a 
primary path as well as several backup paths to the desired destination. Multipath can 
be used to reduce the delay in recovering from a failure, thus using the backup paths 
to switch the on-going traffic to these alternative paths, instead of shooting down the 
end to end connection, when the primary path fails. If there exists a situation where all 
the six neighbors of a node fails, it is called a Island node. As shown in Figure 3. 
However, if a station is unable to reach other nodes, it will have to increase its power 
level to find some neighbors. This situation is demonstrated in Figure 4, where red 
nodes demonstrate failed neighbors and blue nodes demonstrate new neighbors, found 
by increasing the power level of a Island node. Some island nodes might restore their 
power upon a new node’s appearance, which could connect them to gateway in a 
normal mesh. 

 
Fig. 3. Island Node Fig. 4. Island node with its new neighbors 

3.5 Security 

To make our protocol work safely, a secured environment is needed. So to make our 
protocol secure, an efficient security algorithm is added to it.  According to this 
algorithm[14] each mesh router is assigned a digital certificate by a CA which is used 
to authenticate the validity of a router. Whenever a new clients enters a network, he 
receives a digital certificate from its manager router to prove its validity. These 
certificate could be verified by contacting the CA. Thereafter, the client is asked to 
enter its SSN (Social Security Number) along with the password through SSL 
encrypted web page. After verification the captive portal (government authorized web 
server which keeps a record of SSN details) authorizes the client to network access 
and assigns him a UIDN (Unique Identification Number). The UIDN generated is 
used to keep a record of the client’s SSN, IP address and its manager router (through 
which it received such information). In case some attack is detected in the network, 
this UIDN may be used to trace the person. The manager router stores the UIDN of 
the client along with a public key that will be sent to that client to ensure authenticity 
and integrity of the following messages. The router to router communication is also 
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possible only after exchanging their corresponding digital certificates for the first 
time. 

In the second step, both client node and its manager router encrypt the messages by 
their private keys before sending them to each other. This process authenticates both 
the nodes. Both of them can verify the authenticity of each other by contacting the 
CA. The secret public key which was sent at the time of assigning the UIDN is used 
to generate a key through Elliptic curve Diffie-Hellman(ECDH)[11] algorithm that 
can be used for further  communication. ECDH provides desired security level with 
significantly smaller keys. Now, for future communication the secret keys need not be 
entered every time. This pair of secret keys is used to provide secure multi-path 
routing in WMN.  

4 Simulation Analysis 

The proposed simulation in NS2(NS2 2.29)  [15] is implemented in Linux with some 
modification to support congestion-aware mechanism described in section 4. We 
consider the static wireless mesh network with a number of nodes arranged in the area 
of 1000x1000 m2. The topology is a hexagonal topology comprising of  36 nodes, in 
which  each node is attached to six other nodes. The 802.11 MAC protocol is used in 
Data/Ack mode. Additionally, simulation uses a UDP traffic mode with a Constant 
Bit Rate (CBR) traffic. All MR has a fixed transmission range of 250m. In our 
simulation study, we compare our geographic routing protocol with the existing 
AOMDV and Packet Routing Protocol[19]. In order to compare with the other two 
protocols, the same traffic models were used. Source nodes are randomly selected 
among the common nodes at each runs. We basically study how the traffic is routed 
from the MR (mesh router) source to IGWs while traffic load gradually increases on a 
specific path. We also vary the traffic rates to measure throughput of these MRs by 
increasing number of flows along with time. We saw a big improvement in the 
throughput of nodes in our proposal (Figure 5) as compared to Packet Routing 
Protocol which incurs lot of control messages. In our design, each of examined MR 
can reach its maximum throughput due to the capability of predicting congestion risk 
and sharing load among multiple paths to protect links from overloaded.  As for 
AOMDV, the throughput of the nodes which are far from IGW also degrades greatly 
because these nodes just forward packet hop-by-hop and are not aware of congestion 
when traffic is heavily loaded. In the Figure 6, we can see that PRP give a much better  
performance than pure AOMDV but still lower performance than our  proposed 
protocol. 

For checking the effectiveness of our secured routing we compared our security 
mechanism with the secure multi-path routing protocol of Burmester and Van Le [6], 
SecMR [8] routing protocols and  SMRP[9]. We perform the simulation of each of 
these security schemes. The proposed scheme is implemented with AOMDV[16] 
which is a multi-path derivative of AODV. We have compared the routing overhead 
of these schemes and also the amount of energy consumed by these scheme at each 
node. The network model was consisted of 49 client nodes placed according to our 
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proposed topology within an area of 1000 x 1000 m2. Each node has a propagation 
range of 150 meters with channel capacity 2 Mbps. The size of the data payload is 
512. Each run of simulation is executed of 900 seconds of simulation time. The 
medium access control protocol used is IEEE 802.11 DCF. The traffic used is 
constant bit rate (CBR). 

 

Fig. 5. Throughput analysis Fig. 6. Amount of Energy Left after 900s 
simulation 

 
From the figures given above, we observe that SMRP works better than other 

schemes as it has less overhead and also consumes very little amount of energy. 
However, as there is a danger of man-in-the-middle attack in SMRP[9] so it do not 
provide appropriate security. In Scheme [8], SecMR shows high routing overhead as 
it contains the neighborhood information and digital signatures with the route request. 
Although the routing phase is separated from this authentication phase but this 
authentication is required after a constant interval, hence a considerable amount of 
energy is wasted in these periodic mutual authentications. Our security mechanism 
does not require this periodic authentication, instead it uses public key cryptography 
only once and secret keys are used for further communication. This secret key 
deployment is not periodic and done after the mutual authentication by using public 
key cryptography. This reduces the energy consumption at each node and the routing 
overhead is also less than the other schemes. However, as no such work is found 
which could be completely compared with our research as none of the paper 
highlighted all aspects a protocol, so no perfect comparison could be possible.  

5 Conclusion 

Routing in any network has a great impact on the overall network performance, thus a 
routing protocol or algorithm should be carefully designed, so we designed a fault-
tolerant, load-balanced, secured geographic multipath routing protocol. Our 
philosophy is to perform whatever can be planned in advance to simplify the 
operation of WMNs, thus achieving efficiency and scalability. We design a 
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mechanism to permit Mesh Routers to evaluate their consumed bandwidth to support 
Hop-Count based routing while being aware of congestion risk and security threats. 
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Abstract. Video compression means reducing the size of data in order to 
represent the digital video images. The main goal of our research is to develop a 
robust video compression system. To begin with, wavelet decomposition is 
applied to the I-frame and using the Listless SPECK (LSK) algorithm, the 
resulting coefficients are quantized. Subsequently, an Adaptive Rood Search 
with Spatio-Temporal Correlation technique (ARS-ST) is employed for motion 
estimation. Finally, the difference between the original P-frame and the 
predicted P-frame is computed, which is referred as the residual. The proposed 
video compression technique is assessed by several videos and the effectiveness 
of compression is evaluated by measuring the PSNR values for the compression 
results. 

Keywords: Video compression, Listless SPECK (LSK), motion estimation, 
Adaptive Rood Search with Spatio temporal Correlation (ARS-ST), Motion 
Vector Prediction. 

1 Introduction 

Image and video coding plays a significant role in several multimedia applications. 
Because of the popularity of the internet, there has been a tremendous increase in the 
use of video in digital form over the past few years [1, 2]. It is not possible to store the 
full digital video without processing, because the memory of the storage devices and 
the bandwidth of the transmission channel are not infinite to accommodate the very 
large quantity of digital video data [4, 9]. To circumvent these problems, and to 
decrease the number of bits required to represent a digital video data while 
maintaining an acceptable fidelity or video quality a series of techniques called video 
compression techniques have been proposed.  The compression ratio quantifies their 
ability to perform this task [5, 11]. Video compression is a combination of spatial 
image compression and temporal motion compensation and it refers to decreasing the 
quantity of data required to represent digital video images. For the purpose of 
reducing the quantity of data and to provide the adequate quality several video 
compression algorithms have been developed. Effectively compressing the video is 
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the main objective of this research. In our proposed work, a transform coding 
technique LSK Listless SPECK (LSK) based on wavelets is used for compression of 
I-frame [8]. Here LSK is the enhanced version of Set Partition Embedded bloCK 
(SPECK). The rest of the paper is organized as follows: section 2 describes some of 
the recent related works. Section 3 briefs the proposed video compression process. 
Experimental results and analysis of the proposed methodology are discussed in 
Section 4. Finally, concluding remarks are provided in Section 5. 

2 A Survey of Recent Research in the Field 

In this section, a brief review of some important contributions from the existing 
literature is presented. Mohammed Benabdellah et al. [6] have investigated the 
selection of reference images in the process of video compression, by utilizing only 
the intra and predicted images which are extracted from sequences. Faber-schauder 
Multi-scale Transform (FMT) has been applied for intra and predicted image. Then, 
by subtracting the corresponding images transformed by FMT, each image has been 
compared with other images. Bruno Carpentieri et al. [7] have reviewed the Split-
Merge technique that utilizes the temporal correlation between frames, retaining the 
spatial correlation between the elements of each frame. Their method has been based 
on segmentation of the frames into uneven sized regions known as super blocks  Ilker 
Kilic et al. [10] have proposed a video compression algorithm at low bit rates, 
comparable to the standard techniques. The overlapping block motion compensation 
(OBMC) has been combined with discrete wavelet transform which was followed by 
Lloyd–Max quantization and Zero Tree Wavelet (ZTW) structure. Sudhakar 
Radhakrishnan et al. [12] have discussed that video coding schemes are highly 
important for low bit rates and the block transform employed, traditional coding 
schemes have blocking artifacts problems. Because they have proposed a wavelet 
transform based Video Codec, the performance of the coder has been superior to 
block transform based codecs.  Esakkirajan Sankaralingam et al. [13] have proposed a 
new video coding method using multi wavelet transform and multi-stage vector 
quantization. Spatial, temporal and psycho visual redundancies have been the three 
types of common redundancies in video sequences. They have used the multi wavelet 
transform to minimize the spatial redundancy.  

3 An Efficient Video Compression Based on LSK and ARS-ST 

The video is a set of frames of size NM ×  that can be represented 
as N,,2,1,0yandM,,2,1,0xN,,2,1j:)y,x(f ,fj  === where, fN is the total 

number of frames present in the video.  
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3.1 Wavelet Based Compression of I-Frames Using LSK  

A set of images representing a moving scene is a set of temporal samples The 
reference frames is the intra coded I-frame and the predicted frames are the P-frames 
[15]. LSK [20] represents Listless Set Partitioning Embedded block. Same block 
partitioning rules used by SPECK are also used by LSK. By placing markers at all 
initial pixels for all the sub-bands, partitioning of set ‘I’ into three ‘S’ sets is modified 
in the proposed algorithm [3]. Though the proposed LSK algorithm employs some 
minimum number of bits to specify the insignificant sub-band blocks in the initial 
passes, the required computational time and complexity are similar to that of SPECK 
[14]. This paper describes a new video codec called LSK that uses the Set Partitioning 
rules of SPECK, and does an explicit breadth first search without using lists.   

In Storage and State table markers, the DC band, the number of coefficients is 

determined as dcdcdc CRI =  where L
dc

L
dc 2CC,2RR == , L is the number of 

sub-band decomposition levels. In order to keep track of the set partitions, the 

following markers are kept in the 2 bit per coefficient state table mark . Each element 

of mark indicates something about the corresponding element in the val  image array, 
if it signifies a block. Each marker and its meaning are listed as MIP : The pixel is 
unimportant or untested for this bit-plane, MNP : The pixel is newly important, so it 
will not be refined for this bit-plane, MSP :  The pixel is important and will be 
refined in this bit plane,  MS2 :  The block is of size 2 × 2, i.e., 4 elements to be 
skipped. 

In Initialization, Floating point transform coefficients are quantized to integers by 
performing a dyadic sub band transform on the image, with L=5 levels. After that, the 
transform is read into the linear array val . The entire two-dimensional transform 
matrix is mapped into one-dimensional array and it can be found for each ( )c,r  by bit 

interleaving and the corresponding coefficients can be moved. Each coefficient is 

marked with MIP and first element of every full sized block with *MS   markers to 
initialize the state table, i.e., MIP]i[mark = and, 2MS]ji[mark =+ Where, 

e,0,1,2,j =  and )2/m(elog L
2 . 

Encoder Algorithm 
The main encoder algorithm performed for each bit-plane, b , starting with B and 
decremented to0, or until a bit budget is met. There are three passes in the algorithm. 
They are 1) Insignificant Pixel pass 2) Insignificant Set pass 3) Refinement pass. For 

each bit-plane, the significance level is given by b2S = .  In binary form, s  has a 
single bit set, at a bit position b , the test to determine whether the coefficient ]i[val  is 

newly significant is sANDVal[i]d = .  The coefficient is newly significant if and 

only if its thb  bit is set.  If d  is non zero, val[i]   significant.  Start with Insignificant 

pixel pass, the new significant elements are identified and marked as the MNP.  
Then move to next element. This can be described as if MIPmark[i]==  then the 
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elements in the state array is marked as MNP i.e., )])i(val[Sd(output b= and 

MNP]i[mark = .Then start the Insignificant Set pass, the block significance can be 

checked in the state table mark .  If the block is significant means it is split up into 4 
children. Then check the block significance of the children. If the grand descendent 
block is significant we can further divide them into four. And check for the 
significance once again. In the Refinement pass, set MSPmark[i]= , and 

2ms_cnt2ii 2+= . The same procedure followed by the encoder is also followed 

by the decoder but with a few low level changes.  

3.2 Motion Estimation Based on Adaptive Rood Search with Spatio Temporal 
Correlation (ARS-ST) 

The block matching is performed in two stages. In the first stage or the initial search 
stage, a new scheme is proposed is used for motion prediction, which chooses the 
candidate-neighboring block on the basis of temporal and spatial motion correlation 
between the blocks. After the initial search, the best matching block is found by 
repeatedly employing a fixed-size rood pattern. The following sequential steps 
summarize the ARS-ST [19] method. In our analysis, the MV measurements of the 
previous blocks are used to predict the MV for the current block using a linear 

predictor [17]. The predicted motion vector is computed as, 
=

−=
M

1i
ini msv

~
m


, where  

v
~

m


 is the expected current block motion m


  , inm −


 is the vector obtained by 

block-matching in the raster scan order at the  
thi previous index and iS   , 

M,,2,1i =  are the linear predictor coefficients of order M. Where the motion 

vector m


, is the assumed real motion of the block obtained using the block-matching 
algorithm.  

 

Fig. 1. The current block and its corresponding neighboring blocks in both current frame and 
reference frame 

Temporal and spatial motion correlations between the blocks are used in our work 
for choosing the best candidate MV which is described in Fig.1. In our proposed 
method, the Mean Absolute Difference (MAD) between the Motion Vector of the two 
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blocks is selected as the motion correlation between them and this can be represented 
in the following eqn. 

( ) 





+= byMayMbxMaxMabD̂


; ( ) 






+= dyMayMdxMaxMadD̂

       (1) 

Here abD̂   is the MAD between the two blocks A    and B Likewise the adD̂  is the 

MAD between the two blocks A   and D . To reduce the computational complexity, 
less number of candidate blocks is preferred for correlation comparison. By testing 
various video sequences, among the four candidate blocks “B”, “C”, “D”, and “E”, 
block “B” and “D” usually have more motion correlation with block “A” than the 
other two blocks and are more possibly to be selected as the best candidate 
neighboring blocks for MV prediction.  The selection of best candidate block can be 
represented as If 
















adD̂≤abD̂  is satisfied then assume 
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ByM,BxMprcM 
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 otherwise assume T

DyM,DxMprcM 
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 , where AxM


, AyM


, 

BxM


, ByM


, DxM


 and  DyM


 are the horizontal and vertical components of the MVs 

of blocks “a”, “b”, and “d”, respectively. Two stages, each stage adopting two search 
patterns are used to perform the block-matching method.  

Adaptive Rood Pattern Initial Search with Predicted MV 
In our analysis, a rood shaped pattern similar to the ARPS [16] is chosen for block 
matching. In our work, the search pattern is made more flexible by adjusting the 
horizontal and vertical arms individually, as follows,  

{ }DxBxh M,MmaxR


=   ;  { }DyByv M,MmaxR


=      (2)                                            

Here, Rh  and Rv  are the lengths of the two horizontal and two vertical arms, 
respectively. Rh   and Rv  have the same value for the blocks of the first column, and 
are determined from the MV components of their nearest top adjacent blocks 

using, Rh . In our method, we have selected a small diamond search pattern (SDSP) 
for the local search [18].In an unrestricted way, this fixed pattern is repetitively 
employed. The center of the rood is fixed as the point with the least matching error 
after each search, for the next search. The search is terminated; when the least error is 
found at the center of the rood, and the MV is determined from the location pointed 
by the least error point. 

3.3 Video Encoder 

The LSK algorithm is used to intra code the I-frame and after performing motion 
estimation the residual is encoded for the P-frame. Once the motion estimation is 
done using ARS-ST method, the P-frame is reconstructed using the motion vector 
calculated and the reference frame. The reconstructed P-frame is known as the 
Predicted P-frame. And the difference between the original P-frame and Predicted P-
frame is called as the residual. This residual is transmitted along with the motion 
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vector to produce good quality of predictive frames. The codec is tested at various 
rates of compression of the P-frame and generally as the rate of encoding increases 
the video quality also increases. In case of an I-frame the frame is intra coded using 
the LSK algorithm and in case of a P-frame motion estimation is done and the 
residual is encoded.  

4 Results and Discussion 

Our proposed Video Compression approach has been validated by experiments with a 
variety of video sequences. The proposed system has been implemented in Matlab 
(Matlab7.10). We report here some results obtained on a part of a video sequences 
utilized for compression. Here we use Akiyo video for compression. The gradual 
result obtained from the proposed system is given below. By employing this method, 
the motion block in P-frame are identified. This can be represented in Fig.2.  

 

Fig. 2. The Sample output obtained from the motion estimation process in an akiyo video a) I-
frame b) P-frame c) estimated motion in P-frame 

Fig. 3 represents the decompressed frame for akiyo video. In this Figure, the 
proposed method is compared with the existing video compression scheme Fractal 
compression with Wavelet Sub trees (FCWS) [21]. 

 

Fig. 3. The sample output obtained from the decompression process in an akiyo video a) 
Original frame b) Decompressed frame by proposed method c) Decompressed frame by FCWS 
video compression scheme 

From this figure, we observe that the decompressed frame quality is better for 
proposed method than the FCWS. To analyze the result of our proposed system, the 
Compression Ratio (CR) and Peak Signal to Noise Ratio (PSNR) parameters are used. 
To evaluate the performance of the motion estimation technique in the proposed 
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system, the Peak Signal to Noise Ratio (PSNR) is used as a quality measure For 
Akiyo video, the proposed system is compared with FCWS video compression 
scheme [21].  This can be represented in the following Fig.4. In this figure, the 
proposed system has high PSNR values when compared to the existing method.  

 

 

Fig. 4. PSNR comparison of proposed method vs FCWS method for Akiyo video 

The PSNR for proposed method is 48.0293 but the PSNR for FCWS is 32.29.  
From Fig. 4, we observe that the proposed method has higher PSNR ratio than the 
existing video compression methods. The Compression Ratio (CR) for I frame is 
1.7464 and P-frame is 8.5467. Thus the proposed method effectively compresses the 
video with better quality and high PSNR values when compared to the other methods. 

5 Conclusions 

In this paper, we have proposed a most promising video compression system using 
the fast block matching technique and compression method. Here, we have depicted a 
robust and efficient fast block matching technique based on adaptive rood pattern 
search (ARS-ST). Also, spatial and temporal correlations were employed for selecting 
the candidate-neighboring block for MV prediction. Only the residuals of motion 
vector predictor were sent as side information for reconstruction. Therefore, our 
proposed technique has better prediction as well as used very low side information. 
Experimental results have proved that the frames that are reconstructed by adaptive 
prediction are of high quality. Particularly, using the LSK technique, all decoded 
images for each bit-rate that were recovered from a single fidelity embedded encoded 
file, were truncated at desired bit rate.  
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Abstract. Quantification is a highly successful paradigm in many technical and 
engineering disciplines. Security quantification is the representation and 
analysis of information security in a quantitative manner. The exponential 
growth of information technology and the prospect of increased public access to 
the computing, communications, and storage resources have made these 
systems more vulnerable to attacks. The need to protect these systems is fueling 
the need of quantifying security metrics to determine the exact level of security 
assurances. This paper presents a quantitative framework based on Fuzzy 
Analytic Hierarchy Process (FAHP) to quantify the security performance of an 
information system.  

Keywords: Information system, Security metrics, Fuzzy analytic hierarchy 
process. 

1 Introduction 

There are many ways to understand computer and information security. The idea of 
quantification has also been applied in various ways during the last two decades, 
under different names such as security metrics, security measures, operational 
measures, reliability/dependability metrics, risk analysis and similar terms. An IS 
metric/measure is a value, selected from a partially ordered set by some assessment 
process that represents an IS-related quality of some object of concern. It provides, or 
is used to create, a description, prediction, or comparison, with some degree of 
confidence [10]. The purpose of security quantification is to give an indication of how 
well a system meets specified criteria. Although security measurement and 
quantification is a stumbling block, yet to perform security cost-benefit analysis and 
statistically representation, reliable information security metrics do not exist. The 
vocabulary of information security is fraught with imprecision and overlapping 
meanings [1]. The main contribution of this paper is to introduce a security 
measurement framework based on Fuzzy Analytic Hierarchy Process (FAHP) [8, 2] 
to quantify the security performance of an Information System.  
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2 Background 

Saaty [8] defined AHP as a hierarchical decomposing decision method for a complex 
multi-criteria decision problem. AHP is widely applied in the field of information 
systems [3]. Our earlier work includes an algorithm design to evaluate the security 
level of an Information System. In the beginning of this algorithm a high level 
information security goal are transformed in to low level security metrics using 
decomposition of goals that are then inserted into metrics templates to develop a 
perfect set of metrics aligned with the goals of the information system. In the middle, 
AHP is applied to identify the relative importance among sibling components and to 
evaluate their weight index. Finally, a quantitative approach is used to evaluate the 
security level of the information system [9]. The conventional AHP method is 
incapable of handling the uncertainty and vagueness involved in the mapping of one's 
preference to an exact number or ratio. The major difficulty with classical AHP is its 
inability in mapping human judgments. To address such uncertainties, Zadeh [4] for 
the first time introduced and used fuzzy sets theory. Because the real world is actually 
full of ambiguities or in one word is fuzzy, several researches have combined fuzzy 
theory with AHP. Laarhoven and Pedrcyz [6] propose the first method of 
implementing fuzzy AHP, which triangular fuzzy numbers (TFN) are compared 
according to their membership functions. In Fuzzy-AHP, pair wise comparisons are 
done using fuzzy linguistic preference scale ranging from 0 to 10. For simplicity, the 
reciprocal fuzzy numbers are replaced by individual TFN’s in the pair wise 
comparison matrix. A triangular fuzzy number (TFN) is the special class of fuzzy 
number whose membership is defined by three real numbers, expressed as (l, m, u). 

3 Proposed Framework 

The proposed framework is divided into eight major steps; in the beginning of this 
framework, the security needs of the target information system are identified. These 
security needs constitute the security specifications for the target system and its 
environment, that are finally selected in terms of information security standards such 
as ISO/IEC 2700x series [11], NIST-800 series [7] etc., to achieve the defined 
security needs (See Fig.1). 

 

 

Fig. 1. Proposed Framework 

After that this high level information security goal are transformed in to low level 
security metrics using decomposition of goals that are then inserted into metrics 
templates to develop a perfect set of metrics aligned with the security requirements of 
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the information system. In the middle, FAHP is applied to fuzzifying the crisp 
pairwise comparison matrices (PCM) to fuzzy PCM and to evaluate fuzzified weight 
index. Finally, a defuzzification method is used to convert fuzzy data into crisp scores 
and on behalf of these crisp scores; security performance of the information system is 
evaluated. 

1. Identification of Security Requirements: The framework is starts with a study of the 
information system's context and the identification of its components. In this step, 
the system and its environment are described, focusing on the sensitive activities 
related to information security. In the Context Study, the information system is 
studied, by analyzing its missions, its business, its own values, its constraints, its 
structure, the regulatory references applicable to the system, etc. The outcomes of 
this step are a description of the essential elements of the system (functions or 
information security sensitive) and second the determination of the entities or 
components of the underlying information system. A mapping is done between 
both of them. Thus, this step is further divided into the following five sub-steps. 

a. Identify critical assets 
b. Define security goal 
c. Identify threats 
d. Identify and analyze risks 
e. Define security requirements 

The security needs of the system are then defined. Based on asset/component 
identification, one needs to determine the security objectives to be reached. 
Security objectives are often defined in terms of confidentiality, integrity and 
availability properties of the assets. 

2.  Selection of Security Standard: In this step, the information system's security needs 
are compared with the identified threats. The risks are thus highlighted and can be 
treated by some security objectives. These security objectives constitute the 
security specifications for the target system and its environment. They must be 
consistent with all of the assumptions, constraints, regulatory references and 
security rules identified during the first step of the framework. The security 
requirements are finally selected in terms of information security standards such as 
ISO/IEC 2700x series [11], NIST-800 series [7] etc., to achieve the defined 
security objectives.  

3. Decomposition of Security Goals:  Decompose the target Goal into several sub-
goals to generate a goal tree in following manner:  

i. If target goal is specific enough so that a set of simple measurements can show 
that it is fulfilled. Then stop the decompositions; Else go to step (ii). 

ii. Decompose the target goal in to sub goals that are more specific than the   
iii. original goal {maintain a record of the parent /child relation between goals.} 
iv. iii.Do step (i) for each of the sub goals from step (ii). 

4. Security Metrics Creation: After these goals have been formulated a set of security 
related questionnaires to each goal is constructed where the answer to these 
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questions will show weather the goal is fulfilled or not. There is no any question 
asked for the internal nodes, as these nodes are used only for aggregate the 
information. But for terminal nodes, the questions asked should always be of the 
type that is answered by “yes” or “no”. The metrics template is really two 
templates i.e. Security Metrics Template for Terminal Nodes (SMTTN) and 
Security Metrics Template for Internal Node (SMTIN), one for the internal nodes 
of the tree and one for the terminal nodes. When the third step of the framework, 
the decomposition step, is completed and a tree of goals has been created, the goals 
are inserted into one of the templates depending on what type of node the goal 
corresponds to. After a goal has been inserted the rest of the fields of the template 
are filled out [9]. 

5. Fuzzification of Weight Index (wi): Apply Fuzzy Analytic Hierarchy Process 
(FAHP) [2, 6] to evaluate fuzzified weight index for each node (except root node) 
of goal tree. 

i. Take root node (parent node) as a final goal and make a pair wise 
comparison among its child nodes and decide the relative importance by 
ranking them as shown in Table-1 in following manner: 

Table 1. Relative Importance (Ranking) 

value ãij Comparison Description 
(1,1,1) Child “i” and “j” are of equal importance
(2,3,4) Child “i” is weakly more important that “j”
(4,5,6) Child “i” is strongly more important that “j”
(6,7,8) Child “i” is very strongly more important that“j”
(7,8,9) Child “i” is absolutely more important that “j”

ii. Create an (n × n) comparison matrix (Ã) with respect to the parent node as 
follows: 

a. Let ãij = element of ith row and jth column, of the matrix. 
b. Then ãji = 1/ ãij and ãii = 1. 
c. Create (n × n) comparison matrix (Ã)as shown below: 

 

where ãij = (ã l
ij , ã

m
ij , ã

u
ij) is the relative importance of each criteria in pair 

wise comparison and ã l
ij , ã

m
ij , ã

u
ij are the minimum value, most plausible 

value & maximum value of the triangular fuzzy number. 
iii. Calculate fuzzy weight index (wi) for each child node as follows: 

a) Sum each column of comparison matrix & get T1, T2,Tn as: 
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T1= ã11 + ã21 +... + ãn1  (1) 

T2= ã12 + ã22 +… + ãn2   (2) 

Tn= ã1n + ã2n + …+ ãnn  (3) 

     
b) Divide each element of matrix with the sum of its column and obtain 

another (n × n) matrix with elements “bij”. 
c) Measure (wi) of each child by averaging across the row,as:{Σ (wi)n = 

1.} 

(wi)1= (b11 + b12 +…+ b1n)/n  (4) 

(wi)2= (b21 + b22 + …+ b2n)/n (5) 

(wi)n= (bn1 + bn2 +…+ bnn)/n (6) 

6. Security Index (sі) Evaluation: To measure the security index(si) of all the terminal 
nodes, evaluate the answers (either in “yes” or “no”) of all measurement 
questionnaires (related to the information system) for each node. The ratio of total 
number of questions answered by “yes” to the total number of questions asked for 
each terminal node will gives the value of security index (si) for that node. 

7. Security Value (sv) Calculation: Finally, at this stage the security values of all the 
nodes are calculated in a bottom-up manner by using the following formula: 

        (sv) = (wi) × (si) (7) 

First, the security values (sv)t of each terminal node is calculated by multiplying the 
weight index (wi)t with their security index (si). Similarly, the security value (sv)i of 
each internal node is calculated by multiplying the weight index (wi)i to the 
security values (sv) of all its child nodes. At last, the security value (sv)r of root 
node is obtained by taking the sum of the security values (sv) of all its child nodes. 
Now, on the behalf of the security value of root node i.e. (sv)r, security 
performance of the whole information system is calculated.                                                         

8. Defuzzification of Security Values: Now we need to defuzzify these fuzzy values 
in order to obtain a non-fuzzy form. This could be accomplished through utilizing 
the Best Non-fuzzy Performance (BNP) values defuzzification method [5].  The 
COA method’s BNP value for triangular fuzzy performance score can be 
calculated as follows:    

BNP= l+ [(u−  l) + (m−l)] / 3 (8) 

4 Test Case 

Let we assume that at level-1, Factor A is weekly more important than Factor B; 
Factor C is strongly more important than Factor A; and Factor C is very strongly more 
important than Factor B.  
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Fig. 2. Goal Tree [9] 

 
Similarly, at level-2, we assume that choice X is weekly more important than 

choice Y. Therefore, the comparison matrix for the Level-1 is generated as follows 
(See Fig.2): The fuzzified weight index of each node is calculated as following 
manner: 

(wi)A= 0.1806, 0.1931, 0.2058 
(wi)B= 0.0852, 0.0833, 0.0871 
(wi)C= 0.7235, 0.7235, 0.7071 
(wi)X= 0.7333, 0.75, 0.7333 
(wi)Y= 0.2666, 0.25, 0.2666 
(wi)Z= 1.0000, 1.0000, 1.0000 
 

 

Fig. 3. Security Performance 

In this manner, after calculating the security index of each node in the goal tree, 
fuzzified security value of every node is measured by applying the formula 
(mentioned in the framework) as follows: 

Security Value (Sv)B of B = 0.06816, 0.06664, 0.06968 
Security Value (Sv)Z of Z = 0.7,0.7,0.7 
Security Value (Sv)X of X = 0.51331, 0.525, 0.51331 
Security Value (Sv)Y of Y = 0.2399, 0.225, 0.2399 
Security Value (Sv)A of A = 0.1264, 0.13517, 0.14406 
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Security Value (Sv)C of C = 0.5449, 0.54262, 0.53258 
Security Value (Sv)Root = 0.7394, 0.74443, 0.7463 

Now center of area (COA) method is applied for defuzzification. Thus, the security 
performance of information system is 0.7433 i.e. 74.33%. The security performance 
of all the factors and choices are shown in the figure 3. 

5 Conclusion and Future Work 

In this paper, a structured framework based on fuzzy analytical hierarchy process has 
been proposed to quantify the security performance of an information system, where 
Triangular Fuzzy numbers are utilized in collecting human judgments through 
linguistic variables. The extension of the efficient AHP into Fuzzy-AHP enables 
handling the vagueness associated with subjective assignments and comparisons. 
Further Analytical Hierarchy Process was used in generating criteria weights and sub 
criteria weights for the evaluation of alternatives. Although for simplicity less number 
of factors is taken but this model can be used in evaluating a number of factors.  For 
the extension of this work, various methods of multi-criteria evaluation such as 
analytical network process (ANP) and fuzzy ANP which have the ability of 
considering interaction among factors and sub factors can be conducted in specific 
situations. 
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Abstract. This paper introduces the content dissimilarity measure, which sig-
nificantly improves the accuracy of bag-of-features based image search. Our 
measure takes into account the local distribution of the vectors and iteratively 
estimates distance update terms in the spirit of Sinkhorn’s scaling algorithm, 
thereby modifying the neighbourhood structure. Experimental results show that 
our approach gives significantly better results than a standard distance method. 
This paper also evaluates the impact of a large number of parameters, including 
the number of descriptors, the clustering method, the visual vocabulary size, 
and the distance measure. In particular, using a large number of descriptors is 
interesting only when using our dissimilarity measure. We have also evaluated 
two novel variants: multiple assignment and rank aggregation. They are shown 
to further improve accuracy at the cost of higher memory usage and lower effi-
ciency. We also combine a indexing technique for achieving efficient and effec-
tive retrieval performance.  

Keywords: Image retrieval, Distance regularization, Clustering, Indexing. 

1 Introduction 

In this paper, we address the problem of finding images of the same object or scene 
viewed under different imaging conditions. Initial approaches used simple voting-based 
techniques. More recently, they were extended based on a bag-of-features image 
representation. Our paper builds upon these approaches and presents methods to 
improve the accuracy. The main contribution of this paper is the content dissimilarity 
method (CDM), which takes into account the neighbourhood of a vector. This measure 
is obtained by iteratively regularizing the average distance of each vector to its 
neighbourhood. Intuitively, this phenomenon yields suboptimal accuracy, as will be 
confirmed in this paper. Experimental results show that the gain due to our Content 
dissimilarity method is significantly higher than the one obtained by a weighting 
scheme. The second proposed variant is rank aggregation, which has not been used in 
the context based image search before. The performance improves significantly and 
increases with the number of image search systems used in parallel. However, using 
several image search systems has a high cost in terms of memory and computation time. 
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2 The Image Search Scheme 

In the following, we present steps of our image search framework. 

Descriptors. N database images are described with local descriptors. We combine 
SIFT descriptor [1] with the affine Hessian region extractor[2].  

Visual words. Visual words quantize space of descriptors..Assigning descriptors to 
visual words. Each SIFT descriptor of given image is assigned to closest visual word. 

Weighting frequency vectors. The components of the frequency vector are weighted 
with a strategy similar to the one in [3]. The weighted component wi;j associated with 
image i is given by      

wi,j=fi,j log n/nj (1)

Distance. Given the visual word vector wq of a query, similar images in the database 
are represented by vector(s) wi minimizing d(wq,wi),where relation d(.,.) is a distance 
on the visual word vector space. It updates a given distance d(.,.), 

CDM (wi,wj)=d(wi,wj) i j  (2) 

Efficient search. Distance computation is optimized with inverted file system ex-
ploiting the sparsity of visual vectors. Such an inverted file can be used for any Min-
kowski norm[3] when vectors are of unit norm. For huge vocabulary sizes, strategies  
in [3] and greatly reduce cost of assigning descriptors to visual words. 

Rank aggregation. The idea is to use multiple visual vocabularies, i.e., to combine 
results of several image search systems where each one uses a different vocabulary. 

3 Content Dissimilarity Method 

This first step of this procedure, produces a new dissimilarity measure (noniterative 
approach). The proposed CDM is then obtained by iterating this update step until a 
stopping criterion is satisfied. 

3.1 Nonreversibility of Neighborhood and Its Impact 

 
Fig. 1. The 3-nearest neighbours of vector 5 without (solid) and with CDM (dashed). The circles 
display the average distances of vectors 3 (blue) and 5 (red) to their neighbourhood. Vector 3 is a 
3-nearest neighbor of vector 5, but converse is not true. In contrast, it is (trivially) the case for an 
ε-search, where the neighborhood of a vector q is defined as  set of vectors x such that d(q,x)< ε. 
The neighborhood reversibility rate is then defined as :  
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 1           1 
     ———     revers(wi ,wj) 

n     wi  #N(i)      wj                                                        (3) 

3.2 Noniterative Approach 

Let us consider the neighborhood N(i) of a given visual word vector wi defined by its 
#N(i)=nN nearest neighbors. We define the neighborhood distance  as the mean dis-
tance of a given visual word vector wi to the vectors of its neighborhood: 

            1 
r(i)  =     xd(wi,x),
           nN  

(4) 

The quantity r(i)is shown in Fig. 1 by the circle radii. It is computed for each visual 
word vector and subsequently used to define a first dissimilarity measure 
d*(.,.)Between two visual word vectors: 

         r         
d*(wi,wj)= d(wi,wj)    ————  
                                     (r(i)r(j))1/2 

 

(5)

 

3.3 Iterative Approach  

The update of (5) is iterated on the new matrix of dissimilarities. The rationale of this 
iterative approach is to integrate the neighborhood modification from previous  
distance updates. Denoting with a superscript k the quantities obtained at iteration k, 
we have                                                                            

  

(6) 

Let us define a small quantity ε > 0. As a stopping criterion, the algorithm terminates 
when the inequality S(k)-S(k+1) > ε is not satisfied anymore. One has to maintain a cu-
mulative distance correcting term δi

(k) during iterations as 

  (7)

Denoting by δi the quantity δi
(k-1)  when  algorithm terminates, it is easy to show that  

 
(8)

The k-nearest neighbors of a given query q are then the minima given by       

 
(9)

Given original distance matrix and the parameters k(neighborhood) and ε , pseudo 
code for computing update terms of CDM is given by  
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Algorithm1.Compute CDM_update_terms (D, k,ε) , D: N × N matrix of vector  
distances , k: neighborhood size  ε: convergence threshold 
δ=(δ1,δ2,….δN):=(1,1,….,1) repeat 
% compute neighborhood average distances for i =1 to N do ,N(i):={k nearest neigh-
bors of the ith vector } ,r(i):=1/k∑jD(i,j) end for 
%  compute their geometric mean r ̄:=(∏ir(i))

1/n  
% compute update terms  for i =1 to N do δi=δi(r̄/r(i))

1/2 end for 
% update the pair wise vector dissimilarity measures 
% diag(δ)is the diagonal matrix with diagonal  δ  D:=diag(δ)×D×diag(δ) 
%test convergence Sold :=Snew ,Snew:=∑i│ri- r ̄│until Sold _Snew < ε    return (δ1,δ2,….δN) 

4 Basic Procedure 

Procedure is: Distinguish special features among image in terms of descriptors, then 
Based on the descriptor value clustering is done. Since we group based on pixel val-
ues-(descriptor), we go for K - means clustering. After, all the above steps are over 
we compare the query image with our cluster in the database.  

 

 

Fig. 2. (a) Extracting Features (b) Clustering of images (c) Calculating dissimilarity  
(d) Retrieval on the basis of minimum distance 

5 Experiments 

5.1 Data Sets and Evaluation Criteria 

The evaluation is performed Niste´r and Stewe´nius (N-S) data set [6],. N-S data set is 
composed of 2,550 objects each of which is imaged from four different viewpoints.. 
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For all the experiments, we used the Hessian-Affine detector [2]. Two different meas-
ures are used to evaluate the impact of the various parameters and variants: the aver-
age normalized rank (ANR) and, for the sake of comparison, the measure used by 
Stewe´nius and Niste´r [6]. For a given query image, the ANR [4] is given by 

 

(10)

where nq is the number of queries, n is the number of data set images, and  nrel(i) is the 
number of images which should be retrieved for image  

5.2 Impact of the Parameters and Variants 

5.2.1 Number of Descriptors 

Fig. 3 shows that the number of descriptors extracted for each image has a strong 
impact on accuracy. We can observe that accuracy increases up to a certain point 
only, i.e., using a too high number of descriptors decreases performance.  

 

Fig. 3. Impact of number of descriptors on retrieval accuracy 

5.2.2 Rank Aggregation 

Table 1 presents the results obtained with rank aggregation method. Visual vocabula-
ries have been obtained by modifying the seed of the random number generator. Re-
sults show that rank aggregation improves accuracy. 
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Table 1. N-S Data Set 

No. of Distinct Visual Vocab. 1 3 5 9 
    Vocab. Size 1000

10000 
30000 

1000
10000 
30000 

1000
10000 
30000 

1000
10000 
30000 

N-S Score without CDM 2.91
3.16 
3.26 

2.93
3.20 
3.29 

2.94
3.21 
3.31 

2.95
3.22 
3.32 

N-S Score with CDM 3.49
3.57 
3.57 

3.54
3.63 
3.63 

3.55
3.64 
3.65 

3.56
3.65 
3.67 

Rank aggregation: Impact of the number of distinct visual vocabularies (1-9), learned here on 
the N-S data set itself.  

6 Indexing 

In content-based image retrieval systems, the content of an image such as color, shapes 
and textures are used to retrieve images that are similar to a query image. Most of the 
existing work focus on the retrieval effectiveness of using content for retrieval, i.e., 
studies the accuracy (in terms of recall and precision) of using different representations 
of content. By Indexing, we address the issue of retrieval efficiency i.e., study the speed 
of retrieval, since a slow system is not useful for large image databases.  We use a mul-
ti-level R-tree index, called the Nested R-trees (NR-trees) and compare its performance 
with that of the R-tree. Our experimental study shows that R+-trees [8] can reduce the 
retrieval time significantly compared to R-tree, and facilitate similarity retrieval.  

7 Conclusions 

This paper introduces the contextual dissimilarity measure to compare frequency 
vectors of a bag-of-features image representation. This new measure is based on a 
distance regularization algorithm in the spirit of the Sinkhorn’s algorithm. The per-
formance of our approach has been demonstrated for a bag-of-features-based image 
search system. A large set of experiments shows that the accuracy is significantly and 
consistently improved by the CDM for two different data sets. We also analyze sever-
al variants and the impact of the main parameters of our image search system. Our 
final system also increases speed of retrieval of image by using indexing. 
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Abstract. This paper presents a new image encryption scheme that employs the 
Arnold cat map for  total shuffling of the positions of image pixels and then 
uses two mixed chaotic maps twisted together to increase the key length and 
security. The states combination of two coupled chaotic systems are used to 
confuse the relationship between the plain-image and the cipher-image in a 
nonlinear fashion so as to resist against known plain-text and chosen plain-text 
attacks. In the diffusion process, the pixel values are altered sequentially. 
Various operations employed include nonlinear diffusion using the second 
chaotic key, random like diffusion of adjacent pixels and XORing with the third 
chaotic key.  The security and performance of the proposed image encryption 
technique have been analyzed using statistical analysis, key sensitivity analysis, 
key space analysis, differential analysis and entropy analysis. The simulation 
shows that a single pixel difference of the plain-image will change almost all 
the pixels in the cipher-image (NPCR>99%), and the unified average changing 
intensity is high (UACI>33%). Since the entropy is found to be close to the 
theoretical value, we can observe that the information leakage is negligible and 
hence the scheme is highly secure. The experimental results demonstrate that 
the new algorithm has a low time complexity and the suggested encryption 
algorithm has the advantages of large key space and high security, and 
moreover, the distribution of grey values of the encrypted image has a random-
like behavior. 

Keywords: Twisted Chaotic Maps, Permutation, Byte Substitution, Nonlinear 
Diffusion, Random Diffusion. 

1 Introduction 

In recent years, the fast developments in digital image processing and network 
communications have created a great demand for real-time secure image/video 
transmission over the Internet and through wireless networks. Many applications like 
remote monitoring using CCTV, military image databases, confidential video 
conferencing, medical imaging system, cable TV, online personal photograph album, 
etc. require secure, reliable, fast and robust system to store and transmit digital 
images/videos over communication media, such as computer networks, mobile 
phones, cable TV, etc.  Hence many applications require solutions for the problem of 
security in storage and transmission of confidential visual information. Most widely 
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used conventional ciphers, such as Data Encryption Standard (DES), International 
Data Encryption Algorithm (IDEA), Advanced Encryption Standard (AES), linear 
feedback shift register (LFSR), etc. have high computational security. They consider 
plain text as either block cipher or data stream and are not suitable for image/video 
encryption in real time because their speed is slow due to a large data volume and 
strong correlation among image pixels. To meet these security needs several 
encryption schemes (Refer [1-14] and references there in) have been developed. 
Among them some of the chaos based cryptosystems are seem to be suitable for the 
secure transmission of images due to the ergodic properties of chaos and its high 
sensitivity to initial conditions and parameters allow one to design encryption 
algorithms with good confusion and diffusion properties and are faster. Hence 
Chaotic encryption algorithms which use simple discrete systems have recently 
received much attention to generate chaotic keys. However some of the chaos based 
schemes [1, 2, 11] are weak against known plain text attack. 

In this paper, chaos based image encryption scheme based on twisting two 
nonlinear chaotic maps is suggested to overcome the weakness of security level. The 
scheme resists against the attacks analyzed in [1, 2 and 11]. The algorithm uses 
significant features such as sensitivity to initial condition, permutation of keys, 
enhanced chaotic maps, nonlinear diffusion and Random diffusion. The nonlinearity 
is used to overcome the limitation of the other schemes like known/chosen plain text 
attack. The rest of this paper is organized as follows. Section 2 introduces the new 
twisted map. Sections 3 and 4 deal with the proposed image encryption/decryption 
scheme based on the new chaotic map. The security of the new algorithm is analyzed 
in Section 5. Finally, the conclusions are discussed in Section 6.  

2 Proposed Non Linear Chaotic Maps 

The proposed image encryption uses the following chaotic maps: 

( ( sin( ))) mod 11 1 4
( ) mod 11 2 1
( ( ) (1 )) mod 11 3 1 1

x k x z k yn n n n
y k y x zn n n n
z k x z z yn n n n n

= × × + ×+
= × + ×+ +
= × + × − ++ + +  

where │k1│,│k2│, │k3│,│k4│>2 are used to increase the chaotic behaviors of  the  
keys which is discussed in the key generation. Along with the key ki the distribution 
of the sequences becomes better. The distribution shown in Fig.1 shows that the 
common weaknesses in standard chaotic maps such as stable windows, blank 
windows, uneven distribution of sequences and weak keys are completely resolved. 

Thus, the proposed nonlinear chaotic map does not have security issues which are 
present in the logistic map. Moreover, the resulting chaotic sequences are uniformly 
distributed and the key size has been increased greatly. 

 



 A New Image Cipher Using Chaotically Twisted Maps 241 

 

Fig. 1. Distributions of Co-Ordinate wise Projections of the new Map 

3 Encryption Scheme 

3.1 Key Generation 

The discretized chaotic keys are generated using the three initial values x0, y0, z0 and 
four constants k1, k2, k3, k4 as follows: 

 x(1,1)=x  and  Xkey(1,1)=floor(x(1,1)  256)0
y(1,1)=y   and  Ykey(1,1)=floor(y(1,1)  256) 0
z(1,1)=z  and  Zkey(1,1)=floor(z(1,1)  256)0
for  i=1 to  255

    for  j=0 to 255

         x(i+1,j+2)=k   (x(i+1

×

×

×

× 1,j+1))  z(i+1,j+1)+ k   sin(y(i+1,j+1)) mod 14
         y(i+1,j+2)=k   y(i+1,j+1)+x(i+1,j+2)  z(i+1,j+1) mod 12
         z(i+1,j+2)=k   (x(i+1,j+2)+z(i+1,j+1))  (1-z(i+1,j+1)+ y(i+1,j+2)) mod 13
    

× ×

× ×

× ×

     Xkey(i+1,j+2)=floor(x(i+1,j+2)  256)

         Ykey(i+1,j+2)=floor(y(i+1,j+2)  256)

         Zkey(i+1,j+2)=floor(z(i+1,j+2)  256)

    end

        x(i+2,1)=x(i+1,j+2)

        y(i+2,1)=y(i+1,j+2)

     

×

×

×

  z(i+2,1)=z(i+1,j+2)

end

 

3.2 Permutation 

The confusion effect is obtained by permutation stage, while the diffusion effect is 
performed in the pixel value diffusion stage. Confusion makes the relationship 
between the key and the cipher text as complex as possible. The Arnold cat map is 
used for permutation. Assume that image is stored in an NxN array P of pixels with 

pixel coordinates ( ){ }, / , 1,2,..., .I i j i j N= =  The Arnold cat map is given by  
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' 1
mod 256

'

i p i

j q pq+1 j

     
=     

       

The above map is used to permute the plain image pixel and the corresponding cipher 
image C is give by 

C[i,j]=P[i',j'] Xkey[i,j].⊕  

One set of chaotic keys are XORed with the permuted pixel to attain the diffusion 
effect. This can greatly enhance the security of the scheme. 

3.3 S-Box Substitution 

The following S-box is used for byte substitution: 

     2      4      3     5      7      8     9      10    11   12    13     14   15    16    1     6
     4      6      5     7      9     10    11    12    13    14    15    16     1      2     3  

S =

   8
    12     14    13    15    1     2      3      4     5      6      7      8     9     10    11   16
     1      3     2      4      6     7      8      9     10    11    12     13    14    15   16  5
     5      7     6      8      10    11    12    13   14    15    16     1     2     3      4     9
     7      9     8      10    12    13    14    15    16   1      2       3      4     5     6    11
     8     10    9      11    13    14    15    16    1     2      3       4     5     6      7    12
     9     11    10    12    14    15    16    1      2     3      4       5      6     7      8    13
    10    12    11    13    15    16     1     2      3     4      5       6     7     8      9    14
     6     8      7      9     11    12    13    14    15    16     1      2      3    4      5    10
     3     5      4      6     8      9      10    11    12    13    14    15    16    1     2     7
    13    15    14     16   2      3      4      5      6     7      8      9     10    11    12   1
    14    16    15     1     3      4      5      6      7     8      9     10    11    12    13   2
    15    1      16     2     4      5      6      7      8     9      10    11   12    13    14   3
    16    2      1      3      5      6      7      8      9     10    11    12   13    14    15   4
    11    13    12    14    16     1      2      3      4     5      6      7    8      9     10    15

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

We split the pixel at (i,j)th position into two parts namely, left half and right half. 
These are denoted by p1ij and p2ij respectively. 

Define   

1 1
i j ij
2 2

i j i j
1 2

ij i j

c = S ((y ( i , j )  m o d  1 6 )+ 1 ,p + 1 )
 c = S ((y ( i ,j )  m o d  1 6 )+ 1 , p + 1 )    
C ( i ,j )= (c ||c )  Z k e y (i , j )⊕

 

where C(i,j) is the (i,j)th pixel in the cipher image.  This substitution makes the 
process a non linear operation and confusion is also obtained as the byte is XORed 
with the key. 

3.4 Random Diffusion 

The image is stored in a two dimensional array P of pixels. The proposed diffusion 
process is given by: 
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temp=P(1,1)

for i=1 to 256

for j=1 to 256 

C(i,j)=temp  (P(1+ (1 i+ p  j)) mod 256, 1+ (q  i+(p q+1) j) mod 256)   Ykey(i,j)

temp=C(i,j)

end

end

⊕ ∗ ∗ ∗ ∗ ∗ ⊕

 

The above process makes diffusion among the pixels in a random fashion and makes 
the scheme more secure. 

3.5 Rounds 

The scheme can be used without iteration. However the above set of operations 3.2-
3.4 can be iterated from first to last at least twice so as to strengthen against the 
adversaries attack on key retrieval. 

4 Decryption 

The decryption is performed in the reverse order. Instead of S-box, SInv is used for 
substitution. Also for the inverse permutation, the inverse of the matrix AInv is used 
for decryption. 

   15     1    3    2    4   16    5    6    7    8    9   10   11   12   13   14
   13    14   15   1    3    2    4   16   5    6    7     8     9    10   11   12
    5     6     7   8    9   1

SInv=  

0   11  12  13  14  15    1     3     2     4    16
    1     3     2   4   16    5    6    7    8    9   10   11   12   13   14   15
   12   13   14   15   1    3    2    4   16   5    6    7     8     9    10   11
   10   11   12   13   14  15   1    3    2    4   16   5    6     7     8     9
    9   10   11    12   13  14   15  1    3    2    4   16   5     6     7     8
    8    9    10   11    12  13   14  15  1    3    2    4   16    5     6     7
    7    8    9    10    11   12   13  14  15   1   3    2    4    16    5     6
   11   12  13   14   15    1    3    2    4   16   5    6    7    8      9   10
   14   15    1    3    2     4    16    5   6    7    8    9   10   11   12   13
   16    5    6    7    8      9    10   11  12  13  14  15   1    3     2    4
    4    16   5    6    7     8     9    10   11  12  13  14   15   1    3    2
    2    4   16    5    6     7    8     9     10  11  12  13   14   15   1    3
    3    2    4    16   5     6    7     8      9   10  11  12   13 

pq+1   N-p and  AInv= N-q      1

  14   15    1
    6    7    8    9   10   11   12   13   14   15    1    3    2    4     16    5

 
 
 
 
 
 
 
        
 
 
 
 
 
 
    

5 Security and Performance Analysis 

In this section, we discuss the results of the security and performance analysis done 
on the proposed scheme. 
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5.1 Key Space 

The chaotic function used in the proposed scheme uses a set of three initial values x0, 
y0, z0 as keys. These are float numbers and can be treated as 64 bit keys. In addition 
to these numbers some of the control parameters can also be treated as keys. By 
taking all these parameters into account, the number of keys ranges from 2198 to 
2396. With such a large key space, the scheme  will be able to resist against brute 
force attacks. 

5.2 Histogram Analysis  

An image histogram shows how pixels in an image are distributed by plotting the 
number of pixels at each grey level. 

  

Fig. 2. Histogram of plain image Lena and its encrypted image 

The Lena image is taken for analysis. The cipher image is created using the following 
set of keys: x0=0.41312738544343; y0=0.52625928350638; z0=0.98635737157599. 
The histograms of the original image and its corresponding encrypted image are 
shown in Fig. 2. It shows that the histogram of the encrypted image is fairly uniform 
and hence the scheme does not proved any clue to statistical attacks. 

5.3 Correlation between Plain and Cipher Images 

The correlation coefficient of the plain image and the corresponding cipher image is 
calculated as follows: 

( ) ( )

( ) ( )

H W
1

Hx W
i=1 j=1

H W H W
2 2

1 1
Hx W Hx W

i=1 j=1 i=1 j=1

P(i,j)-P  C(i,j)-C

P(i,j)-P C(i,j)-C

C
  
  
  
  


=
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where H and W are height and width of the image and P(i,j), C(i,j) denote the pixel 
values at position (i,j) in the original image and corresponding cipher image. We have 
used the float values x0=0.41312738544343; y0=0.52625928350638 and 
z0=0.98635737157599 as keys and then encrypted Lena image. The correlation 
coefficient between the original image and the corresponding cipher image is 0.0021. 
It is clear that the correlation coefficient is very small and hence there is no significant 
correlation between the plain image and corresponding cipher image. 

5.4 Correlation of Adjacent Pixels 

An ideal encryption scheme should produce the cipher images with no correlation in 
the adjacent pixels. If pi and ci denote the pair of horizontally/vertically   adjacent 
pixels in an image, then the correlation between them is calculated using the 
following formula: 

( )( )

( ) ( )

1

1

2 2
1 1

1 1

N

i iN
i

N N

i iN N
i i

p p c c

p p c c

C =

= =

− −

− −


=

 
 

where p   and c  are the averages of pi and ci respectively. The Lena image is taken 
for analysis and tested for horizontally and vertically adjacent pixels. The results are 
tabulated below: 

Table 1.  

Original Image Cipher 
Image 

Horizontally Adjacent 0.9386 -0.0025
Vertically Adjacent 0.9689 -0.0075

 
Table 1 shows that the correlation of both horizontal as well as vertically adjacent 

pixels in the original image are closer to 1 but that of the encrypted image are very 
small. This shows that there is no correlation among horizontally/vertically adjacent 
pixels in the cipher image. 

5.5 Differential Analysis 

In order to perform either known plain text attack or chosen plain text attack, the 
adversary tries to make a slight change in the plain image and compares the 
corresponding cipher images. We have used the most common measures NPCR (Net 
Pixel Change Rate) and UACI (Unified Average Changing Intensity) to test whether 
there are any significant differences in the cipher images. 

NPCR is defined as 

,

( , )

100%i j

D i j

W HNPCR ×


= ×
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where W and H are the width and height of two random images and D(i,j) is defined 
as 

0  if  C (i,j)=C '(i,j)
( , )

1  if  C (i,j) C '(i,j).
D i j


=  ≠

 

UACI is used to measure the average gray intensity difference between two cipher 
images C(i,j) and C'(i,j). It is defined as 

| ( , ) '( , )|1
2 1

,

100%L

C i j C i j
W H

i j

UACI −
× −

 
= × 

 


 

where L is the number of bits used to represent the color component of red, green and 
blue respectively. The results of NPCR and UACI are presented in Table 2 for the 
different images. 

Table 2. Sensitivity to cipher text 

 
Cipher Images 

NPCR % UACI %
Proposed Patidar et al[10] Proposed Patidar  

et al[10] 
Lena 99.6132 99.0392 33.4291 33.4173 
Baboon 99.6117 99.2676 33.4532 33.4292 
House 99.6123 99.2676 33.4332 33.4292 
Tree 99.6125 99.6084 33.4424 33.4365 

 
In order to assess the influence of changing a single pixel in the original image on 

the encrypted image, the NPCR and the UACI are computed in the proposed scheme. 
It can be found that the NPCR is over 99% and the UACI is over 33%. The results 
show that a small change in the original image will result in a significant difference in 
the cipher-image, so the scheme proposed has a good ability to anti differential attack. 

5.6 Information Entropy Analysis 

Information entropy is one of the criteria to measure the strength of the cryptosystem 
in symmetric cryptosystem. The entropy H(m) of a message m can be calculated as: 

( )
12

1
( )

0

( ) ( ) log
L

ii p m
i

H m p m
−

=

=
 

where p(mi) represents the probability of occurrence of symbol mi and log denotes 
the base 2 logarithm. If there are 256 possible outcomes of the message m with equal 
probability, it is considered as random. In this case, H(m)=8, is an ideal value. In the 
final round of proposed scheme, it is found that the value is 7.9974. 
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Table 3. The entropy analysis of the proposed and other schemes 

Cipher Proposed Patidar et al.[10]
Lena 7.9974 7.9884

 
As shown in Table 3, we notice that the values obtained of our scheme are very 

close to the theoretical value of 8 than other schemes. This means that information 
leakage in the encryption process is negligible and the encryption system is secure 
upon entropy attack. 

6 Conclusion 

In this paper, a new image encryption scheme is proposed using twisted chaotic maps.  
The proposed cipher provides good confusion and diffusion properties that ensures 
high security. Confusion and diffusion have been achieved using permutation, byte 
substitution, nonlinear diffusion and random diffusion. This scheme is strong against 
various types of cryptographic attacks like known/chosen plaintext attacks and brute 
force attacks.  The algorithm is tested for statistical analysis, key sensitivity analysis, 
key space analysis differential analysis and entropy analysis. Based on various 
analyzes, it is shown that the proposed scheme is more secure and fast and hence 
more suitable for real time image encryption for transmission applications. 

References 

1. Alvarez, G., Shujun, L.: Cryptanalyzing a nonlinear chaotic algorithm (NCA) for image 
encryption. Commun. Nonlinear Sci. Numer. Simulat. 14, 3743–3749 (2009) 

2. Cokal, C., Solak, E.: Cryptanalysis of a chaos-based image encryption algorithm. Physics 
Letters A 373, 1350–1357 (2009) 

3. Chen, G., Mao, Y., Chui, C.K.: A symmetric image encryption based on 3D chaotic cat 
maps. Chaos Solitons and Fractals 21, 749–761 (2004) 

4. Fridrich, J.: Symmetric ciphers based on two-dimensional chaotic maps. Int. J. Bifurc 
Chaos 8(6), 1259–1284 (1998) 

5. Guan, Z.H., Huang, F., Guan, W.: Chaos based image encryption algorithm. Phys. Lett. 
A 346, 153–157 (2005) 

6. Li, C., Li, S., Lo, K.-T.: Breaking a modified substitution-diffusion image cipher based on 
chaotic standard and logistic maps. Commun. Nonlinear Sci. Numer. Simulat. (article in 
press), doi:10.1016/j.cnsns.2009.07.007 

7. Li, C., Li, S., Alvarez, G., Chen, G., Lo, K.-T.: Cryptanalysis of two chaotic encryption 
schemes based on circular bit shift and XOR operations. Phys. Lett. A 369(1-2), 23–30 
(2007) 

8. Li, C., Li, S., Asim, M., Nunez, J., Alvarez, G., Chen, G.: On the security defects of an 
image encryption scheme. Image Vis. Comput. 27, 1371–1381 (2009) 

9. Patidar, V., Pareek, N.K., Sud, K.K.: A new substitution diffusion based image cipher 
using chaotic standard and logistic maps. Commun. Nonlinear Sci. Numer. Simulat. 14(7), 
3056–3075 (2009) 



248 P. Devaraj 

10. Patidar, V., Pareek, N.K., Purohit, G., Sud, K.K.: Modified substitution-diffusion image 
cipher using chaotic standard and logistic maps. Commun. Nonlinear Sci. Numer. 
Simulat. 15(10), 2755–2765 (2010) 

11. Rhouma, R., Solak, E., Belghith, S.: Cryptanalysis of a new substitution-diffusion based 
image cipher. Commun. Nonlinear Sci. Numer. Simulat. 15(7), 1887–1892 (2010) 

12. Shatheesh Sam, I., Devaraj, P., Bhuvaneswaran, R.S.: Enhanced substitution-diffusion 
based image cipher using improved chaotic map. In: Das, V.V., Vijaykumar, R. (eds.) ICT 
2010. CCIS, vol. 101, pp. 116–123. Springer, Heidelberg (2010) 

13. Sam, I.S., Devaraj, P., Bhuvaneswaran, R.S.: A novel image cipher based on mixed 
transformed logistic maps. In: Multimedia Tools and Applications. Springer, Heidelberg, 
doi:10.1007/s11042-010-0652-6 

14. Xiaojun, T., Minggen, C.: Image encryption with compound chaotic sequence cipher 
shifting dynamically. Image Vision Comput. 26, 843–850 (2008) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 249–257, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Efficient Hardware Architectures for AES on FPGA 

Nalini Iyer, P.V. Anandmohan, D.V. Poornaiah, and V.D. Kulkarni 

BVBCET, Hubli, ECIL, Bangalore, ITI, Bangalore, Cg-coreel, Bangalore 
nalinic@bvb.edu, anandmohanpv@hotmail.com, 

poornaiah_dv@yahoo.co.in,  
vdk@cg-coreel.com 

Abstract. This paper presents design, implementation and comparison of highly 
efficient architectures for AES on FPGAS: Iterative architecture and pipelined 
architecture. The first design is optimized for area and the second one is 
optimized for speed. Implementation of AES algorithm involves design of two 
key functional operations namely Substitute Byte/InvSubstitute Byte and 
MixColumn/InvMixColumn in each round unit for encryption/decryption 
leading to area and speed bottlenecks.The suggested architectures exploit 
functional block resource sharing between encryption, decryption as well as on-
the-fly key generation. Both designs use dedicated BRAM’s for 
SubstituteByte/InvSubstituteByte functional blocks and combinational logic for 
MixColumn/InvMixColumn  functions based on byte level decomposition. The 
two designs have been implemented on Xilinx Virtex II -XC2VP30 device. The 
Iterative architecture consumes 945 slices and 3 BRAM’s  and is more compact 
compared to the designs reported. The proposed pipelined architecture for 
improved throughput uses a total resource of 12556 slices and 100 BRAMs 
with a throughput of 47.7 Gbps , the  fastest design reported so far. These 
designs cater to different applications from high performance e-commerce IPsec 
servers to low power mobile and home applications.  

Keywords: Advanced Encryption Standard (AES), Cryptography, Rijndael, 
optimization, Field-Programmable Gate Array(FPGA), Block RAM(BRAM), 
Substitute Byte/Inverse Substitute Byte (SB/ISB), MixColumn/Inverse 
Mixcolumn (MC/IMC) , Shiftrow/InvShiftrow(SR/ISR). 

1 Introduction 

Data security is an important issue in many applications such as smart cards, 
hardware data encryptions and wireless communications. Rijndael’s cipher developed 
by Joan Daemen and Vincent Rijmen accorded as standard for AES by (NIST) in 
November 2001, finds wide application in E-banking, Identity card, SIM card, 
network protocols, WWW servers and Automated Teller Machines (ATMs). The 
FPGA technology has much greater potential for providing higher security level 
because of its capability for dynamic reconfiguration. Many implementations  
have been carried out on FPGA for Rijndeal over recent years. Reported 
implementation of AES includes both iterative and pipelined structures.Zhang et al 
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[9],  Hodjat and Verbauwhede [8] have reported pipelined architecture with 21.5Gbps 
throughput for high speed applications with high resources utilization. The on-the-fly 
implementation reported by Wang et al [6] utilized 5150 slices with increase in 
throughput to 9.72Gbps. The architecture suggested by Sklavas et al [3] used 2358 
slices with reduced throughput of 259Mbps. The off-the-fly implementation 
suggested by Gaj et al[1] resulted in the  area utilization of  2093 slices with increased 
throughput of 331Mbps. In this paper, two designs for AES, basic/iterative and 
pipelined architecture with encryptor/decryptor and on-the-fly key scheduler is 
proposed which exploits the use of embedded BRAMs to achieve high speed and 
compact size. 

The main contribution of this paper can be summarized as follows. In this paper we 
exploit the implementation of two novel key operations, SB/ISB and MC/IMC 
operations in AES encryption and decryption resply with resource sharing.  

SB/ISB operations using look-up tables  is implemented on dedicated embedded 
block RAMs on a selected FPGA platform, as opposed to on-fly computation element 
using Galois field arithmetic. Similarly joint MC/IMC design is used for both 
encryption/decryption which leads to area reduction. AES SB/ISB-Box mapped to 
dual port BRAMs, reduces the area on device and results in less access time. In the 
present work, two types of architectures Iterative and Pipelined ,which  exploits 
resource sharing between encryptor, decryptor and key scheduler and provides 
compact size and high throughput resply  are proposed. The remainder of this paper is 
organized as follows. Section II, discusses the AES algorithm, section III proposed 
architectures for AES , section IV design of sub-functional unit and its optimizations. 
section V presents the implementation   results and compare our results with existing 
ones, followed by conclusion. 

 

Fig. 1. Proposed Iterative AES Architecture with Encryptor, Decryptor and Key generator 
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2 AES Algorithm, Background     

Rijndael algorithm is an iterated block cipher [1] supporting a variable data block and 
a variable key length of 128, 192 or 256 bits. The number of standard rounds depends 
on the data block and key length. If the maximum length of the data block or key is 
128, 192 or 256, then the number of rounds is 10, 12 or 14, respectively. Each 
standard round includes four fundamental algebraic function transformations on 
arrays of bytes. These transformations are: byte substitution, shift row, mix column, 
and round Key addition. The final round of the algorithm is similar to the standard 
round, except that it does not have Mix Column operation. Decryption is performed 
by the application of the inverse transformations in the round functions, which are 
more complex than the corresponding transformation for encryption. The modified 
decryption process has the same sequence of transformation as that in the encryption 
process except for modified keys generated by applying additional Inverse 
MixColumn (IMC) transformations to the original round keys [2]. A generic Cores 
implemented from this architecture can perform both encryption and decryption 
catering to applications requiring different speed/area trade-offs. 

 

Fig. 2. Pipelined architecture showing  the placement of registers between and within each 
round 

3 Proposed Hardware Architectures   

Two architectures are proposed for the Rijandael AES algorithm in order to reduce 
the required hardware resources and to obtain high speed performance. Both the 
architectures serve the encryption, decryption and key generation processes in the 
same hardware device. 

Iterative Architecture: The compact architecture of AES proposed in this paper is an 
improved version of basic architecture suggested by [1]. The basic architecture 
unrolls only one full cipher round, and iteratively loops data through this round until 
the entire encryption or decryption transformation is completed. Only one block of 
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data is processed at a time making it equally suited for feedback and non-feedback 
modes of operation. The structure of proposed architecture following the iterative 
looping and resource sharing between encryption/decryption and key generation is 
illustrated in fig 1. The architecture utilizes the pre-computed SB/ISB look-up table 
using BRAM’s, SR/ISR using hardwiring and combined MC/IMC resulting in the 
resource sharing for both encryption and decryption  

Path for encryption and decryption is differentiated by solid and dotted lines 
respectively as shown in fig 1.  AES controller comprising of MUXs and Counters is 
used designed to generate select pins for the designed AES architecture.A multiplexer 
mux1 with select pin ‘enc’ is used to select the encryption/decryption path. The input 
128 bit plain/cipher text is first XORed with the 128 bit input key K and stored in a 
128 bit register ‘Register 1’controlled by clock. Second multiplexer mux2 with select 
pin ‘sel3’ is used for iterative looping from round 1 to round 9. Initially sel3 is ‘0’ till 
the completion of first round. Select pin ‘sel3’ is made high for rounds 2 to 9. The 128 
bits from mux2 in each iteration undergoes the SR (ISR) transformation in encryption 
(decryption).  In the proposed basic iterative architecture the same SB-Box is shared 
between AES encryptor and key generation module. This avoids using separate 
BRAMs for key generation and hence reducing the total number of BRAMs in the 
design making it more efficient for implementation. Combinational logic is a block 
which implements a counter. Since the BRAM used is a dual port and as we are using 
only one BRAM to implement SB/ISB-Box, time sharing has to be achieved to access 
different data from same output ports with respect to different counter values.All 16 
bytes in AES cipher requires totally 8 clock cycles to get substituted with SB-Box, 
giving two bytes in each cycle as opposed to single port requiring 16 clock cycles 
with one byte in each clock cycle  This is the advantage of using dual port than single 
port in BRAM and results in the reduction of clock cycles in the overall AES design, 
hence reducing the delay to generate cipher/plain text. The substituted values or 
SB(ISB)-box output undergo MixColumn (Inverse MixColumn) transformation. The 
multiplexer mux3 with select pin ‘sel2’ skips the MixColumn operation to perform 
the last round in the encryption/decryption. For AES from round 1 to 9, the sel2 is ‘0’. 
To perform the last round, sel2 is made high. In AES, MC and IMC are most complex 
transformations utilizing more hardware resources on FPGA in terms of slices and 
LUTs. The 128 bit result after this transformation is XORed with the corresponding 
keys computed and stored in RAMB16. The result after each round is stored in a 128 
bit register. After the last round, the output register contains cipher/plain text. 

Pipelined Architecture: The pipelining architecture offers the benefit of high speed 
performance. It unrolls the 10 AES rounds and pipelines them in order to optimize the 
frequency and throughput results. Pipelining can be explored in the proposed AES 
Architecture by duplicating the round architecture multiple times as demanded by 
optimum number of rounds (10 in this case) suggested in an algorithm to reduce the 
delay and hence increase the throughput at the cost of increase in area given in terms 
of  resources required. Thus the proposed basic/Iterative Architecture shown in Fig.1 
can be made fully pipelined by inserting registers between the rounds and also within 
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the rounds, appropriately for each stage  to store the intermediate results as illustrated 
in fig 2. 

Key Generator: The Key Generator Module is responsible for generating the round 
keys and supplying these keys for the Encryption and Decryption. In the key 
scheduling data path, firstly the 128 bit key is separated into four 32-bit rows, and the 
lowest byte of each row is rotated and used as address to access the S-Box. Since the 
S-Box is not required in both encryption and key schedule simultaneously, it is 
possible to time share S-boxes between both circuits. This approach saves Block 
RAMs from being used in both circuits separately by having resource sharing. The 
returned 8-bit result from S-Box is XORed with the round constant RCON which is 
generated by RCON generator. This result is XORed with original lowest byte and 
sequentially each 32bit rows are XORed previous results. The unit that generates 
round keys is represented as W generator in Fig 1. The 128bit round key generated in 
each iteration is stored in a 128 bit register. In decryption, the round keys are obtained 
by applying the inverse Mix Column to the corresponding round keys of encryption. 
A multiplexer Mux5 with select pin ‘sel5’ is used to store the encryption and 
decryption keys in RAMB16. The advantage of storing round keys in BRAM than 
storing in registers is that the use of registers to store generated keys demands more 
number of slices thereby increasing the hardware resources on FPGA. The main 
advantage of this architecture is that the user can change the input keys depending on 
its application. 

4 Design of Optimized Functional Operations 

Substitute Byte/Inverse Substitute Byte Design  

The substitute byte transformation uses SB-Box (ISB-Box) for encryption 
(decryption). In the proposed architecture, the Substitute Byte and Inverse Substitute 
Byte values are precomputed and directly mapped to the dedicated Block RAMs .The 
proposed architecture keep a good balance between utilization of LUTs and Block 
RAMs for the entire design, including combinational logic and memory on a target 
FPGA device. Each Block RAM represents a dual-port Memory of 1152 bits. Each 
port can be independently configured for different width and depth. We selected a 
dual port RAMB16 BRAM that provides access to the same memory space in the 
same way from both ports. A single Substitute Byte or Inverse Substitute Byte 
implementation requires a 256X8 ROM where 256 is the depth that is number of 
locations in BRAM and 8 is the data width.  The S-Box values are stored from 
memory location 0 to 255 and inverse S-Box values from 256 to 511 .Each port has 
access to the entire memory space, and can perform a Substitute Bytes or Inverse 
Substitute Bytes transformation independently of each other. The Block RAM is a 
fully synchronous memory. Reading from it requires supplying the address one clock 
cycle before the data appears at the output. This feature can be viewed as a pipeline 
stage introducing a delay of one clock cycle. 
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Combined MixColumn/InverseMixColumn 

Design Based on Byte Level Decomposition 

In the proposed AES architecture an efficient MC/IMC implementation is derived by 
applying substructure sharing both to the computation within a byte and between the 
bytes in a given column of a MC/IMC state matrix Since Multiplication is distributive 
over addition in GF (28) we can decompose Mix column matrix as, 

 

a(x)*a-1(x) = 1 

a-1(x) = a3(x) 

a-1(x) = a(x)*f(x) 

f(x) = a2(x) = {04}x2 + {05}. 

 

 

 

(1)
Using the idea given in above Eq  (1)  suggested by Chowdeic et al [15] and Fischer 
et al [23], Inverse Mix column matrix can be decomposed in to product of MC and 
regular matrix consisting of variables {00},{05} and {04}, i.e. 

 

Using the following common sub expressions,  
Z0 = 4(A3 + A1), Z1 = 4(A2 + A0),  eq(2) can be written as 

 

 
 
 

(3)

Multiplication by {02} and {04} can be implemented by X-Time and (X-Time)2 unit. 
Using the reduced expression for IMC given in (3),for a input state column with 4 

 
(2)
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bytes  [B3 B2 B1 B0], Mixcolumn output is [ A3 A2 A1 A0] and InvMixColumn 
output is [C3 C2 C1 C0] and is realized using 166 bit level XOR’s with a  critical path 
delay of 8XOR’s as illustrated in Fig 3. MixColumn(InvMixcolumn) output is used 
for encryption(decryption) . 

 

Fig. 3. Combined MC/IMC design with decomposition based on byte level resource sharing 

5 Experimental Results and Comparison with Other Designs 

The proposed designs have been implemented on Xilinx XC2VP30-5ff896 device and 
simulated and verified using ISE simulator in ISE 10.1 environment on Virtex II Pro 
FPGA Programmable platform. Different modes, different choices of operation such 
as encryption, decryption, key generation lead to different throughput and hardware 
overheads of a particular design in a particular device.Eventhough it is difficult to 
have fair comparison of the existing designs with our suggested design, we have 
attempted it relatively in terms of target devices, modes of operation and different 
choices of operation. In Table 1 and Table 2 we illustrate the comparative analysis of 
different existing architectures along with our suggested design for Iterative 
(Compact) and Pipelined (Fast) Architecture using Xilinx Virtex devices. The AES 
design using proposed iterative arch uses 945 slices (6%) and 3 BRAMs (2%) to 
achieve a throughput of 86Mbps with logical delay of 3.139ns and route delay of 
3.881ns and is compact in size as compared to other similar reported designs. The 
design using pipelined structure uses 12556+100BRAM and provides a throughput of 
47.74gbps and is the fastest among the reported designs so far. 

Table 1. Comparison of proposed Iterative (Compact) Architecture with reported design 
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Table 2. Comparison of proposed Pipelined(Fast) Architecture with Reported Pipelined   
design 

 

6 Conclusion 

In this paper we presented a single chip encryptor/decryptor solution for AES using 
two architectures leading to compact size and high throughput resply.The design 
exploits the resource sharing by reutilizing the integrated blocks of SB/ISB, SR/ISR 
and MC/IMC. The architecture used the precomputed values of SB-Box and ISB-Box 
mapped to the BRAMs of FPGA.. The resulting implementation uses less area on 
FPGA making it more suitable for embedded applications.  
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Abstract. This paper presents an iris coding method for effective recognition of 
an individual. The recognition is performed based on a mathematical and 
computational method called discrete cosine transform (DCT). It consists  
of calculating the differences of discrete cosine transform (DCT) coefficients of 
overlapped angular patches from the normalized iris image for the purpose of 
feature extraction. DCT is used because it offers efficiency, it is much more 
practical and its basis vectors are comprised of entirely real-valued components.  

Keywords: DCT (Discrete Cosine Transform), Iris, Recognition. 

1 Introduction 

Iris recognition belongs to the biometric identification. Biometric identification is a 
technology that is used for the identification an individual based on ones 
physiological or behavioral characteristics. Iris is the strongest physiological feature 
for the recognition process because it offers most accurate and reliable results. Iris 
recognition process mainly involves three stages namely, iris image preprocessing, 
feature extraction and template matching. In the pre-processing step, iris localization 
algorithm is used to locate the inner and outer boundaries of the iris. Detected iris 
region is then normalized to a fixed size rectangular block. In the feature extraction 
step, texture analysis method is used to extract significant features from the 
normalized iris image with the help of Discrete Cosine Transform (DCT) and 
Hanning window techniques. The matching step consists of the classification method, 
which is used to compare binary templates generated from the feature extraction 
method with existing one. Iris recognition technology combines computer vision, 
pattern recognition, statistical inference and optics. Its purpose is real-time, high 
confidence recognition of a person’s identity by mathematical analysis of the patterns 
that are visible within the iris of an eye from some distance. Iris recognition 
technology covers broad areas of applications. Some of applications are as follows: 

• Electronic commerce–On-line transactions 
• Medical records and other personal information 
• Security identification – Access control 
• User verification – Computer security 

This paper is subdivided into different sections as follows. Section 2 describes the iris 
recognition system comprising Localization and normalization, feature extraction and 
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template matching in order to accomplish an identification and recognition. Section 3 
gives the experimental evaluation of the underlying system and Section 4 presents the 
conclusion of the organized work. 

2 Iris Recognition Systems 

Iris recognition system is used for personal identification or verification. The three 
main stages of an iris recognition system are localization and normalization, feature 
extraction, template matching. The block diagram of iris recognition system is given 
in figure 1. 

 

Fig. 1. Block diagram of Iris Recognition System 

2.1 Iris Localization and Normalization 

Iris image pre-processing basically consist of iris boundary detection (inner iris/pupil 
boundary and outer iris/sclera boundary) called as iris localization and then 
normalization. The Hough transform, standard computer vision algorithm is used for 
locating the iris. Canny edge detector is applied to a gray scale iris image to generate 
the edge map. The edge map is obtained by calculating the first derivative of intensity 
values and thresholding the results. Gaussian filter is applied for smoothing purpose. 
The voting procedure is used in order to search for the desired contour from the edge 
map. Each edge point on the circle casts a vote in Hough space. The center coordinate 
and radius of the circle with maximum number of votes is defined as the contour of 
interest. Gradient is biased in the vertical direction for the outer iris/sclera boundary. 
Vertical and horizontal gradient is weighted equally for the inner iris/pupil boundary 
giving required iris region [4]. Next step is to transform the obtained iris region to a 
rectangular representation with fixed dimensions. Such a transformation is referred to 
as normalization of the iris region. Normalization is performed to avoid the 
dimensional inconsistencies otherwise resulting deformation of the iris texture will 
affect the performance of subsequent feature extraction and matching stages of iris 
recognition [3].  
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Normalization is a process of remapping Cartesian coordinates (x, y) of iris region 
to its corresponding polar representation as:  , , , ,  (1)

with , 1 ; , 1  
(2)

where, I(x, y) is the iris region image, (x, y) are the original Cartesian coordinates,  
(r, θ) are the corresponding normalized polar coordinates, and xp, yp and xl, yl are the 
coordinates of the pupil and iris boundaries respectively along the Θ direction [2].  

2.2 Feature Extraction Using DCT 

Iris is coded based on zero crossing of the differences between one dimensional (1D) 
discrete cosine transform (DCT) coefficients of rectangular patches. This method 
gives low complexity and good interclass separation. Image patches are formed using 
bands of pixels along 45 degree lines through the image.  

 

Fig. 2. Overlapped angular patches in normalized iris region [1] 

Figure 2 shows overlapping angular patches in normalized iris region with 
different parameters. Idea is to slew each successive row of the image by one pixel 
compared to its predecessor. Patches are selected in 11 overlapping horizontal bands. 
Each patch has eight pixels vertically and 12 horizontally. In the horizontal direction, 
a weighted average under a 1/4 Hanning window is formed. In effect, the resolution in 
the horizontal direction is reduced by this step. Averaging across the width of the 
patch reduces the degrading effects of noise and the use of broad patches makes for 
easier iris registration. In the vertical direction (45 degrees from the iris radial), eight 
pixels from each patch form a 1D patch vector, which is then windowed using a 
similar Hanning window prior to application of the DCT in order to reduce spectral 
leakage during the transform[1]. A binary template is generated from the zero 
crossings of the differences between the DCT coefficients.   

2.3 Template Matching 

1) Hamming Distance: It is used as a template matching metric which gives the 
fractional measure of dissimilarity between two binary templates [3].It is defined as  HD M π ∑Nj=1 [subfeatures1ij XOR subfeature2 ij / N] 1/M (3)
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Abstract. This paper presents a novel and practical approach towards attaining 
maximum security in case of high security zones where security breach is a 
concerning factor. This paper brings forth a completely new yet easily 
applicable product which has no loopholes of being cracked from an outsider. It 
uses the concept of tracking the movement of the eye over the sequence of 
generated password and comparison to the base image for password matching. 
The system involves more security by including the existing levels of security 
viz face recognition and retina scanning and then going for tracking eye 
movement. The system is assisted with random number generation algorithm 
which further advances the level of tight security.  

Keywords: eye movement tracking, facial recognition, retina scanner, image 
processing, computer vision, random number generation, efficient security. 

1 Introduction 

Since the advancement in technologies there has been a major improvement on how to 
make things of high value more secure and less prone to any misuse. Thus security has 
been an area of maximum concern. But, no matter how highly secure a system can be 
made or developed; possibility of security breach [2] is always there. Our idea is to 
minimize this possibility as much as we can so that the resources of a 
country/organization can be well protected. Many advance technology based security 
system are in use now a days. UNICODE [3] is the most traditional and commonly 
used procedure where data is encoded with the help of special characters. But one of 
the biggest drawbacks with this is that its incorrect usage may expose the program or 
system to possible security attacks. Another technology is voice / speech recognition 
system [4], which is again commonly used due to its ‘easy-to-implement’ feature. But 
the key problem here is to maintain a huge amount of database. Also word error rates 
on some tasks are less than 1% and on others they can be as high as 50%. Sometimes it 
even appears that the performance is going backwards on harder tasks due to higher 
error rates. 

Biometric security systems [5] are also getting recognition but they have not 
proved to be successful approach so far. This is because it is possible that the data 
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obtained during biometric enrollment may be used in ways for which enrolled 
individual has not consented. Second and most serious one is that there is always a 
danger to the owner of secured item. For instance in 2005, [1] Malaysian car thieves 
cut off the finger of a Mercedes-Benz S-Class owner when attempted to steal the car.  

Our idea aims at developing a security system which authorizes a person and 
accepts the password by analyzing the movement of eyes. The system is provided 
with a chin-rest arrangement which would act as a fixed location from where our 
system will first scan the face then the eyes using the face detection and retina 
scanning algorithms. If these two input matches with that of an authorized user (from 
database) then system will ask to enter the password. If at any point, our system finds 
a mismatch or password entered by the user is in reverse order or password entered is 
that of system administrator, a security alarm will be send to control room. An 
authorized user is allowed three attempts to enter the password, after that the 
password will be locked and the user will have to contact the system administrator.  

The best advantage of our system is its high level of security because system will 
authorize a person to get into the area if he has entered correct password through eyes. 
The password will be tracked with the help of movement of eyes and not just fixed 
eye. Secondly, if someone forces the user to enter the password, then he has an option 
to enter the password in reverse order which will send an emergency alarm to the 
control room. Our system will also overcome the disadvantage of biometric security 
system where there is always a danger for owner. In our system it will not work 
because no one can move a dead eye’s eyeball. And even in any hypothetical situation 
the person makes the dead eye move by any modern technique; the person will not be 
able to open the security lock due to our ‘random number generation algorithm’. This 
algorithm proves such beneficial in this context that even if the person gets to know 
the password by any chance; the person will not be able to open the security system 
by just tracking any eye over the same password.  

2 Main Components of the System 

Our idea is to provide maximum security and in order to provide this we require five 
main components. All these components play vital role in proper functioning of the 
system and are chosen among their alternatives because of their efficiency and 
accuracy in providing the results. We will now see how each of these components 
work individually, and how they are integrated together in the ‘Working Mechanism’ 
section. 

2.1 Concave Panel 

There will be a concave panel, with alphabets (a-z) and numbers (0-9) inscribed on it, 
which will act as a template to enter the password. A concave shaped panel is 
advisable because of our authorization process which deals with a security system that 
works on movement of the authorized person’s eyeball. It will increase the binocular 
field (total area covered by human eyes at a point) of eyes and hence will help to 
increase the accuracy of our system.  



266 M. Srivastava and A. Srivastava 

2.2 High Definition (HD) Camera  

We require a HD Camera with high display resolution (at least 1080 lines and above), 
good progressive scanning, which yields to good number of frames per second (1080p 
& higher are preferred). Since it plays a vital role in providing input to our system 
hence it should be fit even to work in low light & features like long zoom, optical 
zoom & image stabilization are must. The camera must also have auto-focus facility 
so as to execute the ‘random number generation algorithm’.  

2.3 Display Screen  

Display screen is required to make our system more user- friendly. At the starting 
point it will display a message which will ask user to place his chin on the chinrest. 
Once the person has kept his chin on chin rest and passed the two levels of security 
viz. facial recognition and retina scanner; it will display message to “Enter the 
Password” and will continue to display different messages according to various inputs 
and will display the number of character entered through asterisk sign.  

2.4 Memory  

Memory in our system refers to physical device which will be used to store data and 
programs on a temporary or permanent basis for use in our security system. Data in 
our system will be a series of coordinates which will be required to identify the 
character or number which the user is viewing at the time of entering the password. 
This combination of coordinates will be unique for each random number in 
accordance with the ‘random number generation algorithm’. Programs are sequence 
of instruction which our system has to follow while conducting an authorization 
process of the person.  

2.5 Chin Rest Arrangement  

Chin rest arrangement is the same which we all have seen in eye doctor’s clinic, 
where we have to keep our chin so that doctor can inspect our eyes. This arrangement 
will give our camera a fixed and standard location, from where it can scan for eyes of 
the user and track its coordinates while moving the eyes on the panel.  

3 Working Mechanism 

3.1 When the eye-dialing security system is turned on, the initialization process 
occurs in which the chin-rest is opened at the specified distance and the camera is 
ready to capture the video feed.  
3.2 As soon as the person rests his/her chin on the chin-rest, the system executes its 
face detection algorithm [7]. This face detection algorithm runs on Principle 
Component Analysis. Hence when the face is authenticated, a green LED blinks to 
signal the user for the second level of security.  
3.3 The camera which has autofocus ability; now scans the retina of the eye and 
compares it with the earlier scanned images in the database using retina scanning 
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technology[6]. If it matches, again a green LED blinks to allow the user to enter the 
password.  
3.4 If any of the above mentioned security checks are failed; an emergency signal is 
being sent to the control station and other necessary security steps are taken. The 
concept of having chin-rest in the system is to ensure proper detection of the 
movement of the eye in real time during entering the password.  
3.5 The [8] code for tracking the movement of the eye is based on tracking the 
coordinates of the eye. Every time the eyes roll to see the panel on the number palate. 
Hence this code depends upon the horizontal positioning of the eye as the datum level 
with respect to which the coordinates of the all the characters are fixed. While rolling 
the eye over the characters on the panel, its movement is tracked.  
3.6 Since the panel is slightly concave in appearance, so for better results the 
complete panel is captured in panoramic view. This image serves as the “base image” 
for comparison. So when the camera tracks the coordinates of the pupil of the eye, 
those coordinates are being stored and are being compared from the predefined ones 
available in the database.  
3.7 With acceptable tolerance, if the coordinates matches, a beep sound occurs and 
the tracked character is shown in asterisk form in the display screen. The user is 
required to roll over his eye on the required character in the time span of less than 1 
second in order to maintain security. If the time exceeds 1 sec, the system takes it as a 
case of ‘forgot password’ or ‘random entering’.  
3.8 In such case, the system gives a long beep for 2 sec with the blinking of RED led 
and displays the error message to “reenter the password”. The numbers of attempts 
are restricted to ‘three’ for security purposes. Beyond that the system gets locked and 
the warning signal is sent to control station.  
3.9 For proper functioning, the user is required to focus on each character while 
rolling the eye during entering the password so that stray detection losses can be 
minimized.  
3.10 The system is also designed with more advanced level of securities like if the 
person is forcefully made to enter the password, the person just needs to track the 
password through his/her eyes in exact opposite direction. In such case the system 
will open the vaults but also simultaneously will send an emergency situation 
message to the control station.  
3.11 One very striking feature of our system design is the concept of ‘random number 
generation’. In this algorithm, the system every time generates a new random number 
when someone comes to enter the password.  
3.12 The utility of this ‘random number generation’ algorithm is that every time a 
new random number is generated; the camera which has autofocus capability focuses 
itself to a new horizontal position with respect to chin-rest. Since the coordinates of 
the character on the control panel which are to be tracked, depends upon the 
horizontal distance; hence for each random number a horizontal distance is fixed.  
3.13 With respect to that horizontal distance the coordinates for all the character in the 
panel are stored in the database and are being retrieved for comparison for a particular 
random number during execution. Hence the system is designed to provide maximum 
security with no hit and trial algorithms and maximum precision.  
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4 Flowcharts 

4.1  Levels of Entry 

 

4.2  Authorization Process 

5 Conclusion 

This paper brings out an effective algorithm to attain highest level of security where 
security breach is still an area to be curbed. The paper brings forth the concept of 
tracking the movement of eye over the set of characters which form your password to 
pass a particular level of security and hence called eye dialing. The system is also 
integrated with already existing retina scanning and facial recognition technology to 
make system more secure and avoid any misuse. Also the system contains random 
number generation algorithm which makes it next to impossible for any person to 
track the password on the basis of coordinates even if the database is hacked. Some 
more advanced security features like entering of password in exact reverse manner 
will send and alert message is discussed. The system has been tested using system 
webcam with the algorithm implemented in visual c++. Further advancement in this 
system will add to its merits.  
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Abstract. Cloud Computing is accessing Services through Internet based on 
pay per usage model. Software as a Service (SaaS), Infrastructure as a Service 
(IaaS) and Platform as a Service (PaaS) are available in Cloud. Cloud based 
products will eliminate the need to install and manage client rich applications. 
Cloud Service providers are helping companies to reduce the high cost 
infrastructure installation and maintenance cost. Besides having enormous 
useful features, cloud has some issues like security. This paper provides details 
about cloud computing issues, how policy monitoring techniques can be used to 
enhance the security of the cloud.  

Keywords: Cloud Computing, IaaS, Paas, SaaS, Policy Monitoring. 

1 Introduction 

Cloud Computing is defined by a large-scale distributed computing paradigm that is 
driven by economies of scale, in which a pool of abstracted, virtualized, dynamically-
scalable, managed computing power, storage, platforms, and services are delivered on 
demand to external customers over the Internet [1]. Cloud computing has the features 
of grid computing, cluster computing, service computing, and utility computing. End 
user has to run one time application, like tax calculation, can use cloud application as 
the best choice. End users can do their work or access services with thin client, no 
need to invest on resources. Instead they can rent/lease the resources. More over they 
can choose the best available computing platform, since many companies are going to 
offer cloud based applications in near future, like mobile services. Small companies, 
whose main business is not software related, can outsource their work to cloud 
providers, so that they can concentrate on such as application development only, 
instead of concentrating their focus on hosting environment. It is easy to scale if the 
application is deployed in cloud. It takes away all the risks of managing resources. 

Cloud is providing preconfigured infrastructure at lower cost, which generally 
follows the Information Technology Infrastructure Library, can manage increased 
peak load capacity and moreover uses the latest technology, provide consistent 
performance that is monitored by the service provider. Dynamic allocation of the 
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resources as and when is needed. Cloud computing reduces capital expenditure 
(CAPEX) and it offers high computing at lower cost. Upgrading your hardware/ 
software requirement also easy with the cloud, without disturbing the current work. 
Scalability and maintenance is easy in the case of cloud. Easily user can rent/lease the 
services offered by cloud computing vendors. User will be charged as pay per usage 
like utility based services. Overall Cloud is giving good performance at lower cost 
instead of making more capital investment. The rest of the paper is organized as 
follows: Section 2 discusses about the Cloud providers. Section 3 discusses about the 
Cloud Issues and Proposed Solutions and Section 4 discusses about the Conclusion.  

2 Cloud Providers 

Cloud computing [7] [8] [13] [15] systems generally falls into three course grain 
categories. Infrastructure as a service (IaaS), Platform as a Service (PaaS), Software 
as a Service (SaaS). Many companies are offering services. 

2.1 Infrastructure as a Service(IaaS) 

Infrastructure as a Service (IaaS) provisions hardware, software, and equipments to 
deliver software application environments with a resource usage-based pricing model. 
Infrastructure can scale up and down dynamically based on application resource 
needs. Typical examples are Amazon EC2 (Elastic Cloud Computing) Service and S3 
(Simple Storage Service) where compute and storage infrastructures are open to 
public access with a utility pricing model. This basically delivers virtual machine 
images to the IaaS provider, instead of programs, and the Machine can contain 
whatever the developer want. Example: Full virtualization (GoGrid, Skytap), Grid 
computing (Sun Grid), Management (RightScale), Paravirtualization (Amazon Elastic 
Compute Cloud). 

2.2 Platform as a Service(PaaS) 

Platform as a Service(PaaS) offers a high-level integrated environment to build, test, 
and deploy custom applications. Generally, developers will need to accept some 
restrictions on the type of software they can write in exchange for built-in application 
scalability. An example is Google’s App Engine, which enables users to build Web 
applications on the same scalable systems that power Google applications, Web 
application frameworks, Python Django (Google App Engine), Ruby on Rails 
(Heroku), Web hosting (Mosso), Proprietary (Azure, Force.com). 

2.3 Software as a Service (SaaS) 

User buys a Subscription to some software product, but some or all of the data and 
codes resides remotely. Delivers special-purpose software that is remotely accessible 
by consumers through the Internet with a usage-based pricing model. In this model, 
applications could run entirely on the network, with the user interface living on a thin 
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Fig. 2. Cloud Layers and Enhanced Cloud Protection System 

To Deploy Web services, JDKTM 6 can be used. JDKTM 6 _Java EE 5 
Development using GlassFish Application Server. GlassFish, allow application 
developers to develop and deploy Java EE-compliant applications such as Deploying 
Enterprise Applications, Web Applications, EJB module, Connector module, Life 
cycle Module, Application client module, Custom MBeans. 

3.1 Policy Monitoring Techniques 

Cloud Services are Services provided to the end user/ subscriber. Here there will be a 
Service Level Agreement between the Cloud Provider and the User. In General 
Security and compliances applicable to all the layers. Each layer level has its own 
security. When it comes to the topmost layer where applications are deployed and 
accessed will be coming under many security policy besides with firewall and service 
vulnerability monitoring, risk assessment and control management [3][4][5][10][11]. 
By using Java Authentication and Authorization Service (JAAS) can check who is 
accessing the service and whether they are authorized to access as per SLA. Now an 
interesting question arises before us. how policy can be enforced and how it can be 
monitored?. The Proposed Enhanced Cloud Protection System (ECPS) model is 
shown in fig.3. 

 

Fig. 3. Enhanced Cloud Protection Model 

Here all the services are monitored continuously, vulnerability monitoring and risk 
assessment is made. Based on the Risk Assessment appropriate counter measures are 
applied to overcome the security problem [2]. ECPS has the sub modules as shown in 
fig. 4. 
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Fig. 4. Enhanced Cloud Protection System Method 

Authentication module checks for who is accessing the service regardless of the 
service type and nature. Authorization module checks for whether the user is 
authorized to access the service based on Service Level Agreement. Policy is 
generated based on the SLA agreement between the user and the provider. Here 
policy varies with the price and other factor.  Security manager will monitor for any 
vulnerability, risk assessment is made and based on the risk assessment, 
countermeasure steps are taken to overcome the security problem. Consider the 
following scenario, based an end user’s requirement, whether it is a IaaS, PaaS, SaaS 
type of service, a single Virtual Machine is allotted for the user. Creation of Virtual 
Machine [7] and its images are taken based on their policy requirement. If suppose 
our monitoring report shows vulnerability, appropriate steps can be taken. Isolating 
Virtual Machines of each user is important which is done by the second layer with the 
help of a hypervisor. Snapshots can be taken. If it is intruded, necessary steps are 
taken to recover by forwarding request to the next VM which will be created with the 
help of images taken already. At worst case, the entire virtual machine can be 
destroyed and can be reconstructed immediately with the help of the images without 
affecting the regular workload of the user. Many Virtual Machines can be run on a 
single host machine itself. Proper updating of VMs Operating system, installing and 
updating the firewalls in VMs like the physical machine is important to ensure the 
security of the service. Based on the policy based risk assessment report generated, 
Virtual Machine maintenance is easy to achieve the enhanced security of the Cloud. 

4 Conclusion 

Even though Cloud has some serious issues like security, privacy, social and political 
issues [13], Cloud computing is going to be one of the venture technology in future. 
Cloud user should understand their own network, system, applications and data are 
moving to an unknown network which poses serious threat to security and privacy. So 
they have to vigilantly select Cloud Service Providers by checking their security 
service standards and compliances. Nowadays, Most of the vendors provide free 
usage to deploy their services in their cloud [8] with certain limits like hours of usage, 
or hard disk space, storage or data transfer or number of end users. As a cloud user or 
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developer, they have to choose the vendor based on their Service Level Agreements. 
The above discussed policy based monitoring technique, which helps the provider to 
achieve full security of the virtual machine is possible. Since virtualization is the key 
technique of cloud computing, enhanced secure cloud service can be achieved with 
the help of policy monitoring techniques. In future like IaaS, PaaS and SaaS, 
Anything as a Service (XaaS) is going to be possible and can be achieved. 
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Abstract. Grid is a collection of heterogeneous resources for solving the 
complex computational problems. Workflow is a collection of atomic tasks. In 
this article we propose an Enhanced Ant Colony System (EACS) approach to 
solve grid workflow scheduling problem with two QoS parameters time and 
cost to minimize the makespan with low cost. We design a five heuristics for 
EACS approach and propose an adaptive scheme that allows ants to select 
heuristics in a quick convergence manner for mapping of tasks to resources 
based on the modified pheromone updating value. The experiment is done by 
the simulation with different tasks in various workflow applications and we 
achieve QoS as well as optimized performance.  

Keywords: Ant Colony Optimization (ACO), Grid Computing, Workflow 
Scheduling. 

1 Introduction 

The popularity of the internet and availability of powerful computers and high 
performance networks as low cost commodity components are changing the way we 
use computers today. These technology advances have to led to the possibility of 
using geographically distributed and multi owner resources to solve large-scale 
problems in science [1]. To achieve the promising potentials of the large number of 
distributed resources, effective and efficient scheduling algorithms are fundamentally 
important. Grid supports sharing, interconnection and use of diverse resources, 
integrated in the framework of a dynamic computing system [2]. When processing a 
computing application in grids, the applications are called workflows. A workflow is 
a collection of atomic tasks that are processed in a specific order to accomplish a goal 
[3]. One of the most challenging problems in grid computing is to schedule the 
workflow to achieve high performance. Usually, a workflow is given a Directed 
Acyclic Graph (DAG) [4] in which the nodes represent individual application tasks 
and the directed arc stands for precedence relations between the tasks. The scheduler 
has to assign the tasks to heterogeneously distributed computing sites to process with 
the objective to achieve customers QoS requirements as well as to optimize the 
performance. As scheduling in a DAG is NP complete [5].  
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2 Related Work 

In the past few years, researchers have proposed scheduling algorithms for parallel 
system [6] [7]. Grid resource management [8] was surveyed and analyzed based on 
classification of scheduler organization, system status, scheduling and rescheduling 
policies. Recently, many researchers have been studied several works on job 
scheduling on grid environment. Some of those are the popular heuristic algorithms, 
which have been developed, are min-min, the fast greedy, Tabu search [9] and an Ant 
System. The heuristic algorithms proposed for job scheduling in rely on static 
environment and the expected value of execution times. H. Casanova et al [10] and  
R. Baraglia et al [11] proposed the heuristic algorithms to solve the scheduling 
problem based on the different static data, for example, the execution time and system 
load. Unfortunately, all of information such as execution time and workload cannot be 
determined in advance of dynamic grid environments. In 1999, the Ant Colony 
Optimization (ACO) metaheuristic was proposed by Dorigo, Di Caro and 
Gambardella, which has been successfully used to solve many NP-problem, such as 
TSP, job shop scheduling, etc.  

3 Proposed Work 

Generally, workflow applications can be modelled as a directed acyclic graph (DAG) 
G = (V, A). Let n be the number of services in the workflow. The set of nodes  
V = {S1, S2, … , Sn} corresponds to the services of the workflow. The set of arcs  
A represents precedence relations. An arc is in the form of (Si,Sj), where Si is called 
the parent service of Sj, and Sj is the child service of Si. Typically in a workflow, a 
child service cannot be executed until all of its parent services have been completed. 
Each Task Ti (1 ≤ i ≤ n) has an implementation domain Si = { Si1, Si2,… Simi}, 
where Sij (1 ≤ j ≤ mi) represents a service instance provided by a owner and mi is the 
total number of available service instances for Ti. The properties of a service instance 
can be denoted as a group of four variables (Sij.g, Sij.t, Sij.c). Sij.g means that the 
owner of Sij. Sij.t and Sij.c stand for execution time, and cost of Sij respectively. 

3.1 Algorithm Description 

1. Set all pheromone values (PH) and parameters at the beginning of the  
algorithm

2. Selecting a path using random search (RAS) 
 2.1 Forward ant selects the path in a precedence order 
 2.2 Backward ant starts from end and the reverse directions of all arcs 
3 For N number of ants constructs M number of solutions in parallel 
 3.1 For each iteration different tasks are mapped to different service  

instances. 
4.  Enhanced pheromone updating rule (EPH) is applied for quick convergence  

of all the ants. 

τij =  τij + ρτ0 (1) 
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5 Global pheromone updating value for construction of best feasible solution. 
6 If the terminal test is completed, the algorithm will be ended. Otherwise, go  

to step(2) to begin a new iteration. 

3.2 Pheromone and Heuristics Information 

Pheromone and heuristic information are the most important factor to record the 
historical searching experiences and bias the ants’ searching behaviour in future. As 
the scheduling problem is mainly to map all tasks in the abstract workflow to service 
instances to form a concrete workflow, we denote the pheromone value of mapping 
service instance Si

j to task Ti as τij, and the heuristic information value of mapping Si
j 

to task Ti as ηij.At the beginning of the algorithm, we set all pheromone values to an 
initial value τ0 , i.e.,τij = τ0, 1 ≤ i ≤ n, 1 ≤ j ≤ mi .We defined five heuristics for the 
algorithm as follows. 
1) Heuristic (TO): Time Optimization - The artificial ants to select the service 
instances with shorter execution time.  

ηij= TO  = 
_ ._ _  (2) 

where min_  = .  and max_  = .  According 
to above equation, a service instance with shorter execution time will be associated 
with a higher heuristic value. 
2) Heuristic (CO): Cost Optimization - The artificial ants to select the service 
instances with lower cost.  

ηij= CO = 

_ ._ _  (3) 

where min_  = .  and max_  = .  According 
to above equation, a service instance with lower cost will be associated with a higher 
heuristic value. 
3) Heuristic (SB): Suggested Budget - The SB heuristic biases the artificial ants to 
select the service instances with just-within-budget cost.  

ηij =SB = 

|  _ |,| _ | .| _ |,| _ |  (4) 

4) Heuristic (TC): Time/Cost - It integrates the TG heuristic with the CG heuristic. 
According to it, a service instance with shorter execution time and lower cost will be 
associated with a higher heuristic value. 

ηij =TC =  (5) 

5) Heuristic (OP): Overall Performance - It unites the TO, and CO heuristics together.  

ηij =OP =  (6) 

The algorithm uses different heuristics.1) If the objective is to optimize makespan, 
only the TO, CO and TC heuristics will be used to find the service instances with 
shorter execution time. The CO, TC heuristics are used to search for the service 
instances that satisfy the budget constraints. 2) If the objective is to optimize the cost, 
only the TO, CO, and TC heuristic will be used. 
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4 Experiments and Results 

There are mainly three parameters in the algorithm: β and q0 in the pseudorandom 
proportion selection rule and ρ in the pheromone updating rule. In our experiments, 
we set ρ = 0.1, which is the same as the suggestion given by the traditional ACS 
algorithm for travelling salesman problem (TSP). The EACS approach works by 
dividing the DAG into several partitions and each partition is assigned by some 
priority. This priority is based on completion time of the DAG job. Experiments are 
conducted on the five instances and different levels of QoS. The proposed EACS 
approach is a guided random search algorithm. Search the best instances, for the first 
iteration it will give the average value, in second iteration it will give the minimum 
value and the third iteration it will give the maximum value. The results are 
demonstrated in charts, it proves the effectiveness of the EACS approach. 

 

Fig. 1. (a) and Fig. 1. (b) Performance of cost and Makespan in CO, 
Fig. 2. (a) and Fig. 2. (b) Performance of cost and Makespan in TO, 

     Fig. 3. (a) and Fig. 3. (b) Performance of cost and Makespan in TO/CO, 
 Fig. 4. (a) and Fig. 4. (b) Overall Performance of cost and Makespan) 
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5 Conclusions 

Enhanced Ant Colony Optimization with modified local pheromone updating rule for 
a large-scale workflow scheduling problem in computational grids has been proposed. 
In the algorithm, different QoS parameters are considered, including time, and cost. 
Users are allowed to define QoS constraints to guarantee the quality of the schedule. 
Moreover, the optimizing objective of the algorithm is based on the user-defined QoS 
preferences. We proposed five new heuristics for this problem. Experimental results 
demonstrate the effectiveness of the proposed algorithm. 
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Abstract. Wide spread use of handheld devices extend possibilities of using 
mobile devices as universal payment mode. However, some issues constrain the 
widespread acceptance of mobile payment; for example: privacy protection, li-
mited capability of mobile devices, and limited bandwidth of wireless networks. 
Due to the fact that wireless channel is an open medium to intruders, encryption 
is a crucial process to assure secure message exchange in the mobile payment 
systems. Several standard symmetric cryptographic algorithms such as DES and 
AES are widely used to solve the problem of communication over the insecure 
wireless channel in mobile payment systems. But intruders and hackers are de-
vising new methods to decrypt the data. The effective key length of the DES is 
56 binary digits (bits) and the straight forward “work factor” of the algorithm is 
256

 (i.e., the number of keys that would have to be tried is 256
 or approximately 

7.6 x 1016 times), hence the intruders and hackers can easily cryptanalyze.  

Keywords: M-commerce, mobile payments, key-shuffle permutation array, 
DES. 

1 Introduction 

M-commerce is defined as using a mobile device for business transactions performed 
over a mobile telecommunication network, possibly involving the transfer of  
monetary values like the customer transaction details, marketing information and 
promotions and shopping order details [1] [2]. Business Transactions are given an 
opportunity for universal payment mode by “any time - anywhere payment” facility. 
Mobile phones and handheld devices are just not limited as end user devices but they 
extend their widespread usage in Business transactions. Transactions depend on the 
network technology used for transmission, the variation in the bandwidth capacity and 
security of the sensitive data transferred in the network from the customer to the ga-
teway and/or merchant to gateway. Using a mobile device as a universal payment 
instrument in wireless medium, threat for sensitive data transactions increases which 
requires a strong security mechanism such as encryption of the data. Encryption is an 
essential process to assure confidentiality over wireless channels, because wireless 
channels are an open medium to intruders in which they can intercept and alter the 
contents of any transmitted information [3]. 



282 V.B. Navya, R. Aparna, and G. Bhaskar 

The Data Encryption Standard (DES) is a block cipher that uses shared secret en-
cryption. It is based on a symmetric-key algorithm that uses a 56-bit key. Although 
DES is a safe encryption algorithm, the security issues of DES exist. First, the length 
of DES key is too short, because it includes 64 bits. Second, all the calculation of 
DES is linear besides the calculation of S box. Third, the weak links of DES are the 
protection and distribution of the key [4]. Once the key is lost, the whole system be-
comes worthless. Because the key of DES has some shortage, triple DES algorithm is 
brought up. Triple DES is more secure than DES but in triple DES two keys has to be 
shared between the users and hence length of the key to be shared increases. If the key 
is identified by cryptanalysis, the intruder can easily decrypt the message if it is either 
DES or triple DES as the algorithm is standard. This paper proposes an improvement 
over the Standard DES key generation methodology, which involves key mixing us-
ing the key-shuffle permutation array which changes the key for every chunk of 8 
bytes of data. Together the Key shuffle permutation array and count of vowels gene-
rates intermediate keys which are different from the original key. The proposed algo-
rithm transforms the DES encryption and decryption process to be more secure. The 
rest of the paper is organized as follows. In section 2, the proposed key generation 
algorithm for encryption and decryption with example and analysis is explained. Sec-
tion 3 includes properties of the proposed algorithm and conclusions are drawn in 
section 4. 

2 The Proposed Algorithm 

The proposed key generation algorithm takes 8 bytes of the key and the key-shuffle 
order as inputs. The key is shuffled according to the shuffle order and new keys ob-
tained are considered for sub keys generation. We have introduced novelty in key-
shuffling by considering number of vowel’s, 0’s and 1’s in the chunk which is very 
difficult for the adversary to get the information.  

2.1 Key Generation Algorithm and Example for Encryption 

The proposed key generation algorithm for encryption is described in the table 1. 

Example: Suppose the original key “ABCDEFGH” and key-shuffle permutation 
array [3 6 8 4 5 1 2 7] are taken as inputs to the key generation algorithm. On permut-
ing the original key with key-shuffle permutation array, we get “CFHDEABG”. Con-
sider this as one key to encrypt 8 bytes of data say “scenario”. Count the number of 
vowel’s, 0’s and 1’s which is C i.e., C = 4. If suppose data is “No.02315”, then C = 3. 
Encrypt the data “scenario” using key “CFHDEABG”. Now permute “CFHDEABG” 
with same key-shuffle permutation array, we get “HAGDECFB”, use this key to en-
crypt next 8 bytes of data after taking the value of C. Similarly by permuting the key 
successively, we get “GCBDEHAF”, “BHFDEGCA” and “FGADEBHC”. 
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Table 1. Key generation algorithm for encryption 

 

Permuting “FGADEBHC” we get the original key “ABCDEFGH” which is dis-
carded and we take K. Hence K=5. Suppose K>8, take K = K mod 8. Now consider 
original key and shift left 5 times, we get “FGHABCDE” and consider the obtained 
key as main key. Exchange 4th and 5th value in the key-shuffle permutation array “3 
6 8 4 5 1 2 7” to get new key-shuffle permutation array i.e., 3 6 8 5 4 1 2 7. Now new 
original key and the new key-shuffle permutation array is “FGHABCDEF” and “3 6 
8 5 4 1 2 7”. 

2.2 Key Generation Algorithm and Example for Decryption 

The proposed key generation algorithm for decryption is described in the table 2. 

Example: As DES is symmetric key algorithm, the same original key and key-shuffle 
permutation array is used in key generation algorithm for decryption. Hence 
“ABCDEFGH” as original key and [3 6 8 4 5 1 2 7] as key-shuffle permutation array 
are taken as inputs for key generation algorithm. On permuting the original key with 
key-shuffle permutation array, we get “CFHDEABG”. Consider this as one key to 
decrypt first 8 bytes of encrypted data. Decrypt the first 8 bytes of encrypted data 
using key “CFHDEABG” and get the original data “scenario”. Count the number of 
vowel’s, 0’s and 1’s in the chunk of original data obtained which is C i.e., C = 4. 

Now permute “CFHDEABG” with same key-shuffle permutation array, we get 
“HAGDECFB”, use this key to decrypt next 8 bytes of data and take C from original 
data obtained. Similarly by permuting the key successively, we get “GCBDEHAF”, 
“BHFDEGCA” and “FGADEBHC”. Permuting “FGADEBHC” we get the original 
key “ABCDEFGH” which is discarded and we take K. Hence K=5. Suppose K>8, 
take K = K mod 8. Now consider original key and shift left 5 times, we get 
“FGHABCDE” and consider the obtained key as original key. Exchange 4th and 5th 
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value in the key-shuffle permutation array “3 6 8 4 5 1 2 7” to get new key-shuffle 
permutation array i.e., 3 6 8 5 4 1 2 7. Now new original key and the new key-shuffle 
permutation array is “FGHABCDEF” and “3 6 8 5 4 1 2 7”. 

Table 2. Key generation algorithm for decryption 

 

2.3 Analysis of the Proposed System 

Cryptanalyzer needs 256 times to break the key in standard DES. In the proposed sys-
tem along with original key, cryptanalyzer requires key-shuffle permutation array of 
length 8. For every 8 bytes of original data to be encrypted/decrypted, key-shuffle 
permutation array is required. We consider total length of the array, n=8 and total 
number of elements from the array r=8. Thus, we obtain different keys 8P8i:e:; 40320: 

3 Properties of the Proposed System 

The proposed key generation system has the following advantages: 

1. The 8 bytes (64 bits) original key and the permutation array generate many other 
keys without repetition to use for encryption and decryption instead of using the 
original key. This would give 256*40320 trials instead of 256 [5]. 

2. The parameters number of keys generated by the key shuffle permutation array (K) 
and count of vowel’s, 0’s and 1’s (C) helps in changing the original key and Key-
shuffle permuted array so that unrepeated keys are generated. This makes cryptana-
lysis difficult even when the algorithm is known to the cryptanalyst. 

3. This makes the differential cryptanalysis tedious as the key and key-shuffle array 
both keeps changing which in turn gives different keys for every chunk of the data 
to be encrypted or decrypted [6]. 



 Mobile Payment Security by Key Shuffle Mechanism in DES 285 

4. Randomly changing keys in the key generation system gives negligible chances for 
crypt analyzers to identify the key. By the time cryptanalyst identifies the key and 
the key-shuffle order, both would be changed. 

4 Conclusion 

Standard DES key generation can be cryptanalyzed with 256 maximum trails. We 
propose a novel key shuffle mechanism which increases the maximum number of 
trials and provides more security. Hence rendering the key generation technique te-
dious to cryptanalyzer using our key-shuffle permutation array. The drawback of the 
standard DES key generation mechanism is overcome by the proposed key generation 
algorithm by changing the original key for every 8 bytes of data to be encrypted or 
decrypted. In our scheme along with the original key the intruder also needs key-
shuffle permutation array to cryptanalyze the message. The work factor of our key-
shuffle permutation array mechanism is increased to 256*40320. 
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Abstract. In this work, we have proposed an approach which combines two 
source separation techniques, convolutive blind source separation (BSS) ex-
ploiting the second-order non-stationary signals and binary time-frequency 
masking, together with a cepstral smoothing post-processing. The latter consists 
in smoothing of the estimated binary masks from the outputs of BSS algorithm 
in cepstral domain. The idea behind employing a cepstral smoothing of spectral 
masks is to improve the interference suppression and to reduce musical noise 
typically produced by time-frequency masking. Experimental results and the 
evaluation measurement prove the performance of proposed convolutive blind 
speech separation system. 

Keywords: Cepstral smoothing, Ideal binary mask, Convolutive mixtures, 
Blind speech Separation. 

1 Introduction 

In the real world situation, the problem of blind separation of mixture signals meas-
ured by multiple microphones is usually modeled as convolutive. In which, the ob-
served signal are formed by a filtered versions of the original signals. This case is 
viewed as a generation of instantaneous case. The classic example of this challenging 
is the cocktail-party problem that has been investigated and studied in extensive re-
search work [1], [2]. Many algorithms have been proposed for the blind speech sepa-
ration (BSS) of convolutive mixtures. These algorithms can be generally grouped into 
two categories [10]. The first tend to solve the BSS problem in the time domain, 
where generally it represents an extended of instantaneous domain algorithms to the 
convolutive mixture model [13],[ 3],[4]. However, this approach incurs a considerable 
computational cost for estimating the filter coefficients associated to the convolution 
operation. The second approach consists on decomposing the convolutive model into 
multiple instantaneous problems at each frequency bin [5], [6]. As a result, the fre-
quency BSS approach is characterized by better convergence properties than temporal 
BSS and it has simpler implementation. 

To perform the separation task, the convolutive BSS approach can use the higher-
order statistics (HOS) [8],[18] or second-order statistics (SOS) [14], [15]. Although 
many convolutive BSS algorithms were proposed, there is still no reliable BSS  
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algorithm that can be used for the different convolutive mixture, especially for rever-
berant and noisy mixtures. For these cases, the separation performance of BSS algo-
rithm is still limited and need further improvement. 

Recently, a novel technique based on time-frequency masking has been proposed 
in computational auditory scene analysis (CASA) [11]. This technique, known as 
ideal binary mask (IBM), has been shown to be very well suited for speech separa-
tion. Indeed, it has shown promising properties as well in suppression interference as 
in improving intelligibility of target speech. IBM can be constructed by comparing the 
corresponding T–F units of target speech and background interference, where it is 
labeled with a value 1 if the target energy is stronger than the interference energy and 
with a value of 0 otherwise [11], [9]. However, the T-F masking generally caused 
temporal fluctuation artifact, so-called musical noise. In order to overcome this prob-
lem, a temporal cepstral smoothing of the ideal binary mask in cepstral domain is 
proposed in [16]. This step eliminates the random peaks in the time-frequency plane 
which can lead musical noise while preserving the speech structure of target speech. 

The approach proposed in this paper is based on convolutive blind speech separa-
tion exploiting the second-order non-stationary signals and cepstral smoothing of 
binary masks. The estimated speech signals obtained using convolutive BSS algo-
rithm proposed in [5] are then used to estimate the ideal binary masks. These masks 
are then smoothed in the cepstral domain and applied to estimated speech signals in 
order to generate the final separated signals. The organization of this paper is as fol-
lows: the section 2 introduces BSS problem in the convolutive case and describes the 
BSS algorithm used in our system. The cepstral smoothing of time frequency masking 
is presented in section 3. Section 4 exposes the experimental results and the evalua-
tion measurements. Finally, Section 5 concludes our work. 

2 Convolutive Blind Speech Separation 

The convolutive BSS aims to extract the speech signals from theirs mixtures signals 
without referring to any information about the source or about the mixing model 
witch assumed to be convolutive. It can be modeled as follows: 

                                       1 1

( ) ( 1)
N P

m mn n
n p

x t h s t p
= =

= − +
                                       

 (1)
 

Where mnh  is the impulse response of the mixing system, [ ]1( ) ,..,
T

Mx t x x=  is a 

vector of the mixtures signals ( )mx t  and [ ]1( ) ,..,
T

Ns t s s= is a vector of unknown 

sources signals ( )ns t . 

This model can be written using matrix notations as: 

1

( ) ( 1)
P

m p n
p

x t H s t p
=

= − +
                                       

(2)
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Taking a short-time Fourier transform (STFT) of the equation (1) the convolutive 
BSS problem is converted to multiple instantaneous problems in the frequency do-
main. This equation can be written as: 

( ) ( ) ( , )mx k H k S k m=
                                          (3) 

The objective of blind speech separation is to find a demixing filter ( )W τ which is 

assumed to be invertible and time invariant. It is used to calculate the estimated signal 
( )s t


of source signals according to the following equation: 

                                            0

( ) ( ) ( )
Q

s t W x t
τ

τ τ
=

= −

                                             
(4)

 

 

Fig. 1. The framework of proposed convolutive speech separation system 

The proposed convolutive speech separation system, as illustrated in Figure 1, con-
tains two modules shown in dotted boxes. In the first module, the separated signals 
are extracted using the convbss algorithm introduced by Parra and Spence [5]. This 
algorithm exploits the non stationarity structure of the speech signals. The separation 
task is done by performing a simultaneous diagonalization of cross-power spectrum 
and minimizing of a least squares cost function that leads to the estimation of the 
unmixing matrix ( )W k . The separated signals are extracted by applying the unmix-

ing filter to the mixtures signals. 

( , ) ( ) ( , )S k m H k X k m=


                                          (5) 

The results signals ( , )S k m


are then used to perform a cepstral smoothing step in the 

second module. In the first step of this module, two ideal binary masks are estimated 
using the obtained signals in the previous module. Then, temporal smoothing of these 
masks is done in the cepstral domain. Finally, the obtained masks are applied to the 
signals in order to generate the final estimated signals. The description of the cepstral 
smoothing module is given bellow. 
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3 Cepstral Smoothing of Time-Frequency Masking 

3.1 Ideal Time-Frequency Binary Masking 

The estimated speech signals 1s


and 2s


which were obtained in the last step are trans-

formed into T-F domain using the STFT so that their spectrograms are obtained: 

1 1

2 2

( , )

( , )

s S k m

s S k m

⎯⎯→
⎯⎯→



                                                  (6) 

Where k and m are respectively, the frequency and the time frame index. 
The two ideal binary masks M1 and M2 are then determined by comparing the 

energy of each T–F unit of the two spectrograms as following: 

1 2
1

2 1
2

1    if ( , ) ( , )
( , )

0   otherwise

1    if ( , ) ( , )
( , )

0   otherwise

S k m S k m
M k m

S k m S k m
M k m

τ

τ

= 

= 






                         

(7)

 

Where the threshold is chosen such τ=1. 

3.2 Cepstral Smoothing of Spectral Masks 

In order to reduce the musical artifact produced by the T-F masking, the binary masks 
are transformed into cepstral domain in which different cepstral smoothing level is 
done [16]. This smoothing procedure can reduce the musical noise while preserving 
the broadband structure and pitch harmonic information of the target speech signal 
[12],[16],[17]. The cepstral representation of each spectral mask is obtained as: 

( ){ }1
1,.. 1( , ) ln ( , )cep

i i k KM l m D F T M l m−
= −=

                      (8) 

Where l and K are the quefrency bin index and the length of the discrete Fourier 
transform (DFT) respectively. 

Then, a first order temporal recursive smoothing is applied to the result mask as: 

( , ) ( , 1) (1 ) ( , )cep cep cep
i l i l iM l m M l m M l mβ β= − + −

              (9) 

Where the value of smoothing constants lβ  are chosen separately according to the 

different values of the quefrency bins l as: 

{ }

( ){ }

   if 0, ..,

  if 

  if 1 , ..., \

env env

l pitch pitch

peak env pitch

l l

l l

l l K l

β
β β

β

 ∈
= =


∈ +

                  (10) 
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For the low values of the quefrency bins ( 0 envl l≤ ≤ ) which represent the spectral 

envelope of the mask ( , )cep
iM l m , the envβ  is chosen to be a small value in order to 

maintain the speech onsets and the spectral envelope. Likewise, the regular structure 

of the pitch harmonics is protected by applying a low smoothing pitchβ
 
for pitchl l= . 

The rest of quefrency bins represents the fine structure of ( , )cep
iM l m that contained 

the narrow spectral peaks with a high probability. This unwanted peak generally leads 

to the harmonic distortion. Therefore, a strong smoothing (a large value for peakβ ) 

should be performed to these coefficients. 

For each time-frame m, the pitch frequency pitchl is calculated using the cepstral 

domain representation ( , )cepsig l m  of the estimated speech signals 1s


and 2s


 as the 

following [16]: 

{ }arg max ( , ) |cep
pitch l low highl sig l m l l l= ≤ ≤                     (11) 

The two values of  llow and lhigh are chosen so that possible pitch frequencies 50 to 
500 Hz of human speech may be accommodated. 

The mask ( , )cepSm
iM l m  is then determined by remaining symmetric half of cep-

strum: 

( , ) ( , )cep cep
i iM l m M K l m= −   for   l ≥ K/2                    (12) 

The final smoothed spectral mask ( , )f
iM l m is taken out as follows: 

{ }( )0 ,.. . , 1( , ) e x p ( , ) |c e p S m c e p
i i l KM k m D F T M l m = −=              (13) 

These two obtained smoothed masks are then applied to the T-F representation 

S1(k,m) and S2(k,m) of two outputs estimated signals 1s


and 2s


. 

( , ) ( , )cepSm cepSm
i i iS k m M S k m=                                      (14) 

Finally, the final estimated speech signals 1
fs


and 2
fs


 are subsequently recovered in 

the time domain using inverse short time Fourier transform (ISTFT). 

4 Results and Evaluation 

In this section, we illustrate the performance evaluation of the proposed method. We 
have considered the convolutive case where the number of sources is equal to the 
number of mixtures. The experiments were done using two convolutive mixtures 
consisting of two speech signals. These speech signals were mixed together using a 
simulated room model [21]. The reverberation time (RT) was, respectively, chosen 
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equal to 30, 50, 100, 150, 200 ms .The settings for all experiments are illustrated in 
the table 1. 

Table 1. Parameter values for our experiments 

   
DFT length= 2048

overlap factor=0.75

 

Βenv = 0 
Βpitch = 0.9
βpeak = 0.4 
 

lenv= 8 
llow= 16 

lhigh=120

To evaluate our BSS system, we have used different performance metrics including 
objective and subjective evaluations.  We have exploited the ratio signal to interfe-
rence ratio (SIR) as the objective evaluation. This reliable measurement was generat-
ed using the BSS evaluation toolbox [7],[20]. It can be expressed by the following 
equation: 

2

arg

220 log
t et

interf

s
SIR

s
=                                             (15) 

Where argt ets
 
and interfs  are, respectively, an allowed deformation of the target 

source si and an allowed deformation of the sources which takes account of the inter-
ference of the unwanted sources. 

Table 2. The obtained SIR and SNRi for different RT 
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Additionally, we have used the perceptual evaluation of speech quality PESQ as a 
subjective test. The PESQ measure, which is an objective method defined in the  
ITU-T P.862 standard [19], represents the equivalents of the subjective measure Mean 
Opinion Score (MOS). The experiment results of our convolutive BSS system has 
been compared to that of the convbss algorithm [5]. The results from the series of 
experiments are summarized in the table 2. It reports evaluation results for the sepa-
rate performance measures including ratio SIR and PESQ obtained after separation by 
convbss algorithm and the proposed method. The results showed that our convolutive 
BSS approach has yielded a good performance for different values of RT. It can be 
observed that the best performance was obtained for the smallest value of RT and the 
performance of our proposed system was degraded gradually by increasing the RT 
from 30 to 200. However, these results seemed to be expected due to the augmenta-
tion of sound reflections for higher reverberation. 

As reported in table 2, the proposed system was yielded interesting performance in 
comparison with convbss algorithm for different values of RT. We can see that the 
performance has improved considerably in terme SIR due to the cepstral smoothing 
step. For example, the SIR average obtained, where the simulated room RT=30, is 
20.87 db for convbsss algorithm and 31.04 db for the poposed method.This improve-
ment has been confirmed with the Perceptual Evaluation of Speech Quality (PESQ) 
measure, which represents as one of reliable methods of subjective test, was used to 
measure the quality of the separated speech signals. The PESQ measurement returns a 
score from 0.5 to 4.5. The results showed that our system has yielded remarkable 
results in terms of perceptual quality and still more effective than the convbss algo-
rithm. For instant, in the experiment where the simulated room RT=30, we obtained 
PESQ equal to 2.93 for the proposed method and 2.83 for convbss algorithm. 

5 Conclusion 

In this paper, we have presented a blind speech separation system of convolutive mix-
tures. The proposed approach can be summarized in two essential steps. First, the 
speech signals were separated using convolutive BSS algorithm exploiting the 
second-order non stationary signals. Then, a cepstral smoothing of spectral mask as a 
post processing has done. This step consisted to smoothing the ideal binary masks 
which were estimated using the separated speech signals obtained in the first step. 
The experimental results and the evaluation measurement showed the efficiency of 
our BSS system for separating two signals sources using two microphone recordings. 
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Abstract. No-wait flow shop scheduling problems have been proved to be NP-
hard. Therefore, heuristics are considered as the most suitable ones for 
obtaining near optimal solutions and are generally developed in two phases 
namely, initial solution phase and improvement solution phase. We propose a 
method for obtaining the initial solution with a view to minimize total flow 
time. The exhaustive computational results reveal that the proposed method 
performs better than the existing heuristics with respect to both quality of 
solution and computational time.  

Keywords: No-wait flow shop scheduling, Heuristics, Initial sequence, Total 
flow time. 

1 Introduction 

No-wait flow shop problems belong to the class of NP hard [1] and are commonly 
experienced in the industry and in many real-life applications. In these problems, each 
job is to be processed until completion without interruption either on or between 
machines. It is assumed that pre-emption is not allowed and the operation times on all 
machines are deterministic and known. A detailed survey of the methods and 
applications of these scheduling problems is given by Hall and Sriskandarajah [2]. 
Total flow time (TFT) is an important performance criterion in scheduling literature. 
Noteworthy heuristic algorithms for the no-wait flow shop with TFT criterion have 
been developed by Rajendran and Chaudhuri [3], Bertolissi [4], and Aldowaisan and 
Allahverdi [5]. In the present paper, we propose a method for obtaining the initial 
sequence for minimizing TFT in no-wait flow shop scheduling. We experimentally 
demonstrate that the proposed initial solution method performs significantly well 
compared to the initial solutions obtained by the currently popular heuristics. 

2 The Problem Description 

The problem is to determine a sequence of n jobs that minimizes the TFT criterion in 
no-wait flow shop scheduling. Let σ = {σ1, σ2, …, σn} represent the sequence of n 
jobs to be processed on m machines, and d(i, k) the minimum delay on the first 
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machine between the start of job i and the start of job k (required because of the no-
wait restriction). Also, let p(σi, j) represent the processing time on machine j of the 
job in the ith position of a given sequence, and d(σi-1, σi) denote the minimum delay 
on the first machine between the start of two consecutive jobs found in the (i-1)th and 
ith position of the sequence. TFT of the sequence of n jobs in the no-wait flow shop 
scheduling is given by, 

1 , ,  

Where, the delay matrix of the d(i, k) values are calculated as in Bertolissi [4].  

3 Initial Solutions Using Various Heuristics 

Heuristics for these problems are generally developed in two phases namely, initial 
solution phase and improvement solution phase. It has been observed from scheduling 
literature [6] that the good initial solution helps in improving the quality of the final 
solution obtained by the improvement solution phase. 

3.1 Initial Solution Phase of Rajendran and Chaudhuri Heuristics [3]  

Rajendran and Chaudhuri [3] used two heuristic preference relations separately as the 
basis for selecting the initial sequence of jobs. Let Ai ∑ m j 1 p i, j  and Bi ∑ p i, j . For heuristic 1, the initial sequence is obtained by arranging the jobs 
in ascending order of the value of Ai. If any tie exists choose the job having the least 
value of Bi. For heuristic 2, the initial sequence is generated by arranging the jobs in 
ascending order of the value of Bi. If any tie exists choose the job having the least 
value of Ai.  

3.2 Initial Solution Phase of Bertolissi Heuristic [4]  

The main idea of the initial solution phase of Bertolissi heuristic [4] is to calculate the 
minimum apparent flow time of each pair of jobs and then to find the number of times 
of the starting jobs of the pairs, as marks. Next, by ordering the jobs in decreasing 
number of marks the initial sequence is created. To obtain the initial sequence of jobs, 
the heuristic consists of the following steps: 

Step 1: Compute the flow times for each pair of jobs i, k by using the 
equation F i, k 2p i, 1 ∑ p i, j R , where R  is recursively 
computed as R p k, m max R , ∑ p i, r , and R p k, 1 . 
Step 2: Compare each pair of flow times (F(i,k) and F(k,i)) and select the smallest 
one, and mark the starting job of the pair.  
Step 3: Count the number of marks of each job and order the jobs in decreasing 
number of marks and use this ordering as the initial sequence of jobs. 
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3.3 Initial Solution Phase of Aldowaisan and Allahverdi Heuristic [5] 

Aldowaisan and Allahverdi [5] developed the initial sequence gradually, by job 
insertion method comparing the total completion time at every partial sequence 
generated. To obtain the initial sequence of jobs, the heuristic consists of the 
following steps: 

Step 1: Pick the job i with the smallest sum of processing times, i.e ∑ p i, j∑ p r, j  | r 1,2, … n and insert it in the first position of the partial solution π1. 
Let π2 be the set of unscheduled jobs.  
Step 2: For k = 2 to n, for each job i π , insert it in position k of π1 and compute the 
corresponding (partial) completion time. Among these, select job r yielding the 
minimum completion time. Remove it from π2 and obtain a new partial sequence by 
inserting it in position k of current π1. When k = n, corresponding π1 is the initial 
sequence.  

3.4 The Proposed Method  

The well known Vogel’s Approximation Method (VAM) is used for obtaining good 
initial solutions to transportation problems [7]. Simons [8] developed the heuristic for 
flow shop scheduling with sequence dependent setup times based on the application 
of the VAM to the travelling salesman problem. Similarly, we have made an attempt 
based on the principle of VAM to generate initial complete sequence of jobs in no-
wait flow shop scheduling with TFT criterion. To obtain the initial sequence of jobs, 
the proposed method consists of the following steps: 

Step 1: Calculate the delay matrix of d(i, k) values from the processing time matrix of 
n x m by using equation, d i, k ∑ p i, r ∑ p k, r 1 , i k 
Step 2: Using the delay matrix of n x n obtained from step 1, compute the row 
difference and the column difference by considering two lowest-valued cells in each 
row and each column. Pick up the pair of jobs at the intersection of the smallest cell 
value corresponding to the greatest value of row difference and column difference. 
Remove the cell values of row and column selected as pair, and cell value at the 
intersection of interchanged jobs pair selected, from the delay matrix. 
Step 3: Repeat step 2 using current reduced delay matrix until all possible pairs of 
jobs are obtained. Otherwise, go to step 4.  
Step 4: Arrange all the pairs of jobs combining each other to obtain a possible 
complete sequence of jobs. The complete sequence is then selected by breaking the 
chain at each possible point and implementing the sequence with the lowest TFT. 
This sequence of jobs with TFT value is considered as the output. 

4 Computational Experience 

The proposed method and the four existing heuristics considered for comparison have 
been coded in C and run on a PC having specifications as Intel Core 2 Duo, 2.93 
GHz, 2 GB RAM. The processing times on machines were generated for each 
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problem instance by using uniform random u(1 to 99) discrete distribution. Average 
relative percentage deviation (ARPD) from best heuristic initial solution is considered 
as performance measure and is given by, ARPD  100k  Heuristic   BestBest  

where, Heuristici is the initial solution value obtained for i-th instance, Besti is the best 
initial solution value obtained for that instance, and k is the number of problem 
instances. The comparative results presented in the Table 1 reveal that the proposed 
method performs significantly better over the existing heuristics in almost all cases. 
The average computational times (in seconds) for the heuristics and the proposed 
method are reported in Table 2. The results show that the CPU time taken by the 
proposed method is better than those of the existing heuristics.  

Table 1. ARPD of the heuristic initial solutions from the best solution (considering thirty 
number of instances for each problem size)  

n m Rajendran-  
Chaudhuri 
Heuristic 1 

Rajendran-  
Chaudhuri 
Heuristic 2 

Bertolissi 
Heuristic 

Aldowaisan- 
Allahverdi 
Heuristic 

Proposed 
Method 

10 5 
10 
15 
20 

7.8631 
5.5568 
5.4776 
4.1277 

7.1924 
6.6705 
4.9307 
3.6793 

5.1176 
3.4394 
3.0012 
2.7968 

4.5140 
3.2284 
2.9579 
2.2029 

3.2849 
2.6405 
1.1428 
2.2518 

20 5 
10 
15 
20 

11.382 
11.379 
10.349 
10.930 

7.8077 
9.4529 
8.1420 
6.9684 

8.0599 
7.1394 
8.3506 
8.1605 

2.4521 
2.7259 
1.9984 
1.6654 

0.7833 
1.8087 
1.7655 
1.2927 

30 5 
10 
15 
20 

14.747 
14.528 
14.536 
14.822 

10.319 
11.340 
10.939 
11.024 

10.286 
10.980 
12.950 
11.981 

1.8205 
2.3936 
2.2535 
1.5540 

1.7393 
0.5448 
0.8579 
1.1727 

40 5 
10 
15 
20 

16.989 
18.517 
17.765 
18.897 

13.726 
14.236 
12.878 
13.806 

14.347 
14.904 
15.903 
15.360 

1.7723 
1.7423 
1.4992 
2.1418 

0.6752 
0.7744 
0.4908 
0.5786 

50 5 
10 
15 
20 

17.537 
20.297 
21.155 
20.346 

13.986 
16.098 
14.896 
15.213 

15.958 
17.703 
18.815 
17.854 

1.1344 
1.5160 
1.4064 
1.8200 

1.2048 
0.8333 
0.8896 
0.6898 

60 5 
10 
15 
20 

19.438 
22.354 
22.399 
22.236 

15.728 
18.207 
16.645 
16.888 

18.167 
19.281 
19.817 
20.066 

1.5634 
1.3424 
1.1305 
1.9868 

1.1545 
1.2765 
0.8996 
0.3680 

Average 15.151 11.699 12.518 2.0343 1.2133 

5 Conclusion  

In this paper, we have presented a method based on the principle of well known 
Vogel’s Approximation Method for generation of initial solutions for the no-wait flow 
shop scheduling for minimizing TFT criterion. The results show that the proposed 
method outperforms the existing heuristics. Also, the average computational times 
required are found to be comparable.  
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Table 2. Mean CPU times (in seconds) for the initial solutions of various heuristics 

n m Rajendran- 
Chaudhuri  
Heuristic 1 

Rajendran- 
Chaudhuri  
Heuristic 2 

Bertolissi 
Heuristic 

Aldowaisan- 
Allahverdi 
Heuristic 

Proposed 
Method 

10 5 
10 
15 
20 

0.0000 
0.0002 
0.0002 
0.0004 

0.0000 
0.0002 
0.0004 
0.0004 

0.0000 
0.0002 
0.0003 
0.0004 

0.0000 
0.0002 
0.0004 
0.0004 

0.0000 
0.0002 
0.0002 
0.0002 

20 5 
10 
15 
20 

0.0002 
0.0004 
0.0010 
0.0016 

0.0002 
0.0004 
0.0010 
0.0016 

0.0002 
0.0004 
0.0010 
0.0018 

0.0002 
0.0006 
0.0012 
0.0018 

0.0004 
0.0004 
0.0006 
0.0006 

30 5 
10 
15 
20 

0.0004 
0.0010 
0.0022 
0.0034 

0.0004 
0.0010 
0.0022 
0.0036 

0.0005 
0.0012 
0.0024 
0.0038 

0.0006 
0.0012 
0.0026 
0.0040 

0.0010 
0.0012 
0.0016 
0.0020 

40 5 
10 
15 
20 

0.0006 
0.0018 
0.0038 
0.0062 

0.0004 
0.0020 
0.0036 
0.0054 

0.0008 
0.0022 
0.0040 
0.0064 

0.0008 
0.0024 
0.0042 
0.0070 

0.0022 
0.0026 
0.0034 
0.0040 

50 5 
10 
15 
20 

0.0010 
0.0032 
0.0062 
0.0098 

0.0006 
0.0030 
0.0060 
0.0096 

0.0012 
0.0032 
0.0064 
0.0098 

0.0016 
0.0040 
0.0070 
0.0112 

0.0038 
0.0048 
0.0062 
0.0054 

60 5 
10 
15 
20 

0.0014 
0.0050 
0.0076 
0.0150 

0.0012 
0.0046 
0.0070 
0.0140 

0.0018 
0.0052 
0.0080 
0.0160 

0.0022 
0.0060 
0.0110 
0.0170 

0.0052 
0.0060 
0.0072 
0.0084 

Average 0.003025 0.002867 0.003217 0.003650 0.002817 
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Abstract. Multihop routing network with is to dynamically combine with fre-
quency network is an emerging concept for improving the energy consumption 
and node reachability. Using wireless sensor networks (WSNs) to observe phys-
ical processes for control systems has attracted much attention recently. For 
some real-time control applications, controllers need to accurately estimate the 
process state within rigid delay constraints. By restricting the SFN sizes to a 
maximum number of nodes, the energy efficiency may be improved while the 
reachability is deteriorated. In this paper, we analyze several aspects of multi-
hop networks with forward segmentation. For accurately estimating a process 
state as well as satisfying rigid delay constraints, we analyze an dependable 
segmented network estimation approach. Our network estimation operation  
performed at intermediate relay nodes which is interference-free, and able to 
aggregate as much estimate information as possible from a network to a sink 
within delay constraints. Several distributed real-time applications demand hard 
guarantees on the message delivery latency and the recovery delay from com-
ponent failures. As these demands cannot be met in traditional datagram servic-
es, need to analyze several new aspects we delay backup segmentation with 
multihop network. 

Keywords: SN, delay, backup channel, multihop network. 

1 Introduction 

The advent of multihop network with forwarding channel is most popular and new era 
in today’s technology. Sensor data is shared between these sensor nodes and used as 
input to a distributed estimation system whose function is to extract the relevant in-
formation from the available data. Fundamental design objectives of sensor networks 
include reliability, accuracy, flexibility, cost effectiveness and ease of deployment. In 
wireless multi-hop Ad hoc networks, each node could be a router. Due to the conten-
tion for the shared channel, the throughput of each single node is limited not only by 
the raw channel capacity, but also by the transmissions in its neighborhood. A multi-
hop traffic flow encounters contentions not only from other flows which pass by its 
neighborhood, but also from the transmissions of itself because the transmission at 
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each hop has to contend the channel with upstream and downstream nodes [1] [2]. 
There are several analysis which simplify multi-hop transmission into single-hop 
transmission [3] or an interference area [4] as their research issues. Single-hop fair-
ness does not translate into multi-hop fairness because of the traffic dependency 
among different hops of a multi-hop flow. 

Routing in sensor networks is very challenging due to several characteristics that 
distinguish them from contemporary communication and wireless ad hoc networks 
[5]. First of all, generated data traffic has significant redundancy in it since multiple 
sensors may generate same data within the vicinity of a phenomenon. Such redundan-
cy needs to be exploited by the routing protocols to improve energy and bandwidth 
utilization. Second, sensor nodes are tightly constrained in terms of transmission 
power, on-board energy, processing capacity and storage and thus require careful 
resource management. All the sensor nodes cooperate with each other to feel, connect 
and deal with the data in the detected field, and then send the result to the observers 
[6][7]. The development of wireless sensor networks was originally motivated by 
military applications such as battlefield surveillance. Multihop routing is expected to 
be a key component in future wireless communication techniques such as mobile ad-
hoc computer networking (MANET), WLAN mesh networks, wireless sensor-
actuator networks (WSAN) and ultra-wideband (UWB) wireless-USB extension, and 
may also be useful in wireless digital radio and TV distribution. Currently, in the field 
of WSNs, the researches of state estimation and protocol design have remained large-
ly separate. In the aspect of state estimation, estimation based on single sensor infor-
mation over lossy networks has been extensively studied recently [8][9][10][11][12]. 
But these estimation techniques only view the network as a single end-to-end com-
munication channel characterizing some data loss model and adapt to underlying 
communication protocols passively. 

The communications schemes designed to tolerate faults can be broadly divided in-
to proactive and reactive schemes. In the former, the failure-recovery process runs 
throughout the duration of the message transmission in anticipation of failures, while 
in the latter, the recovery process is initiated after detecting failure. In this paper we 
analyze several sympatric behaviors with the model which may be useful. The re-
maining of this paper is organized as follows. We discuss forwarding segmented 
backup scheme in Section 2. In Section 3 we discuss about SCR. The Evolution and 
recent scenario in section 4.In section 5 we discuss about model and problem formu-
lation. The conclusions and future directions are given in Section 6. Finally references 
are given. 

2 Forwarding Segmented Backup Scheme 

When a fault occurs in a component in the network, all dependable connections pass-
ing through it have to be rerouted through their backup paths. This process is called 
failure recovery. This has three phases: fault detection, failure reporting and backup 
activation. The restoration time, called failure recovery delay, is crucial to many real 
time applications, and has to be minimized. One way of classifying backups is based 
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on the architecture. That is, backups are classified in terms of the objects they deal 
with and the amount of awareness the backup application has of these objects. 

2.1 Image- or Block-Level Backup 

The backup application in this case deals with blocks of data. Typically, this kind of 
backup scheme needs all applications on the server to cease accessing the data that is 
being backed up. The application opens the disk to be backed up as a raw disk (ignor-
ing the file locations) and literally does logical block-level read and write operations. 
The advantages of this kind of backup are that the backup and restore operations are 
very fast, and it can be a good disaster recovery solution. One disadvantage is that 
applications and even the operating system cannot access the disk while the backup or 
restore is happening.  

2.2 File-Level Backup 

With this type of backup, the backup software makes use of the server operating sys-
tem and file system to back up files. One advantage is that a particular file or set of 
files can be restored relatively easily. Another is that the operating system and appli-
cations can continue to access files while the backup is being performed. There are 
several disadvantages as well. The backup can take longer, especially compared to an 
image-level backup. If a lot of small files are backed up, the overhead of the operating 
system and file and directory metadata access can be high. Also the problem of open 
files described earlier exists and needs to be solved.  

2.3 Application-Level Backup 

In this case, backup and restore are done at the application level, typically an enter-
prise application level—for example, Microsoft SQL Server or Microsoft Exchange. 
The backup is accomplished via APIs provided by the application. Here the backup 
consists of a set of files and objects that together constitute a point-in-time view as 
determined by the application. The main problem is that the backup and restore opera-
tions are tightly associated with the application. If a new version of the application 
changes some APIs or functionality of an existing API, one must be careful to get a 
new version of the backup/restore application.  

2.4 Incremental Backup 

An incremental backup archives only the changes since the last full or incremental 
backup. Again, the obvious advantage is that this backup takes less time because 
items not modified since the last full or incremental backup do not need to be copied 
to the backup media. The disadvantage is that a disaster recovery operation will take 
longer because restore operations must be done from multiple media sets, correspond-
ing to the last full backup followed by the various incremental backups It is control by 
data center to confirm the backup scheme for the same concern. 
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Fig. 1. Data Backup Center 

It is possible to construct segmented backups optimized for different goals such as 
better resource utilization versus better failure-recovery delay. In this paper, we spe-
cifically provide algorithms for: 1) minimizing spare resources reserved by multiplex-
ing segmented backups; and 2) constructing segmented backups that are optimal with 
respect to resource utilization. In forwarding backup scheme and its advantages over 
the end-to-end backup scheme. To establish dependable connections fault tolerant and 
real-time connections, earlier schemes have used end-to-end backups, backups that 
run from the source to the destination without sharing any components with the pri-
mary path. To establish forwarding scheme we taken the primary path with segmented 
backup. We find a backup path for each segment, which we call backup segment, 
independently. By segmented backup we refer to these backup segments taken to-
gether which is shown in fig2. The primary channel has three primary segments, each 
with its own backup segment.  

 

Fig. 2. Primary segmented Backup 

These three backup segments together constitute the segmented backup for this 
primary path. In any network topology, whenever two disjoint paths exist between a 
pair of end nodes, backup segments are guaranteed to exist for any choice of a prima-
ry path between them. Similar guarantees cannot be provided on the existence of end-
to-end backup. 
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3 Delay and Scalability 

When a fault occurs in a component in the network, all dependable connections pass-
ing through it have to be rerouted through their backup paths. This process is called 
failure recovery. This has three phases: fault detection, failure reporting and backup 
activation. In Real Time Communication, it is essential to have the delays along both 
the primary and the backup channels to be as low as possible. Hence, we might have a 
restriction on the amount by which the delay along the backup exceeds that along the 
primary path. Adaptive QoS routing is a cross-layer optimization adaptive routing 
mechanism. The cross-layer mechanism provides up-to-date local QoS information 
for the adaptive routing algorithm, by considering the impacts of node mobility and 
lower-layer link performance. The multiple QoS requirements are satisfied by adap-
tively using forward error correction and multipath routing mechanisms, based on the 
current network status. The complete routing mechanism includes three parts: (1) a 
modified dynamic source routing algorithm that handles route discovery and the col-
lection of QoS related parameters; (2) a local statistical computation and link monitor-
ing function located in each node; and (3) an integrated decision-making system to 
calculate the number of routing paths, coding parity length, and traffic distribution 
rates.  

The segmented backup scheme scales well since it does not demand global know-
ledge and does not involve any kind of broadcast. There is no necessity for a network 
manager and this scheme works well in a distributed network. For Backup Multiplex-
ing each node needs to know the primary paths of the channels whose backups pass 
through it. This is easily accomplished if the information is sent along with the packet 
requesting the establishment of backup channel. Upon encountering faults, control 
messages are not broadcast, but sent only to a limited part of the network affected by 
the fault. 

4 Evolution and Recent Scenario 

In 2003, Mostafa I. Abd-El-Barr [13] analyzed about Wireless sensor networks 
(WSNs) which have a wide range of invaluable civil and military applications. Nodes 
in WSNs act as information sources, sensing and collecting data samples from their 
environment. They perform routing functions, creating multi-hop wireless networking 
fabric that conveys data samples to other sensor nodes. In 2010, Haitao Zhang et al. 
[13] proposed an in-network estimation approach which includes two coupled parts: 
the estimation operations performed at sensor nodes and an aggregation scheduling 
algorithm. Our in-network estimation operation performed at intermediate relay nodes 
not only optimally fuses the estimates obtained from different sensors but also pre-
dicts upper stream sensors’ estimates which cannot be aggregated to the sink before 
deadlines. There estimate-based aggregation scheduling algorithm, which is interfe-
rence-free, is able to aggregate as much estimate information as possible from a net-
work to a sink within delay constraints. They prove the biasedness of in-network  
estimation, and theoretically analyze the optimality of our approach.  
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Abstract. Clustering is the popular unsupervised learning technique of data 
mining which divide the data into groups having similar objects and used in 
various application areas. k-Means is the most popular clustering algorithm 
among all partition based clustering algorithm to partition a dataset into 
meaningful patterns. k-Means suffers some shortcomings. This paper addresses 
two shortcomings of k-Means; pass number of centroids in apriori and does not 
handle noise. This paper also presents an overview of cluster analysis, 
clustering algorithms, preprocessing and normalization techniques in modified 
k-Means to improve the effectiveness and efficiency of the modified k-Means 
clustering algorithm.  

Keywords: Algorithm, Clustering, k-Means, Preprocessing, Normalization. 

1 Introduction 

Important pattern from various engineering fields can be extracted using different 
techniques like classification, clustering, prediction of data mining. Goal of clustering 
is to separate a finite unlabeled data set into a finite and discrete set of “natural,” 
hidden data structures, rather than provide an accurate characterization of unobserved 
samples generated from the same probability distribution [1]. People always learn new 
object and properties of that object which can be comparable with other objects based 
on similarity or dissimilarity. Clustering is an unsupervised learning technique of data 
mining where huge collection of data is classified into clusters having similarity among 
data objects. Various clustering algorithms according to different techniques have been 
designed and applied to various data mining problems successfully. These algorithms 
promise to generate efficient and quality clusters, but the quality of clustering 
techniques depends on; similarity measure and technique used for implementation, 
ability to discover some or all hidden patterns, definition and representation of cluster 
chosen [2]. Accomplishment of clustering algorithms in many areas, it causes many 
precincts to the researchers when no or little information are available. There is also no 
universal clustering algorithm developed; that’s why it is very crucial job to choose 
appropriate clustering technique and algorithm considering above precincts. A simple 
and commonly used algorithm for producing clusters by optimizing a criterion 
function; defined either globally or locally, is the k-means algorithm [5]. The k-Means 
algorithm [3], [4], [5], [6], [7] is effective in producing clusters for many practical 
applications. k-Means algorithm requires the number of centroids in the data set to be 
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define in advance. This algorithm results in different types of clusters depending on the 
random choice of initial centroids. Several attempts were made by researchers to 
improve the performance of the k-means clustering algorithm. This paper discuss 
cluster analysis, comparative analysis of clustering algorithms, result analysis of 
proposed modified k-Means clustering algorithm on various datasets from UCI data 
repositories. 

2 Clustering Algorithms  

Clustering problem is represented by different ways and different clustering 
algorithms are designed and apply to solve it. Table 1 summarizes different clustering 
algorithms and specific applications where clustering algorithms are applied. 

Table 1. Comparison of Clustering Algorithms [8] 

Cluster 
Algorithm 

Complexity Type, Size and Shape of 
Data 

Application 

k-Means O(NKD) – Time 
O(N+K) – Space 

Numerical, large size data 
of spherical shape 

analyze student’s 
result data-Nigeria [9] 

PAM O(K(N-K)2 ) – for 
each iteration 

Numerical, small size 
Data of arbitrary shape  

Circuit Partitioning 
using VHDL [10] 

CLARA O(K(40+K)2 + K(N-
K)+ - Time 

Numerical, large size of 
arbitrary shape 

Image Information 
Mining [11] 

CLARANS Quadratic in total 
Performance/ O(N2) 

Numerical, large  size of 
arbitrary shape 

Spatial Data Mining 
[12] 

BIRCH O(N) – Time Numerical, large size 
Data of spherical shape 

Filtering of real 
images [13] 

ROCK O(KN2)  Mixed, Graph, Large Size 
Data(Categorical Data) 

Network Anomaly 
Detection [14] 

Chameleon O(N2) – Time Discrete, High 
Dimensional Data of 
arbitrary shape 

Gene clustering for 
biomedical literature 
[15] 

DBSCAN O(NlogN)  - Time Numerical, arbitrary of 
high dimensional Data 

Network Traffic 
Classification [16] 

OPTICS O(NlogN)  - Time Numerical, arbitrary of 
high dimensional Data 

Sequential Data [17] 

STING O(K)   Numerical, rectangular, 
Spatial Data 

Spatial Data Mining  

CLIQUE O(NK+MK) Numerical Data, arbitrary 
of high dimensional data 

Automatic subspace 
clustering [18] 

Wave Cluster O(N) Numerical, arbitrary of 
Spatial Data 

Remote Sensing 
Image Retrieval [19] 

COBWEB O(AVB2logK) sequence of simple and 
complex objects 

Dynamic Web: Profile 
Correlation [20] 

Fuzzycmeans Near O(N) Categorical Data Image Segmentation 
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Partition based clustering technique partition data into number of subsets where 
each subset represents a cluster and each cluster must contain at least on object and 
each object must belongs to exactly one cluster. Well known partitioning algorithms 
are: k-Means, k-Medoids. k-Means algorithm is one of the most popular partition 
based clustering method. Yet it suffers from the some shortcomings; number of 
clusters and initial seed values must initialize in advance, it converges to local optima 
due to random initialization of seed values. Clustering techniques and algorithm are 
being applied in a wide variety of engineering disciplines. It can be argued that there 
will not be a universal clustering algorithm that could be applied to arbitrary data. It is 
therefore important to have a clear understanding of the requirements of a particular 
application and to choose the technique that best fits those requirements. k-Means is 
used in various application areas of software. 

3 Proposed Work and Results 

As k-Means’s attractiveness lie in its simplicity and its local minimum convergence 
properties, yet it suffers from major shortcomings like; it scales poorly 
computationally means it is slow and scales poorly with respect to the time it takes to 
complete each iteration. The number of clusters k and initial seed values must to be 
supplied by the user, does not handle noise and outliers. This section address the 
shortcoming of k-Means to pass seed values in advance. Modified k-Means algorithm 
initialize seed values automatic and preprocess the data set using cleaning method and 
normalization approach with min-max, z-score and decimal scaling methods. 
Modified k-Means first preprocess the dataset with one of the minimum, constant, 
maximum, average, standard deviation options of cleaning method then normalization 
the dataset using min-max, z-score and decimal scaling techniques. Flow chart of 
proposed model “Modified k-Means Clustering Algorithm” is shown in Figure 1. 

 

Fig. 1. Flow-Chart of Modified k-Means Clustering Algorithm 
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The proposed model is implemented using Visual Basic 6.0 and MS SQL Server 
5.0 which prepare the data using different preprocessing techniques. First, Dataset is 
prepared by applying cleaning method which fill missing values with various options 
like average, maximum, minimum, constant and standard deviation and remove noise 
from the dataset. Once the noise is removed from the dataset, volume of data is 
reduced by applying different normalization approach. After data preparation, 
modified k-Means algorithm is applied computes sum of squared error of each cluster 
and mean of SSE. This section represents the performance evaluation of the proposed 
model on the River, Iris and datasets from UCI machine learning repository. During 
each iteration, the SSE of each cluster is computed. Finally, Mean of SSE (MSE) is 
computed for generated clusters which measure the accuracy of the generated 
clusters. Computed MSE for two clusters with different cleaning methods and 
normalization approaches; min-max, z-score and decimal scaling for above data sets 
is shown in Table 2.  

Table 2. Computed Error in “Modified k-Means Clustering Algorithm” 

1 2 3 4 5 6 

Data Cleaning 
Technique 

Error 
Mk-
Means 

Error in Mk-
means with Min 
Max Method  

Error in 
Mk-means 
with z-score 
Method 

Error in Mk-
means with 
Decimal Scaling 
Method 

River Average 3.407 0.769 0 0.88 
 Constant 8.758 0.433 0 1.729 
 Maximum 3.407 0.769 0 0.885 
 Minimum 7.775 0.769 0 0.912 
 Stand. Devi. 3.407 0.44 0 1.611 

 
Iris Average 11.694 6.031 8.531 1.169 

 
Breast 
Cancer 

Average 156.483 8.856 9.267 1.159 

Abalone Average 17.129 7.849 8.242 2.267 

4 Conclusion 

Clustering is an important unsupervised technique in data mining. In clustering data 
are clustered based on certain criteria so data objects are closer to each other in a 
cluster than data objects in another clusters. Clustering algorithm never is universal to 
solve all problems as they are designed on certain assumptions. k-Means is popular 
for its favorable execution time having some shortcoming like pass number of seed 
values in advance, does not handle noise and outliers. This paper discuss cluster 
analysis, comparative analysis of clustering algorithms, k-Means algorithm and its  
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shortcomings, proposed model for modified k-Means algorithm with data preparation 
which handle noise and reduce volume of the dataset by applying various cleaning 
method and min-max, z-score and decimal scaling methods of normalization 
approach. The result analysis is done using various datasets from UCI data repository. 
The proposed model suffers from shortcoming like more time complexity and number 
of clusters passes in advance. In future, we will try to remove this shortcoming of 
modified k-Means clustering algorithm. 
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Abstract. The combination of CDMA and OFDM that called “Multicarrier 
CDMA system” can reduce the interference and improve the performance of the 
system in fading channel. The conventional multicarrier CDMA system has 
three schemes. MC-CDMA, MC-DS-CDMA, MT-CDMA. The MC-CDMA 
transmitter spreads the original data stream over different subcarriers using a 
given spreading code in the frequency domain. The MC-DS-CDMA transmitter 
spreads the S/P converted data streams using a given spreading code in the time 
domain. The resulting spectrum of each subcarrier can satisfy the orthogonal 
condition with the minimum frequency separation. The MT-CDMA scheme 
uses longer spreading codes in proportion to the number of subcarriers as 
compared with a normal DS- CDMA scheme therefore the system can 
accommodate more users than the DS- CDMA scheme. MC- CDMA scheme 
can reduce interference and improve performance in fading channel.  

Keywords: OFDM, CDMA, MC-CDMA, Rayleigh channel, modulation. 

1 Introduction 

The 4G systems will provide higher data rates and greater flexibility. This will 
necessitate the use a transmission scheme that can accommodate very high data rate 
transmission over the hostile wireless channel. 

Although MC-CDMA resembles the signal structure for OFDM when the 
subcarriers are spaced as closely as possible, the manner in which the subcarriers are 
utilized is very different. In [16] OFDM is discussed as a means of decreasing the 
effective baud rate by transmitting different data symbols on different subcarriers. 
With MC-CDMA the same data bit is transmitted over all subcarriers without 
changing the original baud rate.   

MC-CDMA takes the advantages of both OFDM and CDMA and makes an 
efficient transmission system by spreading the input data symbols with spreading 
codes in the frequency domain. It uses a number of narrowband orthogonal 
subcarriers with symbol duration longer than the delay spread. This makes it unlikely 
for all the subcarriers to be affected by the same deep fades of the channel at the same 
time thereby improving performance. Synchronization during transmission becomes 
easier with longer symbol durations [3].  
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2 MC-CDMA 

MC-CDMA systems based on the combination of code-division multiple access 
(CDMA) and orthogonal frequency division multiplexing (OFDM) techniques, were 
proposed in 1993 [4]. The multicarrier CDMA schemes are categorized into two 
groups. One spreads the original data stream using given spreading code, and then 
modulates a different subcarrier with each chip, and other spreads the serial – to- 
parallel converted data using a given spreading code, and then modulates a different 
subcarrier with each of data stream[3]. These signals can be easily transmitted and 
received using the fast fourier transform (FFT) device without increasing transmitter 
and receiver complexities, and have the attractive feature of high spectral efficiency 
due to minimally densely subcarrier spacing [3]. Due to the attractive features like 
frequency diversity and high bandwidth efficiency [3], MC-CDMA outperforms 
direct sequence CDMA and MC-DS-CDMA in terms of BER performance over the 
downlink. Hence, MC-CDMA appears to be a suitable candidate for supporting 
multimedia services in mobile radio communications for the downlink [2]. 

2.1 Multicarrier CDMA 

The serial input data stream is converted into parallel streams and are spread using 
CDMA spreading sequences in the frequency domain. This ensures frequency non-
selective fading in the subcarriers.  

The input data symbols, di[k], are assumed to be binary antipodal where k denotes 
the kth bit interval and i denotes the ith user. In the analysis, it is assumed that di[k], 
takes on values of -1 and 1 with equal probability. The number of subcarriers Nc can 
be equal to or greater than processing gain GMC.  

The generation of an MC-CDMA signal can be described as follows. A single data 
symbol is replicated into N parallel copies. The jth branch (subcarrier) of the parallel 
stream is multiplied by a chip, from a pseudo-random (PN) code or some other 
orthogonal code of length N and then BPSK modulated to a subcarrier spaced apart 
from its neighboring subcarriers by 1/Tb. The transmitted signal consists of the sum 
of the outputs of these branches. This process yields a multicarrier signal with the 
subcarriers containing the PN-coded data symbol. The transmitted signal 
corresponding to the jth data bit of the ith user is  
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Ci(j)=[1 -1], Spreading code for the ith user;  fc =Centre Carrier frequency 
Tb = Bit duration; di(j) = input data for the ith user 

As seen from Equation (1), MC-CDMA shares same signal structure as OFDM and 
this can be achieved by performing IFFT. The spreading of data symbols is 
represented as  
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where di(j) is  the input data for the ith user and Ci(j)is the spreading code for the ith 
user. 

3 System Design 

The MC-CDMA system is design in three parts. The transmitter, The mobile radio 
channel, receiver.  

3.1 MC-CDMA Transmitter 

Multicarrier CDMA involves the concurrent transmission of identical data on multiple 
sub- carriers within an OFDM symbol. Orthogonality of each sub-carrier is achieved 
by making the carrier frequency spacing ∆f, equal to the inverse of the active symbol 
period, Ta.  

The MC-CDMA transmitter implemented is as shown in fig 1. 

 

Fig. 1. MC-CDMA Transmitter 

Forward Error Correction (FEC) coding through the application of a convoltional 
code has done. The modulation techniques used to simulate the BPSK, QPSK and 16-
PSK modulation. Walsh-Hadmard sequences are bipolar spreading sequences that are 
used for channel separation in DS-CDMA. In this implementation length of the code 
is consider 32 as per the 802.11a standard of WLAN. [6]  At the transmitter, the pilot 
symbols are inserted in the frequency domain at regular interval so when we 
interpolate at the receiver, the interpolation is the best possible everywhere.[7] 

The number of pilot symbols is given by (FFT size * 1/8). Therefore, numbers of 
pilots are 512 *1/8.These pilot symbols are placed on every eighth subcarrier to give a 
subcarrier separation of 8 kHz. This system, therefore, has 64 subcarriers allocated to 
carry pilot symbols and 448 subcarriers allocated to carry spread data. Orthogonal 
modulation is achieved using a 512- point Inverse Fourier Transform. The OFDM 
symbol is generated in base band, which means that the first sub-carrier has frequency 
equal zero [1].  

The addition of cyclic prefix of length ‘FFT size/4’ to the IFFT output ensures the 
orthogonality between the carriers and prevents Inter Carrier Interference (ICI) and 
the length of cyclic prefix is so chosen that it also remove Inter-symbol Interference 
(ISI). The modulated parallel data is converted into serial and transmitted over the 
channel. 
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3.2 Mobile Radio Channel 

The mobile radio channel places fundamental limitations on the performance of 
wireless communication systems.  

Time dispersion due to multipath causes the transmitted signal to undergo either 
flat or frequency selective fading. Flat fading channels are modeled as Rayleigh or 
Rician distributed channels.  

Rayleigh fading occurs is present when there is no Line Of Sight (LOS) component 
available. The distribution describes the statistical time varying nature of a flat fading 
channel. 

The signal arriving at the receiver is the sum of multiple, independent random 
variables. According to the Central Limit Theorem, the sum of these random variables 
converges under certain conditions to a Gaussian form. The envelope of this type of 
random variable represents a Rayleigh distribution. The pdf of the Rayleigh 
distribution is given by 
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Where ‘σ ‘the rms value of the received voltage before envelope detection and ‘σ 2‘ is 
the time-average power of the received signal before envelope detection.  

If the channel possesses a constant gain and linear phase response over bandwidth 
that is smaller than the bandwidth of transmitted signal, then the channel creates 
frequency selective fading on the received signal. Under such conditions, the channel 
impulse response has a multipath delay spread which is greater than the reciprocal 
bandwidth of the transmitted message waveform. When this occurs, the received 
signal include multiple versions of the transmitted waveform which are attenuated 
(faded) and delayed in time, and hence the received signal distorted. Frequency 
selective fading is due to time dispersion of the transmitted symbol within the 
channel. Thus channel includes intersymbol interference (ISI).  

To simulate the multipath behaviour of the channel, several Rayleigh fading 
simulators are used in conjunction.  

The signal at the input of the receiver is a multipath signal consisting of a six ray 

Rayleigh faded signal with AWGN. Let [ ]mh be the sampling version of the channel, 
then the output of the channel is: 
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3.3 MC-CDMA Receiver 

The basic block diagram of MC- CDMA receive3r is as shown in fig 2. 
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Fig. 2. Block Diagram of MC-CDMA Receiver 

The signal is converted from serial to parallel format and then the cyclic prefix is 
stripped. OFDM demodulation is performed by taking FFT of the received signal. 
Then it is despread using the same 32-bit Walsh code as at the transmitter. Channel 
estimation is done and the closest estimate of the transmitted symbol is evaluated. 
This is followed by baseband demodulation. The subsequent utilization of soft 
decision Viterbi decoding in the receiver was considered. The Viterbi algorithm 
utilizes Minimum Likelihood Sequence Estimation (MLSE) metrics. [1] 

The demodulation operation is a simple FFT according to the IFFT used as the 
OFDM modulation.  

Then the demodulated output is  
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From equation 5 it is seen that simple division of demodulated signal by the channel 
frequency response gets back the transmitted signal. 
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The pilot symbols in the frequency-time domain at the transmitter are located at 
specific points. The location of these pilot symbols are also known in the receiver. 
The channel estimate at the pilot locations can be calculated as follows, 
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rnh ,
 = impulse response at pilot positions; rnx ,  = input signal at pilot positions 

y n,r = Corresponding received signal;   n = subcarrier index ; r= OFDM symbol index 

Channel estimates from different pilot locations can then be interpolated to obtain 
channel estimates at all values of n and r. In this receiver scheme, a time domain least 
squares (TDLS) method as described in [24, 25] was implemented in order to provide 
a more realistic channel estimation based on the training sequences and pilots inserted 
into the transmitted sequence. By this method estimated channel coefficients are in 
time domain therefore to obtain in frequency domain FFT has done. 

3.4 System Software Design 

An MC-CDMA system was modelled using Matlab to allow various parameters of the 
system to be varied and tested. The aim of doing the simulations was to measure the 
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BER performance of MC-CDMA system under different channel conditions and 
baseband modulations and to allow for variations in Doppler frequency to be tested.  

The Simulation parameters considered for the MC-CDMA system implemented in 
this project are tabulated below. 

Table 1. Simulation parameters 

Freq of carrier 1GHz 

Sampling freq 10Mbps 
Bandwidth 4MHz 
No of Carriers 512 
Sub carrier spacing 8KHz 
Useful symbol duration 125μss 
Guard Time 31.25μss 

Convolutional  code generator polynomial go=171, g1= 133 (octal) 
Spreading & spreading sequence Walsh code ,32 bt 
Baseband modulation BPSK/QPSK/16- PSK/16-QAM /64-QAM 
Channel Model & multipath model Rayleigh & 6 ray model 

 
The speed of the vehicle considered as varying between 5.4Km/Hr to 200Km/Hr. 

The corresponding Doppler shift is calculated. 

Table 2. Doppler frequency Vs Vehicle velocity 

V Velocity Km / Hr 
 

df Doppler frequency 

5.4 5 
60 55.56 

120 111.1 

200 200 

4 Results 

After simulation the following result has come. 
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Fig. 3. Unequalized Received Data, Equalized Data, Constellation Diagram for 16-PSK 
Modulator in Rayleigh Channel 
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Fig. 4. Effect of Change in Doppler Frequency on BPSK Modulator in Rayleigh Channel Model 

0 5 10 15 20 25 30
10

-3

10
-2

10
-1

10
0

SNR in dB

B
it 
E
rr
or
 R

at
e

BER Vs SNR Comparison between different modulator techinque in Rayleigh channel

BPSK

16PSK

QPSK
16QAM

64QAM

 

Fig. 5. Comparison for Different Modulation Technique When Channel Model is Rayleigh and 
fd =111.1 

5 Conclusions 

Figure 3 shows output of 16 - PSK modulator with 512 points. It is seen that after 
equalization the some points remain scattered in Rayleigh channel model. The figure 
3 also indicates constellation diagram for 16-PSK. figure 4 & 5 indicates that if  SNR 
less than 15 db BPSK, QPSK performs same but after that as SNR increases BER 
reduces. 16-PSK, 16- QAM is almost having the same performance. If modulation 
technique is 64-QAM then it is possible to transmit more data at a time but BER is 
more although we increase SNR the BER is not affecting that much. 

Although there is change in Doppler shift, the performance of system does not 
affect. For SNR above 15db for irrespective of change in Doppler shift the Baseband 
Modulation technique like BPSK and QPSK are more suitable.  

With this, it is conclude that MC-CDMA can be consider as suitable modulation 
/multiple access technique in 4G mobile communication system. 
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Abstract. This paper presents a new method for adaptive filtering of a signal 
obtained from measurement of bioelectrical impedance of the human muscles. 
In our application, four electrodes were used for detecting the changes in 
movement of muscles. A bioimpedance signal can be simulated by the 
combination of respiratory component and cardiac component. LMS algorithm 
for adaptive filtering is used to eliminate the noise from bioimpedance signal. 
Thereafter the rms value of the bioimpedance is calculated using MatLab. 

Keywords: Electrical bioimpedance, Complex bioimpedance, signal processing, 
adaptive filtering, biomodulation, least mean square. 

1 Introduction 

BIOIMPEDANCE measurement for medical diagnosis purposes requires specific 
signal processing methods to reduce energy consumption and processing power 
requirements and to enhance the speed of digital processors. These requirements are 
particularly important when the miniaturized battery powered diagnosis devices are 
implantable or wearable. In this paper, we have described bioimpedance measurement 
basics as well as development tasks of the measurement setup to be designed. 

1.1 Biompedance Measurement Basics 

Electrical bioimpedance Z = R + jX is determined by measuring a voltage response V 
to an excitation current I that is passed through some tissue or organ and is found as  

                                                           Z = V /I 

Fig.1 (a). Both the real Re and imaginary Im parts (R and X) of the complex 
impedance and its variations are to be measured using in-phase and quadrature (0◦ and 
90◦) relative to I synchronous demodulation (SD) [1]. The bioimpedance is the only 
exclusively electrically measurable tissue parameter of great diagnostic value. It 
reflects the state and structure of the tissue [Fig. 1(a)] through the equivalent circuit 
[Fig. 1(b)] and parameters of its component. To obtain complete information, 
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measurement of the whole frequency response of the complex impedance[Fig. 1(c)] is 
necessary[2]. 

 
Fig. 1. Essentials of formation of (a) the electrical bioimpedance, (b) the three-component 
equivalent, and (c) the phasor diagram of static complex impedance between a pair of 
electrodes for two frequencies. Low ωl and ωh.  

1.2 Model of Bioimpedance Signal 

The model of bioimpedance signal is based on the approximation of the waveforms 
obtained from actual measurement of cardiac and respiratory signals[4]. 
Bioimpedance signal is the combination of cardiac output, which is a sawtooth 
waveform, and the respiratory output, which is a sinusoidal waveform. Therefore, in 
order to have a model for a standard  bioimpedance signal for reference , we can 
combine the sine wave and sawtooth wave[fig.2]. 

 

Fig. 2. Model of bioimpedance signal 

2 Adaptive Filtering Technique 

Adaptive filtering technique using neural networks has been shown to be useful in 
many biomedical application[3]. The basic idea behind adaptive filtering has been 
summarized by Widrow et al[5]. It reduces the mean square error between a primary 
input, which is noisy bioimpedance signal, and a reference input, which is correlated 
with the stadard bioimpedance signal[Fig. 3][6]. Adaptive filters permit to detect time 
varying potentials and to track the dynamic variations of the signal. These type of 
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Fig. 4. Adaptive filter for sine wave noise source 

2.2 Matlab Simulation 

Bioimpedance measurement devices can be realised by using of the according analog 
conversion  (modulation/demodulation) circuits, and micro controllers, or can be 
realised as analog and digital mixed signals. DSP based solutions compared with 
others are cost effective, precise, flexible and can include much functionality of 
measurement. 

 

Fig. 5. Matlab simulation model 

Fig.5 shows the matlab simulation model for adaptive filtering(LMS algorithm) of 
sinusoidal noise present in bioimpedance signal. After noise cancellation RMS value 
of the signal is calculated for better estimation of bioimpedance signal and further 
diagnosis purposes. 

3 Results and Discussion 

In this simulation work, first bioimpedance signal is generated by the combination of 
cardiac output of frequency 1 hz and respiratory output of frequency 0.5 hz, as shown 
in third subplot. This signal is applied as desired input to the LMS adaptive 
filter.After that a sinusoidal noise of frequency 2 hz is added to this bioimpedance 
signal,as shown in fifth subplot and applied as the actual input to LMS adaptive filter. 
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Fig. 6. Adaptive noise cancellation of bioimpedance signal 

Then desired signal is compared with the actual signal and the signal is restored. 
This restored signal  matches with the desired signal, as shown in sixth subplot. 
Results are shown in Fig.6. 

4 Conclusion 

In this paper, we have proposed a method to extract  the  original bioimpedance signal 
from the noisy signal obtained from human body. A reliable simulation model has 
been developed and designed. The filter does not need computation for error 
detection. As a result, it requires very little computational power or memory while 
still maintaining the ability to handle complex signal processing. Thus the adaptive 
filter approach as described herein can be applied to readily remove sinusoidal noise 
while minimally distorting the true bioimpedance signals.  
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Abstract. This paper provides a systematic comparison of four evolutionary op-
timization algorithms; elitism based genetic algorithm, particle swarm optimiza-
tion, ant colony optimization and artificial bee colony optimization in terms of 
their performance with respect to population size, convergence, fitness evalua-
tion and percentage error on an interdisciplinary problem. The case in point is 
optimized design of high performance concrete mix. The methodology consists 
of two stages. In the first stage, a huge data base of 450 mix designs garnered 
through standard research publications were statistically analyzed to elicit upper 
and lower bounds of certain range constraints and rational ratio constraints of 
functional parameters. In the second stage, the four algorithms were applied to 
find the optimized quantities of ingredients constituting the mix. The results in-
dicated that GA was bit high on errors, the other three algorithms showed al-
most same percentage of error. The convergence of bee colony optimization al-
gorithm was fast followed by particle swarm optimization.  

Keywords: Evolutionary algorithms, mix design, high performance concrete, 
trial mixes, constraints. 

1 Introduction 

High-performance concrete (HPC) is rather new terminology in concrete construction 
industry, taking the place of the well-known high –strength concrete in recent years. 
In addition to the four basic ingredients of the conventional concrete, i.e., Portland 
cement, fine and course aggregates, and water, the making of HPC needs to incorpo-
rate the supplementary cementetious materials such as fly ash and blast furnace slag, 
and chemical admixtures such as superplasticizer [1]. Evolutionary algorithms (EAs) 
have become established as the method at hand for exploring the optimization prob-
lems that are too complex to be solved by exact methods, such as linear programming 
and gradient search. This is not only because there are few alternatives for searching 
intractably large spaces for multiple Pareto-optimal solutions. Due to their inherent 
parallelism and their capability to exploit similarities of solutions by recombination, 
they are able to approximate the Pareto-optimal front in a single optimization run [2].  
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2 Significance of Research 

Most concrete design methods are fully experimental or semi-experimental. Often, spe-
cial monograms are provided. Experimental or semi-experimental methods are reliable 
and accurate: however, they involve laboratory tests, and the effects of material prices are 
neglected [3]. Simon et al. [4] have reported the development of statically designed expe-
riments named as response surface approach that facilitated increased efficiency in select-
ing optimum proportions for high performance concrete. Lim et al. [5] have reported the 
use of simple GAs for optimizing proportions of HPC. For this, the fitness function is 
developed by performing multiple regression analysis on 181 sets of mixtures. In some 
cases, it is the Contact Volume Editor that checks all the pdfs. In such cases, the authors 
are not involved in the checking phase. Maruyama et al. [6] have presented a Pareto op-
timality model for normal concrete mixture proportions according to the required per-
formances. The formulations concerning rheological parameters of fresh concrete devel-
oped by various researchers have been used as objective functions for the algorithm. The 
author has developed a neuro-fuzzy hybrid model for the design of normal concrete mix 
[7]. Elitist GA models [8] developed for the optimized mix proportioning of HPC has 
shown a good estimate of quantities of ingredients of HPC with quantity of cement on a 
higher side when compared with the experimental results. With PSO the optimized val-
ues of HPC ingredients compared very well with experimental values [9]. In this paper, 
optimal mix proportioning for HPC using four EAs is presented. The methodology in-
volves two steps: 

• Perform statistical analysis of a large database and elicit the range of values for 
functional parameters as well as constraint ratios for different 28 days compressive 
strength ranges. 

• Optimize the proportions of crucial ingredients viz., fly ash, cement, and water for 
maximum 28 days strength of concrete incorporating the constraints elicited in the 
first step. 

Compare the four methods in terms of their behavior, convergence, fitness evaluation 
and percentage of errors in estimated quantities. 

3 Optimization Formulation 

The aim of the methodology is to find the optimum mix proportion for the given 
range of 28 days compressive strength. The analytical method used in this article is 
that of three constraints, better known as the constraints of available range, rational 
ratio, and absolute volume. The objective function used in this model is an estimation 
equation developed by Hwang et al. [10], which is concerned with the compressive 
strength development of concrete containing large volumes of fly ash. The equation 
incorporates the pozzolanic effect of fly ash with the aim of establishing a technique 
of proportioning concrete with high fly ash content. The equation is given as: 

Maximize
B

W

WW
tAtf

W

CF
c +







 += α
)()(

 
(1) 
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Where A (t) is a coefficient, which indicates the strength development of concrete 
over time, and is expressed as; 

bta

t
tA

+
=)(  (2) 

In Eq. (2), t is the duration in days, a and b are experimental constants that depend 
on cement type, curing method, etc. From a large number of experimental observa-
tions, the constants a and b are given to be 0.049 and 0.0255,respectively [10]. The 
parameter B in Eq. (1) is judged as being constant regardless of age. For ordinary 
Portland cement, the value of B = −18.2 may be adopted [10]. The  α in Eqn. (1) indi-
cates fly ash’s contribution to the strength. The objective function is subjected to the 
following constraints. 

 
a) Available range constraints 

maxmin
CCC WWW <<  (3) 

maxmin
FFF WWW <<  (4) 

maxmin
WWW WWW <<  (5) 

maxmin
CACACA WWW <<  (6) 

maxmin
FAFAFA WWW <<  (7) 

maxmin
SPSPSP WWW <<  (8) 

Where WC, WF, WW, WCA, WFA, WSP are weights of cement, fly ash, water, 
coarse aggregate, fine aggregate and super plasticiser respectively. The available 
range constraints reflect the regulation and experience of concrete mix design. They 
can reduce the search space and accelerate the optimization process. 

 
b) Ratio constraints 

 
max

11
min

1 RRR ≤≤  (9) 

max
22

min
2 RRR ≤≤  

(10) 

max
33

min
3 RRR ≤≤

(11) 

max
44

min
4 RRR ≤≤

(12) 
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Where,  

R1 = WW / WC (13) 
R2 = WW / (WC + WF) 

 (14) 

R3 = WF / WC 
(15) 

R4 = WF / (WC + WF) (16) 
The rational ratios also contribute to reduction of search space and accelerate the 
search space. 

c) Absolute volume constraint: The absolute volume equation represents a condi-
tion that the total volume of the components of concrete should correspond to the 
volume of one cubic meter of concrete: 

1000=+++++
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4 Implementation Details 

Experimental data from 27 different sources were used to build the model [7]. About 
350 concrete mixtures made with ordinary Portland cement and cured under normal 
conditions were evaluated. Table 1 presents the statistical details of the entire data-
base of HPC concrete mixtures. The data were sorted for five different strength 
ranges, i.e., 30–35MPa, 35–40MPa, 40–50MPa, 50–60MPa, and 60–70MPa as the 
number of mixture proportion data available in these ranges were significant. Statis-
tical analysis was performed on each of these sorted data to find the actual values for 
range constraints and ratio constraints to be used in all the algorithms.  In order to 
have some commonality for the comparison of performance, following parameters 
were considered: 

a) Population size. To find the appropriate positions of agents, computational expe-
riments are conducted for different population sizes (with 20,25,30,35,40,50, 75, 
and 100). 

b) Constraint handling.  Penalty function method was adopted in order to handle the 
constraints. Initially, the penalty coefficient was taken as 108, and it was progres-
sively reduced till the satisfaction of constraints. The detailed write up about the 
algorithms is beyond the scope of this paper. Interested readers may consult the en-
listed references [11],[12],[13],[14],[15],[16],[17],[18]. Some specific details algo-
rithmic parameters are in order. 

4.1 Elitist Genetic Algorithm (EGA) 

a) Coding. A variable length binary coding scheme has been used with 10 bits, 12 
bits, and 8 bits, representing quantities of fly ash, cement, and water respectively. 
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b) Fitness. Equation (1) is taken as the objective function fi  for the string i. The GA 
optimization problem is posed as that of determination of the string that maximizes 
the strength under given constraints. 

c) Crossover. Although there are many forms of crossover, including two point cross 
over and uniform cross over, the simple single cross over is used. The crossover 
probability (pc) of 0.8 was adopted. 

d) Mutation. Occasional random alteration of bits protects the GA process against 
premature loss of potentially useful genetic material. Each digit of the offspring’s 
string is altered with a low probability (pm), usually held constant throughout the 
evolution. In this work, pm is set to 0.01. 

4.2 Particle Swarm Optimization (PSO) 

a)  The social (ν) and cognitive (μ) parameters. After series of computational expe-
riments, both the parameters were stood at a value of 1. 

b) Maximum velocity. The maximum particle velocity was set to 0.5. 
c)  The inertia weights (ω1, ω2). The inertia weight parameters are adjusted dynami-

cally during the optimization, as suggested by the researchers. 

4.3 Ant Colony Optimization (ACO) 

a) The trail parameter. At each time t, an ant has to choose the path it goes to, out of 
several paths available in search space. The probability of picking a certain path is 
biased by the distance between points and the amount of pheromone on the edge 
between these two points. Then the bigger the product of pheromone intensity and 
visibility the more likely it is that the path will be chosen.  After a large number of 
computational runs, the weighted factor for trail (β) was found to be 10. 

b) The evaporation factor.  After all of the ants have completed their tours, the trail 
levels on all of the arcs need to be updated. The evaporation factor ρ ensures that 
pheromone is not accumulated infinitely and denotes the proportion of old phero-
mone that is carried over to the next iteration of the algorithm. Then for each edge 
the pheromones deposited by each ant that used this edge are added up, resulting in 
the pheromone- level-update. After repeated runs, this factor was found to be 0.8. 

4.4 Honey Bee Colony Optimization (HBO) 

a) Number of food sources. In the artificial bee colony algorithm [19], each food 
source is a possible solution for the problem under consideration and the nectar 
amount of a food source represents the quality of the solution represented by the 
fitness value. The number of food sources is same as the number of employed bees 
and there is exactly one employed bee for every food source. This is made equal to 
population sizes (20,25,30,35,40,50,75,and 100) to have uniformity across the four 
algorithms considered. 

b) Neighborhood patch limit.  If new fitness value is better than the best value 
achieved so far, then the bee moves to the new food source abandoning the old 
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one, otherwise it remains in its old food source. When all employed bees have fi-
nished this process, they share the fitness information with the onlookers, each of 
which selects a food source according to probability. With this scheme, good food 
sources will get more onlookers than the bad ones. Each bee will search for better 
food source around neighborhood patch for a certain number of cycle (limit), and if 
the fitness value does not improve, then that bee becomes scout bee. This limit was 
found to be 30 in this work.  

Table 1. Statistical Details of 350 HPC mix design 

Cement 206 384 118 198 155 54.74
Water 132 227 110 123 119 19.3
Fine 
aggregate 

723 960 570 725 830 46

Course 
aggregate 

1113 1334 920 1105 1100 86

Super 
Plasticiser 

8.65 22.7 0 5.9 14.5 7.8

FlyAsh 200.6 311 35 211 211 45 

W/C 0.67 1.258 0.349 0.69 0.7354 0.1351 

W/(C+F) 0.334 1.68 0.194 0.3223 0.3278 0.0971 

F/C 1.04 2.33 0.0025 1.009 1.000 0.357 

F/(C+F) 0.507 1.732 0.100 0.510 0.500 0.134

5 Results and Discussions 

For each of the four algorithms the optimization runs were done for five different 
strength ranges. For each model, the inputs are the bounds of variables as well as the 
constraints. The outputs are the optimized quantities of cement, fly ash, and water 
content. The variation of the fitness values of the objective function for different 
agent populations was found to be same by and large in all the cases except HBO. As 
far as HBO is concerned the fitness value almost stabilized for population strength of 
25 this is followed by ACO, which stood at 30.This also pointed to a faster conver-
gence of HBO and ACO to optimum values. To analyze the algorithms for their accu-
racy, the estimated values are compared with experimental values and the mean 
squared errors was calculated for quantities of cement, fly ash and water. This is 
shown in Figure 1.The mean squared error in optimized quantity of cement is found to 
be high in case of EGA (9-12 kg/cum), while other three algorithms showed lower 
error rate (5-9 kg/cum), PSO being the lowest. Same trend was seen in case of quanti-
ty of water with EGA showing the error range of 1.5 –3.5 kg/cum, while other three 
algorithms hovering around 1.5-2.5 kg/cum. Error rate in optimized quantity of fly 
ash was found to be low with EGA i.e. in the range 5-9 kg/cum, while other three 
algorithms showed higher error at 7-10 kg/cum, which is very marginal. 
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Fig. 1. Mean squared error in optimized quantities of cement, flyash and water by the algo-
rithms considered 
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Abstract. This paper presents forecasting of short-term electricity load using 
dynamic neural networks, DNN, and an assessment of the neural network 
stability to ascertain continued reliability. This includes an assessment and 
comparative study of three different neural networks, feedforward, Elman and 
the radial basis neural network. The performance and stability of each DNN is 
evaluated by means of an extensive simulation study using actual hourly load 
data. The neural networks weights are dynamically adapted. Stability for each 
of the three different networks is determined through Eigen values analysis. 
Evaluation of the neural network methods is done in terms of estimation 
performance, stability and the difficulty in training a particular network. The 
results show that the radial basis method performs better than the rest Eigen 
value analysis also shows that it is more reliable as it remains stable as the input 
varies. 

Keywords: Dynamic Neural Networks, Short-term Load Forecasting, Stability, 
Eigen Values.  

1 Introduction 

Forecasting is a phenomenon of knowing what may happen to a system in the next 
coming time period. In electrical power system, there is a great need for accurately 
forecasting the load and Energy requirements because electricity generations as well 
as distribution are a great financial liability to the state exchequer. Accurate load 
forecast provides system dispatchers with timely information to operate the system 
economically and reliably. It is also necessary because availability of electricity is one 
of the most important factors for industrial development.  Short-Term Load 
Forecasting (STLF) is aimed at predicting system load with leading times ranging 
from less than an hour to seven days ahead. STLF is a key component in system 
operations that allows operators to configure the system correctly in preparation for 
the next operating interval. There are two main approaches to SLTF. One is the 
simulation approach that requires a lot of information that is not always practically 
available when needed. The second approach involves use of recorded system load 
information and extraction and manipulation of the variation trends to predict the 



Evaluation of Short-Term Load Forecasting Methods Using Dynamic Neural Networks 335 

likely future load values [1-5]. These include expert systems [6, 7], which are 
heuristic models that imitate the reasoning of a human expert operator, and neural 
networks. Expert systems approach presumes the existence of an expert capable of 
making accurate forecasts that will train the system. Neural networks do not rely on 
human experience, but the functional relationship between system inputs and outputs 
[7]. The development of an accurate, fast and robust short-term load forecasting 
methodology is of importance to both the electric utility and its customers. 

1.1 Overview 

Electricity demand forecasting is of great importance for the management of power 
systems. Short-term load forecasting is an essential action in electric power 
operations. Short-term load forecasting plays an essential role in power system 
planning and operation. The forecasts are important inputs to system analysis tools 
such as economic dispatch and short term unit commitment, used to maintain system 
reliability. The deregulation of the power system industry in the United States in 
recent years has made short term load forecasting increasingly important.  In a 
deregulated, competitive electricity market environment, the ability to accurately 
forecast load in the short term is of interest not only to power system operators, but 
also to load serving entities, merchant plants or generators and other market 
participants. It is required for energy transfer scheduling and load dispatch and also 
required for the control and scheduling of power systems, also required by 
transmission companies when a self-dispatching market is in operation.  With the 
emergence of load management strategies, the short-term forecast is playing a broader 
role in utility operations. Short Term Load Forecasting (STLF) is a key component in 
system operations that allows operators to configure the system correctly in 
preparation for the next operating interval. The development of an accurate, fast and 
robust short-term load forecasting methodology is of importance to both the electric 
utility and its customers.  

1.2 Goal 

In these dissertation dynamic neural networks for three different neural network 
architectures – feed forward (FFNN), Elman and the radial basis (RBF) neural 
networks, are set up. The DNN are initially trained on past demand data with network 
input vector being a moving window on the load time series. The networks that give 
acceptable forecasting error are retained. The main goal is, 

• To evaluate the performance and stability of each DNN by means of an extensive 
simulation study using actual hourly load data. 

• Evaluation of the networks by estimating performance, stability and the difficulty 
in training a particular network. 
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1.3 Motivation 

In recent years, artificial intelligence (AI) techniques have captured the attention of 
power system researchers and operators as a potential load forecasting techniques. 
Some AI techniques that have been used include the expert system, the fuzzy-neural 
model, the artificial neural network (ANN) model and the genetic algorithm method. 
The artificial neural network (ANN) model is suitable for load forecasting due to its 
ability to model the nonlinear relationships between variables without making prior 
assumptions on the functional relationship among variables. An artificial neural 
network is a system based on the operation of biological neural networks, in other 
words, is an emulation of biological neural system. Neural networks do not rely on 
human experience, but the functional relationship between system inputs and outputs. 
A neural network can perform tasks that a linear program cannot. When an element of 
the neural network fails, it can continue without any problem by their parallel nature. 
A neural network learns and does not need to be reprogrammed. It can be 
implemented in any application.  

2 Methodology 

The proposed approach generally follows these steps. 

i. Prepare input data – pre-process the raw data by removing mean and 
appropriate scaling. 

ii. Train – configure the DNN and adjust the weights until error target is met. 
iii. Test – Supply the DNN with test data and update the weights regularly. 
iv.  Represent the DNN as a system of linear difference equations and determine 

the coefficients. 
v. Assess stability - Determine location of Eigen values. A discrete system is 

stable if all of its Eigen values lie inside the unit circle in the complex plane, 
and unstable if one or more of the Eigen values lie outside the unit circle. The 
structure of the DNN, setup for this study, does not allow for direct 
determination of its Eigen values, therefore it is represented as a system of 
linear difference equations, for which the Eigen values are then determined. 
Using an nth order identity matrix as input, the values of the coefficients in 
(1), a (a = [a1, a2, , , an,]) can be calculated. 

 

y(t) = a1y(t-1) + a2y(t-2) + …. + any(t-n).                                                          (1) 

3 Proposed System 

In the proposed system, the networks were configured as in Figure 1, where y is the 
system load time series, being supplied to the network input through a tapped delay 
line. If m is the size of the input vector then y = [y(k), y(k-1), . . .y(k-m)] and y(k+1) 
is the future value to be forecasted. To facilitate the required evaluation several 
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networks are setup and the block labeled NN is configured differently in each case 
with one of FFNN, Elman and RBF architectures. Training the FFNN involves 
adjusting the weights using the steepest descent algorithm that carries out a correction 
on the weight matrices, W(1) and W(2).  Steepest descent method is an unconstrained 
method that relies on the idea of iterative descent in one form or another. Consider a 
cost function £(w) that is continuously differentiable function of some unknown 
weight vector w. the function  £(w) maps the elements of w into real numbers. It is a 
measure of how to choose the weight vector w of an adaptive filtering algorithm so 
that it behaves in an optimum manner. Find an optimal solution w* that satisfies the 
condition   £(w*)≤ £(w).  That is, “Minimize the cost function £(w) with respect to 
the weight vector w”. The necessary condition for optimality is  £(w*)=0. Where    

is the gradient operator. 

 

Fig. 1. DNN time delayed inputs 

 =  

£(W)    is the gradient vector of the cost function. 

£(W)  =  

A class of unconstrained optimization algorithms that is well suited for the design of 
adaptive filters is based on the idea of local iterative descent: “Starting with an initial 
guess denoted by w(0),generate a sequence of weight vectors w(1),w(2)….., such that 
the cost function £(w) is reduced at each iteration of the algorithm, as shown by 
£(w(n+1))< £(w(n)).Where w(n) is the old value of the weight vector and w(n+1) is 
its updated value.  If e(k) is the output deviation from target t(k) , then the weights 
have to be adjusted by ΔWqj (1) and ΔWq (2) given in (3) and (4)[7].  

                                    
(2) 
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(3)

 
 

                                   
(4)

 
Where, ή is learning rate (gain adjustment) and α is the momentum gain. 

For the Elman network the weights are updated according to a second order 
Newton’s method, the Levenberg-Marquardt (L-M) algorithm. The L-M weight 
update rule[7] is given in (5). 

ΔW = (JTJ + µI)-1JTE                                                       (5) 

Where J is the Jacobian matrix of derivatives of each error to each weight: I is the 
unity matrix, μ is a scalar and E is the error vector.  

An RBF network is a two layer network whose hidden layer contains radial basis 
function neurons that most commonly use a Gaussian activation function, σ (x). The 
nodes take in as input the Euclidean distance between the centre of the function and 
the network input vector, and passes the result through the nonlinear function, σ (x).  

σj(x) = exp[-(x - µj)/Ỳ2
j].                                          (6) 

Where: 

X is the input vector. 
µj is the centre of a region called a receptive field. 
Ỳj is the width of the receptive field. 
σj(x) is the output of the  jth    neuron. 

RBFNN performs a local mapping, meaning only inputs near a receptive field 
produce activation, in contrast FFNN performs a global mapping, meaning all inputs 
cause an output.Training the RBF network is different from that of the preceding 
networks in that the weight adjustments are done for zero error, that is, the weight 
giving the biggest error is replaced by the value of the signal causing the error. This is 
done incrementally as new training inputs are supplied and the number of weights is 
increased by a preset quantity at each step. Training stops when the overall output 
error falls within acceptable error limit or the number of hidden nodes reaches 
maximum allowed. 

4 Performance Results 

Networks with varying number of hidden nodes were setup for each of the three 
selected architectures. The networks were trained and tested using the same data sets. 
The forecasting accuracy and stability, for the networks are presented in Table I.     
The positions of the Eigen values for the RBF based load forecasting method show 
that it is much more stable compared to the other two architectures. The small values 
of the Eigen values show that the network can correct for any errors effectively and 
quickly retain to the desired operating, hence a much smaller prediction error. 
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Table 1. Performance of Selected DNN 

 

5 Conclusions 

The proposed dynamic neural networks for short-term load forecasting were validated 
using out-of-sample data, i.e., data outside the training set. It has been shown that the 
future load values can be estimated within reasonable error limits. The estimation 
accuracy is comparable to that reported in previous research that used static networks. 
However, the dynamic neural network becomes a superior choice because they can be 
used perpetually as adaptation is inherent in their setup. Furthermore, an approach to 
ascertain the reliability of the networks has been shown here the network parameters, 
weights, are not symmetrical matrices. The RBF based method shows best overall 
performance. However, the training approach for RBF networks naturally results in a 
very large hidden layer because of the zero error targeting inherent in the training 
algorithm. 
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Abstract. In the present paper we have introduced a new sorting algorithm 
named Partition Sort and performed its empirical study with necessary 
theoretical analysis. This algorithm was subjected to data coming from various 
standard probability distributions. Average Case analysis revealed that for some 
standard distributions it worked even more efficiently than the popular Hoare’s 
quicksort algorithm.  The relative order of execution time, for different 
distributions, in descending order came out to be: Discrete Uniform < Binomial 
< Poisson < Standard Normal < Continuous Uniform. 

Keywords: Algorithmic complexity, empirical analysis, Partition Sort, statistical 
bound, empirical O, mathematical bound. 

1 Introduction 

Quicksort, Heapsort and Mergesort, all three are powerful and standard 
asymptotically fast sorting mechanisms. The mathematical bound for these methods 
exhibit almost similar behavior [O(nlog2n)] in best, worst and average cases, except 
for the quicksort which exhibit the running time of O(n2)  with the worst possible 
arrangement of data.  The worst case behavior of quicksort is attributed to its inability 
to partition the input list into almost equal halves. If a mid way partitioning could be  
ensured, then one would expect a better worst case bound even for quicksort. This 
motivated us to design PartitionSort.The mathematical bound analysis has its own 
limitations, which sometimes may create illusions especially in average case analysis. 
For instance, compare the behavior of mergesort with that of quicksort. In most of the 
analysis the key operations considered are comparison and assignment. In average 
case, quicksort performs almost 39 % more comparisons than the mergesort. Similarly 
the quicksort also requires almost 39 % more data assignments than that of mergesort 
[1]. Based on our assumption of key operations and the figure mentioned above we 
should prefer mergesort to quicksort. But this is not the scenario in practice, as 
experiments reveal that with average input quicksort is far better than the mergesort 
(is it? see [2]). It is known that the poor performance of   mergesort is due to its 
requirement for an extra space proportional to the input size. But this measure was not 
taken into considerations as it was not a common requirement to both the approaches. 
This discussion reveals that something is wrong with our usual approach of analyzing 
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the performance through mathematical bounds. A comprehensive literature has been 
given in [3] as to why should we prefer empirical analysis to mathematical one. 

Sourabh&Chakraborty [2] in their empirical analysis questioned the robustness of 
the average complexity of quicksort on the ground that it does not get support from 
some of the standard probability distributions. However their empirical study on the 
robustness of average complexity for heapsort algorithm was a positive one in this 
direction [4]. In this paper we have introduced a new sorting algorithm, Partition Sort 
with Ω(nlog2n) best case count, which is  same as that of standard sorting algorithms. 
However the worst case count of PartitionSort is Ο(nlog2

2n)  which is clearly a huge 
improvement over the worst case count of quicksort. This measure is however less 
efficient than the worst case count for mergesort and heapsort algorithms. The mid 
way partitioning in Partition Sort ensured that even with the worst possible 
arrangement of data its performance  did not degrade to quadratic count as is the case 
with popular quicksort algorithm. Partition Sort like quicksort is a top to bottom 
approach. The Partition Sort algorithm is designed carefully by either including the 
merits or by excluding the demerits of the standard sorting algorithms. 

2 The Algorithm 

PartitionSort algorithm is based on divide and conquer paradigm. The function 
“partition” is the key sub-routine of this algorithm. The nature of partition function is 
such that when applied on input A[1…….n] it divides this list into two halves of sizes 
floor (n/2) and ceiling (n/2) respectively. The property of the elements in these halves 
is such that value of each element in first half is less than the value of every element 
in the second half. The PartitionSort routine is called on each half recursively to 
finally obtain a sorted sequence of data as required.  

The functions Build-Max-Heap, Build-Min-Heap, Adjust_Max_Heap and 
Adjust_Min_Heap are the standard heap construction procedures (suggested by Floyd 
[5]) which are used as sub procedures in the PartitionSortalgorithm . The proposed 
algorithm is written in a hypothetical language which to some extent resembles the 
‘C’ language.  

Main_Procedure( ) 
{ /* A[ ] is the array of elements to be sorted,  ‘low’ is the position of leftmost 

element in the list,  initialized to 1,   
and ‘high’ is the position of  right  most element in the list and is initialized to n.*/  

PartitionSort( A, low, high ) 

} 
PartitionSort ( integer A[], integer low, integer high )  
{ 
     Integer mid; 
     IF  low EQUALS high THEN RETURN   
     ELSE { 
          mid = (low + high) / 2 
          Partition (A, low, high ) 
          Exchange(A[low], A[mid]) 
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          PartitionSort ( A, low, mid-1 ) 
          PartitionSort ( A, mid+2, high )  } 
} 
 Partition(integer A[], integer low, integer high ) 
{ 
       Integer mid, maximum, minimum 
        mid = (low + high) / 2 
       /* This block is executed only once for  a 
specific   pair of (low, high) values, rest of the   
times  the alternative   
            block contained in  immediate  ELSE section 
is executed. */ 
                        IF (FLAG == FALSE) THEN {                
                       maximum = Build-Max-Heap( A,  
low, mid) 
                       minimum = Build-Min-Heap(A,  
mid+1, high)  } 
                 ELSE  { 
                      maximum= Adjust_Max_Heap(A, low, 
mid) 
                      minimum =  
Adjust_Min_Heap(A,mid+1,high)  } 
          
                FLAG = TRUE 
                IF (maximum > minimum) THEN  { 
                 Exchange (A[low], A[mid+1]) 
                 Partition ( A, low, high)  } 
 } /* end of procedure ‘Partition’ */ 

2.1 Correctness of the Partitionsort Algorithm 

We present the following arguments in favour of the correctness of our algorithm. 
Point(1): When the function “Partition” terminates, for an arbitrary sublist A[p, q], we 
obtained two partitions A[p, m] and A[m+1, q], where m is the floor{(p+q)/2}. An 
important feature of these partitions is  that: 

MAX{A[p, m] } <= MIN{ A[m+1, q] }. 

Point(2): The terminating condition in the function “PartitionSort” ensured that the 
recursive partitioning is  desired only for those sub lists whose size is greater than or 
equal to two.  

2.2 TheoreticalAnalysis of PartitionSort: Worst and Best Cases Only 

The function Build_Max_Heap (Build_Min_Heap) constructed a max (min) heap for 
a random data set in O(n) time. Whereas the function Adjust_Max_Heap  
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(Adjust_Min_Heap) was used to restore the max (min) heap property of a structure 
whose nodes except the root follow the desired property. Time required by this 
function is O(log2n). The overall running time of this algorithm (in terms of number 
of comparisons as well as swappings) can be expressed through the  recurrence 
relation: T(n)=2T(n/2) + f(n) ,where f(n) is the time incurred in partitioning the list 
into two equal halves. The worst case recurrence is : Tworst(n) = 2T(n/2) + 2{ (n/2) + 
(n/2)log2(n/2) } ,which upon solving yielded Tworst(n) = O(nlog2

2n) , whereas the best 
case recurrence is : Tbest(n) = 2T(n/2) + θ(1), which upon solving yielded a running 
time of O(nlog2n).Instead of performing rigorous analysis (a less reliable approach as 
well [2]) to obtain the average case behavior we preferred to achieve it through the 
empirical study as suggested by [6] & [7]. For a comprehensive literature on sorting, 
see Knuth [8]. For sorting with emphasis on the input distribution, Mahmoud [9] may 
be consulted. 

3 Average Case Analysis Using Statistical Bound Estimate or 
Empirical O 

This section includes empirical results. The algorithm was run for data obtained from 
various probability distributions. The observed mean time (in sec) of 100 trials was 
noted in table (1). Average case analysis was done by directly working on program 
run time to estimate the weight based statistical bound over a finite range by running 
computer experiments [10] [11]. This estimate is called empirical O [3] [6] [7]. Here 
time of an operation is taken as its weight. Weighing permits collective consideration 
of all operations into a conceptual bound which we call a statistical bound in order to 
distinguish it from the count based mathematical bounds that are operation specific. 
The credibility of empirical O depends on the design and analysis of our special 
computer experiment in which time was the response. See [3] for more insight. 

System Specification: All the computer experiments were carried out using 
PENTIUM 1600 MHz processor and  512 MB RAM. 

Table 1. Observed mean times in seconds for PartitionSort algorithm 
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3.1 Average Complexity for Uniform and Non Uniform Distribution Inputs 

A moment’s reflection on fig 1 and 2 suggest that the average case O(nlogn) 
complexity is supported by experimental results both for uniform and non uniform 
inputs. For Binomial (m, p) inputs we took m=100 and p=0.5. For discrete uniform  
[1, 2…k] inputs we took k=2. We write Yavg(n)=Oemp(nlogn). See appendix for the 
definitions of a statistical bound and its estimate (empirical O). 

 

Fig. 1. Plot for Discrete Uniform input   

 

Fig. 2. Plot for Binomial Distribution inputs 

4 Conclusion and Future Work 

The experimental results revealed that among the five standard probability 
distributions examined in this paper, all were supporting the Oemp(nlogn) 
complexity. The relative order of execution time, for different distributions data, in 
descending order came out to be : Discrete Uniform < Binomial < Poisson < Standard 
Normal < Continuous Uniform.Our algorithm ,in average  case could serve as a better 
choice for certain distribution data for which the popular quicksort algorithm is not an 
efficient choice[2]. It was observed that, contrary to quicksort, our algorithm is fastest 
for the Discrete Uniform Distribution data and slowest for the Continuous Uniform 
data [2]. Also it would be interesting to know the behavior of running times as a 
function of various distribution parameters which would be a rewarding study in 
parameterized complexity. 
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Remark: PartitionSort was found to be faster than the standard mergesort algorithm 
for majority of standard distributions discussed in this paper, over the range [10000 to 
100000]. We omit the details.   

Appendix 

In the following definitions, the functions f and g are nonnegative functions. 
Definitions 1-3 are taken from [12].  

Definition 1: [Big “oh”] The function f(n) = O(g(n)) (read as “f of n is big oh of g of 
n”) iff (if and  only if)    there exists positive constants c and n0 such that f(n) <= 
c*g(n) for all n, n>= n0. 

Definition 2: [Omega] The function f(n) = (g(n)) (read as “f of n is omega of g of n”) (g(n)) (read as “f of n is omega of g of n”) 
iff there exist positive constants c and n0 such that f(n) >= c*g(n) for all n, n >= n0. 

Definition 3: [Theta] The function f(n) = (g(n)) (read as “f of n is theta of g of n”) iff (g(n)) (read as “f of n is theta of g of n”) iff 
there exist  positive constants c and n0 such that c1g(n) <= f(n) <= c2g(n) for all n, n 
>= n0.  

Definition 4: Statistical bound (non-probabilistic): If wij is the weight of (a 
computing) operation of type i  in the  j-th  repetition (generally time is taken as a 
weight) and y is a “stochastic realization” (which may not be stochastic [3])  of the 
deterministic T=  1. wij   where  we count one for each operation repetition  
irrespective of the type, the  statistical bound of the algorithm is the asymptotic 
leastupper bound of y expressed as a function of  n where n is the input parameter 
characterizing the algorithm’s input size. If interpreter is used, the measured time will 
involve both the translation time and the execution time but the translation time being 
independent of the input will not affect the order of complexity. The deterministic 
model in that case is T=  1. wij   + translation time. For parallel computing, 
summation should be replaced by maximum. Empirical O (written as O with a 
subscript emp) is an empirical estimate of the statistical bound over a finite range, 
obtained by supplying numerical values to the weights, which emerge from computer 
experiments [3]. Empirical O can also be used to estimate a mathematical bound 
when theoretical analysis is tedious, with the acknowledgement that in this case the 
estimate should be count based and operation specific. 

There is also another notion of a statistical bound which is probabilistic. In the 
words of Ferrari [13], a statistical bound means the following:- 

“A client can specify a service requirement using the general form    pred = TRUE, 
where some of the variables in the predicate pred can be controlled or influenced by 
the server. A simple and popular form of performance requirement is that involving a 
bound. A deterministic bound can be specified as (var<= bound) = TRUE or var<= 
bound, where variable var is server-controlled while bound is client-specified. The 
bounds in these expressions are upper bounds. If < is replaced by >, they become 
lower bounds. When the variable in the latter expression is a probability, we have a 
statistical bound and bound in that case is a probability bound; if the predicate is a 
deterministic bound, we have: Prob (var<= bound) >= probability-bound. In this 
requirement, the variable has an upper bound, and the probability a lower bound. Note 
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that deterministic bounds can be viewed as statistical bounds that are satisfied with 
probability 1.” 
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Abstract. In this paper we propose a new and efficient technique to retrieve 
images based on multi-resolution color and texture features of image sub-
blocks. Firstly the image is divided into sub blocks of equal size in two 
resolutions.  The size of the sub-block is fixed in two resolutions. Color of each 
sub-block is extracted by quantifying the HSV color space into non-equal 
intervals and the color feature is represented by cumulative histogram. Similarly 
the texture of the sub-block is extracted based on edge oriented gray tone spatial 
dependency matrix (GTSDM). An integrated matching scheme based on Most 
Similar minimum cost (MSMC) principle is used to compare the query and 
target image. The adjacency matrix of a bipartite graph is formed using the sub-
blocks of query and target image. This matrix is used for matching the images. 
The experimental results show that the proposed method has achieved highest 
retrieval performance.  

Keywords: Image retrieval, non-equal interval quantization, Cumulative color 
Histogram, edge image, GTSDM, integrated matching, MSMC. 

1 Introduction 

The need for efficient image retrieval is increased tremendously in many application 
areas such as medical imaging, military, digital library and computer aided design [1]. 
Color is one of the most reliable visual features. The advantage of HSV color space is 
its ability to separate chromatic and achromatic components. Therefore we selected 
the HSV color space to extract the color features according to hue, saturation and 
value. Non-interval quantized HSV cumulative color histogram is used to represent 
color of the sub-block. Texture may consist of some basic primitives, and may also 
describe the structural arrangement of a region and the relationship of the surrounding 
regions. In our approach we have used the statistic texture features of gray level edge 
image based gray-tone spatial dependency matrix (GTSDM). So, in this paper, we 
present a novel image retrieval based on multi-resolution color and texture of image 
sub-blocks.  
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2 Proposed Method 

First the image is partitioned into equal sized non-overlapping sub-blocks in two 
resolutions. The color of each sub-block is extracted as a non-equal interval HSV 
cumulative color histogram and texture feature as statistic features of edge oriented 
GTSDM. 

2.1 Grid 

An image is partitioned into 24 (4 x 6 or 6 x 4) non overlapping sub-blocks. With the 
Corel dataset used for experimentation (comprising of images of size either 256 x 384 
or 384 x 256), with 6 x 4 (or 4 x 6) partitioning, the size of individual sub-block will 
be 64 x 64. The choice of smaller sized sub-blocks than 64 x 64 leads to degradation 
in the performance. This tiling structure is extended to second level decomposition of 
the image. The image is decomposed into size M/2 x N/2, where M and N are number 
of rows and columns in the original image respectively. So, a two level structure is 
Grid. 

2.2 Extraction of Color of an Image Sub-block 

HSV image is quantized using the following quantization scheme where each 
component is quantized with non-equal intervals: H: 8 bins; S:3 bins and V:3 bins. 
Finally we concatenate 8X3X3 histogram and get 72-dimensional vector. To reduce 
the number of zeros in the histogram, we adopted the cumulative histogram.  

 
 
 
 
 
(1) 

 

In accordance with the quantization level above, three- dimensional feature vector for 
different values of H, S, V with different weight to form one-dimensional feature 
vector named G: 

  VQvSQsQvHG ++=                
(2)

 
Where Qs is quantified series of S, Qv is quantified series of V. Here we set  
Qs=Qv =3, then 

  VSHG ++= 39                                                         
(3)

 
In this way, three-component vector of HSV form One-dimensional vector, which 
quantize the whole color space for the 72 kinds of colors. Therefore, this paper 
represents the one-dimensional vector G by constructing a cumulative histogram of 
the color characteristics of image after using non-interval HSV quantization [4]. 
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2.3 Extraction of Texture  of an Image Sub-block 

The edge image of the gray image sub-block is obtained using Prewitt’s edge 
detection operator. GTSDM is constructed for edge oriented gray image. Elements in 
the GTSDM matrix are computed by the equation shown below:        
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To reduce the computational complexity, we only select four of these features as 
retrieval feature: Contrast, Entropy, Energy, and Inverse difference moment. 
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The texture features are computed for an image when d=1 and θ=00, 450, 900, 1350. 
In each direction four texture features are calculated.  

2.4 Integrated Image Matching Based on Most Similar Minimum Cost 
Matching Principle 

In our method, a sub-block from query image is allowed to be matched to any sub-
block in the target image. However a sub-block may participate in the matching 
process only once. A bipartite graph of sub-blocks for the query image and the target 
image is built as shown in Fig. 1. The labeled edges of the bipartite graph indicate the 
distances between sub-blocks. A minimum cost matching is done for this graph.   

To this  effect,  we  have  designed  an  algorithm for finding  the  minimum  cost 
matching based on most similar minimum cost(MSMC) principle[3] using the 
adjacency matrix of the bipartite graph. The minimum distance dij of  this matrix  is 
found  between  sub-blocks  i  of  query  and  j  of  target.  The  distance  is  recorded  
and  the  row corresponding to sub-block i and column corresponding to sub-block j, 
are blocked (replaced by some high value,  say  99999).  This process is repeated till 
every sub-block finds a matching.  The complexity  of  the  matching  procedure  is  
reduced from O(n2 )  to  O(n),  where  n  is  the  number  of sub-blocks involved. The 
integrated minimum cost match distance between images is now defined as:  

Dqt=∑ ∑ dij, 

Where i=1, 2,--n j=1, 2---n. And  dij  is  the  best-match  distance  between  sub-block  
i  of  query image q and sub-block j of target image t and Dqt is the distance between 
images q and t.  
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Fig. 1. Bipartite graph showing 4 sub-blocks of target and query images 

3 Experimental Setup and Results 

During the formulation of similarity measure, the appropriate weights   are used to 
combine the distances between them in Euclidean measure.  

D(A, B) =ω1D(FCA , FCB ) + ω2D(FTA , FTB)                          (7) 

Here ω1, ω2 are the weight of color features and texture features, FCA and FCB 
represents the 72-dimensional HSV cumulative color Histogram features for image A 
and B. For a method based on Edge oriented GTSDM, FTA and FTB on behalf of 16- 
dimensional  texture features correspond to image A and B. The value of ω through 
experiments shows that at the time ω1=ω2=0.5 has better retrieval performance. The 
distance between two images is computed as D = D1+ D2, where D1 and D2 are the 
distances computed by integrated matching scheme at two resolutions. 

Table 1. Average Precision 

Class 

Average Precision 
 HSV 

color and 
GLCM 

texture of 
an image 

[2] 

HSV color 
and  GLCM 
Texture  of 
image sub-
blocks [5] 

 Proposed 
method 

Africa  0.26 0.44 0.64 

Beaches 0.27 0.5 0.542 
Building 0.38 0.45 0.578 

Bus 0.45 0.75 0.751 
Dinosaur 0.26 0.61 0.989 
Elephant 0.3 0.39 0.675 
Flower 0.65 0.87 0.894 

Horses 0.19 0.35 0.722 
Mountain 0.15 0.34 0.584 

Food 0.24 0.31 0.653 

     Average      0.315 
 

0.501 0.7028 
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Fig. 2. The image retrieval results(dinosaurs) using different techniques (a) retrieval results 
based on HSV and GLCM texture of an image (b) retrieval results based on HSV color and 
GLCM texture of image sub-blocks (c) retrieval results based on Non-equal interval HSV 
cumulative color histogram and Edge oriented GTSDM texture features of image sub-blocks 

The comparison of proposed method with other retrieval systems is presented in 
the Table 1 and in Fig. 2.  The Fig. 3 shows the Average Precision with the number of 
returned images. Average precision decreases with increasing the number of returned 
images. And the Fig. 4 represents a graph showing the Average Recall with respect to 
number of returned images.  

  

Fig. 3. Average Precision of 
various image retrieval 
methods 

Fig. 4. Average Recall of various 
image retrieval methods 

 

4 Conclusion 

In this paper, a novel image retrieval technique has been proposed which uses the 
combination of Non-equal interval HSV cumulative color histogram and statistical 
features of gray level edge oriented gray tone spatial dependency matrix (GTSDM) 
for an image sub-block. An integrated image matching based on most similar 
minimum cost principle is used to match the database image with query image. 
Experimental results showed that the proposed method yielded higher average 
precision and average recall than the other techniques.  
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Abstract. There is a great need of developing an efficient content based image 
retrieval system because of the availability of large image databases. A new im-
age retrieval technique to retrieve the images using four features called domi-
nant color (DC), scan pattern co-occurrence matrix of a motif (SPCMM), scan 
pattern internal pixel difference (SPIPD) and shape is proposed. Shape informa-
tion is captured in terms of edge images computed using Gradient Vector Flow 
fields. Invariant moments are then used to record the shape features. Experi-
mental results show that the proposed image retrieval is more efficient in re-
trieving the user- interested images. 

Keywords: Image retrieval, Dominant Color, Texture, Motif Co-occurrence, 
Gradient vector flow. 

1 Introduction 

In CBIR system model, the images are indexed by their visual contents such as color, 
texture, shape, and color layout [1]. Huang and Dai [3] proposed a texture based im-
age retrieval system which combines the wavelet decomposition and gradient vector. 
In Jhanwar et al. [4] the image retrieval system introduced is based on Motif co-
occurrence matrix (MCM), which converts the difference between pixels into a basic 
graphic and computes the probability of its occurrence in the adjacent area as an im-
age feature. To enhance retrieval performance, SPCMM, SPIPD, Dominant color and 
GVF are integrated to develop an image retrieval system based on texture, color and 
shape features.  

2 Color Representation 

DCD (Dominant color descriptor) [2] contains two main components: 1.representative 
colors 2.the percentage of each color. DCD can provide an effective, compact, and 
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intuitive salient color representation.First, the RGB color space is divided equally into 
8 coarse partitions. Let X=(XR,XG,XB) represent color components of a pixel with 
color components Red, Green, and Blue, and Ci be the quantized color for partition i. 
The average value of color distribution for each partition centre can be calculated by 
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(1) 

After the average values are obtained, each quantized color can be determined. i.e. 
( )( )81,, ≤≤= iXXXC B

i
G
i

R
ii             (2) 

Where Ci is a 3D dominant color vector.  

3 Scan Pattern Co-occurrence Matrix of a Motif and Scan 
Pattern Internal Pixel Difference 

We have used a Scan pattern co-occurrence matrix of a motif (SPCMM) to represent 
the traversal of adjacent pixel color difference in an image. As each pixel corresponds 
to four adjacent pixel colors, each image can be presented by four images of motifs of 
scan pattern. A 3x3 convolution mask for each pixel G(x, y) can be generated as 
shown in Fig. 1. This 3x3 convolution mask can be further divided into four blocks of 
2x2 grids (pixels) with each including pixel G(x, y). Here, we only consider the scan 
starting from the top left corner pixel p1 as shown in Fig. 1(a), because it represents a 
complete family of space filling curve, reducing the number of patterns to only 7 as 
shown in Fig. 2.  

Let G(x, y): Nx x Ny→Z be the gray levels of an Nx x Ny image I for Z = {0, 1, . . ., 
255}. to form four different motifs shown by number M of motif.  

[ ] [ ]),,,(),,(),( yxiiiyxii
yxPyxPvuvu MMM δδδδ ++==

                               
(3)

 

where Pi[x, y] = u, Pi[x + dx, y + dy] = v, 1≤ i≤ 4, 1≤ x≤Nx, 1≤y≤Ny, 1≤x + dx≤Nx, 
and 1≤ y + dy≤Ny. The co-occurring probabilities of the number i motifs of scan pat-
tern matrix are determined by dividingMi (u, v) as shown below 
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and 1 ≤ i  ≤ 4. As a result, there will be a 7 x 7 two-dimensional grids in total, which 

amounts to 7 x 7 = 49, with Nf = 49 is the total number of SPCMM attributes to be 

considered.  
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Fig. 1. The 3×3 convolution masksare divided 
into four 2×2 grids

  

 
Fig. 2. Senen scan patterns 

 
Fig. 3. The motifs of scan pattern for 2×2 
grids 

The SPCMM feature proposed above could effectively describe the direction of tex-
tures but not the complexity of textures. As shown in Fig. 3, the motif number in both 
Fig. 3(a) and (b) is 2, but the differences among the four pixels values are large. There-
fore, we take the scan pattern internal pixel difference (SPIPD) as one of the texture 
features. Six basic motifs can be derived from MSPM as features of an image.The total 
pixel value difference of any coordinates (x, y) within the image is Δ(x, y).  

( ) 433221,1 ppppppyx −+−+−=Δ  
( ) 422331,2 ppppppyx −+−+−=Δ  
( ) 244231,3 ppppppyx −+−+−=Δ                              (6) 
( ) 344221,4 ppppppyx −+−+−=Δ  
( ) 233441,5 ppppppyx −+−+−=Δ  
( ) 322441,6 ppppppyx −+−+−=Δ  

Where Δi(x, y) represents the total pixel value difference of all scan directions of ith 
motif number of any coordinates (x, y) within the image. The formula of i’s motif 
number and p is shown in Fig. 3. Finally, we calculate the appearance rate of Δ(x, y) 
within the whole image as shown below: 

),(
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1

yx
N

f
iN

j

i
j

i
i 

=

Δ=
                                 (7) 

Where i is the motif number and Ni is the total appearance of ith motif number within 
the whole image. Therefore, six SPIPD feature values can be obtained. 

4 Shape  

Shape information is captured in terms of the edge image of the gray scale equivalent 
of every image in the database. We have used gradient vector flow (GVF) fields to 
obtain the edge image. Translation, rotation, and scale invariant one-dimensional 
normalized contour sequence moments are computed on the edge image [5]. The gray 
level edge images of the R, G and B individual planes are taken and the shape de-
scriptors are computed as follows: 
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The Z(i) is the set of Euclidean distances between centroid and all boundary pixels of 

the digitized shape. 

5 Image Retrieval Process 

The image matching distance ΔSPCMM between Q and D based on the CCM can be cal-
culated via the following equation: 
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Where v is any small number that avoids denominator = 0. 
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Using such retrieval system, one can define the image matching distance Δfinaldiastance 
between Q and D as 

shapeDDCDBPSPMCMcefinaldis XWXWXWXW Δ+Δ+Δ+Δ=Δ 4321
tan

 

In this experiment, the values of the parameters are: spatial offset (δx,δy) = (0, 1) and 
W1 = 0.2, W2 = 0.3, W3 = 0.3 and W4=0.2. 

6 Conclusion 

The proposed system uses four image features namely SPCMM, SPIPD, shape and 
DC to characterize a color image for image retrieval. SPCMM and SPIPD can de-
scribe texture distribution, while shape and DC can describe color and shape features 
of the pixels in an image. DC is invariant to translation and rotation. Since these fea-
tures can describe different properties of an image, the propose retrieval system inte-
grates these four features to retrieve the images. The experimental results show that 
the proposed system outperforms Hung’s and Jhanwar’s methods. 
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Abstract. Complexity affects the productivity in the defined procedure to 
reduce the complexity of programs the various techniques have been analyzed. 
Complexity measure identifies the complex and error-prone area of code 
segment. It is based on indentation, naming convention, number of IFs, 
WHILEs, FORs the number of ANDs, ORs and NOTs in the code. Software 
metrics plays an important role in the software evaluation. In this work the 
adequacy of software metrics is validated by the proposed rule accuracy 
algorithm which is based on rule induction technique. In the context of 
predefined rules the efficiency and effectiveness of software metrics is also 
analyzed. The rules contain if and then clause which hold metrics excellence 
criterion. Information flow metrics used as data set for the adequacy evaluation.  
The evaluation processed with flexible outcome and it proves the Rule 
Accuracy Algorithm is an efficient validation technique. 

Keywords: Fuzzy Rule System, Rule Induction, Ant Colony Algorithm, Rule 
Accuracy Algorithm, Software Metrics. 

1 Introduction 

The importance of software metrics in software development is renowned. With the 
assistance of metrics the developers gains various efforts in project development. To 
maintain the software quality, software metrics plays major scope which includes 
maintainability, effort and productivity. Predictive capability of software metrics is 
desirable, thus it is a significant factor to measure the productivity, quality and effort 
for cost estimation [2], [4], [5]. The validation of software metrics is highly 
complicated, moreover it has complex process. According to the existing work, a 
number of approaches have been developed for evaluation and validation of software 
metrics. Due to the lack of identifying efficient technique, the Rule Accuracy 
Algorithm (RAA) has been proposed.  Rule induction is the common form of 
knowledge discovery in unsupervised learning systems [6], [16]. RAA allows for a 
more complicated evaluation of software metrics. From the given software metrics 
data set, the best metrics data are induced by RAA. A database creates, software 
metrics were the instances and the set of variable consisted from several programming 
module which provided by sourceforge, it is a web based open source code repository.  
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2 Mechanism in Existing Work 

The evaluation performed in different ways which are analytical validation and 
empirical validation [7], [20]. In analytical validation the theoretical back ground of 
metrics as well as the attributes coverage associated with the parameters. Empirical 
validation is to identify precision and accuracy of software metrics on metrics 
association and the approaches of different client. In [20], the authors validate 
cohesion and information theoretic metrics which is used properties.In [3] indicates 
the validity has been to measure based on satisfying defined properties. Clearly, the 
most related work Elaine [21] has found in the literature. The described number of 
properties to validate the software metrics measures was depended only in the context 
of syntactic features of program. Taking properties as the relation between syntactical 
variations during the result formation, exactly 9 properties were discussed. Then, the 
response in validation these properties are distinguished on various complexity 
measures. It is argued that, as the reason of be unsuccessful to satisfy properties, most 
of the metrics being complex. Metrics validation is a difficult process, as the 
properties must confirm to the mathematical transparency in all perception. Since it is 
a difficult practice, it would be advisable to in a few measurements. This validation 
approach has been offering hopeful result but the result is not applicable in all case. 
Hence, it comprises an alternative to realize the complete effortless validation of 
metrics in all perspective. There for a new approach is proposed to validate metrics 
adequacy. 

3 The Metrics Validation System 

A rule induction approach use to validate metrics for adequacy. The predefined rules 
induce the best data from metrics data set which conform the integrity of the metrics. 
The rule induction is used in research for classification [6], [11], [12], [13], [14], [15]. 
In this work propose RAA classification algorithm, to perform the validation in 
advance. Given set of metrics, which validate whether the metrics is adequate or not. 
The fundamental issue is to begin the validation as the resolution of a rule 
optimization to find best rule. For this, rules formulate, and it organized by supervised 
classification method basis of improved Ant Colony optimization algorithm [9]. To 
define the ACO, the researchers consider how the almost blind ants found the shortest 
path to their feeding sources and rear. Basically, the phenomenon is that ants use 
pheromone for communication. The path of an ant lays a few of pheromone, which 
are detectable by other ants, along its path. Consequently, the ants can establish the 
shortest path to the feeding sources and back. Using this methodology the ACO finds 
the solution for various classification issues [8], [9], [10], [17], [18] and [19]. 
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4 Rule Accuracy Algorithm 

Based on rule induction technique s number approaches have been used to discover 
information from data base with good accuracy. The various if-then-rules are 
recognized based on adequacy criterion [13]. The if-then rules which is defined as, 
rule1, rule2…..rulen holds the structural attributes of metrics, and thus it varied 
according to the characteristic of metrics. Consequently the RAA algorithm seems 
reliable. More precisely, the work concentrates on structural metrics, for each rule 
maximum parameters are considered. The parameters are acquired from a number of 
available source codes. The important issue of RAA is how to choose the preeminent 
rules from the rule set. The validation with all rules is big hazard; therefore it is 
optimized by ACO classification method. According to this, metrics adequacy factors 
distinguished the rules. In addition the adequacy factors which reflect on the source 
code behavior and measuring aspects. The quality coverage may vary considerably 
depending on the rules clarity. So as to avoid deceptive result, certain criteria are 
fixed for all rule definition. RAA algorithm is defined as the instances are selected 
according to the rules, which induced the data set and finds the accuracy. In the 
context of RAA algorithms with rules, induce the metrics data set, an individual from 
a metrics set m= (m1, m2, m3...mn) of a metrics set M = (M1, M2,.Mn) and rule set 
R=(R1,R2,…Rn). Given rules of the best selection, R, and the preferred metrics, M, 
signify a data set, m. RAA estimate the metrics adequacy by each rule metrics values 
and parameters are examined.   To facilitate the proposed RAA algorithm’s steps are 
summarized as follows. 

Rules Accuracy Algorithm(R, M, a) 
Step1:  Metrics Set M:={M1, M2,…… Mn} 
Step2:  metrics dataset from metrics set 
  Metrics dataset m=(m1,m2,m3..mn). 
Step3:  Rules Set R :={R1, R2,……….Rn} 
Step4:  check the metrics data M set is satisfied for each Rules R 
Step5:  Calculate aAccuracy and coverage of metrics. 

Table 1. Henry and Kafura and IFC information flow metrics data set 

 
Si 
No. 

F-in F-out P-C C-L 
Henry and 
Kafura 

IFC 
 

 
 
1 

 
463 

 
320 

 
40 

 
1325 

 
29085585920000 

 
23.6377 

2 2 3 1 13 468 0.3846 

3 86 41 14 946 11761311496 1.8794 

4 123 56 31 1256 59590347264 4.41799 

5 108 30 19 1133 11893780800 2.31421 
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5 Experimental Results 

Software metrics adequacy using RAA algorithm with rule induction technique is 
explained with distinct inputs. Initially, metrics data set is selected, followed by 
program analysis the value has been reflected with result. Henry Kafura information 
flow complexity metrics length* (fan-in*fan-out)2 and IFC (Procedure call) *(fan-in 
+fan-out) / Code length[1] are the metrics to prepare the database, which shows in 
table 1. RAA examine the data set which is previously selected best rules from the 
given set of rules. To be precise, each row in the table 1 that is M1, M2…Mn is 
validating in the best Rule set R. The rule is defined as to accomplish the each 
adequacy objective. However, broad realities of rules are possible for combining the 
RRA algorithm. Metric set M1 validate by rule set R that is M1 validate by each rule 
in Rule set R, nine rules are obtained after the ACO optimization. Following metrics 
are validated accordingly. Table 2 shows the result of the RAA. First column displays 
optimized rules, while the second validation result IFC and third validation result of 
Henry and Kafura respectively. The study restricted of the induction technique by 
setting maximum number of rules up to nine using ACO algorithm to ensure the 
reliability and efficiency. If the metrics M satisfy the rule R, RAA indicate either yes 
condition or no condition. 

Table 2. IFC, Henry and Kafura Check bye optimized the all rules 

 

6 Conclusions 

Rule Accuracy Algorithm has been formulated with the selected data.  RAA analyzed 
the metrics data set, state that the IFC is adequate. The processed data set shows in 
table 1, it illustrates examples of program metrics estimation.  The optimized rules 
induced the metrics data set. In this work the efficiency of metrics is calculated. A 
number of metrics were analyzed based on rules induction approach. The Rule 
Accuracy Algorithm has determined that metrics evaluation is possible offered with 
best results. The Rule formation and selection in RAA algorithm gives an indication 
for the future enhancement. Rules formation and selection are very beneficial, both 
will improves the adequacy of measurement.  
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Abstract. Effective communication within the network is an important 
characteristic for a wireless network. A model with a combination of wireless 
sensor network and Adhoc network i,e Performance Comparison of Protocols 
for Firefighters (PCPFF) for fire rescue operation is proposed. This provides an 
effective interaction between the nodes to save the firefighters when they are in 
distress or when there is no lifeline. The model helps in effective area coverage 
by indicating the path that is already been used and provides a reliable lifeline 
to firefighters. It is observed that the performance of Adhoc On-Demand 
Distance Vector (AODV) is better when compared to Ad Hoc On-demand 
Multipath Distance-Vector Protocol (AOMDV) and Destination-Sequenced 
Distance-Vector Routing (DSDV).  

Keywords: Firefighter, Lifeline, Routing Protocol, AODV, AOMDV, DSDV.  

1 Introduction 

An Adhoc network has mobile computing nodes distributed randomly in a specified 
area and are characterized by energy, node ID and node expiry time. The 
communication between nodes is based on wireless trans-reception without fixed 
infrastructure. The computing nodes are tiny devices having capability to measure and 
process the quantities of an environmental information and communicate to the 
information gathering centre to take approximate action. The sensing activity by the 
computing node are of two types viz.,(i) Periodic Sensing in which a node senses the 
environmental physical parameters such as temperature, humidity, nuclear radiations 
and electromagnetic radiations and (ii) Sporadic Sensing in which, the nodes are used 
to sense and measure physical parameters such as temperature of a furnace in an 
industry, stress on a structure and density of vehicles in a city to keep the measured 
values within the specified threshold level to avoid destructions and maintain the 
safety norms. The routing in Ad hoc network is dynamic and links changes randomly 
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An intelligent routing protocol is required to find the path as the Adhoc network is 
infrastructure less and network topology information of every node in the network is 
necessary for routing. The routing protocols[1] for Adhoc wireless network is 
classified on the basis of (i) Routing Information update mechanism [ii] Use of 
temporal Information for routing (iii) Routing Topology (iv) Utilization of specific 
resources. The routing information update mechanism is classified as (i) Table driven 
or proactive routing protocol: Routing table holds and maintains the topological 
information of the nodes. Routing Information is obtained by exchanging routing 
tables within the network and, path finding algorithm is used, to find the path. (ii)On 
demand or reactive routing protocols: The protocols do not maintain the network 
topology information. In order to find path, the connection is established. Hence 
periodical exchange of routing information among the nodes is not seen. (iii)Hybrid 
Routing Protocols: The protocols form the routing with a specified zone using 
proactive routing scheme and reactive routing scheme is used for nodes which are 
beyond the zone. 

2 Literature Survey 

Kulakowski et al., [2] illustrated spreading of fire model based on appropriate 
percolation theory. The network consists of sensors to gather temperature data and 
sending it to the control station to create a map of fire and to take necessary actions. 
Hady Abdel salam et al., [3] proposed an algorithm where firefighters are given 
support by increasing the life of the Wireless Sensor Network (WSN). This algorithm 
helps men at the fire area with sufficient and continuous information besides 
maintaining the energy of WSN. Ramesh V et al., [4] examined two routing protocols 
Destination Sequenced Distance Vector (DSDV) and Adhoc on Demand Distance 
Vector (AODV) and evaluated them on packet delivery fraction and average delay 
while varying the number of sources and pause time. AODV protocol is best suitable 
for UDP communication, while packet delivery fraction is very low for high mobility 
scenarios in case of DSDV. Daniele Miorandi and Eiton Altman E [5] explain the 
analysis of connectivity issues in one dimensional ad hoc networks. The model helps 
in the study of percolation problems in adhoc networks. It shows that node 
distribution is based on Poisson’s distribution. Srdjan Capkun et al., [6] proposed a 
distributed infrastructure free positioning algorithm that does not rely on Global 
Positioning System (GPS).The algorithm uses the distance between the nodes to build 
a relative coordinate system in which the node positions are computed in two 
dimensions. 

3 Proposed Model 

The proposed model PCPFF is a combination of Wireless Sensor Network (WSN) 
and Mobile Ad Hoc Network (MANET). The concept is based on the fact that the 
firefighters are in motion for most part of the fire rescue operation. It is very 
important for the fire fighters to communicate with each other effectively as the fire 
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fighters work in an environment that is continuously changing and complex. The 
visibility of the firefighters is usually impaired because of the smoke and fire hence 
cannot see all their fellow firefighters. Commanders stay outside the building while 
firefighters enter the building.  

 

Fig. 1. Block Diagram of the proposed PCPFF model 

The firefighters are part of the MANET, which serves as a medium of 
communication among the firefighters and the commanders, because they are in 
motion and need not always be in the radio range of the commanders. The 
information still reach all the firefighters even though they are not in the radio range 
of the sender. Since MANETS can act as routers and due to the multiple hops the 
information will reach the firefighter. The firefighters are provided with a device 
which has the capability to drop nodes at regular intervals of time inside the building 
and form a WSN. The nodes contain temperature sensors and transceivers. The 
transceivers are used to send and receive the temperature at each node. The device 
that the firefighters has also a display which shows positions of all the other 
firefighters along with the position of nodes which are dropped by that firefighter and 
fellow firefighters. The display has distress button. When the firefighter is in distress 
either due to asphyxiation or due to injuries, he initiates the distress signal. This 
intimates the incident commander to send the firefighters in each Rescue Team and 
Firefighter Assistance and Search team(FAST) to rescue the person in distress. 
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4 Performance Analysis 

The Pause Time i,e., time for which simulation is run and has varied the pause time 
from 15sec to 190 sec and  Packet delivery fraction (PDF) i,e., the ratio of number of 
packets received to the number of packets originated are used to evaluate performance 
of  proposed algorithm. The graph in Figure 2 shows the variation of packet delivery 
fraction (PDF) with pause time. The movement of nodes starts at 25 seconds and ends 
at 125 seconds. Initially the PDF remains high for AODV and AOMDV because they 
are reactive protocols. Another reason is that the nodes are static at the start of 
simulation. Since DSDV is a table driven protocol, all the routes are not stored in the 
routing table, thereby justifying the low PDF. In the mid-region of the graph, that is, 
from 30 seconds to 125 seconds, the nodes are highly mobile. Since the topology 
changes are rapid, on demand routing performs better as the routes are determined 
every time a packet has to be sent to a destination. On the other hand, DSDV being 
table driven takes much longer to react to these rapid topology changes resulting in 
large packet loss. In the last part of the graph the nodes are almost static and hence the 
topology remains the same. In this region DSDV performs better because the route 
updates are less frequent. The routes remain same for almost all the destination nodes. 
However AODV and AOMDV take time to find routes to new destinations despite 
there being not much change in the topology of the network. In the 25 sec to 125 sec 
region of the graph AODV out performs AOMDV and DSDV with respect to PDF. 

 

Fig. 2. Graph of PDF of AODV, AOMDV and DSDV with simulation time 
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5 Conclusions 

The Adhoc network has a variety of applications, like in firefighting. Results clearly 
show performance of the three routing protocols. The packet delivery fraction remains 
high for AODV and AOMDV reactive protocols than DSDV a proactive routing 
protocol. These reactive protocols perform better where topology changes are rapid, 
as the routes are determined every time a packet has to be sent to a destination. DSDV 
justifies as proactive routing protocol with low packet delivery fraction. DSDV 
performs better for a network where the route updates are less frequent.  
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Abstract. With the advances of technology, security of the digital media has 
become a major challenge. Audio watermarking is the technique to embed some 
data into the audio signal for identifying the copyright ownership and prevent-
ing piracy. This energy based technique is different from others as it involves 
embedding the pre-processed image watermark in wavelet domain using mean 
quantization and patchwork methods. The low frequency wavelet coefficients 
are considered and they are further segmented into frames on the basis of the 
size of processed watermark. The frames, thus obtained are arranged in decreas-
ing order of their energy and watermark processed with the synchronization 
code is hid in frames with highest energy thereby increasing the robustness 
against deliberate and non- deliberate attacks. The simulation results show that 
the implemented scheme is highly resistant to the signal processing and desyn-
chronization attacks. 

Keywords: Audio Watermarking, Desynchronization attacks, Mean Quantiza-
tion, Patchwork method. 

1 Introduction 

With the rapid growth of technology, it is easier for digital data owners to transit 
multimedia files across the Internet. Thus, there is a huge increase in concentration 
over copyright protection of media. Digital audio watermarkingis the scheme of 
embedding some relevant information,watermark, into an audio signal so that a given 
piece of copyright information is permanently tied to the audio.This information can 
later prove the ownership, identify a misappropriating person, and trace the marked 
digital data disseminating through the network.The goal in this paper is to embed the 
watermark in the audio signal imperceptibly by the exploitation of the statistical and 
the objective properties of the cover signal. The low frequency region and the energy 
of the signal segments are considered in this regard. The organization of the paper is 
as follows. Section 2 reviews related works in this area, Section 3 describes the theory 
of techniques used, Section 4 discusses the implementation strategy, Section 5 shows 
results after applying various attacks to audio signal and Section 6 concludes the 
paper with a substance of future research in this method. 

                                                           
* Corresponding author. 



 Robust and Energy Efficient Audio Watermarking Scheme 369 

2 Related Works 

A technique proposed by Wang et al. [1] is based on information hiding where the 
Discrete Wavelet Transform (DWT) is applied on each segment of carrier audio. The 
secret bits are constructed by performing chaotic encryption on a combination of syn-
chronizing codes and secret audio. These bits are then embedded into the low  
frequency coefficients of wavelet domain by quantization method. An audio water-
marking technique proposed [2] uses two level DWT where the spectrum of the host 
audio signal is decomposed to find the appropriate regions to embed the image bits.Li 
[3] proposed a method in which the watermark sequence is first permuted and then 
encrypted using Arnold Transformation. The audio signal is divided into segments 
and Discrete Cosine Transform (DCT) and DWT is performed on each audio data 
segment and the watermark is embedded in the low frequency components. 

Another approach [4] utilizes a multi-level DWT where the information is 
embedded a number of times into approximate coefficients of each level. A 
quantization based audio watermarking method is proposed [5, 6] which is based on 
DWT and DCT. The information is in the form of image which is encrypted using 
different techniques such as Arnold Transform and Linear Feedback Shift 
Register.Another approach [7] is based on an improved patchwork method in which 
two subsets in wavelet domain are considered. The watermark is embedded by the 
addition of a small value to one subset and subtraction of the same value from the 
other.A wavelet transform based approach [8] is considered in which the audio signal 
is decomposed into low frequency and high frequency components. The watermark is 
generated by pseudo random numbers. It is embedded into the approximate 
coefficients depending upon the binary values of a binary image. 

3 Theoretical Foundations 

Discrete Wavelet Transform. The signal is transformed by wavelet transforms using 
wavelet filters. The signal is decomposed into low frequencies (Approximation coef-
ficients,  ) and high frequencies (Detail coefficients, , ) given as: 

  √ ∑ ,  (1) ,  √ ∑ ,    (2) 

The original signal isagain reconstructed by applying the inverse DWT defined as: 
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Mean Quantization Scheme. The implementation is by the following equations: 

 
, 1,, 0 , (4) 
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where x is the frame mean, b is the information bit, and q(x, D) is the quantization 
function with D being the quantization step. The quantization function is given as: 

 , . . (5) 

Where [x] rounds to the nearest integer of x. Detection process is given as: 

 
1     0 , /4    0    /4 , 0 (6) 

Patchwork Method. Patchwork method is used to store the mean of the frames in 
which image bits are embedded. These are added to mean of one patch of frame and 
subtracted from the other patch of frames.  

 ′    , ′   (7) 

Where a(i) and b(i) are the coefficient values of each of the frames of the patches. 

4 Energy Efficient Scheme 

The essential features of the proposed algorithm are the use of statistical and objective 
features of the audio signal itself and the use of combined techniques of time and 
transform domain. The main advantage of the first strategy is that the use of statistical 
and objective features evenly distributes the embedding of the watermark over the 
complete signal. Not one part of the signal is crowded by the watermark bits which 
makes watermark detection nearly impossible for the attacker. Also the use of com-
bined techniques of mean quantization and patchwork method in transform domain 
help achieve greater robustness and less algorithmic complexity as the time domain 
techniques are very simple to implement. 
 
Preprocessing Watermark. To make the algorithm robust against de-
synchronization attacks, the watermark is processed with the synchronization code. 
This code is a combination of 16 8-bit binary vectors which implies that each syn-
chronization code is 8 bit long and 16 such codes are generated. Once the codes are 
generated they are added between the watermark bits. Once all the 16 codes are used, 
the next code used again is the first code which makes the cycle going on until all the 
watermark bits are put in the processed watermark as shown in figure 1. The steps 
involved for processing the watermark are defined as:  

 
Fig. 1. Preprocessing of Watermark 

1. Express the image as a two dimensional matrix whose size is N × N. 
2. Convert the two dimensional matrix into one dimensional vector of length N × N. 
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3. Normalize the vector by dividing each entry by256 and round it to the nearest 
integer. 

4. Embed the synchronization code in the vector such that before every two bits of 
the image vector is an 8 bit synchronization code which has a cycle of 16. 

Embedding Strategy. The preprocessed watermark is further embedded in the audio 
signal by using the energy effective watermarking strategy shown in figure 2 which 
can be implemented by the following steps as: 

1. Apply one dimensional DWT to the carrier audio signal. 
2. Segregate the approximation coefficients and group them into frames. The size of 

each frame is governed by the size of image and size of the carrier audio signal. 
3. Arrange the frames in the decreasing order of their energy by applying another 

level of wavelet decomposition 
4.  Embed the processed image vector containing the synchronization code in the 

ordered frames by mean quantization method. 
5. Embed the locations of the frames in which the image bits are embedded in an-

other groups of frames with lower energy values by patchwork method. 
6. Reorder the frames to their exact locations thus, distributing the watermarked 

locations. 
7. Apply inverse wavelet transform and reconstruct the audio signal containing the 

hidden image information. 

 

Fig. 2. Embedding Strategy 

 

Fig. 3. Extraction 

Extraction Strategy.The extraction procedure followed is exactly the reverse of the 
embedding procedure in which the DWT is applied to the watermarked audio signal 
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 then the approximation coefficients are grouped into frames and arranged according 
to their energy in the decreasing order. Then the watermark bits are detected by 
matching the synchronization code bits so as to guarantee the exact location of the 
watermark which is then cross checked by the values stored in the lower energy 
frames by patchwork method. This is schematically represented in figure 3. 

5 Result Analysis 

Audio signal used in this implementation strategy is shown in figure 4. It is a 16-bit 
mono audio sampled at 44100 Hz, sample size of 16 bits with duration 5 seconds. The 
watermark shown in figure 5 is a gray scale image of MNIT logo of size 32 × 32 and 
bit depth of 8 bits. Furthermore, CoolEdit Pro v2.1 has been used for audio editing 
and attacking in order to corrupt the watermark. 

 

Fig. 4. Original Audio Signal 

 

Fig. 5.  
Watermark 

Fig. 6. Watermarked Audio Signal 

The result Analysis is done by using two metrics: Similarity Factor (SM) and Bit 
Error Rate (BER).Similarity Factor (SM) is a measure to determine the similarity 
between the original and the extracted data. Its value ranges between 0 and 1.Bit Error 
Rate (BER) gives the percentage of the erroneous bits extracted and the total number 
of bits in the image. 

It is seen that even after embedding the watermark in the audio signal, no visible 
difference is observed in the plots as shown in figure 6. The attacks implemented with 
low values of changes in amplitude or frequency performed to the signal are defined 
as low intensity attacks and those implemented without taking into account the extent 
of the changes in amplitude or frequency are calledhigh intensity attacks. Robustness 
of the implemented strategy against signal processing and deliberate attacks from 
Stirmark Benchmark has been analyzed. 

The table 1 displays the values of similarity measure for both high intensity and 
low intensity attacks. The Table 2 shows the comparison of the proposed strategy 
with the already implemented method ofBhat et al. [6] for the values of the similarity 
measure. The results thus computed display that the proposed watermark strategy is 
better than other already implemented strategies in this regard. 
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Table 1. Similarity Measure Values for low 
and high intensity attacks 

 
 

Attacks 

SM 
values 
for low 

intensity 
attacks 

SM values 
for high 
intensity 
attacks 

Re-Quantization .9675 .5775 
Re-Sampling .9550 .5288 

Amplification .7865 .5784 
Inversion .8611 .5618 

Noise Addition .8995 .5513 
Low Pass Filtering .8981 .5073. 
High pass Filtering .9332 .5562 

Cropping .9895 .5345 

Jittering .9980 .5892 
Pitch Shift .8907 .5273 

Time Stretch .8437 .5012 
 

Table 2. Similarity Measure Values  
for proposed algorithm and the reference 

Attacks 
Similarity Factor 

Proposed 
Algorithm 

Reference 
[6] 

Re-
Quantization 

.9675 .9840 

Re-Sampling .9550 1 

Noise  
Addition 

.8995 .8110 

LP filtering .8981 .8860 

HP filtering .9332 .7510 

Cropping .9895 .999 

Jittering .9980 1 
 

6 Conclusions 

The proposed algorithm exhibits very low time complexity as there is no repetition of 
multiple transforms. The watermark is processed with the synchronization code to 
provide very high robustness against de-synchronization attacks. Also, if one part of 
the signal is destroyed by the attacks, some part of the watermark can be successfully 
extracted from the remaining signal by the algorithm thereby, serving the purpose of 
copyright protection. The watermark is up to 50% extractable even if the attacks of 
very high intensity are applied which result in the complete destruction of the sig-
nal.The main limitation of the proposed algorithm is that the similarity factor keeps 
decreasing if the intensity of attacks is increased. This can be improved by increasing 
the levels of DWT. Encryption or processing of watermark by other simple transforms 
like Arnold Transform, Hadamard Transform might increase the robustness of the 
algorithm and this area needs to be explored further. 
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Abstract. The Soft Computing techniques presents an alternative to software 
development effort estimations and this paper is concerned with estimating the 
early stage effort estimations using student datasets. As we know, the output of 
fuzzy inference system depends on the selection of defuzzification method. This 
paper compares the outcomes of Mamdani Fuzzy Inference System (FIS) created 
using four different types of defuzzification methods namely centroid, bisector, 
Mean of Maximum (MOM) and Largest of Maximum (LOM). For this purpose a 
two inputs and one output Mamdani FIS was created using the above four 
defuzzification methods. The outputs (efforts) are evaluated using the standard 
performance evaluation metrics like Magnitude of Relative Error (MRE), 
Median of Magnitude of Relative Error (MMRE) etc. and it was found that the 
centroid method is the best and lom is worst among the defuzzification methods. 

Keywords: Effort estimation, Soft computing, Mamdani FIS, defuzzification, 
metrics. 

1 Introduction 

One of the most critical and extremely crucial activities of any software development 
project is software effort and cost estimation and accurate estimation of a software 
development effort is critical for good management decision making [1]. If the effort 
requirements can be predicted accurately from the early phases of software 
development, then an efficient project development schedule can easily be prepared 
so as to complete the project well within the targeted time and budget constraints. 
This paper is based on a student dataset [2] prepared by us for carrying out the early 
stage software development effort estimation studies. A Mamdani FIS was created 
using the student dataset as given in Table - 3 of Appendix – I. The parameters viz; 
Total Count of Entities (TCOE) and Cumulative Grade Points Aggregate (CGPA) 
were chosen as two Inputs and the Redistributed Effort (RDE) was chosen to be one 
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output of the Mamdani FIS. Four different defuzzification methods namely centroid, 
bisector, mom and lom were used to create Mamdani FIS’s and a comparison of effort 
estimations was carried out based on the standard performance evaluation criteria. 
Basically, defuzzification is a mapping from a space of fuzzy control actions defined 
over an output universe of discourse into a space of non fuzzy (crisp) control actions 
[3]. Nurcahyo et al. [4] had focused on the selection of the Defuzzification method to 
discover the most appropriate method for obtaining crisp values which represent 
uncertain data. Therefore this paper focuses on the defuzzification part of the 
Mamdani FIS [5], where the crisp values are obtained as outputs. 

2 Experimental Methodology 

Experiments have been conducted on a dataset which is created based on the Major 
Project reports of the B.Tech. students of Sikkim Manipal Institute of Technology [2] 
and is as given in Table 3 in Appendix - I. Mamdani type fuzzy inference system was 
implemented using Fuzzy Logic Toolbox, a GUI tool of Matlab. From the student 
dataset, we have taken TCOE and CGPA as two input variables and RDE as the 
output variable for preparing Mamdani FIS for estimating the effort required for 
software development. Two inputs and one output Mamdani FIS is as given in Fig.1. 
while the FIS specifications are as listed in the Table 1. 

 

Fig. 1. Mamdani Model for Effort Prediction 

Table 1. FIS Specifications 

FIS Parameters Specifications
Fuzzy Inference System Type Mamdani 
And Method Min 
Implication Method Min 
Aggregation Method Max 
Defuzzification Centroid 
Membership Function Type     Triangular 

 
Figures 2, 3, and 4 shows the membership function for two input variables namely 

Total count of Entities (TCOE), Cumulative Grade Point Aggregate (CGPA) and one 
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output variable as Redistributed Development Effort (RDE) respectively. TCOE has 
three linguistic values as Low, Medium and High, CGPA has Poor, Average and 
Excellent while RDE has Low, Medium and High. 

 

Fig. 2. Membership Function for TCOE 

 

Fig. 3. Membership Function for CGPA 

 

Fig. 4. Membership Function for RDE1 

Once the inputs are fuzzified, the fuzzy rule base were applied to arrive at the 
fuzzy output. Fuzzy Inference Rule Base as shown in Table 2, comprises of different 
Fuzzy Rules (nine in numbers) which are shown in Fig.5. Mamdani FIS’s were also 
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created using other three defuzzification methods namely bisector, LOM (largest of 
maximum) and MOM (middle of maximum) [7] as well and the outputs were 
obtained as shown in Table 4 in Appendix – II.  

Table 2. Fuzzy Rule base for Mamdani Effort Estimator 

CGPA/TCOE Poor Average Excellent
Low L L M 
Medium L M H 
High M H H 

 

Fig. 5. Fuzzy Rules for Mamdani Effort Estimator 

2.1 Evaluation Criteria Used 

In this study, Mean Relative Error (MRE) and Median of Mean Relative Error 
(MMRE) were adopted as the indicators of the accuracy of the established software 
effort estimation models since they are the ones most widely used in the literature, 
thereby rendering our results more comparable to those of other work. 

                          
 (1)

 

The MMRE aggregates the multiple MRE’s. The model with the lowest MMRE is 
considered the best [6]. As shown in Eq. (2), the estimation accuracy of the MMRE is 
the mean of all the MREs among n software projects. 

                        
 (2)

 

3 Results Discussion 

Table 4 in Appendix - II contains the experimental results and shows the 
Redistributed Effort Estimations (RDE) obtained using the Mamdani FIS with four 
different defuzzification methods. The MRE values for each instances were calculated 
as shown in the Table 4 in respective columns namely MRE -1, MRE -2, MRE – 3 
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and MRE - 4. MMRE for each of the cases was calculated by summing up the MRE’s 
and dividing the sum by 41 i.e. the total number of instances in the dataset. The 
MMRE value obtained is 0.0628 (MMRE % is 6.28) for COG method, 0.067 (MMRE 
% is 6.70)  for bisector method, 0.070 (MMRE % is 7.0) for MOM method and 0.121 
(MMRE % is 12.1)  for LOM method. 

4 Conclusion 

MMRE as performance evaluation criteria analysis, shows that COG method is the 
best one for obtaining better crisp values for early stage effort estimations as 
compared to other defuzzification methods. It is evident from Table 4 in Appendix II, 
that MMRE in case of centroid defuzzification method is lowest and hence it is 
expected that Mamdani FIS with COG defuzzification will produce better results. 
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Appendix – I 

Table 3. Student Dataset & Attributes for Early Stage Development Effort Estimations, TCOE: 
Total count of entities, TCOA: total count of attributes, TCOR: total count of relationships, 
CGPA: cumulative Grade Point Aggregate (parameter for judging academic excellence of 
students), RDE: Recalculated Development Effort in number of days.  

Serial Number TCOE TCOA TCOR CGPA RDE 
1 24 70 29 6.219 75 
2 24 70 29 8.012 75 
3 24 70 29 7.733 75 
4 10 56 9 7.564 70 
5 5 44 5 5.519 55 
6 19 47 11 7.507 70 
7 8 33 9 6.171 75 
8 8 33 9 6.705 75 
9 17 53 7 7.629 75 

10 9 37 7 8.130 70 
11 10 36 8 8.083 65 
12 10 36 8 8.126 65 
13 10 36 8 7.202 65 
14 5 17 5 8.417 65 
15 5 16 7 7.757 70 
16 4 26 4 7.431 70 
17 4 26 4 7.121 70 
18 4 26 4 7.660 70 
19 7 34 6 8.017 75 
20 7 34 6 9.076 75 
21 7 27 5 7.550 70 
22 6 37 5 6.583 65 
23 6 27 12 7.276 65 
24 6 27 12 8.124 65 
25 5 26 4 6.530 75 
26 5 26 4 6.685 70 
27 6 28 6 7.843 65 
28 7 38 9 9.160 70 
29 7 38 9 8.617 75 
30 6 18 3 8.719 80 
31 4 22 3 8.860 65 
32 5 18 5 7.664 75 
33 16 85 15 6.795 65 
34 16 85 15 6.757 65 
35 9 36 9 6.207 70 
36 9 36 9 6.636 70 
37 9 36 9 6.790 70 
38 8 24 7 8.095 65 
39 20 115 22 7.990 75 
40 20 115 22 8.095 75 
41 15 60 9 6.340 75 
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Appendix – II 

Table 4. RDE’s using Mamdani FIS using all the FOUR defuzzification methods namely COG, 
bisector, MOM and LOM, with their respective MRE values calculated as MRE -1, MRE -2, 
MRE -3, and MRE – 4 
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Abstract. In this paper we derive an improved minimization criterion for 
normalized least mean squares (NLMS) algorithm using past weight vectors 
and the regularization parameter. The proposed minimization criterion 
minimizes the mean square deviation (MSD) of currently updated weight vector 
and past weight vector. The result of the proposed NLMS algorithm approaches 
the conventional NLMS algorithm as the regularization parameter reduces to 
zero. The result also shows that as the regularization parameter decreases the 
convergence rate increases.  

Keywords: Normalized least mean square algorithm, minimization criterion, 
regularization parameter, mean square deviation and weight vector. 

1 Introduction 

A wide variety of recursive algorithms have been developed for the operation of 
linear adaptive filters. The choice of one algorithm over another is determined by one 
or more of the factors such as, rate of convergence, misalignment, computational 
complexity [1-2]. Thus the desired objective can be achieved by altering the 
minimization criterion of an algorithm. The NLMS algorithm is designed to overcome 
the difficulty of gradient noise amplification problem suffered by Least Mean Square 
(LMS) algorithm. The conventional affine projection (AP) algorithm is modified 
using the set-membership affine projection (SM-AP) algorithm. The minimization 
criterion of SM-AP is derived using set-membership filtering to reduce the 
computational complexity of the conventional affine projection [3]-[4]. The modified 
criterion were developed for improving numerical stability using Leaky recursive 
least squares (LRLS) and leaky least mean squares (LLMS) algorithms [5].  

In this paper, we develop an improved minimization criterion for the normalized 
least mean squares (NLMS) algorithm using the regularization parameter which 
minimizes the summation of each squared Euclidean norm of difference between the 
currently updated weight vector and past weight vectors. The proposed weight update 
formula which is derived from the proposed criterion has smaller misalignment than 
the conventional NLMS. A new update formula was designed called the momentum 
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LMS (MLMS) by adding a momentum term which contains previous weight vectors 
[6]. The method reduces the misalignment, but adding a momentum term is not based 
on a specific criterion. A modified NLMS was designed using a specific criterion [7], 
which suffers from low convergence speed. The new minimization criterion of our 
algorithm which is based on past weight vectors and regularization parameter shows 
improved convergence speed as the regularization parameter decreases. The MSD 
shows lower misalignment as the regularization parameter increases for a particular 
value of past weight vector, whereas MSD approaches conventional NLMS as the 
regularization parameter decreases to zero. It is also shown that proposed algorithm is 
a general case of conventional NLMS algorithm. 

2 The Constrained Minimization Criterion of Conventional 
NLMS Algorithm 

The NLMS algorithm is built around the transversal filter in which the filter 
coefficients or weights are updated at p+1 iteration with respect to the squared 
Euclidean norm of the input vector x(p) at iteration p. We assume the transversal filter 
as a finite impulse response (FIR) model wherein the impulse response sequence is 
defined as w0 called an R by 1 optimal vector. Thus, the measured output of the FIR 
model is expressed as follows [1]: 

( ) ( ) ( )d i y i iη= +  (1) 

where 0( ) iy i = x w , ix is a 1 by R input vector, and ( )iη is noise measurement at time 

instant i. The value of R is of the same length as the impulse response sequence of the 
FIR model. 

The conventional NLMS algorithm is a renowned adaptive filtering algorithm. The 
algorithm is derived from the following constrained minimization criterion: 

2
1min || || subject to ( )

i
i i i id i−− =

w
w w x w  (2) 

where iw is an estimated weight vector at time instant i. 

The weight update formula is derived from the constrained minimization criterion 
by using the method of Lagrange multiplier [8], 

1 ( )
T
i

i i T
i i

e i−= +
x

w w
x x

 (3) 

where 1( ) ( ) i ie i d i −= − x w  and (.)T indicates the transpose operation. 
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3 The Proposed NLMS Algorithm 

3.1 The Proposed Minimization Criterion and Update Formula 

We propose an improved minimization criterion for the NLMS algorithm which 
reuses past n weight vectors, as follows: 

1
2

1
1

min || || subject to ( )
1

where 0 1

i

n k

i i k i ik
k

d i
ρ

ρ
ρ

−

−−
=

− =
+
< <

w
w w x w

 (4) 

where ρ  is the regularization parameter. Using the method of Lagrange multiplier, 

we rewrite the minimization criterion (4) as follows: 
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where ( ) ( ) i ig i d i= − x w  and λ is a Lagrange multiplier. By using the differential 

relationships of 
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and 

( ) 0i i
J

d i
λ

∂ = − =
∂

x w  (7) 

From (6), we get, 
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Substituting (8) into (7), we get, 
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By substituting (11) into (8), the proposed NLMS algorithm becomes: 
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We can write this as: 
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When ρ is one, the proposed NLMS algorithm simply becomes as follows: 
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 (15) 

Comparing the conventional NLMS algorithm (3) with the weight update formula 
using regularization parameter (15), we find that the proposed algorithm is composed 
of the averaged past n weight vectors that need additional calculations. As the past 
weight vectors increases the number of calculations also increases but the additional 
calculations are not numerically complex and can be performed simply by addition 
and division operations. It can be seen that, when n=1, the proposed NLMS algorithm 
including the computational complexity, is identical to the conventional NLMS.  

4 Results and Discussions 

In this section, the simulation results of the proposed algorithm (13) are compared 
with the conventional NLMS algorithm (3). The channel is assumed as FIR model 
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with channel length of 12, i.e., R is 12, and the channel is randomly generated. The 
performance is compared by evaluating the mean square deviation (MSD) defined as 

0 2|| ||iE −w w  and then averaging over 250 independent trials.  

The modified NLMS algorithm minimizes the variations between the currently 
updated vector iw and previous weight vectors, i.e., 1, ,i i n− −w w . Here n is taken as 

1, 2 and 3 respectively, and the modified algorithm minimizes the summation 

of 2
1|| ||i i−−w w , 2

2|| ||i i−−w w  and 2
3|| ||i i−−w w . Therefore the proposed NLMS 

algorithm has an effect by which it can prevent the updated weight vectors from 
heavily fluctuating especially in cases where noise measurement is high. 

We calculate the MSD values over output signal-to-noise ratio (SNR) for 5dB. The 
input vector is chosen to be a random value. 

Fig.1 and Fig. 2 show the effect of various values of regularization parameter when 
value of n is 2 and 3 respectively at 5dB. In general, we find that the MSD of the 
proposed NLMS becomes closer to the conventional NLMS as the value of 
ρ decreases to zero. The result shows that the MSD of newly updated NLMS 

algorithm is in general lower than the conventional NLMS and as the value of 
regularization parameter increases, the MSD of modified NLMS algorithm becomes 
much lower. The figures also show that as the regularization parameter decreases the 
convergence rate increases. Thus for a fixed value of n, the effect of the past weight 
vector reduces by decreasing the ρ .  
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Fig. 1. MSD of the proposed NLMS with various ρ is compared with conventional NLMS at 

SNR 5dB and n=2 
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Fig. 2. MSD of the proposed NLMS with various ρ is compared with conventional NLMS at 

SNR 5dB and n=3 
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Abstract. Advances in wireless technology and portable computing along with 
demand for greater user mobility has provided a major impetus towards 
development of  an emerging class of self organizing, rapidly deployable 
network architecture referred to as ad hoc networks. Lot of research work in 
estimating available bandwidth is carried out in last few decades. It has been 
shown that bandwidth consumption is not local concept but depends upon the 
transmission going in the channel itself. The link characteristic of channel plays 
an important role in this regard. The different sensing range affects the 
transmission of node. We present our study on how the carrier sense range 
affects the various parameters which are helpful in estimating available 
bandwidth.  

Keywords: IEEE 802.11, NAV, Quality of Service, Ad hoc Networks, DIFS, 
Back off. 

1 Introduction 

The wireless communication was designed to provide location independent network 
access between various computational devices by using radio waves. IEEE 802.11 
originally developed for Wireless LAN has now become de-facto standard. The ad 
hoc network can be differentiated from cellular network in the sense that routing and 
resource management are done in distributed manner in which all nodes coordinate to 
enable communication among themselves. The nodes in MANETs share the common 
radio channel and due to inherent nature of wireless communication one node in ad 
hoc network may consume the bandwidth of neighboring node. Link available 
bandwidth is one of the most important parameter and has received lot of attention in 
last decade. The term can be defined as maximum unused bandwidth at link or end-to-
end in a network such that it does not disrupt any ongoing flow in the network 
between two peers, which depends not only on capacity but also the traffic load and is 
time varying metric.  The estimation of available bandwidth is not a localized concept 
but is also dependent upon the state of its neighboring nodes in its transmission range 
as well as in carrier sense range [1].  
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Section II describes the IEEE802.11 MAC layer mechanism. The detailed survey 
on the effect of carrier sense range on MAC is presented in section III. Finally the 
remarks and proposed work is presented in section IV. 

2 IEEE 802.11 MAC Sublayer 

The IEEE 802.11 MAC sub layer defines two different access methods: Point 
Coordination Function (PCF) and Distributed Coordination Function (DCF). PCF is 
for infrastructure based network. DCF is based on carrier sense multiple access with 
collision avoidance (CSMA/CA). The nodes compete for channel in a distributed 
manner. This is accompanied through either physical carrier sensing (PCF) or 
optionally through virtual carrier sensing (VCS).In the physical carrier sensing, the 
backoff window, W, is initially set to CWmin. Whenever the node has data to send it 
senses the channel if the medium is free for specified time, the station is allowed to 
transmit the packet. The receipt of acknowledgement (ACK) for data packet ensures 
the successful transmission. In event of collision transmitter go in retransmission 
mode by increasing the backoff window based on exponential backoff algorithm. The 
fragment is thrown away after given number of retransmission. The above mechanism 
suffers from hidden terminal and exposed terminal problem. The solution for the 
problem comes in form of virtual carrier sensing (VCS). The VCS make use of 
request to send (RTS) and clear to send (CTS) control packets. In VCS, all station 
receiving either RTS or CTS will set their virtual carrier sense (called NAV, Network 
Allocation Vector) for a given duration. NAV along with PCS is indicated as busy 
state of medium. Between the transmission of control packets, data packets and ACK 
there are inter frame space time intervals which control the access to the wireless 
medium. These time intervals are mandatory and are essentially idle periods. A more 
detailed timing analysis of different timing parameter can be referred in [2] [4]. 

3 Effect of Carrier Sense Range 

There are three different ranges in IEEE 802.11 MAC scheme. 

• Transmission Range: range inside which nodes are able to receive or overhear the 
packet transmission successfully assuming there is no interference from other 
transmission.  

• Carrier Sense Range: range inside which nodes are able to sense signal, even 
though the correct packet reception is not guaranteed. The busy state of channel is 
determined by the carrier sensing threshold (CST). 

• Interference Range: The range inside which any new transmission by other 
transmitter will interfere with packet reception. This is not a fixed value and 
depends upon topology of the network.  

It is generally assumed that transmission range is smaller than carrier sense range and 
interference range. In wireless communication all the node in the ad hoc network 
share the common channel. In collision model, all transmission including those that in 
carrier sense range is considered as interference to the receiver. Similarly, 
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transmission by the carrier sense neighbours will interfere with the transmission of 
node even if they are not directly communicating. Thus while estimating the busy 
time of the node it is important to take care of theses contending nodes. In most of the 
cases the node’s carrier sense is expressed in terms of number of hops [3] [5]. 
However these assumptions cannot be true in real scenarios. Many other methods [6] 
[5] were proposed but again these methods were either adding to network overheads 
and complexity or leads to misinterpretation of channel activity. In case of multi-hop 
ad hoc network interference range of nodes can overlap. This prevents the 
transmission of node while any path member of interference range is sending, leading 
to problem of intra-flow contention. It is necessary to identify all such contending 
nodes lying in the interference range of the node. In order for communication to 
happen medium should be available on both sender and receiver side thus we need to 
have some kind of synchronization between two. In multi-hop network the airtime 
synchronization poses another problem for us. Most of the above work assumed that 
transmission range and carrier sense range are fixed entities. The transmission range 
and capture threshold of transceiver are usually pre-determined by hardware 
specification and radio signal design. According to [7] carrier sensing range is 
tuneable parameter that can significantly affect the performance of system at MAC 
layer. Large value of carrier sense range leads to decrease in collision rate however 
smaller value leads to spatial frequency reuse but leads to higher collision rate. The 
concept of cost function was introduced such that the total reward of MAC scheme is 
defined as: 

η  = Ns  - c Nd (1) 

Where Ns is channel throughput and Nd is the total amount of data is transmitted. For 
different values of c, the sensing range of node is tuned to maximize . . Although RTS 
and CTS mechanism was deployed to solve the hidden terminal problem in ad hoc 
networks, in [8] it is claimed that VCS works only if every hidden nodes are within 
the carrier sense range of sender nodes. This is normally the condition for VCS 
mechanism to work.  The interference range Ri of receiver with transmitter- receiver 
distance as d meters is: 

Ri = 1.78 * d (2) 

When the distance d between the sender-receiver is larger than Rtx *0.56, where Rtx is 
transmission range, interference range exceeds the transmission range. It was 
concluded, RTS/CTS handshake is not sufficient enough to prevent the interference at 
receiver once the sender-receiver distance is greater than Rtx *0.56. It was suggested 
to limit the maximum distance between the nodes to value such that interference 
range equals to transmission range. The major disadvantage of the scheme was 
reduced transmission range.  Since VCS is not effective in multi-hop outdoor scenario 
and is ineffective once interference range exceed the transmission range. In [4] 
authors proposes dynamic physical carrier sensing (DPCS). The authors propose to 
use PCS where the value of carrier sensing threshold (CST) is set in order to obtain 
the correct carrier sense range. The new value of CST can be written as: 
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CSTs = 
nn

thSINR )1(

Pr

+
 (3) 

Where n is generic signal attenuation coefficient, CSTs is optimal CST on the sender 
and Pr is power received at sender (the same at receiver). The above mechanism is 
based on the assumption of homogenous hardware and sets the CST according to 
received power level estimation. 

4 Conclusion and Final Remarks 

When multi-frames are received simultaneously at receiver, it calculates the ratio of 
strongest frame’s signal strength to the signal strength sum of other frames. It is in 
this context that we should also consider minimum signal to interference and nose 
ratio (SINR). This means that a signal arriving at receiver is assumed to be valid only 
if packets signal strength is higher than SINR (the capture threshold); otherwise the 
packet is considered collided. The higher the signal to noise ratio the higher rate that 
packet can be reliably transferred. We must calculate carrier sense threshold form this 
value. For example in IEEE 802.11b standard which provides the transmission speed 
of 11 Mbps does not allow SINR below 10db.We can take into account SINR while 
calculating the value of CST. The estimation of available bandwidth is affected by 
collision probabilities and channel utilization. It is important to optimize the values of 
carrier sensing range such that total network throughput can be increased and 
decreasing the number of collisions before estimating available bandwidth in 
MANETs.  
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Abstract. The Today’s Internet technology changing our lives in terms of the 
way we work, learn and interact. These changes naturally should reflect the way 
government functions in terms of the organization of the government, its 
relationship with its citizens, institutions and businesses and cooperation with 
other governments. Also, the increasing generalization of technology access by 
citizen and organizations brings expectations and demands on government. 
India is a country of 1.2 billion people, having 29 states, 6 union territories and 
22 official languages. E-governance in such a big country is a challenging task 
in itself. The main objective of E-governance is to establish citizen transparent 
mechanism to provide easy and reliable access of its services of citizens and 
stakeholders.  

Keywords: Information and communication technology, E- governance, cloud 
computing, G2G, G2B, G2C, G2E. 

1 Introduction 

Presently, all the government departments are creating their own infrastructure to 
deliver e-services to the citizen by computerizing and automating their office 
procedures. This requires large investment in the infrastructure, its maintenance and 
continual up gradation which leaves little time and money for improvement in the 
delivery of e -services. It has been reported that only 15% of the computing capacity 
in most of the government departments is utilized. The IT infrastructure created in 
this manner is too complex, difficult to sustain and expensive which require better 
management to bring down the costs. Cloud computing is an emerging technology 
which can play a vital role in effective implementation of E-governance of changing 
needs require on demand location independent computing services which include 
software, platform and scalable infrastructure. The cloud computing can provide such 
an environment for optimum utilization of resources [4]. It will minimize the 
duplication of efforts through centralization and standardization in ICT set up and 
reduce the overall cloud based infrastructure is also significantly lower as compared 
to conventional IT set up for E-Governance making it environment friendly and green 
technology cloud computing will also improve the information sharing among 
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different government agencies with similar platforms being in use. This paper 
systematically describes the importance of E-governance and the role of cloud 
computing in providing better services to the citizens and stake holders.  

2 E-Governance 

The E-governance is the application of information and communication technology 
(ICT) to provide and improve the government services, transactions and interactions 
with citizens, businesses, and other arms of government. Types of E-Governance: On 
the basis of interactions between government and different stake holders as shown in 
fig. 1, the E-Governance can be divided into following groups [1].  

 

Fig. 1. Types of E-Governance 

3 E-Governance with Cloud Computing  

As we know that cloud computing is computing over a cloud, where a cloud consists 
of grids of commodity machines and a software layer (called Hadoop), which is 
responsible for distributing applications data across the machines, parallelizing and 
managing application execution across the machines, detecting and recovering from 
machine failures. We proposed a Hadoop which consists of four components. Each of 
components must have a specific job. The different components of Hadoop are shown 
in fig. 2. 

 

Fig. 2. Proposed Components of Hadoop 
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where U.I is User Interface, A.C is Authentication Check, and W.S.M is 
Computational Web Service Mapping, J.S is Job Scheduler. Whenever user request 
for a E-Governance web service to Hadoop, the latter first checks the authenticity of 
the user after interfacing with Authentic Server then Hadoop refers “E-Governance 
Web Service Mapping” and maps to E-Governance web service existing at different 
locations and fetches the required E-Governance web service from it and submits it to 
“Job scheduler” of Hadoop which schedules the jobs to the Grid of volunteer 
commodity hardware. The idea behind volunteer computing is to allow ordinary users 
on the internet to volunteer their idle computers, processing powers (PCs, Clusters, 
Supercomputers, Mainframes etc., which as a whole make volunteer commodity 
hardware) towards solving computationally intensive tasks. The scheduler of Hadoop 
sends the jobs to idle volunteer commodity hardware, the sending jobs are loaded to 
these idle volunteer commodity hardware and when jobs get computed successfully 
they are pulled back by Hadoop and are sent to the required thin clients, mobile etc. 

The load balancing of the idle volunteer commodity hardware is being done by the 
J.S of Hadoop. With the help of cloud computing, software applications can be 
accessed from a network using thin clients/mobiles (which are a lot cheaper).Thus 
cloud computing can help to make computing ubiquitous and bring it within the reach 
of the masses, especially the poor. In this paper, we propose a specific frame work of 
E-Governance based on clod computing, at which Hadoop is at the top, which is 
being accessed by thin clients or by commodity hardware(PCs, Clusters, 
Supercomputers, Mainframes etc). The Commodity hardware again is of two types: 
Active Commodity hardware- It needs E-Governance web-services. Idle Commodity 
Hardware- The idle Commodity hardware is used as volunteer computing commodity 
hardware. It is used for processing the web services and the processed web services 
are supplied to thin clients, active commodity hardware etc. Thus, Hadoop is 
connected with thin clients and commodity hardware. At a time all commodity 
hardware can not be busy, some may be idle and we have to use them in optimized 
order in order to enhance the cost/benefit analysis of cloud computing. By providing a 
simple interface to the user, Hadoop makes it possible to achieve super computing 
power as easily as one can get electric power through a wall socket. Again we intend 
to introduce an intelligent layer, with the help of which Hadoop would behave as an 
expert system on a specific domain. Here Hadoop would help E-Governance to 
address all types of users. Thus our cloud based expert e-Governance system would 
act as a human expert within one particular field of knowledge. The proposed expert 
E-Governance system embodies knowledge about one specific problem domain and 
possesses the ability to apply this knowledge to solve problems from that problem 
domain[2]. The proposed frameworks with hadoop are shown in fig. 3. 
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Fig. 3. Proposed frameworks with hadoop 

4 Conclusion 

Cloud architecture is playing important role by providing a shared and common 
infrastructure to the various government departments. Cloud provides a solid 
foundation for the introduction of widespread provision of services to various 
stakeholders. Applications designed using the principles of Service Oriented 
Architecture and deployed in cloud architectures will benefit the government in 
reducing operating costs and increasing the governance. With the help of grid and 
software layer (hadoop) cloud computing can make E-governance paperless and 
provide E services at affordable cost. 
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Abstract. Neural network is a massively parallel distributed processor inspired 
by the structure and functional aspect of biological neural network that employ 
learning algorithm, like back propagation for computation .back propagation 
follows supervised learning rule for processing data. The architecture is 
complex and processing confronts problems like local minima, slow 
convergence and premature saturation. We have introduced improved neuron 
model and learning rule like multiplicative neuron model using extra term in 
algorithm called a proportional factor. This along with other modifications in 
network architecture, that helps attain faster learning and accurate computation. 

Keywords: Supervised Learning, Back Propagation Algorithm, Premature 
Saturation, Differential Adaptive Learning and Multiplicative Neuron Model. 

1 Introduction 

Artificial neural networks are relatively crude 
electronic models based on the neural structure 
of the brains .They use connectionist approach 
as opposed to the cognitive approach used by 
computers for computation. They process by 
storing information as patterns, utilizing those 
patterns, and then solve problems. This field, as 
mentioned before, does not utilize traditional 
programming but involves the creation of 
massively parallel networks and the training of 
those networks through examples to solve 
specific problems [1]. Neural network is described by its architecture, neuron model 
and learning algorithm [2]. Architecture refers to a set of neurons and the weighted 
links connecting the layers of neurons. Neuron model refers to information processing 
unit of the neural network. A learning algorithm is used to train the NN by modifying 
the weights in order to model a particular learning task correctly on the training 
examples. Fig 1.1 shows the basic architecture of a neural network. 

Fig. 1.1. Architecture of A Feed 
forward Network 
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2 Learning in ANN 

Learning is a fundamental and essential characteristic of ANN. The learning rules can 
be broadly classified as (i) supervised or ‘teacher’ approach and (ii) unsupervised or 
‘cluster’ approach. Supervised learning rules require a ’teacher’ to tell them what the 
desired output is given an input. The learning rules then adjusts all the necessary 
weights and the whole process starts again until the data can be correctly analyzed by 
the network [3]. Supervised learning rules include back-propagation and the delta 
rule. Tasks that fall within the paradigm of supervised learning are pattern recognition 
(also known as classification) and regression (also known as function approximation). 
The paper is organized in the following way. In next section we discuss supervised 
learning rule of back propagation. In section III we define the conventional issues 
during learning and their solutions. In section IV we introduce the improved 
algorithm using differential adaptive learning rate and multiplicative neuron model. In 
the section V we conclude the paper. 

3 Back Propagation 

The back propagation (BP) algorithm was developed by Rumelhart, Hinton and 
Williams in 1986.This algorithm is based on error based learning, where the actual 
response, which is the output of layer by layer propagation of signal called function 
signal in the network, is compared again desired output. The error signal then 
propagates backwards and the synaptic weights are adjusted accordingly. Back 
Propagation Learning Algorithm: The conventional neural network model which is 
based on the Mucculloch Pitt’s neuron model uses the weighted sum of all signals 
coming to it to produce output signal. Fig 2.2 shows block diagram of computation 
for error gradient for hidden to output layer. 

                                                               Table 1. Notation employed in the derivation of the 
                                               back propagation learning algorithm [3] 

 

             Fig. 2.2. Gradient Computation For 

The error signal at the output of neuron j at iteration n (i.e. presentation of the nth 
training pattern) is defined by: 

ej(n)=dj(n)-yj(n) (2.1)

The instantaneous sum of squared errors of network at the output of neuron j can be 
written: 
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          E (n) =½ ∑cj² (n) (2.2) 

Where c is the set of all neurons on the output layer of the network. If N is the total 
number of patterns in the training set, the average squared error overall the pattern is 
given by: 

Eav=1/N∑E(n) (2.3)

Thus Eav represents the cost function of the learning process, which adjusts the free 
parameters of synaptic weights and thresholds so as to minimize the cost function. 
The training is done on the pattern by pattern basis and the error computed for each 
pattern presented to the network. 

4 Problems in Processing and Their Solution 

Premature Saturation: If the range of values of weights is too large, the system 
becomes stuck in a kind of saddle point, as activation function will saturate in the 
beginning, this phenomenon is premature saturation [4].It can be avoided by taking 
the initial weights and threshold levels of the network to be uniformly distributed 
inside a small range of values.. It is also maintained that premature saturation is less 
likely to occur when the number of hidden neurons is maintained low.  

Local Minima: Gradient descent can also become stuck in local minima of the cost 
function. These are isolated valleys of the cost function surface in which the system 
may get “stuck” before it reaches the global minimum.The momentum term 
significantly accelerate the training time that is spent in a temporary minimum as it 
causes the weights to change at a faster rate 

Symmetry Breaking Problem: It is important to note that if all the weights start out 
with equal values and the solution requires that unequal weights be developed, the 
system can never learn.. This means that all hidden units connected directly to the 
output units will get identical error signals, and since the weight changes depend on 
the error signals, the weights from those units to the output units must always be the 
same. This problem is known as the symmetry-breaking problem.  

Slow Convergence: The convergence rate of back propagation algorithm is still too 
slow even if  learning can be achieved. Furthermore the convergence behavior of back 
propagation algorithm depends very much on the choices of initial values of 
connection weights and parameters in the algorithm such as the learning rate and the 
momentum. Attempts to improve the performance of the original back propagation 
algorithm have concentrated on (i) selection of better energy function (ii) selection of 
dynamic learning rate and momentum. 

Slow Learning: Plain back-propagation is terribly slow and it is desired to have faster 
training. There are a series of things that can be done to speed up training.First, 
fudging the derivative term. This is done by increasing the learning by rate η by 0.1 
times the upper level η can check for both upper and lower level η values to the best 
results .This is known as differential step size method [3].Second, direct input output 
connections done when function to be approximated is almost linear. Last, a thumb 
rule generally followed is that total number of hidden neurons should be ⅔rd the total 
input output neurons i.e. best results on test are found with architecture having small 
number of hidden units [5]. 
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5 Three Term Back Propagation in Multiplicative Neural 
Network 

A method in the improved back propagation algorithm to reduce local minima using 
multiplicative neural network .In search for biologically closer models of neural 
interactions, neurobiologists have found that multiplicative like operations play 
important role in single neuron computation .Multiplication increases the 
computational power and storage capacity of neural networks is well known from 
extensions of ANN where the operation occurs as higher order units [6]. 

 

Fig. 4.2. Node Structure of Multiple Neural Network 

The basic building block of an MNN is a single neuron or node as depicted in Fig 
4.2. A node receives a number of real inputs n x1, x2, x3 ... ,  which are then multiplied 
by a set of weights n w1, w2, w3 ... ,  and bias terms n b1, b2, b3 ... ,  are added. The 
resultant values are multiplied to form a polynomial structure. This architecture has 
been shown in fig 4.2.This output of the node is further subjected to a nonlinear 
function f defined as: 

                                                                                                  

(4.1) 

 

Fig. 4.2. Architecture of Feed Forward Network 

This is subjected to the bipolar sig moidal activation function f is given by: 

                                     
(4.2)

 



400 A. Bari, K. Bhasin, and D.N. Karnawat 

An error back propagation based learning rule is used for training. The MSE is given 
by: 

                                              (4.3) 

Where p is the number of input patterns.  
However simply following the standard learning techniques in multiple neuron 

models do not serve the purpose therefore, new learning algorithms have been 
developed. Therefore, the standard algorithm is further modified by adding the 
momentum term and proportional factor term[7].Momentum term is a fraction of the 
previous weight change, it prevents extreme changes in the gradient due to anomalies, 
suppresses error oscillation due to variations in the slope of error .the problem of slow 
convergence is solved by adding a term proportional to the difference between the 
output and the target [8]. The legitimate question is whether multiplicative units are 
actually needed in neural networks and weather their task cannot be done by some 
reasonably sized network of summing units? The answer is NO. The drawback with 
summing networks is that they grow in size, albeit polynomially with the number of 
bits required for the representation action of the number to be multiplied. Such quality 
is “certainly disastrous”, when one would like to process real numbers with possibly 
infinite precision. Therefore, network of summing units do not seem to be an adequate 
substitute for genuine multiplication units. 

6 Conclusion 

In this paper we have introduced multiplicative neuron model that are capable of 
solving complex task in biologically plausible manner, and improved BP algorithm 
enhances the learning rate and helps overcome conventional problem faced during the 
processing in neural network. 
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Abstract. The number of decomposition levels in the novel hybrid approach 
adopted for multifocus image fusion affects the fusion performance. Too few 
decomposition levels result in poor spatial quality in the fused images. On the 
other hand, too many levels induce distortion between the original and the fused 
images. In general, fusion of images with larger resolution requires a higher 
number of decomposition levels. In this paper, an optimization approach to 
determine the optimal number of decomposition levels is presented.  

Keywords: Multi-Focus Image Fusion, DWT, Evaluation Metrics for 
Optimization. 

1 Introduction 

Image fusion is a process of integrating complementary information from multiple 
images of the same scene such that the resultant image contains a more accurate 
description of the scene than any of the individual source images. These kinds of 
images are useful in many fields such as digital imaging, microscopic imaging, 
remote sensing, computer vision and robotics. In the past decades, pixel-level image 
fusion has attracted a great deal of research attention. Generally, these algorithms can 
be categorized into spatial domain fusion and transform domain fusion [2]. The 
spatial domain techniques fuse source images using local spatial features, such as 
gradient, spatial frequency, and local standard derivation [1]. For the transform 
domain methods, source images are projected onto localized bases which are usually 
designed to represent the sharpness and edges of an image [2]. Recently, several 
methods based on multi-scale transforms have been proposed. To name a few, we 
have, Laplacian pyramid [3], morphological pyramid [4], discrete wavelet transform 
(DWT) [5-7], so on and so forth. Combining the efficacies of both transform (DWT) 
and spatial domain (sharpness based), an efficient and robust multi-focus image 
fusion method was proposed. Initially both the source images are processed through 
DWT to get their respective wavelet coefficients. Thereafter, sharpness based fusion 
rule was applied for each of the approximation and detail coefficients separately by 
dividing them into blocks and getting sharpest fused coefficients. Subsequently, using 
inverse transformation (IDWT), all the fused coefficients were recombined to get the 
final fused image. 
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2 Optimization of Decomposition Levels 

The performance of wavelet-based multifocus image fusion depends on the number of 
decomposition levels in the wavelet transform.  In order to obtain the optimal fusion 
results, we need to optimize the number of decomposition levels using optimization 
algorithms. As shown in Fig. 1, the flow is as follows: 

1. Let the number of the decomposition levels for the wavelet-based multifocus 
image fusion is M. The value range of M is                                      

                                        0 ≤ M ≤ log2 N −1 .                                                        (1) 

where the size of original images is N by N.  
2. Thereafter, DWT of both the source images A and B were found up to 

specified decomposition level and one approximation and 3 details were 
obtained. We have divided each coefficient sub-image into non-overlapping 
blocks with the size of m x n. The ith image blocks of A and B sub-images 
are referred to as Ai and Bi respectively. 

3. The sharpness values of two corresponding blocks Ai and Bi, given by BSVA
 

and BSVB are compared to determine the sharper image block and i th image 
block Fi of the fused image can be constructed as:  

                            Fi

A                                             if  BSVA    BSVBB                                              if  BSVA     BSVBA B /2                                              otherwise  .               (2) 

4.    Subsequently, using inverse transform, all the fused coefficients are coupled 
to get final fused image employing hybrid approach and then optimization 
algorithms (explicitly defined in the figure shown below) using CC & PSNR 
are used to get the optimal level of decomposition. 

 

Fig. 1. Flowchart of hybrid image fusion decomposition level optimization 
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3 Objective Evaluation Metrics of Image Fusion 

In this paper, we dealt with Correlation Coefficient (CC) and PSNR as the evaluation 
metrics, thus described in the following lines. 
Correlation Coefficient (CC): 
It reflects the correlation extent between the original and fused image. It’s defined as   

                      CC ∑ ∑ R , R F , FNM∑ ∑ R , R ∑ ∑ F , FNMNM    .                                   (3)                                             

               Peak Signal to Noise Ratio (PSNR): 
This objective metric is used to measure quality of the fused image. PSNR is a metric 
for the ratio between the maximum possible power of a signal and the power of 
corrupting noise that affects the fidelity of its representation. It is defined as:  

                              PSNR 10log LM  N ∑ ∑ R , F ,NM  .                                            (4) 

Where, R(i, j)& F(i, j) are the pixel value of original image and fused, R & F are the 
mean values of the images & M &N are the number of rows& columns . 

4 Experimental Results and Discussion 

In this paper, we perform the experiments over 2 pairs of different source images, 
namely, book & clock (512×512), as shown in Fig. (2-3) & (6-7). By applying the 
optimization algorithm, we get 2 different sets of output fused images as shown in 
(Fig.4, 5) & (Fig.8, 9). 

                     

Fig. 2, 3, 4, 5. Left focused & Right focused source book images, fusion output images for  
M = 1 and 2 

                       

Fig. 6, 7, 8, 9. Left focused & Right focused source clock images, fusion output images for  
M = 1 and 2 

The following Table 1 enumerates the experimental results of three pair of source 
images. 
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Table 1. Experimental results for Book and Clock images 

 
Evaluation 
Metrics 

Decomposition Levels (book) Decomposition Levels (clock) 

Level 1: Level 2: Level 1: Level 2: 

PSNR 36.8072 35.1863 35.6571 34.4566 

CC 0.9970 0.9930 0.9926 0.9907 

Smaller value of RMSE thereby leading to higher values of PSNR and Closer the 
correlation coefficient is to 1, indicates better fusion results as the information 
quantity increases and performance is improved. The comparing results show that the 
optimization up to first level of decomposition entailed higher PSNR and CC values.  

5 Conclusion 

This paper presented a new method for optimizing the number of decomposition 
levels in the multi-focus image fusion using novel hybrid approach. For each set of 
source images, initially, the wavelet coefficients were found out which were 
processed using sharpness based fusion rule, then reconfigured using inverse wavelet 
transformation to get enhanced fusion results. Thereafter, proposed optimization 
algorithm was carried out to obtain the optimal number of decomposition levels. The 
visual effect and the values of statistical parameters indicate that the performance of 
the new optimization algorithm was optimal up to first level of decomposition. During 
the process of optimization, the proposed algorithm not only preserves spectral 
information of the original multi-spectral image very well, but also enhances spatial 
detail information of the fused image greatly up to optimal decomposition level. 
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Abstract. Power system stabilizers (PSSs) are the most efficient device to 
damp the power system oscillation. Recently designing of PSSs by heuristic al-
gorithms is the conventional method for damping the power system oscillation. 
This work proposes a Bacterial Foraging Optimization algorithm (BFOA) to de-
termine the PSS parameters to damp the power system inter area oscillation. 
The results are presented on a 2 area 4 machine system to feasibility of the pro-
posed method. To show the effectiveness of the designed controller, a three 
phase fault is applied at a bus. The simulation results show that the designed 
controller by BFOA algorithm performs better than well known genetic algo-
rithm (GA) in damping the power oscillation.  

Keywords: Bacterial Foraging Optimization algorithm, Power System Stabiliz-
er, supplementary control, Genetic Algorithm. 

1 Introduction 

Power system stability is a complex subject that has challenged power system engi-
neers for many years. Poorly damped low-frequency oscillations are inherent in inter-
connected power systems.  In the last three decades, the applications of Flexible AC 
Transmission System (FACTS) device for damping inter-area oscillations have been 
investigated and proven to have additional benefits for increasing system damping, in 
addition to their primary functions, for instance, voltage control and power flow con-
trol[1]. Power system stabilizers are a kind of FACTS device. PSSs are added to exci-
tation system to enhance the damping of electric power system during low frequency 
oscillations. The generators are equipped with PSS, which provide supplementary 
feedback and stabilizes the signal in the excitation system [2]. Several methods are 
used for designing of power system stabilizers such as pole-placement, optimal con-
trol, adaptive control and variable structure control [3]-[4]. Tuning of supplementary 
controls for stabilizing system modes of oscillation has been the subject of much re-
search during past 30 years [5]. In recent years, artificial intelligence played the im-
portant role in designing of PSSs parameters. 
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In this work, PSS structures are considered as lead-lag controller. Then Bacterial 
Foraging Optimization algorithm (BFOA) is used for determining PSSs parameters. 
The genetic algorithm is used for validate the achieve results of Bacterial Foraging 
Optimization method.  

The paper is organized as follow: in section 2 the study system and problem formu-
lation is described. In section 3 overview of Bacterial Foraging Optimization algo-
rithm is explained. In section 4 simulation and results are presented. Finally In section 
5, conclusion is presented. 

2 Study System and Problem Formulation 

In this paper, A 2-area-4-machine system is used. This test system is illustrated in  
Fig. 2. The sub transient model for the generators, and the IEEE-type DC1 and DC2 
excitation systems are used for machines 1 and 4, respectively. The IEEE-type ST3 
compound source rectifier exciter model is used for machine 2, and the first-order 
simplified model for the excitation systems is used for machine 3. 

 

Fig. 1. Single-line diagram of a 2-area study 
system controller block diagram for PSS 

Fig. 2. Conventional lead-lag supplementary 

Two PSSs are going to be designed for the above system and placed on Machines 2 
and 3. The structure shown by Fig. 3 is used for each PSS where the input (u) to PSS 
could be generator speed (GS) or the generator electrical torque (GET). In this paper, 
the generator speed (GS) is considered as input. 

The parameters of the PSSs, 
4321 ,,,,, TTTTTk , are determined by BFOA and GA 

by optimizing the following objective function: 

)))),(/)((*min()(max( αβ srealsimagabssrealf −−=                    (1) 

where in this study β  is set to be 0.1. Also, a value α  = - 0.2 is considered ade-
quate for an acceptable settling time. This fitness function will place the system 
closed-loop eigenvalues in the D-shape sector [6].    

Furthermore, the design problem can be formulated as the following constrained 
optimization problem, where the constraints are the supplementary controller parame-
ter bounds: 
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The BFOA and GA are applied to solve this optimization problem. 

3 Overview of Bacterial Foraging Optimization Algorithm 

The BFOA was proposed by K.M.Passino and has three major operators: Chemotaxis, 
Reproduction and Elimination-dispersal. [7-8]. 

3.1 Chemotaxis 

The behavior of the bacteria toward the nutrient sources is interpreted as chemotaxis. 
In fact bacterium tries to find nutrient-rich areas and stay away from toxic environ-
ments. An E.coli bacterium moves in two different ways: tumble and swim. Tumble is 
a unit walk in a random direction and always continues by another tumble or a swim. If 
random direction results in a better position, it will be followed by a swim, else another 
tumble will be taken. In fact swim is a unit walk in a previous random direction. In 
each tumble unit walk position of bacterium is updated based on (3): 1, , , ,                                                          (3) 

Where i is the index of bacterium and ),,( lkjiθ  is the position of ith bacterium in the 

jth step of chemotaxis and kth stage of reproduction and lth stage of elimination-
dispersal. C is the step size of chemotaxis operation. The cost function of the ith bac-
terium is determined based on its position and is represented with ),,,( lkjiJ  . 

minJ  

represents the minimum fitness value. In the swim stage if at ),,1( lkji +θ  the cost 

function becomes better than ),,( lkjiθ  then another step will be taken in a same 

direction. This sequence will continue until Ns steps are taken in swim. In fact Ns is 
the upper band for the number of steps in swim. [7-8] 

3.2 Reproduction 

The basic idea of this operation is that nature tends to eliminate animals with poor 
foraging strategies and keep those which have better ones. In this operation all the 
population is sorted based on their fitness. (4) shows how the fitness functions sorted. 
Half of the population which has the worse cost function is eliminated. Each of the 
remained ones which have a better fitness is reproduced to two children bacteria to 
keep the population size. 
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 , , ,                                                                4  

3.3 Elimination and Dispersal 

To increase the ability of bacteria for global searching and to prevent them from in-
volving in local optimums, randomly some of the bacteria are eliminated and some of 
them are dispersed.[7-8]. 

4 Simulation and Results 

In this work, the goal of the optimization is to find the best value for the supplementa-
ry controller, , , , , ,1 2 3 4k T T T T T  that by minimizing the objective function presented in 

(1) using BFOA, PSSs  parameters are determined. Then for validating the obtained 
results by this method, same procedure is used by GA.  

In table 1 and 2, obtained results by BFOA method and GA method for PSS1 and 
PSS2 are presented.  

Table 1. The results obtained by BFOA and GA for PSS1 

 
Algorithm 

 
K 

 
T 

 
T1 

 
T2 

 
T3 

 
T4 

 
BFOA 

 
30.80 

 
0.09 

 
0.62  

 
0.16   

 
0.84   

 
2.44  

 
GA 

 
63.72 

 
0.15 

 
1.19 

 
0.07 

 
0.57 

 
9.31 

Table 2. The results obtained by BFOA and GA for PSS2 

 
Algorithm 

 
K 

 
T 

 
T1 

 
T2 

 
T3 

 
T4 

 
BFOA 

 
48.1960   

 
1.63371 

 
0.81214 

 
0.66123  

 
1.25786  

 
1.57184   

 
GA 

 
65.4369 

 
0.6030 

 
1.5832 

 
1.0301 

 
1.1422 

 
5.9705 

The obtained supplementary controller by BFOA and GA are placed in 2 area 4 
machine system. A three phase fault is applied in one of the tie circuit at bus 3. Fault 
persisted for 70 ms; following this, the faulted circuit was disconnected by appropri-
ate circuit breaker. The system operated with one tie circuit connecting buses 3 and 
101. The dynamic behavior of the system was evaluated for 20 s. The voltage magni-
tude at fault bus and the machine angles,δ , with respect to a particular machine, were 
computed over the simulation period and shown in Figs. 3-5.  
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Fig. 3. The response of the system to a three 
phase fault at bus 3 

 

Fig. 4. The response of generator 3 to a 
three phase fault 

 

Fig. 5. The response of generator 4 to a three phase fault 

5 Conclusion 

In this paper a Bacterial Foraging Optimization algorithm is used to design supple-
mentary controller of PSS to damp low frequency oscillation. The PSS parameters are 
determined by HS algorithm using an eigenvalue-based objective function. Genetic 
algorithm is applied to validate the results that achieved by Bacterial Foraging Opti-
mization algorithm method. The results present in design supplementary control, the 
Bacterial Foraging Optimization algorithm method is slightly better than GA method. 

References 

1. Farsangi, M.M., Nezamabadi-pour, H., Lee, K.Y., Song, Y.H.: Placement of SVCs and se-
lection of stabilizing signal in power systems. IEEE Trans. Power Systems 22(3), 1061–
1071 

2. Demello, F.P., Concordia, C.: Concepts of synchronous machine stability as affected by ex-
citation control. IEEE Trans. Power App. Syst. 88, 316–329 (1969) 

0 5 10 15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

 

 

BFOA-PSS

GA-PSS
Without PSS

0 5 10 15
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

 

 

BFOA-PSS

GA-PSS
Without PSS

0 5 10 15
0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

 

 

BFOA-PSS

GA-PSS



410 M. Kiani et al. 

3. Chen, G.P., Malik, O.P., Hope, G.S., Qin, Y.H., Xu, G.Y.: An adaptive power system stabi-
lizer based on the self-optimization pole shifting control strategy. IEEE Transactions on 
Energy Conversion 8(4), 639–644 (1993) 

4. Samarasinghe, V., Pahalawaththa, N.C.: Damping of multimodal oscillations in power sys-
tems using variable structure control techniques. Proc. Inst. Elect. Eng. Gen. Transm. Dis-
trib., 323–331 (1997) 

5. Larsen, E.V., Swann, D.A.: “ Applying power system stabilizers part- I: general concepts. 
IEEE Trans. On power Apparatus and systems PAS100(6), 3017–3024 (1981) 

6. Kyanzadeh, S., Farsangi, M.M., Nezamabadi-pour, H., Lee, K.Y.: Design of a Supplemen-
tary Controller for SVC Using Immune Algorithm. In: Proceeding of the 17 th congress the 
IFAC, pp. 4583–4587 (July 2008) 

7. Passino, K.M.: Biomimicry of bacterial foraging for distributed optimization and control. 
IEEE Control Systems Magazine 22, 52–67 (2002) 

8. Liu, Y., Passino, K.M.: Biomimicry of social foraging bacteria for distributed optimization: 
Models, principles, and emergent behaviors. J. Optimization Theory Applicat. 115(3), 603–
628 (2002) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 411–415, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Comparative Performance Analysis of Hysteresis 
Current Control and Direct Torque Control of 4 Phase 

8/6 Switched Reluctance Motor Drive 

P. Srinivas and P.V.N. Prasad 

Department of Electrical Engg., University College of Engineering, 
Osmania University, Hyderabad, Andhra Pradesh, India 

srinivasp.eedou@gmail.com, polaki@rediffmail.com 

Abstract. The Switched Reluctance Motor drives have been widely used in 
special applications like conveyer belts, compressors, vacuum cleaners etc., 
because of advantages like simple construction, no winding on rotor, high speed 
operation and high temperature handling capability. But its operation is not 
spread to the other applications because of presence of high torque ripple. The 
torque ripple can be minimized by adopting the Direct Torque Control 
Technique. In DTC technique, flux and torque are maintained within the set of 
hysteresis bands by applying suitable Space Voltage Vectors. This paper makes 
the comparative performance analysis of Switched Reluctance Motor drive with 
Hysteresis Current Control and Direct Torque Control techniques. The detailed 
simulation results based on MATLAB / SIMULINK is also presented.  

Keywords: Direct Torque Control, Switched Reluctance Motor, Hysteresis 
Current Control. 

1 Introduction 

Switched Reluctance Motor drives have become popular in recent years because of 
simple mechanical structure, absence of winding on the rotor, high efficiency over a 
wide speed range, adaptable to harsh environment etc. But its applications are 
restricted to some areas because of its high ripple content in the torque due to double 
saliency structure [1]. The popularly used conventional control technique of SRM 
drives is Hysteresis Current Control [2],[3]. It has the disadvantage of high torque 
ripples. To minimize the torque ripple DTC technique is proposed in [4]. This paper 
which uses the concept of short flux pattern has the disadvantage of requirement of 
new winding topology. The new winding scheme is expensive and also inconvenient. 
In [5],[6] a novel DTC technique is applied to 3-phase 6/4 SRM. This paper has 
elaborately discussed the difference between conventional DTC applied to AC 
machines and the new DTC proposed to SR motor, showing experimental and 
simulation results. The performance of SRM using DTC applied to 3 phase 6/4 SRM 
is discussed in [7],[8]. DTC technique of 4 phase 8/6 SRM is analyzed in [9].  

This paper compares the performance of 4 phase 8/6 SRM drive using Hysteresis 
Current control and DTC techniques. 
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2 Direct Torque Controller 

The approximate equation for torque developed by the SR motor [5] is given by:          
T ≈ i ∂ψ(θ,i)/∂ψ(θ), where ψ(θ) is the phase flux linkages as a function of rotor 
position θ and stator current i. The DTC technique for SRM is explained in [5]. 

Asymmetrical converter is popularly used for the SRM drives. As shown in Fig. 1, 
when both the switches are turned ON, the state is defined as ‘magnetizing’ (state 1). 
When one switch is turned ON and other is turned OFF, the state is defined as 
‘freewheeling’ (state 0). When both the switches are turned OFF, the state is defined 
as ‘demagnetizing’ (state -1). The 4 phase Asymmetrical converter can have a total of 
81 possible Space Voltage Vectors. But in order to apply DTC to SRM, eight Space 
Voltage Vectors that are separated by 450 are sufficient. The eight Space Voltage 
Vectors that lie in the center of eight sectors N = 1, 2…8, are shown in Fig. 2. 

 
 
 
 
 
 
 
 
 
 

Fig. 1. Asymmetrical Converter Fig. 2. Space Voltage Vectors for DTC 

If the stator flux vector lies in the kth sector, the magnitude of the flux can be 
increased by using the Space Voltage Vectors Vk+1 & Vk-1 and can be decreased by 
using the vectors Vk+2 & Vk-2. Hence, whenever the stator flux linkage reaches its 
upper limit in the hysteresis band, it is decreased by applying Space Voltage Vectors 
which are directed toward the center of the flux vector [5]. If an increase in torque is 
required, Space Voltage Vectors which accelerate the stator flux linkage vector are 
applied across the motor. Thus if the stator flux linkages lie in the kth sector, Vk+1 and 
Vk+2 Space Voltage Vectors are selected. If torque is to be decreased, voltage vectors 
which decelerate the stator flux linkage vector are applied to the motor. This 
corresponds to the vectors Vk-1 and Vk-2 in kth sector [5]. Based on the output of the 
torque and flux hysteresis blocks, appropriate Space Voltage Vectors are selected. 

3 DTC Implementation 

The Block diagram of the DTC based 4 phase 8/6 SRM drive is shown in Fig. 3. The 
flux in each phase is calculated by flux linkage computation block. The output of the 
flux linkage computation block is given to the α–β block where the flux in 4 phases is 
converted into 2 phases. The magnitude Ψs and angle δ of the flux vector are 
calculated by flux vector calculation block. The flux vector magnitude Ψs and flux 
reference are fed to the flux hysteresis block. The flux hysteresis block compares the 
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reference flux and the actual flux and outputs the flux increase or decrease ΨQ. The 
motor actual torque T and reference torque are fed to torque hysteresis block. The 
torque hysteresis block compares the reference torque and the actual torque and 
outputs torque increase or decrease TQ. The switching table and Asymmetrical 
converter apply the suitable voltage vector to the SRM windings. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Block diagram of DTC based SRM drive 

4 Simulation and Results 

The 4 phase 8/6 SRM drive is simulated in MATLAB/SIMULINK environment with 
Hysteresis Current Control and DTC methods. The DTC scheme is simulated by 
selecting the following set of 8 Space Voltage Vectors. V1 = (-1010), V2 = (-1-111),   
V3 = (0-101), V4 = (1-1-11), V5 = (10-10), V6 = (11-1-1), V7 = (010-1), V8 = (-111-1).  

Fig. 4 shows the simulation waveforms of SRM drive with conventional Hysteresis 
Current Control technique for a Fan load of 4 Nm at a speed of 800 rpm. Fig. 4 (a) 
shows the current in four phases of the motor under steady state. The Hysteresis band 
of stator current in each phase is maintained at 1.0 A and the maximum current in 
each phase is 7.0 A. Fig. 4 (b) shows the flux linkages in all the four phases in steady 
state condition. The maximum flux in each phase is maintained at 0.20 Wb. Fig. 4 (c) 
shows the total torque developed by the motor. The torque ripple is 55.5%. It can be 
observed that the torque has high ripples. The speed waveform is shown in Fig. 4 (d). 
The steady state speed is 801 rpm. 

Fig. 5 shows the simulation waveforms of SRM drive with DTC technique with 
same Fan load. Fig. 5 (a) shows the variation of stator current in all the four phases as 
a function of time. The maximum current drawn by each phase is 10.9 A, which is 
higher than the current drawn by each phase with Hysteresis Current Control method. 
Fig. 5 (b) shows the magnitude of the stator flux vector. The flux is maintained at the  
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Fig. 4. Simulation waveforms of SRM with Hysteresis Current Control (a) Phase Currents in 
four phases (b) Fluxes in four phases (c) Total torque (d) Speed 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Simulation waveforms of SRM with Direct Torque Control (a) Currents in 4 phases (b) 
Magnitude of flux vector (c) Total torque (d) Trajectory of fluxes 
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reference value of 0.28 Wb by following a hysteresis band of 0.02 Wb. Fig. 5 (c) 
shows the total torque waveform. It is observed that the torque is maintained within 
the hysteresis band of 0.29 Nm as against the set band of 0.2 Nm with DTC. The 
torque ripple is 8.9%. Fig. 5 (d) shows the variation of ψα with ψβ. It can be seen that 
the trajectory of fluxes between α and β axes is circular in nature. 

5 Conclusion 

This paper compares the performance of SRM drive with conventional Hysteresis 
Current control and Direct Torque Control techniques. The performance is compared 
mainly in terms of torque ripple, phase current variations etc. with a Fan load. It is 
observed that with DTC technique the torque ripple is reduced by 84%. The torque 
and flux are maintained at their reference values by following the set hysteresis bands 
with DTC method. Though the current and flux in each phase with DTC are higher, 
the rate of change of current and flux are much lower when compared to Hysteresis 
Current Control method, causing drastic reduction in torque ripple. 
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Abstract. The variations of the process parameters is a strong reason to use 
adaptive controller. In this paper, the implementation of adaptive digital 
proportional-integral-derivative (PID) controller on 32-bit ARM7 microcontrol- 
ler which is intended for general purpose applications is described. The 
controlled process is identified using recursive least squares algorithm, and the 
parameters of the PID controller are designed by the pole placement method on 
the basis of estimated plant coefficients. The system identification and 
controller designing are completely done in microcontroller. For to survey the 
effects of uncertainty on the process, a normalized model of a motor by 
MATLAB software is used. The connection between MATLAB and 
microcontroller is compatible with RS232 standard. The extensive studies 
carried out clearly proves that the proposed approach by the ARM 
microcontroller , is an excellent choice for control problems including adaptive 
control systems due to its high efficiency, speed and robustness. 

Keywords: ARM microcontroller, Diophantine equation, Pole placement 
method, Reference model, RLS algorithm. 

1 Introduction 

Recently, very rapid progress in electronics and computer science has influenced all 
the areas of human activities. Production technology improvements of new 
microcontrollers lead to their miniaturization, increased central processor unit 
performance, decreased power consumption and price. Thus modern 32-bit one-chip 
microcontrollers not only have enough computing power for simple control loops 
consisting of fixed parameters controllers like PI or PID but also are able to handle 
tasks from the origin of modern control methods such as adaptive control.  

This work presents the implementation of self-tuning digital PID controller on a 
member of wide family of 32-bit ARM microcontrollers which is an excellent 
candidate for control problems including adaptive control systems. The paper is 
organized as follows. In section 2, the implemented algorithms are briefly introduced. 
The hardware overview is presented in section 3. Section 4 appropriately introduces 
the implementation of the proposed controller on microcontroller. Experimental 
results are presented in section 5. In section 6, conclusions are drawn. 
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2 Implemented Algorithms 

In this work we use the model reference adaptive system (MRAS) which was 
originally proposed to solve a problem in which the performance specifications are 
given in terms of a reference model. This model tells how the process output ideally 
should respond to the command signal. A block diagram of the system is shown in 
fig. 1-a. The key problem with MRAS is to determine the adjustment mechanism so 
that a stable system, which brings the error to zero, is obtained. 

 

Fig. 1. a)Block diagram of a MRAS. b) A linear controller with two degrees of freedom. 

2.1 Process Identification 

For process identification was used recursive least square algorithm. Identified system 
is described by second order transfer Function(1). 

 ( ) 0 1

2
1 2

q

q

b b
G q

a aq

+
=

+ +
 (1) 

Where q is forward shift operator.  
The process identification with recursive least square(RLS) algorithm is described 

very well in literature [1,4], and, therefore, we will skip a detailed description of the 
whole RLS algorithm. 

2.2 Digital PID Controller Designing Using Pole Placement Method 

we can handle continuous systems simultaneously by writing the model : 

 ( ) ( )Ay t Bu t=  (2) 

where A and B denote polynomials in either the differential operator p d dt⁄  or the 
forward shift operator q.  

A general linear controller can be described by :  

 ( ) ( )cu tRu t T Sy(t)−=  (3) 

where "R", "S" and "T" are polynomials. A block diagram of the closed-loop system 
is also shown in fig. 1-b. 

we assume the reference model as follow: 

 ( ) ( )
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2 2

1 2
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Then the parameters of controller calculate by solving Diophantine equation[1]:  

 m1 1 m2 2
0 1

0 0

a a
,

b b

a a
s s

− −
= =  (5) 

The controller is thus characterized by the polynomials : 

 ( ) ( ) ( ) 01
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m q

q q q q
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R q S s s T
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= + = + =  (6) 

The calculations, which were done above,  give the control law : 

 ( ) ( ) ( ) ( ) ( )1 0 0 11 1cu t ru t t u t s y t s y t= − − + − − −  (7) 

The Controller Designing Using Pole Placement Method is described very well in 
literature [1,4]. 

3 Hardware Overview 

Self tuning digital PID controller was implemented on At91sam7x256 by Atmel 
company. Atmel's AT91SAM7X256 is a member of a series of highly integrated 
Flash microcontrollers based on the 32-bit ARM RISC processor. It features a 256 
Kbyte high-speed Flash and a 64 Kbyte SRAM, a large set of peripherals including an 
802.3 Ethernet MAC and a CAN controller.  

Development board photograph is in Fig. 2-a. the Board is equipped with a number 
of useful peripherals enabling comfortable development of new applications for this 
microcontroller. For example, for communication purposes, it provides a serial 
asynchronous communication interface RS232 with standard DB9-S connectors. 

To process identification and controller designing a Program in  C language in keil  
Compiler is written, and to upload the program into microcontroller SAM-PROG 
software is used. the connection between PC and microcontroller is compatible with 
RS232 standard.  

4 Implementation of the Proposed Controller on 
Microcontroller 

Flowchart of the proposed algorithm is depicted in Fig. 2-b. considering this figure in 
the first stage, we Initialize parameters. With respect to equation (1) two input-output 
pairs required at the beginning of each cycle. these pairs are acquired using sampling. 
The input signal for sampling is the controller output. In the next stage, the estimated 
output is gained using the value reached from RLS algorithm. Now, estimation error 
is calculated via the estimated and real output. If the error is more than a specific 
amount(parameter c), RLS algorithm is performed; otherwise, the values of RLS in 
the previous cycle is used. Then, the controller parameters are calculated using 
equations (5) to (7). in each cycle repetition, the system is identified, if necessary, so 
that In the case of any change, these changes are applied to the estimated transfer 
function, and consequently the controller is updated. 
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5 Experimental Results 

To survey the effects of uncertainty on the process a normalized model of a motor in 
MATLAB software is used. connection between MATLAB and microcontroller is 
compatible with RS232 standard. Transfer function of motor is described by 
equation(8) and sampling rate is 42 hertz. The discrete transfer function is described 
by equation(9). 

 ( ) 1

( 1)
G s

s s
=

+
 (8) 

 ( ) 2

0.0002812 0.000279

1.976 0.9765

q
G

q
q

q

+=
− +

 (9) 

Fig.s 3-a and 3-b  respectively show the process output and the control signal when 
the command signal is a wry square wave. The output converges to the reference 
model output after an initial transient. The control signal has an oscillation 
("ringing"). This is due to the cancellation of the process zero. The initial transient 
depends critically on the initial values of the estimator. 

 

Fig. 2. a) Development board. b) Flowchart of the proposed algorithm 

The parameter estimates are shown in Fig.3-c The behavior of the estimates 
depends critically on the initial values of the estimator. Notice that the estimates 
converge quickly. They are close to their correct values already at time t = 0.3 second. 

To demonstrate adaptability of the system for changing parameters of the process, 
in the time 2.4 second, the parameter b  is multiplied by 11. figure 3-d shows the 
process output when the command signal square wave. It is evident that the output 
gets a desirable form after transient time. 
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Fig. 3. a) process output when the command signal is a wry square wave. b) control signal 
when the command signal is a wry square wave. c) Convergence of parameters to true value. d) 
process output with suddenly change in b . 

6 Conclusion 

The Implementation of adaptive digital controller on microcontroller is shown to be 
feasible. The performance of system in the presence of noise and variation of the 
process model show that the ARM microcontroller can handle this work well. The 
capabilities of Arm microcontroller to operate at clock rates in the range of 10’s to 
100’s of MHz provides plenty of processing capability. Furthermore, as the 
programming is in C language, complex mathematical calculation such as fuzzy and 
adaptive fuzzy controller can be easily managed. 
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Abstract. In this paper, we present the designing of control system for 
cantilever based biosensor.  We propose to fabricate the digital feedback control 
system which will take care of providing the predeflection of the cantilever 
beam to maintain the constant gap between the electrodes which is the major 
problem in fabrication. The control system is carried out with digital modules 
and are implemented using SPARTAN II FPGA. Also an Analog circuit is 
designed on PCB and interfaced with FPGA. 

Keywords: Biosensor, Microcantilever, Feedback system, FPGA. 

1 Introduction 

BioMEMS and devices have been used as biosensors. In the cantilever sensors, by 
stress sensing method, the bending of cantilever can be detected due to change in 
surface free energy. Since the stress detection method used with cantilevers is based 
upon a change in surface energy, it can be speculated that the DNA or protein layers 
are continuous over the area of gold-coated cantilevers, results in a uniform surface 
stress change, resulting in the cantilever bending [1]. Bending of the cantilever can be 
detected by various methods as optical reflection, piezoresistive, interferometric, 
piezoelectric, capacitive and electrical detection [2, 3, 4, 5]. From that various 
methods we are using electrical detection method. 

The major problem related to fabrication is to achieve the gap between the 
cantilever and the electrode. To overcome this issue we are designing the Feedback 
controller for the system. 

2 Cantilever Based Biosensor 

Cantilever is used as nanomechanical Biosensor, microfabricated with the standard Si 
technology. There sizes are in micrometer or nm ranges. 

 

Fig. 1. Cantilever beam with biosensor 
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Figure 1 shows basic schematic diagram for cantilever based biosensor with 
electrode. When the deflection due to antibodies antigen interaction occurs, the 
cantilever beam touches the electrode, resulting in increasing current as the contact 
area between electrode and cantilever beam increases. 

The surface stress is very small of the cantilever to the tune of a few tens of 
nanometer. The major issue for the device fabrication is the creation of gap between 
the electrodes of this order.  

3 Design of Control System 

The displacement of the cantilever is detected by an electrical method and the control 
voltage is applied to the cantilever by the feedback control system [6]. 

We will employ the control system for our sensor as in Figure 2. 

 

Fig. 2. Feedback Control System 

3.1 Device Descriptions 

FSM will supply the cantilever so as to make contact i.e. to close the sensor, it will 
increment the DAC1 input accordingly. This input value is then converted into analog 
voltage by DAC1 and applied to the cantilever sensor. Due to the applied voltage, the 
cantilever gets deflected and gap between cantilever and electrode get decreased. As 
the gap is not reduced to zero, current will be zero and the process gets repeated till 
the current starts flowing through the cantilever and the electrodes. When the current 
starts flowing through the cantilever sensor, that means the cantilever beam is 
attached to the electrode. The equivalent voltage will get generated through I to V 
convertor and is converted to digital value from ADC. The output of ADC given to 
OR gate will be equal to ‘1’given to FSM, will decrement the voltage at the 
cantilever. The cantilever will regain its original position, the current will reduce to 
zero. To avoid the noise we have to use MSB’s of ADC output ignoring 2 or 3 LSB’s.  

When the current starts flowing through cantilever that voltage will decide the 
reference voltage for predeflection for cantilever sensor. Now, the predeflection 
reference voltage is applied to one input of comparator through the DAC2 for 
predeflection and second input will be the output of DAC1. Now, again we will 
increase the voltage across cantilever till we get the equivalent voltage of predeflection 
voltage value. So, we achieved the predeflection. FSM will switch to Force and  
will indicate that now we have to apply stress on cantilever beam by applying 
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antibodies on it. As in Figure 2, we have used a switch of 9v for equivalent cantilever 
beam, which is decided by the coventor analysis for the system. In this analysis, the 
cantilever beam touches the electrode at the 9v and current flows through it. 

4 Device Details 

A digital circuit can be implemented using either DSP or FPGA platform for the 
above control system to minimize the above maintained problems. We will design an 
ASIC for feedback control system. We will use FPGA platform for digital circuit 
design. Also the PCB is designed to show practical implementation of the system. We 
will interface PCB with some digital modules to show the operation of the system. 
The PCB is designed using various IC’s such as IC0808N for DAC and ADC, LF351 
for I to V convertor, LM358 as comparator, IC74HCT541 octal buffer IC for level 
conversion for DAC and ADC. 

Code is designed for FSM, Lookup table and OR gate. PCB is interfaced with 
FPGA by using 19 inputs from FPGA and giving 10 outputs to the FPGA. 

5 Conclusion 

We have designed Feedback control system for cantilever based biosensor. This 
method is used for all the readout methods where the gap between electrodes is very 
small. Our digital feedback control system will solve all the major fabrication issues. 
The gap between electrodes is adjusted by electrostatic actuation. 
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Abstract. A robust and simple self-tuning fuzzy PI controller (STFPIC) for 
high-order as well as non-linear dead-time processes is proposed. The output 
scaling factor (SF) of the STFPIC is updated by a fuzzy gain modifier (β), 
which is parameterized by the process ultimate gain (Ku) and ultimate period 
(Pu) obtained through relay feedback approach. Effectiveness of the propose 
STFPIC is demonstrated in terms of several performance indices.  

1   Introduction 

It has been reported that fuzzy logic controllers (FLCs) are suitable for high-order and 
non-linear systems and even with unknown structure [1]. But, the tuning of a large 
number of FLC parameters can be a difficult task and such problems may be elimi-
nated by adopting self-tuning schemes [2-4]. Here, a self-tuning scheme is used to 
continuously update the controller gain with the help of fuzzy rules along with a 
process specific gain constant, which is obtained using relay feedback approach [5].  

Generally a skilled operator always tries to manipulate the process input, usually 
by adjusting the controller gain based on the current process states. Following such an 
operator’s policy, here, a simple but robust self-tuning scheme is proposed where an 
online fuzzy gain modifier β is determined by fuzzy rules defined on error (e) and 
change of error (Δe). The β is further augmented by a multiplicative factor α, which is 
directly related to the system dynamics and derived by relay feedback experiment.  
Thus, STFPIC uses process specific appropriate gain multiplicative factor instead of a 
fixed value (i.e., 3) used in [2, 3]. The propose STFPIC is used only 50 rules in place 
of 98 rules used in earlier works [2-4]. Robustness of the STFPIC is demonstrated for 
a wide range of processes with a considerable variation in dead-time. The rest of the 
paper is presented in the following three sections.  

2   Development of Self-Tuning Fuzzy Logic Controller  

The block diagram of STFPIC is shown in Fig.1. The output SF (Gu) is modified 
through β and α to implement the self-tuning mechanism.  
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Fig. 2. MFs of E, ΔΕ and ΔU 

 

Fig. 1. Block Diagram of STFPIC                               Fig. 3. MFs of β 

2.1   Fuzzy Membership Functions and Scaling Factor  

Membership functions (MFs) for controller inputs e, Δe and output (Δu) are defined 
on the normalized domain [-1, 1], whereas the MFs of β is defined on [0, 1] as shown 
in Fig.2 and Fig.3. The term sets of e, Δe and Δu contain the same linguistic expres-
sions for the linguistic values, i.e., LE = LΔE = LΔU = {NB, NM, ZE, PM, PB} and 
represents the rule-base in Table1. The relationship between the SFs (Ge, G∆e, Gu) and 
the input-output variables are: eN=Ge.e; ∆eN=G∆e.∆e;   ∆u= (α.β.Gu).∆uN. 

Table 1. Fuzzy control rules for computation of Δu   Table 2. Fuzzy rules for computation of β 

 
 

2.2  Gain Updating Factor (β)  

Membership Functions of β are mapped to the MFs {Z, S, M, B, VB} and represents 
the rule-base in Table2 in the form: If e is E and Δe is ΔE Then β isβ. This rule-base 
for β is designed in conjunction with Table 1. Basically the rule-base for β should be 
developed by the designer according to the type of response one wishes to achieve. 

2.3  Computation of α  

Earlier study [2, 3] reveals that a fixed value of α is considered irrespective of the type 
of system. Auto-tuner [5] is based on the observation that a feedback system in which 
output lags behind the input by –π radian will oscillate with a period Pu. For the com-
putation of α, relay-feedback test [5] is performed on the individual processes to find 
out Ku and Pu and thus establish a relation: α = (Ku.Pu)/3. From the same test Ziegler-
Nichols (ZN) tuned parameters (Kc and Ti) of the PI controller (ZNPIC) are obtained. 

3   Results 

The performance of STFPIC is compared with other controllers for marginally stable 
system and non-linear system with different values of dead time. To establish the 
robustness of the proposed scheme, the same MFs (Fig.2 and Fig.3) and rule-bases 
(Table1 and Table2) for non-linear as well as marginally stable systems are used.  
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Marginally stable system:  G(s) =e-Ls/ (s2+s)                     (1) 

The performance indices of process (1) are listed in Table3. From Fig.4 and Table3 it 
is observed that in each case the proposed controller outperforms the others. 

 

Non-linear process:  d2y/dt2+dy/dt+0.25y2=u(t-L)             (2) 
 

Performance for this non-linear process (2) observed through Fig.5 and Table4 re-
veals that in this case also STFPIC exhibits superior performance.  

Fig. 4. Responses of process (1) with L=0.3           Fig. 5. Responses of process (2) with L=0.3  
(PI-dotted, FPIC-dashed and STFPIC-solid)           (PI-dotted, FPIC-dashed and STFPIC-solid)                  

Table 3. Performance of process (1)                          Table 4. Performance of process (2) 

 
 
 

4   Conclusion  

The output SF of the STFPIC is updated online based on the process trend as well as 
the dynamics of the system. STFPIC with reduced rules has shown significantly im-
proved performance compared to its conventional fuzzy and non-fuzzy controllers for 
high-order and non-linear systems with varying dead-time.  
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Abstract. With the ever increasing rate of internet traffic & limited bandwidth 
availability to support the same, efficient bandwidth allocation is becoming an 
indispensible requirement for wired & wireless local area networks. Our work 
proposes a novel scheme to allocate bandwidth amongst participating 
routers/switches within the IP network using Genetic algorithm framework. 
Proposed allocation scheme can be easily applied on wireless or wired 
networks. Simulation results show the effectiveness of the new bandwidth 
allocation mechanism.  

Keywords: Modified genetic algorithm, Super chromosome, Dynamic 
bandwidth allocation, Request approval rate (RAR), Context aware mutation. 

1 Introduction 

Fair allocation of bandwidth among multiple users is an intuitively desirable property 
on Local Area Networks (LANs). A network with multiple intermediate routers starts 
with allotting a base bandwidth to all its participating routers, insuring that initial 
Quality of Service (QoS) assured to each user is met. As the time progresses, there is 
a possibility that a router/switch may be left with some free bandwidth after fully 
satisfying QoS requirement of its associated users. On flipside, a router may be 
overloaded, and hence, may require more bandwidth to serve its users. In such cases, 
lending and borrowing of bandwidth can increase overall QoS of the system. In our 
work, we try to redistribute the unused bandwidth amongst the participating routers 
by using modified genetic algorithm techniques. The rest of the paper is organized as 
follows. Section 2 describes our proposed GA-based allocation model. Simulation 
experiments are elaborated in Section 3. Section 4 presents a comparative analysis 
with standard Genetic algorithm techniques. Section 5 summarizes our work. 

2 The Proposed Model 

Our proposed model tries to allocate bandwidth between four intermediate routers 
which are connected to an edge router.  The idea is to optimize overall Request 
Approval Rate (RAR) of the system using Genetic algorithm framework. RAR 
measures the ability of a router to meet the requests from its users. Each of the four 
intermediate routers serves users with different QoS requirements. Based on the 
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requirements, each router is statically assigned a base bandwidth. As the time 
progresses & the bandwidth is re-distributed, the proposed solution insures that the 
system returns to its base bandwidth distribution after a fixed time interval. Now, a 
router may operate in one of the following states. 

State 1: A router has exactly the same bandwidth which is demanded by its users and 
hence it is able to utilize its allotted bandwidth completely.  

State 2: A router is left with some free bandwidth after serving all its users. 
State 3: A router is overloaded, and hence is unable to serve all the requests from its 

users. 

A router in state 2 may dynamically lend its unused bandwidth to routers in state 3, 
and thereby increase the overall Request approval Rate (RAR) of system without 
significantly affecting the QoS requirements on individual routers. 

2.1 Encoding Scheme 

A chromosome defines one of the possible solutions to the problem. Data in 
chromosomes is stored in Genes. Each participating router is represented by a 
chromosome structure consisting of 9 genes. The detailed encoding scheme for a 
router Ri is shown below. 
 

Gene 1: Number of active users  
Gene 2: Avg. packet generation rate per user 
Gene 3: Free Bandwidth 
Gene 4: Bandwidth lended to Ri+1 

Gene 5: Bandwidth lended to Ri+2 

Gene 6: Bandwidth lended to Ri+3 

Gene 7: Bandwidth borrowed from Ri+1 

Gene 8: Bandwidth borrowed from Ri+2 

Gene 9: Bandwidth borrowed from Ri+3 

 

Lending and borrowing of bandwidth takes place based on pre-calculated fixed 
bandwidth quantum. A sample chromosome used in simulations is shown in figure 1. 
A set of four chromosomes, one for each participating router, when put together, forms 
a super chromosome as shown in Figure 2.A Super chromosome represents a possible 
solution to bandwidth allocation problem. Our method applies GA techniques on super 
chromosomes to obtain efficient allocation of bandwidth on each router. 

 

Fig. 1. Chromosome for Router R1                                    
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Fig. 2. Super Chromosome 

2.2  Proposed Optimization Scheme 

Following symbols are used in formulating fitness function: 
AB: Available Bandwidth 
ABR: Aggregate Bandwidth Requested 
FB: Free Bandwidth 
Bi: Borrowed Bandwidth from router i 
BB: Total Borrowed Bandwidth 
U: Number of Users 
P: Average packet generation rate per user 
S: Average packet size 
Request approval rate is defined as: 

(1) 

For each router, the available bandwidth is the sum of its free bandwidth and the 
bandwidth which it has borrowed from other routers, i.e. 

(2) 

 
AB = FB + BB                                   (3) 

Aggregate bandwidth requested can be calculated using 
 

ABR = U * P * S                               (4) 
Using above equations, we get                                                               

 
(5) 

Fitness value of chromosome is defined as 

(6) 

Fitness value of super chromosome is defined as mean fitness value of 
chromosomes present in it.  

2.3  Modules Used 

All operations are performed on super chromosomes. 
Selection Module: Selection Module prunes the current generation of 

chromosomes by eliminating the unfit ones. Chromosomes with low fitness value are 
eliminated from the mating pool. 
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Mutation Module: Mutation Module changes data stored in chromosomes. In 
standard GA techniques, this operation changes gene value to a new randomly 
selected value. But, such a change may bring inconsistency in our system by 
increasing/decreasing overall available bandwidth of the system. To mitigate this 
problem, we propose Context Aware Mutation step. In this scheme, a chromosome 
with access bandwidth may lend its bandwidth to others seeking bandwidth within the 
same super chromosome. Hence, instead of random shift in values, this scheme 
logically changes the value of genes within the super chromosomes. Lending & 
Borrowing again takes place in fixed size bandwidth chunks. Figure 3 gives illustrates 
this concept. 

 
 

Fig. 3. Context aware Mutation, (a) Before mutation, (b) After Mutation 

Crossover Module: This module performs crossover on two super chromosomes, 
exchanging their lending & borrowing information to generate two new super 
chromosomes. A sample crossover between two super chromosomes with 5 genes is 
shown in figure 4. 

 

Fig. 4. Crossover in action 

2.4  Algorithm 

Following algorithm is used in the model. 
 

1. Set Simulation parameters (Packet size, Channel Bandwidth, Maximum no. of 
Chromosomes allowed, maximum lending allowed, Maximum no. of mutations & 
crossover allowed in a generation, no. of Generations) 

2.  Generate Random population of chromosomes 
3.  Set Generation No = 1 
4.  Repeat step 5 to 8 till Generation No = Max Generation   
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7.  Perform crossover() 
8.  Generation No = Genera

3 Simulation Experi

The proposed model is teste
loaded & over loaded sys
super chromosomes. Numb
20.Packet size is set to 100 

4  Comparative Anal

In this section, we comp
conventional GA based met

Following abbreviations 
WDM : Without mutatio
WM : With context awar

5 Observations and 

It can be concluded from th
stable and optimal solutio
significant increase in RaR 

Bandwidth Allocation Scheme for Local Area Networks 

ation No +1 

ments 

ed against three loading conditions, i.e. under loaded, fa
tem. In all simulations, initial population consists of
ber of crossover & mutations in each generation is se
bytes. Simulation algorithm is coded in C. 

lyses 

pare our modified GA based allocation scheme aga
thods.  
are used in Graphs 

on 
re mutation 

Conclusions 

he simulation results that the algorithm is able to genera
on. In over loaded system, we observe that there is 

after few generations. This is attributed to the fact that

431 

airly 
f 32 
et to 

 

ainst 

 

ate a 
no 

t all 



432 P. Saxena and J.P. Misra 

the routers are in over loaded state, and hence no significant lending opportunity 
exists among the routers. On the contrary, significant improvement in RaR is obtained 
for moderately loaded and under loaded systems. RaR of under loaded system reaches 
its maximum value of 1.  From the comparative analysis, it can be concluded that our 
modified GA based allocation algorithm promises a better solution to the dynamic 
bandwidth allocation problem than a conventional GA based method. Using context 
aware mutation step, the convergence rate to attain an acceptable solution is 
increased, and hence, optimal solution is obtained in lesser number of generations. 
The performance results strongly support the benefits of our algorithm to better 
support bandwidth redistribution problem without sacrificing on efficiency of the 
system as a whole. Even though we have focused on redistributing bandwidth on 
LAN's, our algorithm can be readily adapted for wireless, cellular & other networks. 
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Abstract. This paper describes a simple and improved sensorless control 
technique for position and speed control of PMBLDC motor used in simple fan 
applications. In the proposed technique, instead of using the zero crossing time, 
the BEMF voltage at the middle of commutation period is used as a control 
variable, without using the motor neutral voltage, the BEMF of the floating 
phase which is detected during the PWM off time is used. The validity of this 
sensorless technique is confirmed by simulation and experimental results. 

Keywords:  PMBLDC motor, sensorless control, BEMF zero crossing. 

1   Introduction 

PMBLDC motors require an inverter and the rotor position information to perform 
electronic commutation as they are not self-commutating motorsA number of 
sensorless techniques have been developed for PMBLDC motor.[1][2] Some of the 
techniques available in the literature are based on position sensing using back EMF 
zero detection crossing or terminal voltage sensing, sensing from third harmonics of 
the motional EMF, back EMF integration, position sensing using induction variation, 
position sensing based on flux linkage variation, Extended Kalman filter estimation 
and detecting the freewheeling diode conduction in open phase[3][4].This paper 
presents a simple and improved sensorless control of PMBLDC motor to eliminate 
the above mentioned problems. 

2   Proposed Simple and Improved Sensorless Technique 

The following set of equation is valid for the presented topology, the voltage 
equations are expressed as I

                                            (1) I
                                            (2) I

                                                (3) 

In this proposed technique using the detected back EMF from the terminal voltages, a 
virtual hall signal is produced. Using the comparator the back EMF’s are compared to 
produce the position of the rotor. If a 60˚ period of conduction is given, it is relatively 
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easier for making a commutation. Then it resembles a hall signal which produces 
lesser loss with greater efficiency.  

3   Simulated and Experimental Results 

For the simulation of the proposed technique, the inverter and switching logic is 
implemented as a S-function that takes in the value of DC source voltage and the 
firing sequence from controller block. The firing signal include a chopping option that 
is the current in the two energized phases can be turned ON and OFF at any time 
during 60 degree interval. This feature is used in PWM control. 
 

 

Fig. 1. Phase current and Back EMF waveform 

The proposed technique is implemented using DSP F28335. Once the motor is 
turned on, the controller takes 0.85 secs for rotor positioning. Once it gets the rotor 
information, it starts the motor at 1.15 secs and subsequently the running mode is 
attained by 1.3 seconds. The phase current and speed of the motor on loaded condition 
is shown in Fig. 1, load is suddenly applied to the motor during the sensorless mode at 
2 secs to test the dynamic programming of the proposed system. The motor continues 
to run sensorless even after sudden application of load is evident from Fig 2. 

 

 

Fig. 2. Phase current under no load and Loaded  conditions (Experimental) 
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The Zero Crossing information is obtained during the rising edge of the PWM i.e at 
the beginning of the PWM and also the end of the “off time” will latch the comparator 
output to capture the zero crossing information as shown in Fig.3. The motor terminal 
voltage is directly fed into the microcontroller (DSP) through current limit resistors. 
The commutation algorithm used is the standard BLDC motor control algorithm. 
Commutation happens 30 electrical degrees after the back EMF Zero Crossing. The 
ratings of the motor is: poles: 8, per phase resistance:0.6Ω, inductance:0.42mH,back 
emf constant:0.0002kg-m . 

 

 

Fig. 3. Phase A terminal voltage with switching function at high speed and at lower speed 
(Experimental) 

4   Conclusion 

In the proposed sensorless technique, without using the motor neutral voltage, the 
BEMF of the floating phase which is detected during the PWM off time is used. 
Hence the proposed technique is very effective. This method can be used in home 
appliances like air conditioners, reciprocating compressor and refrigerators. 
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Abstract. The main objective of this research proposal is to develop the 
strategic GPS based Vehicle Tracking System intended to be used in the 
stringent environment. The Electromagnetic compatibility for Global 
Positioning System (GPS) based Vehicle Tracking System (VTS) Transmitter 
Board has been evaluated. GPS VTS Transmitter Board was enclosed in 
specially designed EMI Enclosure. Radiated Emission (RE) for this board was 
measured for frequency range 100 KHz to 2.5 GHz. Conducted Emission (CE) 
for power supply lines of the board was also measured for frequency range150 
KHz to 108 MHz. The tests were conducted in a national EMI test laboratory. 
The results of Radiated and Conducted Emission tests were compared with 
EMI/EMC test Standard MIL-STD-461E.  

Keywords: GPS, VTS, RE, CE, Electromagnetic Compatibility. 

1   Introduction 

The Vehicle Tracking system, a module selected for research work has GPS VTS 
transmitter and receiver boards. GPS VTS transmitter board consists of GPS Module, 
GSM and Micro controller. The GPS module has been used to receive the information 
from the GPS satellites and to generate a 64Kbps data string of Latitude, Longitude, 
Date, Time, etc. [1] Micro controller and GSM Modem have been used to process this 
data string for further communication with remote VTS receiver by using SMS 
activation. VTS receiver board has GSM Modem and Microcontroller. The GSM 
Modem and Microcontroller in VTS receiver have been used to display this data on 
LCD or link it with PC / Laptop with local / Google Maps. The GPS VTS Transmitter 
Board with specially designed HE-30 Aluminum EMI enclosure is intended to be 
used for positioning and localization of vehicles in extreme climatic and dense EMI 
environment. [2] 

2   GPS VTS System Compatibility Requirements 

The proposed GPS VTS system has to be ruggedised /robust and it should be 
compatible with EMI/EMC standard MIL-STD-461E and Environmental standard 
MIL-STD-810. Electromagnetic Compatibility can be achieved by using techniques 
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like shielding, guarding, grounding, balancing, filtering, orientation and isolation. [3] 
Some of the techniques have been implemented in this system.  The GPS VTS 
Transmitter board was enclosed in HE-30 Aluminum EMI Enclosure. This enclosure 
was sealed properly by using silver filled elastomer gaskets and Copper foil to cover 
openings and small gaps. [2] Shielded cables were used for antenna and power supply 
input connections.  

The performance of this GPS VTS board shall be evaluated for different EMI/EMC 
tests and environmental tests like High and Low temperature, Humidity, Vibration, 
Bump, Shock, Corrosion, etc.    

3   Conducted and Radiated Emission Measurement Test Set Ups  

The Conducted and Radiated emission (CE and RE) measurement tests were 
conducted on GPS VTS Transmitter board with EMI Enclosure at Automotive 
Research Association of India (ARAI), Pune, a national EMI test laboratory. The tests 
were conducted in a shielded EMI test chamber. Fig.1 and Fig.2 show test set ups for 
Conducted and Radiated Emission respectively. [4], [5] Line Impedance Stabilization 
Network (LISN) was used in both the set ups for isolation of power supply noise. The 
graphs of Radiated and conducted Emission have been plotted in two different 
colours. The blue colour indicating peak values and green colour indicating average 
values of level measured.  

 

        

Fig. 1. CE measurement test set up                      Fig. 2. RE measurement test set up 

 

   CE measurement Test Setup:-  
Frequency Range: 150 kHz – 108 MHz
Receiver: ESU 8 
Hardware Setup:  CE_CISPR25_Voltage Method [5] 

  RE Measurement Test setup:- 
Frequency Range: 25 MHz – 200 MHz
Antenna: Biconical Antenna
Frequency Range: 200 MHz – 3 GHz
Antenna: Log Periodic Antenna
Frequency Range: 150 kHz – 30 MHz
Antenna: Monopole antenna
Receiver: ESU 8 [in all frequencies]

      Hardware Setup:                            EMI radiated\RE_CISPR25 [5] 
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4   Observations / Results 

The results of Radiated Emission level measured from GPS VTS Transmitter board 
with EMI Enclosure were compared with MIL-STD-461E standard for ground 
applications. The Radiated Emission levels in horizontal and vertical direction in the 
frequency range 30 MHz to 200 MHz (Figure 3 and Figure 4) were found to be within 
specified level of the standard. The Radiated Emission level between frequency range 
200MHz to 2.5 GHz was also found to be within specified level and results have been 
published. [2] The RE level in frequency range 150 KHz to 30 MHz (Fig. 5) was just 
at the border of specified limits. This level may be reduced by using suitable magnetic 
shielding at these frequencies. [6]  

Fig. 6 shows plot for Conducted Emission between the frequency range 150 KHz 
to 108 MHz. As compared to MIL-STD-461E, the emission level at frequency around 
600 KHz was found to be slightly more than specified limits. The level can be  
reduced by using suitable RFI Filter in supply lines and improving magnetic shielding 
for frequencies up to 1 MHz. [6]  Fig. 7 and Fig. 8 show specified limits for Radiated 
 

 

Fig. 3. Radiated Emission test (Horizontal 
direction), Frequency range-30 MHz to 
200MHz 

Fig. 4. Radiated Emission Test (Vertical 
direction), Frequency range- 30MHz to 
200MHz  
 

 

Fig. 5. Radiated Emission test (Horizontal 
direction), Frequency range-150 KHz to 
30MHz 

Fig. 6. Conducted Emission, Frequency  

range -150 KHz to 108 MHz 
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Abstract. In this paper the performance of single-phase induction motor is stu-
died with the control of single phase Z-source inverter using ARM-7. The LPC-
2148 ARM-7 microcontroller senses the speed’s feedback signal and conse-
quently provides the pulse width modulated (PWM) signal that sets the gate 
voltage of the inverter, which in turn provides the required voltage for the de-
sired speed. The proposed drive system is simulated using Matlab/Simulink. 
The simulation results were compared with the experimental results.  

Keywords: LPC-2148 ARM-7 Microcontroller, Pulse width modulation, Single 
phase induction motor, Z-source inverter. 

1   Introduction 

The single-phase induction motors have been widely employed in low or middle 
power level fields. The speed control of such motors can be achieved by controlling 
the applied voltage on the motor by the use of power electronic devices [1]. The tradi-
tional voltage source inverter (VSI) and current source inverter (CSI) inverters are 
used for power control of single phase induction motor [2]. The use of microcontrol-
lers, DSP processors [3],[4],[5],[6] has become very common to overcome the prob-
lem like, lagging power factor at the input side, delay in the firing angle, and high 
lower-order harmonic contents in both supply and load voltages and currents, over the 
past decade. ARM7TDMI-s LPC-2148 microcontroller has been chosen for imple-
mentation. It is used to sense and control the motor speed by supplying pulse width 
modulated signal for the operation of Z-source inverter. This paper describes the Mat-
lab simulation and experimental analysis of single phase induction motor using Z-
source inverter. 

2   Methodologies 

The block diagram of single phase Z-source inverter using ARM7 for speed control of 
induction motor is shown in figure 1. It contains following main section Z-source 
inverter, ARM 7 Processor, Driver section, Triggering circuit, speed control circuit. 
The Z-source inverter [7] is utilized to realize inversion and boost function. The Z-
source inverter design and control is described in [8],[ 9]. The ARM 7 LPC-2148 mi-
crocontroller has been programmed to vary the PWM signal of the inverter  
 



 Development of Single Phase Z-Source Inverter Using ARM7 441 

 

Fig. 1. Block diagram of the system 

and converts it to ac power to feed the motor under control. Figure 1 shows the hard-
ware circuit implemented for this work. 

3   Model and Simulation of the System 

The single phase Z-source inverter Matlab / Simulink model for speed control of in-
duction motor is shown in figure 2, the design of Z-source network for simple boost 
control technique is described in [7], [8], [9]. The rectified DC pulsating signal is ap-
plied to the Z-source inverter then the output of the inverter is fed to the auxiliary 
winding and the motor's main winding is directly connected to the 110 V utility sup-
plies. The reference value of the magnitude and phase of voltage applied to the aux-
iliary winding are computed by the reference voltage block.  The voltage control loop 
uses a proportional-integral-derivative (PID) controller. 

 

 

Fig. 2. Matlab/ Simulink model 

The Matlab/ Simulink model is tested under input voltage Vin = 110 Vrms, shoot 
through duty ratio D0 = 0.218, and modulation index M = 0.9, Vo = 210V.  The main 
and auxiliary winding voltages simulation and implementation response of single -
phase induction motor is described in Figure 3 and 4. 
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Fig. 3. Main and aux-
iliary winding voltage 
simulation result 

Fig. 4. Main and auxiliary winding voltage 
implementation result 

Fig. 5. Main and aux-
iliary winding current 
simulation result 

Figure 5 show initially the rotor current fluctuates between 0 and 0.5 second then it 
is about 5A at 0.8 second. Figure 6 show the rotor speed is gradually increases to the 
rated speed. The rated speed is 1735 rpm and it is reached at nearly 0.5 second. Simi-
larly the time response of electromagnetic torque of single-phase induction motor is 
variable between 0 to 0.5 second then it is nearly equal zero between 0.5-1.4 and at 
last the rated torque is 1.1N.m reached at 1.5 second. PWM technique has been em-
ployed in this inverter to supply the motor with ac voltage. The simulated and expe-
rimental PWM signal is shown in figure 7 and 8 they are used to switch the MOS-
FET’s in inverter to drive the motor. 
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Fig. 6. Rotor-speed curve and 
electromagnetic torque simula-
tion 

Fig. 7. PWM signal simulation 
result 

Fig. 8. PWM signal imple-
mentation result 

4   Experimental Setup 

The experimental set is developed using a LPC-2148 ARM-7 board shown in figure 
9. The controller generates sinusoidal reference voltages which are needed for gene-
rating the PWM signals for driving the Z-source inverter. ARM-7 board is pro-
grammed to produce PWM signals by comparing a triangular carrier with reference 
sine waves. The designed controller shows good tracking with speed of the motor and 
efficiently reduces disturbance. The sensing, detecting, driving, switching, and  
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Fig. 9. Experimental setup 

interfacing circuits are implemented by the hardware circuits; however, the maximum 
torque control algorithms are executed by the ARM-7 board. 

5   Conclusion 

In this paper the prototype of single phase Z-source inverter using ARM-7 for speed 
control of induction motor is successfully designed. The single-phase induction motor 
can be successfully driven from a voltage control and the motor’s speed can be easily 
adjusted using the proposed drive system. The MATLAB simulink model for speed 
control of induction motor and the experimental results have been compared. The 
simulation results confirmed that the possibility of obtaining of the same results.  
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Abstract. Real Time kernel has gained popularity over the years in designing 
advance software control algorithms coupled on powerful embedded processor 
cores. This paper discusses the importance of RTOS over generic OS, the pros 
and cons of using RTOS for microcontroller system development, and the 
benchmarking methods used for RTOS. Industries most advance RTOS are 
selected for performance benchmarking over different high-end microcontroller 
platform to fulfill the requirement of both control and connectivity imposed by 
digital high-speed power control applications. 

Keywords: RT kernel, MQX, ThreadX, FreeRTOS, RTOS benchmarking.  

1   Introduction 

New emerging technologies in semiconductor industry offered the means to create 
high-performance digital components allowing implementation of more complex and 
sophisticated control algorithm applications. Embedded real-time (RT) control 
becomes a promising research domain to meet certain deadlines at the right time 
where the Hardware (HW) and Software (SW) components interact in order to 
perform the given task [1, 2]. 

Furthermore, control systems are commonly designed using a set of cooperating 
periodic sub modules where the system should meet timing constraints to ensure a 
correct behavior of the closed loop controller. This can be achieved by integrating an 
embedded Real-Time Operating System (RTOS) to provide support for such systems 
and to ensure RT specification. The proposed approach ensures high-level control 
application coding with RT performance. It can be readily applied to any other control 
system application using the same steps discussed below with minor adaptations. 

1.1   RTOS vs. General-Purpose Operating Systems 

General-computing non real-time operating systems (Windows, Unix or Linux) are not 
designed for deterministic. Their services can inject random delays into application 
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software and thus cause slow responsiveness of an application at unexpected times. 
The task switching time generally rises as a software system includes more tasks that 
can be scheduled. It might be well above or well below the time shown by the dashed 
line as shown in Fig. 1(a), extreme left. 

On the other hand, real-time operating systems often go a step beyond basic 
determinism. For most kernel services, these operating systems offer constant load-
independent and repeatable timing. The horizontal solid line shows the task switching 
time. It is constant, independent of any load factor such as the number of tasks in a 
software system. Most often, the RTOS will exhibit task-switching times much faster 
than its non real-time competitor when the number of tasks grows above 5 or 10. 

 

Fig. 1. (a) Comparison between General-Computer and RTOS. (b) Foreground/Background 
application. (c) RTOS based Preemptive Scheduling. 

1.2   Foreground/Background 

Systems, which do not use a RTOS, are generally designed as shown in Fig. 1(b), 
center. These systems are called foreground/background. An application consists of 
an infinite loop, which calls application modules to perform the desired operations. 
The modules are executed sequentially (background) with interrupt service routines 
(ISRs) handling asynchronous events (foreground). Critical operations must be 
performed by the ISRs to ensure that they are dealt with in a timely fashion. Because 
of this, ISRs have a tendency to take longer than they should. Information for a 
background module made available by an ISR is not processed until the background 
routine gets its turn to execute. The latency in this case depends on how long the 
background loop takes to execute. 

1.3   Need and Advantages of Real-Time Kernel 

Real-Time Programming is just a bunch of ideas, concepts, and techniques that allow 
us to divide complicated problems into smaller simpler tasks or threads. These more 
manageable units of code allow faster response to important events, while prioritizing 
the jobs to be done in a structured well-tested format. The kernel does the job of 
keeping the time, the peace between tasks, and keeping all the tasks’ communication 
flowing. Thus, more activities can be performed in the same amount of time by 
allowing other tasks to work while other tasks are waiting for some event to occur. 
The scheduler keeps record of the state of each task and selects among them that are  
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ready to execute and allocates the CPU to one of the ready task. A scheduler helps to  
maximize CPU utilization among different tasks in a multi-tasking program and to 
minimize waiting time. Priority-based preemptive scheduling requires control of the 
processor be given to the task of the highest priority at all time as shown in Fig. 1(c). 

1.4   RTOS Disadvantages 

There are certain disadvantages and concerns associated with using RTOS. Besides 
memory footprint, an RTOS also takes up additional CPU resource. Most RTOS 
require a periodic timer [3] to execute the scheduler and other relevant system 
services. RTOS services such as task synchronizations must have known execution 
time. Hence it is essential to understand the performance measurements and the 
benchmarking metrics among the RTOS. 

2   RTOS Benchmarking 

There are different approaches towards RTOS benchmarking: based on applications 
or based on the most frequently used system services. As there are various types of 
applications with each having very different requirements, benchmarking against any 
generic applications will not be reflective for the RTOS strengths and weaknesses. 

 

 

Fig. 2. ThreadX benchmarking Suite (TM Ratio) over ARM926 and Kinetis K60 (Cortex-M4) 

There are various research publications related to benchmarking method based on 
frequently used system services [4, 5]. RTOS Performance is platform, processor, 
clock-speed, compiler-sensitive and design-sensitive. “Thread-Metric” [6] is a free-
source benchmark suite for measuring RTOS performance. Fig. 2, shows the “Thread 
Metric” based ThreadX v5.4 RTOS performance comparison of Kinetis K60, 96MHz 
(Cortex-M4) over ARM929, 200MHz (ARM 9). Results show that most of system 
services timing offered by Cortex-M4 core is almost same as ARM9 even though 
there is significant difference of clock speed among them. 
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RTOS usage is gaining popularity in the past few years as clearly indicated in the 
EE Times embedded system survey for year 2011 [7]. There is another trend in RTOS 
selection - companies are moving towards open-source RTOS (mainly FreeRTOS) 
from 34% in current projects to 37% in the next projects in 2012 mainly on 10 - 99 
MHz, 32bit ARM core based microcontrollers from TI (Concerto, C28x + Cortex 
M3), STMicro (CortexM3 - STM32F2X), NXP (43XX, CortexM4 + CortexM0), and 
Freescale (Kinetis, Cortex M4) etc. incorporated with DSP instructions, FPU and with 
advance connectivity options like USB 2.0, Ethernet (IEEE1588 compliant) etc.  

3   RTOS for High Speed Power Control 

Modern controllers that drive electrically commutated motors are hard real-time 
(HRT) systems. They are electrically commutated using a field oriented control or 
direct torque control system to calculate when to turn the inverter on and off for each 
phase of the motor. The complexity of the control system and the processing power 
required to implement it, increases as the simplicity of the motor and the efficiency 
goal increases. These hard real-time requirements must be satisfied to meet a diverse 
range of safety, energy and precision goals. 

3.1   Control 

Due to high schedule frequency of hard real-time of control loop in high-speed power 
control application, if the context switch is too time consuming; the overall load on 
CPU could have significant impact the on the performance of other soft real-time 
control loops. The time-jitter on hard real-time scheduling may result in performance 
degradation on control loops. Accidental task overtime or hard real-time missing 
schedule could cause malfunctioning or catastrophic failures on power sections. In 
past above problems were overcome by placing the hard real-time of control loop on 
timer driven fast interrupt service routine set outside RTOS with higher priority than 
RTOS tick, known as guerilla interrupt. The interrupt routine context switch is usually 
less time consuming than RTOS scheduled task context switch. Thus, this results in 
improvement of overall control system timing. 

 

 

Fig. 3. Various RTOS performance (time in µs) on advance microcontrollers 

Fig. 3 demonstrates industrial leading ThreadX, MQX and FreeRTOS performance 
over ARM (Cortex-M) based microcontrollers. These RTOS offers minimal Interrupt 
latency and context switching timing on these advance microcontroller platforms. 
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This offer flexibility to software architect to incorporate hard real-time control loop 
for high-speed power control within RTOS task with minimal CPU time overhead. 

In Fixed-Priority Scheduling (FPS), each task has a fixed static priority, which is 
computed pre-run time. The tasks are executed in the order determined by their 
priorities. If all tasks (N) are periodic, a simple priority assignment can be done 
according to the statement: the shorter the period, the higher the priority. This 
approach is known as Rate Monotonic Scheduling (RMS) [8]. The schedulability 
analysis for this algorithm presumes that all tasks are pre-emptive, periodic with 
deadlines equal to the period (Ti) and independent (i.e. no task precedence between 
tasks exists). In this case the total utilization (U) has an upper bound given by 

. 
 

(1) 

“Ci” is the worst-case execution time. This bound converges to 0.693 for n −›∞, to 
0.88 when the periods are uniform and to 1.0 only when the periods are harmonics of 
the smallest period. Now days power control equipments rarely operate in isolation, 
as they are increasingly required to support a wide range of connectivity options such 
as ETHERNET, CAN, LIN, RS232, RS485 and USB. 

3.2   Connectivity  

In past, applications that requires diverse control, processing, and connectivity are 
served by a mixture of DSPs (High-level language programmable signal processing 
ability of a DSP), microcontrollers (the low cost and simple programming model) and 
FPGAs (fully flexible configurable I/O and interface Flexibility). Each device 
requires the developer to engage with a separate programming language, development 
environment, system peculiarities, board design and BOM requirements. In recent 
studies [9] it is found that new 32bits single/dual ARM based microcontrollers are 
more popular than FPGAs since they are remarkably better in terms of price, control 
peripherals, connectivity with ultra low power consumption. With integration of 
industries best RTOS (like FreeRTOS, ThreadX, MQX, µC-OS II/III) over them, we 
can easily overcome all limitation inherently required in high-speed power control. 

4   Firmware Architecture  

Threads can communicate and synchronize, so a PWM module running in one thread 
can be tightly synchronized with an ADC sample/hold point implemented in another 
thread. Multiple threads can share the same program in memory and pass ownership 
of data between them. Fig. 4. demonstrates how the whole system can be partitioned 
into RTOS tasks (white circles). The tasks are divided among two cores 
(Control/Connectivity) must be executed in isolation or their interferences must be 
time-bounded [10] and neutralizes fast messaging scheme to exchange critical data.  
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Fig. 4. Firmware architecture for Advance Power Control Embedded system 

5   Conclusion 

RTOS benchmarking have been carried out results show that each RTOS has different 
strengths and weaknesses. Results show, advance ARM microcontroller offer minimal 
Interrupt latency and context switching timing requirements imposed by high-speed 
HRT power control applications. Complete system firmware design is also presented 
to fulfill the need of both complex control and advance connectivity. 
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Abstract. Wireless sensor network (WSN) is prone to various security threats; 
one among them is anti sensor motes with existence of anti mobile agent in it, 
apart from jamming in WSN traffic it is also one kind of DoS (Denial of service 
Attack).  They inject anti mobile agent to other motes to act as anti sensor 
motes thus spreading anti mobile agents clone among all neighboring motes and 
these clones send burst of sensed data to base station for exhausting the power 
of WSN. This process may continue till the entire WSN become dead. This 
paper focuses on miss use of power, memory and time consumption from 
mobile agents that leads to DoS spam mobile agent attack when they became 
anti mobile agents. We propose a novel Mobile Agent Spam Attack Prevention 
(MASAP) model to control this kind of DoS attack. Our simulation results 
validate this MASAP model which is able to stop spreading of anti mobile 
agent with very little energy, memory and time consumption and hence 
appropriate for WSN.  

Keywords: Wireless Sensor Network, Anti Mobile Agent, Denial of Service 
Attack, MASAP model. 

1 Introduction 

The special features of sensor motes such as self organizing capability, continuous 
sensing, cooperative effort, etc make it a very powerful technology in almost all 
applications scenario of environment such as habitat monitoring, military 
applications, medical applications, etc [1]. Multi hop communication make less power 
consumption communication then traditional single hop network which is necessary 
requirement for WSN One of the unsolved research issue of Denial of Service attack 
[4] which is attempted in two different ways first, by injecting anti mobile agent 
motes into existing WSN and second, by injecting anti mobile agent programs into 
any existing mote of WSN. Anti mobile agent is silent spam attack which dispatches 
malicious code into a motes of WSN, where it continuously replicates to generate 
clone anti MAs, Then theses cloned anti MAs send sensed data to the base station and 
stay inside mote to consume mote’s resources. For efficient WSN environment, we 
need to prevent this kind of unseen anti MA attack. Our paper focuses on the hazard 
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of anti MA attack and a novel prevention MA model to mitigation. Related work, 
proposed model, simulated results followed by conclusion and future scope is 
explained sequentially. 

2 Literature Survey 

The WSN technology exhibits many research issues, with mobile agent (MA) 
modular programming, capability it can solve many unsolved WSN research 
problems [1]. The middleware’s can solve various challenging issues during 
developing WSN application. A powerful middleware “Agilla” uses mobile agent 
paradigm to perform different applications with supports of flexible reprogramming 
[2]. Various feature of mobile agent based computing motivated us to use in WSN 
environment over client-server based computing [3]. We will use this robust 
middleware Agilla for injecting mobile agents on TinyOS operating system with 
inbuilt simulation tool named Power Tossim for simulating WSN environment in our 
proposed model [5].Quarantine Region Scheme (QRS) against spam attack is 
proposed which separate those anti motes until they are not authenticate and this 
solution saves energy of non-quarantine region motes not on other nodes [6]. Mobile 
agents work in multi hop environment and dispatch with double direct-diffusion 
technique that are useful to reduce end to end latency delay, power consumption, and 
packet delivery ratio[7]. The sanctuary for Mobile Agents is present in [8]. 

3 Proposed Model Implementation and Simulation Results 

Our proposed MASAP model has been divided into two life cycles phase, First phase 
is the initial setup of WSN environment and second phase will start when new agent 
is injected in any mote of WSN. Let the power consumed for migrating from one 
mote to another is SPOWcon, power consume for sending data is POWC per iteration, 
memory consume per anti MA is MEMC. Assuming that total battery power as Ptotal , 
total memory space as Mtotal, computational power taken by mote for anti MA is  
COM pow , default memory space for other applications is  DEFmcon.  

A mathematically equation for rejection of MAs request in a mote can be given as: 
 ∑ + SPOWcon +  COM pow = Ptotal (1)∑ + DEFmcon = Mtotal (2)

(Where n is the number of anti MA iterations) In this attacking scenario it is assumed 
that (mm) maximum number of MA’s clone will be created, where m is the number of 
motes in a WSN environment. The proposed model enables to prevent spreading of 
anti mobile agents and maximum      2 * m clones will be created. The comparison of 
maximum number of clones will be created by SPAM MAs and our proposed model 
is mentioned in Table 1. 
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Table 1. Maximum number of created MA’s clones between Spam attack and proposed model 

  

The MASAP mobile agent model proposes three types of reactions within it; they 
are Detector Mobile Agent (DMA) for checking authentication, Halt Mobile Agent 
(HMA) to kills MA that contain maximum cloned agent and Cleanser Mobile Agent 
(CMA) to clears all clones and their resources. HMA and CMA are register as 
reactions inside DMA mobile agent.   

4 Conclusion and Future Scope 

The paper gives awareness of silent MA spam attack in WSN; model is able to 
prevent DOS attack in WSN with minimum energy loss. Proposed model will also 
work in LAN, WAN or other networks after some modification. 
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Abstract. This paper presents the artificial neural network approach for 
incipient fault diagnosis of power transformers filled with oil.DGA data from 
reputed testing unit is obtained to deal with all possible faulty conditions in a 
power transformer. Well designed artificial neural network having the adaptive 
features and fast diagnosis capabilities are proposed and testing and training 
results of DGA samples made available are presented using neural network tool 
in Matlab 7.10. The diagnosis accuracy obtained during training and testing of 
samples is better. Programming features are incorporated proposing appropriate 
preventive maintenance action represented by a type of fault, so that the 
transformer in service can be saved. 

1 Introduction 

Power transformer is a major asset of transmission and distribution system and is vital 
to system operation and the techniques for diagnosis and detection of incipient faults 
are most valuable. 

A power transformer is subjected to thermal and electrical stresses and could lead 
to the breakdown of insulating materials which releases the gases decomposition 
products. Arching, corona and overheating are the three primary causes of fault 
related gases. The gases dissolved in oil are hydrogen (H2), carbon monoxide(CO), 
carbon dioxide(CO2),  ethane(CH4), acetylene(C2H2), ethylene(C2H4), ethane(C2H6), 
nitrogen and oxygen. The analysis of dissolved gases is a powerful tool to diagnose 
developing faults in a power transformer. Many diagnostic criteria have been 
developed for the interpretation of dissolved gases. These methods would find the 
relationship between the dissolved gases and the fault conditions, some of which are 
obvious and some are hidden. New computer-aided techniques such as artificial 
neural networks, fuzzy sets and fuzzy rule base, expert system, evolutionary 
algorithms can be made use of in the diagnosis, but needs expertise to interpret the 
results correctly. 

Although widely used by utilities, the IEC/IEEE DGA coding [1]-[3] is only the 
result of empirical evidence. Moreover, the DGA methods cannot provide a 
completely objective and accurate basis for all faults since the number of code 
combinations exceed that of fault types. Therefore no decision may follow from it, 
and diagnosis experts must determine the final possible faults. The diagnosis basis is 
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Roger’s ratio codes shown in Tables 1, 2, 3, and IEC codes in Tables 4 and 5 along 
with fault classification. 

Table 1. Gas Ratio Cod Table 2. Roger’s Ratio Codes 

  

Artificial neural networks have been proposed [4]-[6] to tackle the transformer 
fault diagnosis, due to their accuracy and efficiency in numerical modeling 
problems and built in fault tolerance in practical applications. The ANNs can 
acquire new experiences by incremental training from newly obtained samples. 
The ANNs trained by an error back- propagation algorithm have good diagnostic 
accuracy. The adaptive ANN is proposed to tackle the problems such as local 
convergence and determination of network configuration and control parameters 
like momentum constant and learning rate using gradient decent approach and can 
become a useful diagnostic tool. 

Table 3. Classification based on Roger’s Ratio Codes Table 4. IEC Ratio Codes 

  

2 Artificial Neural Network 

Very complex systems [4] can be characterized with very little explicit knowledge 
using ANN. The relationship between gas composition and incipient fault condition is 
learned by ANN from actual training samples .Through training process ANN can 
reveal complex mechanism that may be unknown to experts. 

An ANN design includes selection of input, output, network topology and 
weighted connection of nodes. Input feature selection constitutes an essentially first 
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step. The feature space needs to be chosen very carefully to ensure that the input 
features will correctly reflect the characteristics of the problem. Fig.1 illustrates the 
overall design process with step by step adjustments to achieve desired structure and 
feature space .The corresponding connection weights are also determined in the 
process. In this paper, back propagation learning algorithm known as generalized 
delta rule is used for training ANN. In this paper a network having seven inputs and 
four outputs specifying the normal, overheating, corona and arcing is used.  

Fig. 2 presents the Artificial Neural Network [7] proposed for fault diagnosis of 
power transformers, was constructed as three layer feed-forward structure with the 
input, hidden, and output layers. The nodes in each layer receive input signals from 
the previous layer and pass the output to the subsequent layer. The nodes of the input 
layer receive a set of input signals from outside system and directly deliver the input 
data to the input of the hidden layer by the weighted links. In the following 
computation, the subscripts n, h and k denote any node in the input, hidden, and 
output layers, respectively. The net input net is defined as the weighted sum of the 
incoming signal minus a bias term. The net input of node, h, neth, in the hidden layer 
is expressed as follows: 

(1) 

where yn is the output of node n in the input layer, whn represents the connection 
weight from node n in the input layer to node, h in the hidden layer, and Ɵh is the bias 
of node h  in the hidden layer. The tan sigmoid function is selected as the activation 
function in the proposed neural nets. Therefore, in the hidden layer, the output of node 
h, yn , can be described as 

(2) 

 
Table 5. Classification based on IEC 
Ratio Codes 

 

 

Fig. 1. Flow chart 
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Fig. 2. Feed forward neural network 

The output of the hidden nodes is then delivered to the nodes in the output layer via 
another set of connection weights. The output of node in the output layer can also be 
expressed as 

 

(3) 

 
(4) 

Where Ɵk is the bias of node in the output layer. The parameters (connection weights 
and bias terms) must be determined by the learning process, before the neural nets can 
produce the desired outputs. 

The generalized delta rule [14] is used to adjust the weights between the nodes by 
minimizing the following error function E: 

  

(5) 

where dk  represents the desired output of node , and yk  is the computed output of 
node in the output layer. The weight wkh is updated iteratively to minimize E for the 
training data by a gradient-descent technique.  

 

(6) 
(7) 

 
(8) 

where i represents the iteration number, ƞ is the learning rate, and α  is the momentum 
constant. Similarly, the weight whn can be changed as follows: 

 

(9) 

(10) 

(11) 

The bias terms Ɵk and Ɵh  can be regarded as weights and iteratively altered in the 
same manner as the other weights. The output yk  of node k in the output  layer 
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implicitly includes the tunable parameters of the networks, the connection weights, 
and bias terms, in each node. In this paper, the connection weights and bias terms of 
the neural nets are automatically adjusted so as to avoid local convergence of 
parameters in ANNs trained by the gradient-descent approach. 

3 Diagnosis Results and Discussion 

In [4], two ANN’s were used, one for major faults and another for checking paper 
insulation damage. In this paper, only one ANN with all seven gases including CO  
 

Table 6. Diagnosis Results 

 

 

Fig. 3. Fault type 6- Arcing, network training performance in terms of gradient, mean squared 
error and validation check 
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and CO2 is used for diagnosis. The main goal was to reduce the training error and 
number of iterations, so that the correct diagnosis of the fault can be made  The 
proposed network system was then trained on 90 DGA samples, out of which 36were 
the healthy cases. The testing data base of 20 samples with main faults was used to 
test the validation.  It was found that, the no. of iterations the network takes for 
training are less and the average error in training is also reduced to 0.009324.. The 
simulation results of some of the important faults like arcing and corona are presented 
as shown in fig.3 and 4 .The diagnosis results of various samples in training and 
testing in terms of accuracy in fault diagnosis obtained during training and testing are 
shown in Table 6. 

The diagnosis accuracy can further be increased with more databases in training 
and testing. 

4 Maintenance Actions Recommendation 

Retest interval estimation is the key process of maintenance action recommendation 
and it is determined from both IEC codes and key gas DGA methods. Final 
recommendations are closely related to the retest interval output and basically the 
interval is modified based on the size and age of the transformer. The maintenance 
actions based on the sample test results like replacement of bad oil, filter oil with 
rehydration, normal ageing etc. were taken care of during diagnosis of oil samples and 
are considered to be most important for saving the costly device. 

 

Fig. 4. Fault type 5 – Corona Discharge, network training performance in terms of gradient, 
mean squared error and validation check 

5 Conclusion 

The limitations of DGA methods with frequent non-decisions in case of multiple 
faults and boundary values of ratios are eliminated up to some extent by adaptive 
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neural network used in the paper. It is found that, the adaptive neural network 
proposed for fault diagnosis improves the diagnosis considerably in terms of fault 
classification. The diagnosis accuracy and fast training of the proposed adaptive 
neural network were the key features revealed during study. 
 
Acknowledgement. Authors are grateful to M/S. B.R.Industrial Services, 
Aurangabad (M.S.) India for providing database of transformer faulty cases which 
allowed us for diagnosis of incipient faults. 
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Abstract. The maximum loadability of power systems has been a topic of 
interest to both planners and operators for many years. A modest attempt can be 
made in this paper proposes an effective personalized Genetic Algorithm 
technique for the maximum loadability estimation of the transmission system. 
In connection with this, the objective function is formulated as a personalised 
GA with fitness of the objective function determined for every gene of the 
chromosomes. A pre-developed line based voltage stability index is utilized for 
calculating the fitness of the objective function. The proposed technique is 
validated on the IEEE 30 bus test system and it can be implemented for larger 
and practical systems. 

Keywords: Voltage stability, transmission system, Personalised GA, FVSI, 
maximum loadability. 

1 Introduction 

The reactive power increases in transmission system until the system reaches the 
point of collapse which is the maximum loadability of the system. The estimation of 
maximum loadability is becoming an important task to predict the system collapse 
and to optimize the capital investment. Most of the literature agreed that maximum 
loadability depends on the solvability margin of the load flow .Many methods were 
proposed to determine maximum loadability viz. equality and inequality constraints 
[1], direct interior point algorithm [2], using elliptic properties of p-e curve [3]. The 
interior point algorithm was proposed to identify maximum loadability under 
contingency state [4]. Recently, evolutionary techniques have been developed to solve 
maximum loadability problem in power system. Evolutionary programming (EP) is an 
accelerated search technique for estimating maximum loadability [5].  

This paper presents a personalized GA approach for estimating maximum 
loadability in transmission line. The newly developed personalised GA algorithm can 
also be executed for solving further optimization problem in power system. The value 
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of FVSI must be less than 1.00 in all the transmission lines to maintain a stable 
system. For maximum loadability estimation using personalised GA approach, 
maximum FVSI is set as 0.95 that is close to stability limit. 

2 Personalised GA Algorithm 

In general, the overall fitness was calculated for the generated chromosomes, but in 
the personalized GA, the fitness determined for each gene. The objective function was 
maximization of reactive power loading at each load bus separately. The fitness of 
every gene in random chromosomes was calculated by using pre-developed line based 
index termed as FVSI [6].  

2.1 Generation of Chromosomes 

Initially, pN  number of random chromosomes of length Nl-1 was generated as in the 

equation (1).   
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where, lN   be the number of load buses present in the transmission system and Np 

be the population size.  

2.2 Generation of Sweeping Chromosomes 

The sweeping chromosomes were nothing but the detailed chromosomes, the Q sc 

values which represent the receiving end reactive power of the transmission system. 
Based on this, the sweeping chromosomes are obtained as follows:   
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where )(
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−−
represents the receiving end reactive power of the transmission line 

connected between kn  and Nl-1 buses of  jth
  chromosome. 

2.3 Determination of Gene Fitness 

The FVSI used to determine the gene and it was computed for the thk   gene of the 
thj  random chromosome as follows, 
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Where Z - the line impedance, X -  the line reactance, Vi - the sending end voltage, 
)( j

kpscq
−

 - receiving end reactive power which was obtained from sweeping 

chromosome. After that, the random chromosomes has subjected to the genetic 
operations crossover and mutation to get new children chromosomes.  

2.4  Crossover and Mutation 

The two point crossover has been selected and the the two points C1 and C2 are 
determined using equation (4) and (5). 
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Subsequently, the generated children chromosomes were subjected to mutation and 
then load flow analysis was conducted using the newly obtained chromosomes, then 
aforesaid procedure repeated once for getting best chromosome. 

2.5 Generation of Shriveled Chromosomes 

Once the genetic operations, crossover and mutation performs, Np new children 
chromosomes were obtained for the corresponding Np parent chromosomes. If the 
load increased at a particular bus influences FVSI value of more than one line which 
connected at that bus. The FVSI value of each gene in Np parent and Np children 
chromosomes are shriveled based on its highest value. From the 2 Np chromosomes,  
Np /2 shriveled chromosome generated.  

2.6 Selection and Termination Criteria 

If all the genes fitness has 0.95 in the shriveled chromosome, or the generation 
reaches maximum, the process can be terminated. Otherwise shriveled chromosome 
was treated as random chromosome and remaining chromosomes generated randomly 
for further successive repetitions. 

3 Results and Discussions 

The personalized GA-based technique for estimation of maximum loadability has 
been tested in IEEE 30 bus system. This system has 24 load buses, 6 generator buses 
and 41 interconnected lines. All load buses were randomly chosen to find maximum 
reactive power   estimation. In this, Np=2 random chromosomes of length Nl-1  
generated. Each chromosome has the Nl-1=24genes; these genes have the load 



A Personalised GA Technique for Estimating Maximum Loadability in Power Systems 463 

reactive power values of the load buses. These were subjected to load flow analysis 
for getting sweeping chromosomes which consist of receiving end reactive power and 
sending end voltages. The genes in sweeping chromosome were 41 and calculate gene 
fitness for all 41 genes .The random chromosomes have been subjected to the genetic  
 

 

Fig. 1. Maximum loadability of load buses 12, 18, and 24 

Table 1. Comparison between Personalised GA and VSA technique 

Techniq
ue 

Personalised GA(random search) VSA technique 

Bus 
number 

Q value 
       (MVar ) 

FVSI Voltage Q 
value(MVar) 

FVSI Voltage 

3 150.2371 0.95 0.8724 150.0 0.948 0.874 
4 123.4180 0.95 0.9163 123.0 0.941 0.913 
6 120.5430 0.95 0.8951 121.0 0.959 0.891 
7 127.8500 0.95 0.7932 128.5 0.955 0.792 
9 95.9812 0.95 0.8143 96.0 0.959 0.819 

10 58.2243 0.95 0.9365 59.0 0.945 0.935 
12 83.6523 0.95 0.8756 84.0 0.959 0.875 
14 62.3450 0.95 0.7927 62.0 0.942 0.79 
15 48.0113 0.95 0.9208 48.0 0.951 0.920 
16 75.7650 0.95 0.7765 75.5 0.94 0.775 
17 78.2301 0.95 0.8154 79.0 0.958 0.814 
18 64.2560 0.95 0.7247 64.0 0.953 0.727 
19 72.7825 0.95 0.6450 72.2 0.940 0.640 
20 67.214 0.95 0.6827 70.0 0.984 0.68 
21 108.5701 0.95 0.7331 108.0 0.945 0.731 
22 90.3100 0.95 0.6675 88.0 0.920 0.665 
23 70.2960 0.95 0.8166 73.6 0.956 0.816 
24 61.5012 0.95 0.9356 60.7 0.941 0.956 
25 44.5000 0.95 0.7923 45.0 0.956 0.793 
26 28.3420 0.95 0.6024 30.3 0.969 0.624 
27 48.4710 0.95 0.7540 51.0 0.967 0.74 
28 88.8600 0.95 0.8670 90.0 0.957 0.870 
29 33.1256 0.95 0.7081 31.9 0.946 0.681 
30 26.4153 0.95 0.7652 25.9 0.946 0.760 
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Fig. 2. Reactive load Qj Vs Voltage at bus 12 

operations crossover, mutation and the selection of best chromosome.  The crossover 
points as C1=8 and C2=16 and the Nmp=6 have been selected. The newly obtained 
chromosomes were subjected to load flow analysis and aforesaid procedure repeated 
once. Finally, 2 parent and 2 children chromosomes were available with all related 
values. The FVSI value of each gene in 2 parent and 2 children chromosomes were 
shriveled based on the highest value. From the 4 chromosomes one shriveled 
chromosome has been formed based on their highest FVSI value. If the FVSI value 
gets closer to FVSImax, then the corresponding load reactive power value selected as 
the optimal value; if not, shriveled chromosome was consider as one random 
chromosome and another one random chromosome is generated and the process was 
repeated until all the genes obtained the optimal load reactive    value. The developed 
personalised GA technique has tested on the IEEE 30 bus RTS and the results were 
tabulated in the table 1. The results obtained from the traditionally VSA technique are 
also tabulated the table for comparison purposes.  In this algorithm, the generation 
completed the optimal load reactive powers for all the buses were obtained.  
Comparatively this technique can be able to produce more accurate results with short 
span of time. For the every odd generation, the shriveled chromosome considered as 
one of random chromosomes for next generation up to get optimized values. So this 
technique effectively helps to find the maximum reactive loading in transmission than 
other EP technique. 

Table 1 also shows that the bus 30 has smallest maximum loadability 24.4153 
Mvar and bus 7 has highest value 165.3500 Mvar. The bus 30 is considered as 
weakest bus and it needs proper monitoring so that the load connected to the 
respective bus will not exceed maximum value for maintaining stable system. 

The Q value and the FVSI value of the load buses 12, 18 and 24 of the IEEE 30 
bus system are plotted in the Figure 1. From the figure 1, it can be seen that the 
obtained reactive power values reaches very closer to the FVSImax. 

The voltage values obtained for various values of reactive power loading in 
conventional VSA technique is compared with personalised GA in Figure 2. This value 
decides the maximum loadability of the transmission system in an effective way. 

4 Conclusion 

This work has proposed an effective personalized GA to maintain stability by 
identifying the maximum loadability of the transmission line in power system. This 
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was accomplished by fitness of the objective function determined for every gene of 
the chromosomes. An alternative to the earlier methods of calculating maximum 
loadability for individual load buses was proposed by considering several load buses 
simultaneously. This proves to be an approach which results in improved search 
technique for the determination of maximum loadability.  The technique was tested on 
a 30 bus system by evaluating in MATLAB software.  
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Abstract. Mobile ad hoc networking allows nodes to form temporary networks 
and communicate beyond transmitter range by supporting multihop 
communication through IP routing. Routing in such networks is often reactive, 
i.e., performed on-demand, as opposed to Internet routing that is proactive. As 
ad hoc networks are formed on a temporary basis, any IP address should be 
allowed to appear in an ad hoc network.  MlPMANET, a solution for 
connecting an ad hoc network, in which on-demand routing is used, to the 
Internet.MIPMANET, provides Internet access by using Mobile IP with foreign 
agent care-of addresses and reverse tunneling. This allows nodes to enjoy the 
mobility services of Mobile IP while at the same time the requirements on the 
ad hoc routing protocol are kept to a minimum.  Simulations of MIPMANET 
have been performed in Network Simulator 2. The Ad hoc On-demand Distance 
Vector (AODV) routing protocol has been used for routing within the ad hoc 
network. These simulations show that the ability to choose the closest access 
point to the Internet is worth extra work, as less traffic is generated in the 
network resulting in lower delays and fewer dropped packets. This paper again 
tries to calculate nodal energy when packets are travel from source to 
destination under different conditions. 

Keywords: MIPMANET, Mobile Ad Hoc Networks, Internet Access, Mobile 
IP, AODV. 

1 Introduction 

Mobile IP for Mobile Ad Hoc Networks (MIPMANET has been analyzed by means 
of simulations using Network Simulator 2. In the simulations the Ad hoc On demand 
Distance Vector (AODV [2], [5]) routing protocol has been used within the ad hoc 
network. 

1.1 Mobile IP 

Mobile IP solves the following two problems: 
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– If a node moves from one link to another without changing its IP address, it will be 
unable to receive packets at the new link; and 
– If a node changes its IP address when it moves, it will have to terminate and restart 
any ongoing communications each time it moves. 
 
Mobile IP allows mobile nodes that enter a foreign network to register with a foreign 
agent and obtain a care-of address (COA). This COA allows the mobile node to send 
and receive data packets from the networks other than its home network [6]. 

1.2 MIPMANET 

MIPMANET is designed to provide nodes in ad hoc networks with access to the 
Internet and the mobility services of Mobile IP.  The layering of Mobile IP and ad 
hoc routing functionality is illustrated in Fig. 1. By the use of tunneling, the ad hoc 
network becomes transparent to Mobile IP. 

 

Fig. 1. Conceptual view of MIPMANET 

2 Simulations 

Since MIPMANET's only modifications to Mobile IP concerns the communication 
between the foreign agents and visiting nodes, focused on the wireless part of the  
scenario. Communication in the simulations is carried out between wireless visiting 
nodes and wired correspondent nodes. It is duplex; both the visiting nodes and their 
correspondent nodes are constant bit rate (CBR) sources. The mobility in the 
simulations is about 1.5 m/s; the nodes themselves move at random absolute speeds 
below 8 m/s. 
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Fig. 2. One node with seven scenes Fig. 3. One scene with ten nodes 
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The simulation study has evaluated what is the energy level of one node in the 
network while it come under different scenarios and what is energy level of 10 
different nodes for the same scenario. For getting these points all trace files are 
observe. And the energy level chart of node/s with different scenarios shown above; 
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3 Conclusion 

This paper has presented a solution of how to interconnect an ad hoc network with the 
Internet called MIPMANET. Ad hoc networking enables IP mobility within a 
network whereas Mobile IP enables IP mobility between networks. By combining 
these two, MIPMANET allows mobile nodes to enjoy extended IP mobility.   

The simulation study has evaluated what is the energy level of one node in the 
network while it come under different scenarios and what is energy level of 10 
different nodes for the same scenario. For getting these points all trace files are 
observe. Node energy at ten node setup will be more peaks are visible it seems that 
more drop in packet. Other hand we worked with 10 node configuration seems system 
little bit stable.  This paper leads to give new exposure for mobile based system using 
MIPMANET to ensure the secure communication between the network entities. 
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Abstract. A blind audio watermarking algorithm based on mean quantization of 
Walsh Hadamard Transform (WHT) coefficients is proposed. The features of 
the proposed scheme are as follows: 1) data is embedded along with the 
synchronization codes in WHT domain to resist the synchronization attack 
more effectively; 2) the energy-compaction  characteristics of  WHT are used to 
improve the transparency of the digital watermark; 3) Fast Walsh Hadamard 
Transform Algorithm is used to reduce the computational time in searching the 
synchronization codes; 4) the watermark is embedded into the  mean value of 
low sequency WHT coefficients of non-silent frames to take advantage of the 
perceptual properties of the Human Auditory System (HAS); 5) High data 
payload and efficient processing capability is achieved using small sized audio 
frames; and 6) the scheme can extract the watermark without the help of the 
original digital audio signal. Subjective and objective tests reveal that the 
proposed watermarking scheme maintains high audio quality and is 
simultaneously highly robust to pirate attacks, including MP3 compression, 
cropping, time shifting, filtering, resampling, and requantization. 

Keywords: Audio watermarking, Walsh Hadamard Transform, Self 
Synchronization, Quantized Index Modulation, Robustness, Blind.  

1 Introduction 

Digital audio watermarking techniques can be successfully used for audio data 
copyright protection. Existing audio watermarking techniques are broadly categorized 
into time domain and transform domain techniques [1]. Time domain techniques are 
simple to realize, but they are less robust compared to transform domain techniques. 
Synchronization attack is one of the key issues of digital audio watermarking. In this 
paper a blind audio watermarking algorithm is proposed that can resist 
synchronization attack effectively along with providing reduced search time for 
detection of the synchronization codes. Here, we choose a set of binary logo images 
with size 32 x 32 pixels as a watermark. The binary logo image is first permuted using 
Arnold Transform in order to increase the secrecy of embedded watermark. To 
achieve robustness against cropping attacks, synchronizing codes are added along 
with the watermark bits. To achieve better error detection and correction capability, 
the combined watermark bit-stream is replicated according to the redundancy  
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factor (r) specified. Here, we apply Walsh Hadamard Transform (WHT) to the 
segmented audio frames, due to its simplicity and computation speed [7].We embed 
the watermark bits by modulating mean of WHT low sequency sub-band coefficients 
of non-silent frames; using QIM technique [5]. Instead of embedding data by 
modulating single WHT coefficient, mean value of several WHT coefficients in low 
sequency sub-band is modulated. This enhances robustness of the embedded data. As 
these WHT low sequency sub-band coefficients contain most of the signal energy, 
strong robustness can be achieved against common audio signal processing attacks; 
without degrading the acoustical quality of original host audio signals. For having low 
computational complexity against searching synchronization codes, we use Fast 
Walsh Hadamard Transform Algorithm (FWHT) [7-9]. The rest of this paper is 
organized as follows. Section 2 provides the outline of the proposed algorithm for 
embedding and extraction of binary image in an audio signal. Experimental results are 
compared with the results of previous works in Section 3; followed by the conclusions 
in Section 4. 

2 Proposed Scheme 

The proposed scheme consists of watermark processing stage and audio processing 
stage as shown in Figure 1 and the detailed procedure in case of watermark 
embedding process is as follows. 

2.1 Watermark Embedding Process 

Step 1: In watermark processing stage, the binary logo image is first permuted by the 
Arnold Transform in order to enhance the security of the system. Let W denote 
permuted binary watermark of size m x n representing the watermark logo. 

 

Fig. 1. Proposed system for audio watermarking 
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The resulting permuted binary image is converted into one dimensional array 
containing series of 0’s and 1’s (bits). To enhance the error detection capability of the 
system, this bit stream is replicated as specified by the redundancy factor (r). As time-
scale or frequency-scale modification can cause false detection, synchronization code 
must be embedded robustly. False synchronization also depends on characteristics of 
the synchronization code chosen like the length of synchronization code, the 
probability of “0” and “1” in synchronization code [3]. The proposed scheme embeds 
16 bit Barker code as synchronization code to locate the position of hidden 
informative bits, thus resisting the cropping and shifting attacks [3]. Barker codes are 
subsets of PN sequences and used for frame synchronization in digital communication 
systems. They have low correlation side lobes.  

Step 2: In audio processing stage, the original host audio (X) is first segmented 
into non-overlapping audio frames of size 32 samples. Let  Yk denotes the kth audio 
frame. The embedding capacity also depends on total number of segments, as each 
frame can embed one bit of watermark  

Step 3: Skip silent audio frames that are present at beginning and end of audio 
signal. This also increases the robustness against the audio signal cropping attack, 
which is normally carried out during the start or end of an audio signal.  

Step 4: Apply one dimensional Walsh Hadamard Transform (WHT) to each of the 
remaining non-silent frames.       

Step 5: From each of the above processed frame, consider WHT coefficients in 
low-mid sequency band containing 2nd, 3rd, 4th and 5th WHT coefficients only. Due 
to energy compaction property of WHT, lower WHT sequency coefficients contain 
most of the energy in the frame.  As these coefficients lie in low-mid sequency region, 
embedding watermark along with synchronization code in them will give good 
tradeoff between robustness and inaudibility. Calculate mean of these four 
coefficients. One bit of processed bit stream (containing watermark along with 
synchronization code) is embedded in each frame by modulating the mean Mk using 
quantization index modulation technique [3, 10] given by, 
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where  .  is the floor function and S denotes the embedding strength and 1α , 2α are 

fractions ranging from 0 to 1 such that 1α << 2α . The value of S should be chosen as 
large as possible to increase robustness under the inaudibility constraint.  Then 

difference 
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 is calculated and added to all the above four WHT 
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coefficients, the mean of mid sequency coefficients also changes. This in turn  
affects every sample in that frame. Thus both watermark and synchronization code is 
embedded in frequency domain in a robust manner.  

Step 6:  Reconstruction:  
The modified WHT coefficients are used in reconstruction process. Apply Inverse 

Walsh Hadamard Transform (IWHT) to embedded audio frames and combine them. 
The reconstructed audio signal is called as watermarked audio signal. The SNR of this 
audio signal with respect to the original audio signal is calculated and compared with 
the expected value of the SNR. The experimental results show that after embedding 
the watermarking information, the stego-audio signal gives SNR value more than 
25dB.  

2.2 Watermark Detection Process 

The extraction algorithm consists of all the audio processing steps that are carried out 
at the time of embedding the WHT frames. First stego audio signal is segmented into 
non-overlapping frames of size 32 samples each. Then after selecting all non-silent 
audio frames, calculate mean of WHT mid sequency coefficient sub-band containing 
2nd, 3rd, 4th and 5th WHT coefficients only and extract the watermark using the 
following equation, 
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Once all the bits are extracted, the watermark logo image can be reconstructed by first 
detecting the synchronization codes. The original audio WHT coefficients are not 
required in the extracting process and thus the proposed algorithm is blind.  The 
modification caused is not perceptually audible as only few WHT coefficients are 
modified from each non-silent frames. Experimental results show that four WHT 
coefficients per frame of 32 samples can be used without affecting the perceptual 
audio quality of the host signals. For the stereo audio signals, dual-channel signals are 
available for watermarking, while in case of a mono audio signals; only one single-
channel signal is available for watermarking.  

3 Experimental Results 

3.1 Experimental Setup 

To assess the performance of the proposed audio watermarking scheme, several 
experiments are carried out on different types of 250 mono audio signals of length 20 
seconds each. These CD Quality audio signals are sampled at sampling rate 44.1 KHz 
with 16 bit resolution. These audio signals are categorized into following categories; 
the rock music (denoted by A1) that has very high signal energy, classical music 
(denoted by A2) and speech signal (denoted by A3) that has moderate signal energy.  
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A1: Rock music 
A2: classical 

music 
A3: speech 

signal 
(w1) (w2) (w3) 

(a) Original audio signals 
(b) 32x32 binary watermark 

images 

Fig. 2. Original audio signals and binary logo watermark images 

The ownership information is represented by a set of three different 32x32 binary 
logo images (denoted by w1, w2 and w3 respectively) as shown in Figure 2b. We use 
three different 32x32 binary logo images that represent the ownership information.  
The logo image is first permuted using Arnold Transform and converted into a one 
dimensional bit stream of 1’s and 0’s. After adding synchronization codes, it is 
replicated using redundancy factor r=3. The data payload (D) refers to the number of 
bits that are embedded into the audio signal within a unit of time. It is measured in the 
unit of bps (bits per second). It is measured as the ratio of the sampling rate of an 
audio signal to the frame size is Fs (i.e. number of samples per frame). For a frame 
containing 32 samples, the estimated data payload is 1378 bps. Without applying any 
redundancy, it needs an audio section about 0.7546 seconds in order to embed a 16 bit 
synchronization code (1111100110101110) along with a 32x32 binary watermark. 
With r=3, it needs an audio section about 2.2639 seconds. To achieve good robustness 
against different attacks, the value of embedding strength (S) is set to 500 for all 
audio files. To measure imperceptibility, we use signal-to-noise ratio (SNR) as an 
objective measure and a listening test based on Mean Opinion Score (MOS) as a 
subjective measure. The SNRs calculated are 29.49dB for A1, 26.92dB for A2 and 
28.69dB for A3. The SNR is calculated only on the portion of an audio signal, where 
actual watermark bits are embedded. Ten listeners were involved in the actual 
listening test to estimate the subjective MOS grade of the watermarked audio signals. 
After presenting with the pairs of original audio signal and the watermarked audio 
signal, each listener was asked to report any difference detected between the two 
signals. The average grade for each pair from all listeners is found to be almost equal 
to 5.0 (where MOS grade=5.0 is the highest value that refers to total imperceptibility 
while MOS grade=0.0 is the lowest value that refers to very annoying quality of 
watermarked audio). 

3.2 Robustness Test 

Both Normalized Correlation (NC) and Bit Error Rate (BER) between the original 
watermark and the extracted watermark are used as an objective measure for the 
robustness. The watermarked audio signal is subjected to several standard audio 
processing attacks, in order to assess the robustness of the proposed watermarking 
scheme. The results are summarized in Table 1. We adopt the audio editing and 
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attacking tool Stirmark for Audio, in order to carry out variety of different attacks. 
From the results, it can be seen that the proposed audio watermarking scheme is 
robust to most of the common audio processing attacks. Both rock audio signals (A1) 
and speech audio signals (A3) perform well compared to classical music (A2). In case 
of stereo audio signal, same watermark information or the meta data used during the 
embedding process (redundancy factor, length of watermark, Arnold Transform 
Frequency, value of S etc.), can be embedded in the second audio channel. This can 
also help receiver to retrieve and verify the watermark blindly. The performance of 
the proposed algorithm is also compared with the algorithms proposed by Wu, Huang, 
Daren and Shi, 2005 [6], Zhou and Lihau, 2007 [2] and Ravula and Rai,2010 [4]. The 
results are summarized in Table 2. The proposed algorithm gives moderate SNR 
values along with good amount of embedding capacity and lower bit error rates. The 
NC values are always above 0.9 for most of the common audio processing attacks. 

Table 1. NC and BER values along with corresponding extracted watermarks for various 
attacks 

Attack    Attack      
BER 
(%) 

NC 
(%) 

Extracted 
watermark 

 BER 
(%) 

NC 
(%) 

Extracted 
watermark 

No attack 0.0 1.00 Re-quantization 
(8 bit) 

0.0 1.00 

 
White noise 
(awgn) 

0.0 1.00 Re-quantization 
(24 bit) 

0.0 1.00 

 
Cropping 
(20%) 

13.48  0.67 

 

LPF (6 order 
Butterworth, 
22.05 kHz) 

6.54  0.84 

 
Re-sampling 
(22.05 kHz ) 

0.0 1.00 

 

MP3 compression 
with the rate of 48 
kbps 

0.0 1.00 

 

Re-sampling 
(11.025 kHz) 

0.19 0.99 MP3 compression 
with the rate of 32 
kbps 

0.68 0.98 

 
Re-sampling 
(8.00 kHz) 

1.95  0.95 Amplitude 
(increased by 0.4) 

0.0 1.00 

 

Table 2. Algorithm Comparison 

Algorithm Subj. 
Test 
Reported 

Data Payload  
(bps) (approx.) 

SNR (dB) 
(approx.) 

NC UnderMP3 
(96kbps)  
(approx.) 

BER (%)  
Under MP3 
 (32kbps) 
(approx.) 

Our 
Scheme 

Yes 1378 26-30 0.99 0.39 

[6] No 172 29-30 Not  Mentioned 24.18 

[2] No 1024 Not 
Mentioned 

0.987 Not Mentioned 

[4] No 344 25-27 0.99 Not Mentioned 
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4 Conclusions 

In this correspondence, we propose a novel blind audio watermarking scheme to 
provide a good amount of embedding data payload and high robustness along with 
required SNR. To increase the secrecy of watermark, the proposed scheme first 
permutes the watermark using Arnold Transform. To resist cropping attacks, 
watermark is embedded along with synchronization codes in the WHT domain. To 
take advantage of the perceptual properties of the Human Auditory System, 
watermark is embedding in non-silent audio frames by changing the mean value of 
few low sequency WHT coefficients. Adding redundancy to the watermark 
information provides error detection and correction capabilities. In order to improve 
the efficiency in searching synchronization codes, we use Fast Walsh Hadamard 
Transform algorithm. The experimental results show that the embedded watermark is 
perceptually transparent and the proposed scheme is robust against different types of 
attacks. For most of the attacks, the normalized correlation coefficient is more than 
0.9. Small sized audio frames are used to provide high data payload along with 
efficient processing capability. In addition, the watermark can be extracted without 
the help from the original digital audio signal and can be easily implemented. 
Experimental results are analyzed by both the subjective listening test using MOS 
values and objective test using SNR values. 
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Abstract. Transmission Control Protocol is the most widely used transport 
layer protocol in wired networks accounting to 95% of the Internet traffic. On 
wireless networks, TCP demands special focus. The TCP source in the wired 
domain is unaware of the vagaries of the lossy wireless domain and starts 
reducing the congestion window, which is the normal flow control mechanism 
of TCP. But this leads to a considerable degradation in TCP Performance in 
802.11 WLAN networks. To address this issue, we propose a model which 
involves no change to the transient mobile node and to the wired host sending 
the Internet traffic. TCP performance is improved by introducing a cross-layer 
scheme accompanied by a buffer to cache ACKs and TCP packets. Then we 
have studied the TCP performance improvement in four of the TCP congestion 
control algorithms – NewReno and Linux. 

Keywords: Transmission Control Protocol (TCP), Cross-Layer Scheme, 
Performance Enhancement, ACK Caching, Performance Comparison. 

1 Introduction 

The usage of wireless devices has increased manyfold over the past decade. But the 
inherent drawbacks in wireless networks like the high bit-error rate (BER) causing 
random loss, bursty traffic due to channel access asymmetry and disconnections due 
to handoffs and interferences, makes TCP performance in wireless networks a 
dubious concept. More specifically, timeouts and large, varying round-trip times have 
a notable impact on TCP’s congestion control algorithms [6][7]. The wired host 
sending TCP traffic to the mobile node connected to the 802.11 network under 
investigation, cannot differentiate packet losses caused by congestion, from link 
errors. The wired host will assume that the packet loss is due to congestion and 
dissolves it by reducing the sender window size, thus drastically reducing 
throughput[3]. In this paper, we propose an idea wherein the base station acts 
proactively by using the Received Signal Strength (RSS) indication from the link 
layer after a frame from mobile node is received. This cross-layer interaction between 
the link layer of the base station and the transport layer is used to prevent the 
congestion control mechanisms from reducing the throughput of the transmission. 
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2 Related Works 

The existing solutions could be categorized as: 

1. End-to-end Schemes (Selective Acknowledgments, Explicit Loss Notification 
[1][8], Freeze TCP) 

2. Link Layer Schemes (Snoop Protocol[4] and Delayed DupACKs) 
3. Split Connection Schemes (Indirect TCP[5]). 

 
The idea we propose in this paper belongs to the Split Connection Scheme and it 
involves no change to the TCP protocol stack of the sender or receiver.  

3 ACK Caching and Pacing Mechanism 

As a mobile node moves away from a base station, the RSS value of the received 
frame starts to drop. When the RSS value drops below a certain threshold, the link 
layer sends an alert to the TCP layer.  This indication acts as a trigger causing the 
TCP layer of the base station to perceive that the transient mobile node is moving out. 
Then the ACKs received from the mobile node are stored until the transient mobile 
node is completely out of range of the base station. Then the accumulated ACKs are 
scheduled at a calculated pace so that the sender (wired host) is unaware of the fact 
that mobile has left the base station’s coverage area. When the mobile node returns 
back to the same Basic Service Set (BSS), then the link layer identifies the presence 
of the node by detecting the signal strength and indicates it to the transport layer. The 
data hitherto cached in the base station is sent to the mobile node. Then the mobile 
node commences to acknowledge the TCP packets once again, thus maintaining 
almost the same throughput as observed before the mobile node’s unavailability. 

The ACK caching mechanism operates based on the following steps. 

1. Calculate the estimate of RTT to the mobile and the fixed host. 
2. Calculate the approximate RTO on the fixed host for the first packet whose ACK is 

cached. 
3. Calculate the time at which the ACKs should be paced based on ACKs count and 

the approximate duration of mobile host unreachability. 
 

The success of the above algorithm depends on the accuracy of the RTO chosen.  The 
general formula for finding the RTO [2] is 

RTO(n) = (7/8) (N-n)µn + 4(3/4)(N-n)σn 

+ [1-(7/8)(N-n)]Ɵ(n) + 8[(7/8)(N-n)-(3/4)(N-n)]|µn- Ɵ(n)| 
(1) 

In the above equation, N is the total number of ACKs stored by the base station, m 

denotes the number of ACKs made to wait since the start of the algorithm, Ɵ is the 
time between sending the ACKs and µ and σ being arbitrary constants. Using this 
formula, we could find an optimal interval Ti. The ACKs stored in the ACK buffer is 
scheduled and sent to the fixed host in equal intervals of Ti. Thus the congestion 
control mechanisms are not triggered due to this false positive occurrence. 
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4 Experimental Results 

The proposed idea was implemented and the results were tracked using ns2. The 
results show a considerable improvement over the legacy TCP implementations. Fig 1 
and Fig 2 show the throughput graphs when the proposed system was used with 
TCP/NewReno and TCP/Linux respectively. 

 

Fig. 1. TCP/Newreno Throughput Graph  Fig. 2. TCP/Linux Throughput Graph 

5 Conclusion 

This paper proposes a premonitory scheme where data-link layer indicates the TCP 
layer about impending disconnections. The proposed system has been implemented 
and tested with TCP/NewReno and TCP/Linux algorithms using ns2 network 
simulator. In future, we are to implement the proposed system on a real base station as 
the test-bed and study the TCP flow in real-time scenarios. 
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Abstract. This paper illustrates clustering of web page sessions in order to 
identify the users’ navigation pattern. In the approach presented here, user 
sessions of variable lengths are compared pair wise, numbers of alignments are 
found between them and the distances are measured. Web page sessions are 
clustered by employing the modified k-means algorithm. A couple of web 
access logs including the well known NASA data set are used to illustrate the 
effectiveness of the clustering. R-squared measure is applied to determine  
the optimal number of clusters and chi-squared test is carried out to see the 
association between the various web page sessions that are clustered. These two 
measures show the goodness of the clusters formed.  

Keywords: clustering, sequence alignment, web usage mining, R-squared 
measure, dynamic programming. 

1 Introduction 

The evolution of the internet along with the popularity of the web has attracted a great 
attention among the researchers to web usage mining. Web usage mining is the 
application of data mining techniques to usage logs of large data repositories 
maintained by the web servers [1]. A variety of approaches and models are discussed 
in the literature about the clustering and the distance measures used. Mojica et al. [2] 
clustered web pages by modifying gravitational algorithm. Yilmaz et al. [3] used 
ontology and sequence information for extracting behavior patterns from web logs. 
Oh [4] proposed the measure of similarity for effective hierarchical clustering. Yanchi 
et al. [5] focused on internal validation measures. Hay et al. [6] illustrated a method 
for mining navigation patterns using a sequence alignment method. They partition 
navigation patterns based on the order in which web pages are requested. The cluster 
analysis is done by the R-squared measure. George P. et al. [7] used model based 
clustering algorithm to group web user sessions and the clusters are validated by using 
statistical chi-square test. The work in [8] proposes an effective modified k-means 
algorithm based on variable length vector distance (VLVD) function. But, the order of 
page visits is not considered. For some applications like web page prediction the order 
information is essential. Hence the present work tries to deal with the order 
information. R-squared and chi-square measures are used to validate the clustering 
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done. The remainder of this paper is organized as follows. In section 2, method of 
finding distance between user sessions is discussed; in section 3, the outcome of the 
clustering and evaluation done is discussed followed by the conclusions in section 4. 

2 Web Page Session Clustering 

2.1 Sequence Alignment Based Distance  

The similarity measure based on sequence alignment [9] is explained in this section. 
When any two sessions are considered, individual pair wise comparisons between 
them are required in order to get the distance. Here, two pages are said to be a match, 
if they are same. The mismatch results, if the pages are different. This indicates that 
either insertion, deletion or substitution operation is required to make both sessions 
exactly the same. The major steps of the algorithm used to find the distance between 
any two user’s web sessions are given below: 
 
Algorithm: Sequence Alignment Based Distance Measure (SABDM) 
1. Consider two web sessions of length m and n respectively 
2. Assign scores for match and mismatch suitably, say match=2, mismatch=-1. 

Initialize similarity count to zero.  
3. Construct a score matrix of size (m+1, n+1) and initialize according to match or 

mismatch by comparing the pages of two sessions one by one in the order 
4. Construct the distance and pointer matrix of size (m+1, n+1) and fill the distance 

matrix by using equation 1. 
0,

( 1, ) ,
( , ) max 0 1,0 1

( , 1) ,

( , ) ( , )

Dist i j mismatch
Dist i j i m j n

Dist i j mismatch

Dist i j score i j
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5. Depending upon the value selected in step 4, update the pointer matrix to store the 
position, indicating whether the value taken for current cell is due to top/left/left-
top cell 

6. Find the cell in distance matrix with largest value, backtrack from that position 
with the help of pointer matrix and increment the similarity count whenever match 
is encountered 

7. Stop the back tracking when cell with value zero is found in distance matrix or 
reached topmost row or left most column of distance matrix 

8. Find the normalized distance value between two user sessions by using equation 2 

),max(

),max(

nm

countsimilaritynm
dist

−=  (2) 

To illustrate the SABDM and compare with the SAM [6], consider the following:  
S1:p1,p2,p4,p7,p8,p9;  S2:p1,p4,p7,p2,p8,p2; The distance between S1 and S2 is 4 in 
[6] whereas the distance is 2 by the SABDM method. Out of six pages of S1, four 
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pages are aligned with S2. Here p2 and p9 are not aligned. Thus the normalized 
distance from S1 and S2 is 0.33 by the SABDM method. The method in [6] considers 
number of operations to be carried out to make both sessions equal as the distance, 
but, the SABDM method considers the alignments obtained for finding the distance.  

2.2 Clustering 

The web pages accessed by users in a session are clustered based on the order in 
which the pages are accessed by the user. The algorithm modified k-means for web 
session clustering [8] is used, but instead of using VLVD function, SABDM 
algorithm whose steps are given in section 2.1 is used. To decide the input ‘k’, the 
number of clusters, R-squared measure is used which is discussed in the section 3.2.  

3 Results and Discussions  

3.1 Data Sets and Navigation Patterns 

Two data sets are considered for clustering: The first set is NASA log taken from 
http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html.The data is preprocessed and 
sessions are constructed. The different pages identified from this data set are 868. The 
second set is MSNBC data set taken from msnbc.com. Visits are recorded at the level 
of URL category. There are 30 categories of pages in NASA data set and 17 page 
categories in MSNBC data set as given in [9]. 5000 sessions are considered from each 
of the data sets for clustering. By observing the frequency of page categories in each 
cluster, the user navigation patterns of users are observed. Some of the patterns for the 
NASA data set are: 
 

{/shuttle/missions/, /history/apollo/, /shuttle/countdown/},  
{/elv/, /shuttle/missions/, /history/apollo/} 
{/shuttle/missions/, /payloads/, /software/} 
{/history/apollo/, /shuttle/missions/, /history/mercury/} 
{/shuttle/missions/, /history/mercury/, /history/gemini/} 

Similarly few of the patterns obtained from the MSNBC data set are: 

{front page, news, sports} 
{front page, misc, on-air} 
{on-air, tech, msn-news} 
{local, misc, front page} 
{front page, business} 

 
In [6] the number of clusters formed is 3 and in [7] the number of clusters is 5. When 
the number of sessions is more, it may not be possible to capture all the patterns of 
user navigation with only three or five clusters because human behavior pattern is 
dynamic in nature and due to the availability of various page categories with many 
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null hypothesis H0 is rejected and H1 is accepted that indicates the goodness of the 
clustering done. The null hypothesis is “there is no association between the page 
categories and clusters” and an alternate hypothesis is “there is an association 
between the page categories and clusters”. 

Table 1. Chi- squared validation 

Data set Level of significance Chi-square 
obtained 0.05 0.01 0.001

NASA 788.8 816.5 848.4 1443

MSNBC 498.3 520.5 546.2 20290

4 Conclusion 

In this paper, an effective method for comparing pair wise web page sessions based 
sequence alignment is discussed. The clusters formed by this distance measure are 
validated by using two different statistical methods namely, R-squared and chi-
square. The results obtained are encouraging in terms of the various navigation 
patterns obtained. The future work may use the resulting patterns in predicting the 
next page view of the user to further ensure the goodness of the clustering done. 
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Abstract. Static Analysis of CPU execution time using implicit path 
enumeration is an approach where translator predicts the execution time of a 
program. Basically translator is a System Software which converts computer 
languages to machine understandable formats. Generally these translators will 
not estimate the CPU execution time of a given program, because execution 
time usually depends on execution environment like user inputs, system status, 
and system architecture and so on. This paper provides approach of to predict 
the CPU execution time of a given program during translation process. 

Keywords: Execution time, Path Analysis, Timing Analysis, Static Analysis, 
Object code. 

1 Introduction 

The execution time of a program that runs uninterrupted on a processor depends both 
on program characteristics and the hardware that executes the program. For a simple 
processor where single instructions have a fixed execution time, the program 
execution time is solely determined by the input data given to the program. The input 
data can influence the path taken through the program and the number of loop 
iterations done in loops and this causes the execution time to vary. For a more 
complex computer system execution time also depends on the previous programs that 
have executed on the processor, the execution history of the system. Also some single 
instructions can have an execution time that depends on the input data. A good 
example of the added complexity is to consider a data cache that holds recently 
fetched data from the main memory. A single load instruction that loads data from the 
memory executes fast if the data already exists in the cache (a cache hit) and slow if it 
must fetch data from memory (a cache miss). The outcome can depend both on the 
previous content of the data cache (the execution history) and the address used when 
accessing memory and this address can depend on the input data given to the 
program. The paper provides an approach to predict Execution Time of a program 
during translation Process. Various techniques and tools are available to analyze 
programs behavior using static and dynamic analysis. By predicting the execution 
paths using static analysis, during translation process it is possible to estimate 
execution time by accepting user inputs. 
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So, in order to find the CPU execution time, we must consider both the program 
characteristics, hardware characteristics and Timing factors. 

Execution Time. Execution Time of a given Program depends on various factors like, 
System status, System architecture etc.   

Elapsed Time. It is the time taken from start state (fetching an instruction) till 
completion of instruction execution (disk and memory accesses, waiting for I/O, 
running other programs, etc.) .Elapsed time is calculated by 

Elapsed Time= CPU time +  Wait Time   

CPU Time. CPU Time does not count waiting for I/O or time spent running other 
programs. It can be divided into user CPU time and system CPU time (OS calls) .So 
CPU time is the time taken by User and the System given by 

CPU time = User CPU time +  system CPU time 

Clock Cycles. Instead of reporting execution time in seconds our compiler predicts 
number of clock cycles for the given program. In modern computers hardware events 
progress cycle by cycle, in other words, each instructions/events, e.g., multiplication, 
addition, etc., is a sequence of cycles. By knowing number of clock cycles for a given 
program, compiler calculates execution time in seconds. For a program 

CPU execution time = CPU clock cycles *  clock cycle time 

Our focus is to predict user CPU time (CPU execution time or, simply, execution 
time) time spent executing the lines of code that are generated by the compiler. 

2 Proposed System 

The proposed system, translator predicts CPU execution time of a program will 
identify the execution path during compilation process itself by accepting the user 
inputs and calculate CPU execution time of the predicted path. Proposed system will 
help the compiler to estimate execution time of a generated object codes. Finally 
compiler generates the target codes only for predicted execution path and same will 
be loaded for execution, by reducing loading time, space and execution time. 

2.1 Structured Computer Organization  

Programs will have many execution paths, based on the user inputs program may take 
any path during execution. In this regard many papers are published earlier to predict 
execution paths during compilation process itself. The proposed system accepts user 
inputs during compilation process and predicts CPU execution time of a given 
program as shown in Fig. 1. It is possible to identify execution paths during 
compilation process using static analysis by accepting user inputs. Compiler 
constructs the Abstract Syntax Trees for given program by performing Static Analysis 
on AST and finally it constructs CFG by accepting user inputs during compilation 
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process and compiler predicts the execution path by using CFG.  In our proposed 
system CPU execution time will be calculated for the Predicted Execution path using 
Timing Analysis. So  

CPU execution time/program=(No. of cycles/program)*(seconds/cycle)+wait time 

Wait Time=0 for ideal system, in a proposed System Timing analysis gives the 
number of clock cycles required to execute the instructions which come under 
predicted execution path. Execution path is collections of basic blocks; each basic 
block is a collection of instructions. Each instruction requires number of machine 
cycles to execute. Clock cycles for each instruction are different from instructions to 
instructions. Proposed system performs Timing analysis of the predicted Execution 
path and predicts the required number of clock cycles for the program. 

 

Fig. 1. Proposed System 

2.2 Applications of the Proposed System 

The proposed system will be applicable for the following applications: 
 

Real Time Operating Systems. 
CPU scheduling 
Load and go compilers etc. 
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2.3 Limitations 

The idea forwarded through this paper can cause overestimation of Execution Time 
due to two important reasons. First the analysis may include program paths that can 
never be executed regardless of the input data, usually referred to as infeasible 
program paths (Infeasible paths are sometimes called non-executable or dead program 
paths). Second, the timing model of the hardware platform may introduce 
overestimations of the Execution Time because of simplifying timing assumptions. To 
reduce overestimation, need to perform good path analysis as well as good timing 
analysis. 

3 Expected Results 

Consider a piece of code written in C Language and the same is converted into 
Assembly level language by the compiler. Assembly Level Language is generated for 
the X86 families. 

 

Fig. 2. Example showing how C code is translated to Assembly Level Language in X86 
architecture machines 

Compiler generates seven instructions for the above High Level Language program 
written in C language as shown in Fig. 2. Assuming each instruction will take 4 clock 
cycles executing in X86 architecture machines with 5 MHz speed, resulting with the 
CPU execution time of 5600 ns i.e. 

CPU execution time = CPU clock cycles *  clock cycle time 

= 28              * 1/ (5*106)*109 

= 5600 nanoseconds  
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4 Conclusions 

The proposed system is based on static analysis and techniques; it predicts the CPU 
execution time by finding the execution path by using Path Analysis and Timing 
Analysis by accepting user inputs during translation process by the translator and 
generates the object codes for the predicted execution path. Thus automatically 
reduces the memory size and execution time. 
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Abstract. Content based image retrieval system (CBIR) retrieves images from a 
database based on the contents of the query image.Retrieval based on the shape 
of the 2D object present in the image is important in several applications. Shape 
of an objectis invariant to translation, scaling, rotation and mirror-reflection. 
Hence, the representation scheme which possesses all theseproperties is 
important. Signature histogram and kth order augmented histogram have all 
invariance properties [17]. But,they are applicable only to convex shapes. This 
representation scheme assumes that centroid to contour distance is a functionof 
angle (with a predefined axis). This is not true for non-convex and open shapes, 
since for some angles there can be more than onecentroid to contour distance. 
The current paper does not make this assumption, but considers distribution of 
centroid tocontour distances. Further, to reduce the false positive rate, 
distribution of local variations of the centroid contour distancesare also 
considered. Experimental studies are done using a standard image database and 
handwritten symbols database. The present technique is comparedagainst a 
similar recent technique. 

Keywords: Signature, Signature histogram, Kth order augmented histogram. 

1 Introduction 

Shape recognition has severalapplications, like content-based image retrieval [20], 
character recognition [4], object classification where input is image of an object [18], 
online hand-drawn text or shaperecognition [1], writer recognition [15], etc. In 
general, shape representation methods are categorized as (i) contour-based methods, 
and (ii) region-based methods. In contour based methods only the boundary is taken 
into account, whereas in region-based methods entire region is considered. Each 
category is further divided into global and structural approaches. Structural approach 
sees the object as consisting of several parts along with their relationships [10]. Some 
of the structural approaches are chain code representation [5, 6], polygon 
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decomposition [11, 12], smooth curve decomposition [2], etc. The other approach is 
called global which represents boundary as a whole. The area, circularity (ratio of 
squared perimeter and area), eccentricity (ratio of major axis’ length and minor 
axis’length), major axis orientation, bending energy, etc., [19] are some of simple 
global approaches. Shape signatures [14], boundary moments [13], etc. are other 
relevant global approaches. Elaborated reviews of several methods are given by 
Zhang et. al. [20].Shape signature is a one dimensional function which corresponds to 
the boundary points and there are several shape signatures like centroidal profile, 
complex coordinates, centroid distance, tangent angle, curvature, turning function, 
two segmented angle function [14, 20, 16]. The centroid distance signature [20] or 
centroid-contour distance (CCD) curve [18] is a function which is a mapping from a 
set of angles to a set of distances. Angle is taken between a predefined axis and the 
line joining centroid to a boundary point. Distance is the distance of the line joining 
centroid to the boundary point. In two segment turning function (2STF) [16] approach 
the angle between two consecutive segments is calculated. 2STF representation is 
calculated by traversing a polygon in anticlockwise direction and assigning certain 
value of 2STF for each linear segment curve. The x-value of step is equal to length of 
linear segment which is normalized with respect to the complete curve. The y-value is 
directional angle of the line segment with respect to its previous segment. We have 
compared our approach with 2STF.This is a generalization of our earlier shape 
representation method called signature histograms and kth order augmented 
histograms [17] which are suitable only for convex shapes. The present paper 
proposes “a shape representation method using distributions of centroid contour 
distances and their local variations” which works for both convex and non convex 
shapes. The rest of the paper is organized as follows. Section 2 describes about the 
proposed shape representation method. Section 3 gives the kth order augmented 
representation method. Section 4 presents the hierarchical retrieval system which uses 
the proposed scheme. Section 5 gives the experimental details that were conducted to 
find the effectiveness of the proposed scheme against a similar method. Finally, 
Section 6 concludes the paper.  

2 Distribution of Distances from Centroid to Boundary 

Centroid distance signature fails for non convex shapes, because centroid distance 
signature function has more than one length for a same θ value. New signature is 
defined based on probability theory, which is called probability mass function (PMF) 
for shape. The lengths are taken from centroid to boundary with respect to the 
predefined horizontal axis. The lengths are normalized by dividing all lengths with the 
maximum length value, so that all the lengths are in the range [0,1]. Probability mass 
function for shape was derived from these lengths. The horizontal axis of PMF for 
shape is divided into equal intervals in the range [0,1], each interval is called a bin. 
Ifa length falls within a particular bin, then count of that corresponding bin is 
incremented by one. This process has to be repeated for all lengths. The bin count 
indicates frequency of a particular length within a range. All bin count values are 
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divided by total number of lengths, which gives probability mass function for 
shape(PMF for shape). This PMF for shape is invariant to rotation, scale, translation 
and flip. Let the set of contour points be S = {(x1, y1), (x2, y2), ..... (xM, yM)}. We 
assume that this is an ordered set where the ordering is obtained as follows. Let (xc, 
yc) bethecentroid of the contour, i.e., mean of the points in S. The contour is translated 
such that centroid becomes the new origin. Starting from the nearest point to origin 
the contour is traversed in the anti-clockwise direction. The ordering of S is according 
to this ordering. The lengths L = (l(θ1), l(θ2),..,l(θM)) are distances from centroid (xc, 
yc) to contour points. These lengths are normalized by dividing each length by the 
maximum length. The interval [0,1] is divided into equi-width bins. Let the number 
of lengths falling into the ith bin be bi. Then in the PMF for shape, the ith bin’s 
probability is bi/ M.This PMF is called the 0th order PMF and is denoted by PMF0. 

The PMF0 for any shape is invariant to translation, scale, rotation and flip. 

3 3 kth Order Augmented PMF for Shape 

PMF for shape works for non convex shape but it has a drawback, namely it increases 
false positives. This problem was solved by taking into account the distribution of 
local variations of the centroid contour distances.  
 
kthorder difference distance is defined as :  
 

 
 
 
 
For k = 1 to M-1, PMFs are obtained similar to PMF0. These PMFs are respectively 
denoted by PMF1,PMF2,…,PMFM-1. A shape is represented by augmenting all these 
PMFs.That is the representation for the shape is <PMF0,PMF1,…,PMFM-1>, and this is 
called the kth order augmented representation . 

4 Shape Based kth Order Hierarchical Retrieval System 

Shape based image retrieval system, retrieves similar images from database for given 
input image of an object.  Each shape is represented by its kth order augmented 
representation. From a database of these representations, based on the query image, 
similar shaped objects are retrieved. The searching is done in a hierarchical way. That 
is, first only 0th order PMFs (i.e., PMF0) are compared and a few matching images are 
stored. In our experiments, 25% of matching (i.e., nearest) images are retrieved. Then, 
from this subset of images, further filtering is done based on PMF1.  Likewise the 
searching is done and finally 5 images are presented the user.     
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5 Experimental Results 

Proposed method PMF for shape was tested using leafs database available at the 
University of California Museum of Paleontology (URL: http://www.ucmp.berkeley. 
edu/science/clearedleaf.php)and a handwritten symbols database which consists of 16 
handwritten symbols like +, @, #, etc.Leaves database consists of a total of 1500 
images. For each image four more versions are created by applying transformations 
like rotation, scaling, translation, flip. So, a total of 6000 images is present in the 
leaves database. Out of this 300 images are randomly chosen for testing purpose. The 
handwritten symbols database consists of 1600 images, collected from ten different 
persons where each person is asked to draw the symbol on a writing pad for ten times 
(each time the writing pad is slightly rotated).  Out of these 1600 symbols, 80 are 
chosen for the testing purpose. The results are summarized below which shows recall 
rates for each data set.  Comparison is done with the 2STF method [16].  

Table 1. Results showing recall rates 

Method 
Data Set 

Leaf images Handwritten symbols 
2STF 0.55 0.67 

The proposed method 0.81 0.84 

6 Conclusions  

This paper presented a new shape based representation method based on distribution 
of distances from centroid to contour which is invariant to translation, scale, rotation 
and flip which is simple to implement, but is effective at the same time. The proposed 
representation works for both convex, non-convex and open shapes. The proposed 
method is compared with a similar recent method and is shown to be effective.  
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Abstract. Skin segmentation is an important preprocessing step in detecting 
and localizing human faces. For indoor images under normal illumination 
condition, skin pixel segmentation using different color spaces segment the skin 
regions reasonably well. Outdoor images with skin tone region in bright 
sunlight calls for illumination compensation. In this paper we propose a wavelet 
texture energy based illumination compensation for segmenting the outdoor 
bright sunlight skin tone images. 

Keywords: localizing, bright sunlight, illumination, wavelet, compensation. 

1 Introduction 

Face detection and localization is the task of checking whether the given input image 
or video sequence contains any human face, and if human faces are present, returning 
the location of the human face in the image. The face detection problem involves 
segmentation, extraction, and classification of the segmented and extracted region as 
face or non face irrespective of the background. Several researchers are at this task 
with different approaches, so that the machine detects and locates the faces efficiently 
as we human beings do in any complex scenarios. The faces play a major role in 
identifying and recognizing people. The area of face detection has gained 
considerable importance with the advancement of human-machine interaction as it 
provides a natural and efficient way to communicate between humans and machines. 
Face detection and localisation in image sequences has become a popular area of 
research due to emerging applications in intelligent human-computer interface, 
surveillance systems, content-based image retrieval, video conferencing, financial 
transaction, forensic applications, and many other fields. 

2 Challenges 

There are several challenges while detecting and locating faces in skin toned regions, 
refer [4]. In spite of using combination of different colour spaces during 
segmentation, it is tedious to demarcate region boundaries between skin and pseudo 
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skin regions and also eliminate these regions from searching process. The use of 
colour space alone sometimes fails to segment the boundary regions of the image. In 
order to overcome this problem combination of colour spaces for efficient skin 
segmentation followed by Canny and Prewitt edge detection to demarcate the region 
boundary is used for input image segmentation [4]. Due to variation in illumination, 
skin regions may not be properly identified as skin during skin segmentation. 
Locating faces in these circumstances is more complex as opposed to localizing faces 
with uniform, non skin-tone background. Face detection is a classification problem. It 
calls for classifying the selected segmented region as face or non-face. For efficient 
classification a robust feature set as well as robust classification method is very much 
essential. This calls for an efficient preprocessing, feature extraction followed by 
efficient classification method. 

3 Preprocessing 

 Preprocessing step is the stage where the input image is processed to extract the 
regions and features of interest. The main task of this stage is to avoid processing 
regions which are not the candidate regions for the algorithm to process and eliminate 
these regions from further processing. 

3.1 Need for Segmentation 

Segmentation and feature extraction are the two important pre-processing steps that play 
a vital role in face detection and localisation Segmentation is a process that partitions an 
image into regions [8] of uniform texture and intensity. The extracted region should be 
uniform with respect to some measurable characteristics like intensity and texture, 
obviously regions adjacent to it should be different with respect to these characters. 
Region based image segmentation involves grouping adjacent areas with similar textural 
characteristics. With boundary based segmentation the goal is to find areas where 
textural properties change rapidly. In the problem of face detection, segmentation based 
on skin plays a major role in identifying the candidate face regions. Though there are 
different segmentation methods, segmentation based on colour is considered. For a 
detailed survey of colour spaces refer [7].   Segmentation of the input image is the most 
important step that contributes to the efficient detection and localization of multiple 
faces in skin tone colour images Skin segmentation of the input image based on skin 
pixel cue [1] combined with edges help to demarcate region boundaries and segment the 
image components efficiently [4]. Segmentation of an image based on human skin 
chromaticity using different colour spaces results in identifying even pseudo skin like 
regions as skin regions. Hence there is a need for further eliminating these pseudo skin 
regions  Segmentation is a process that partitions an image into regions. In the problem 
of face detection, skin segmentation helps in identifying the probable regions containing 
the faces as all skin segmented regions are not face regions and aids in reducing the 
search space. Though there are different segmentation methods, segmentation based on 
colour is considered [9].  Precise segmentation of the input image is the most important 
step that contributes to the efficient detection and localization of multiple faces in skin 
tone colour images. There is a need for adaptive skin colour segmentation before 
detection. 
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3.2 Texture 

Texture is the local intensity “pattern”.  It is one of the most important defining 
characteristics of an image. It is characterized by the spatial distribution of gray levels 
in a neighborhood. Texture analysis [2], classification and segmentation are of 
significance to researchers. Refer [1],[ 2] for detailed texture analysis. To accomplish 
texture analysis task, the first step is to extract texture features that most completely 
embody information about the spatial distribution of intensity variations in the 
textured image. Texture analysis has applications in image segmentation and 
classification, biomedical image analysis, and automatic detection of surface defects. 
When describing the content of a region, textures give a better understanding about 
the region as compared to intensity descriptors such as average gray-level, minimum 
and maximum gray level. The three common ways of analyzing textures are 
statistical, structural and spectral approaches. Smoothing is a preprocessing step to 
enhance the result of segmentation. Blurring is used in preprocessing steps, such as 
removal of small details from an image prior to object extraction and bridging small 
gaps in lines or curves. Random noise typically consists of sharp transitions in gray 
level, the most obvious application of smoothing is noise reduction. A major use of 
averaging filter is in the reduction of “irrelevant” detail in an image. By irrelevant we 
mean pixel regions that are small with respect to the filter mask. Smoothing based on 
texture energy image helps in illumination compensation and smooth segmentation. 

3.3 Wavelets 

The proposed methodology uses wavelets to generate texture image. Wavelets are 
mathematical functions that initially cutup the data into different frequency 
components and then study each component with a resolution matched to its scale. 
Thus wavelets analyze according to scale and self-similarity caused by scales and 
dilations. Wavelet algorithms process data at different scales or resolutions. The 
wavelet analysis procedures adopt a wavelet prototype function called an analyzing 
wavelet or mother wavelet [3]. Wavelets are centered around orthogonal 
decomposition to transform the given datasets into orthonormal datasets [3]. 
{R2kV}(N/2)-1

k=0 ∪ {{R2kU}(N/2)-1
k=0 is considered as the first stage wavelet basis, 

consisting of collection of vectors V, U each of size N/2 rotated in steps that are 
multiples of two, to form the orthonormal basis for N dimensional vector space. The 
collection of vectors V generally contains the high frequency components and the 
collection U contains the low frequency components. This achieves frequency as well 
as spatial localization. 

4 Proposed Methodology 

The proposed methodology uses texture energy image generated for wavelet 
approximation image, addresses illumination compensation and results in smooth 
segmentation of the input image containing multiple objects. The algorithm is as 
follows. 
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Step1. Split the input colour image in to R, G, B channel images respectively. 
Step2. Wavelet decompose each channel image up to third level. 
Step3. For each channel third level approximation image, using a 3X3 image window 
a texture energy image is generated as shown in the following equation  

 ,  1 , ,  

 
Here f(x, y) is the input image, s and t the size of the window, in our case 3X3 kernel 
is considered and t(x, y) is the weighted average texture image generated and ‘th’ is 
the threshold. 
Step4. Using the texture energy image generated in step-3 in place of third level 
approximation image, reconstruct the image of each channel. 
Step5. Combine all the three reconstructed RGB channel image into coloured texture 
image. 
Step6. This coloured texture energy image is segmented further using the algorithm 
proposed by the authors [4]. 

5 Results 

This paper is in continuation of the method used by the authors in [4]. The results of 
image segmentation using the proposed method and the method used by the authors in 
[4] are as shown in the following figures. The texture energy images generated in 
Figure2, Figure 6 and Figure 10 separates skin region from skin like regions. The 
corresponding segmented images are shown in Figure 4, Figure 8 and Figure 12. The 
segmentation using other method is shown in Figure 3, Figure 7 and Figure 11. The 
proposed method is found to perform better for images with skin tone background 
regions in bright sunlight. The texture image helps in demarcating skin region from 
pseudo skin regions. The results are tabulated in Table-1 

Table 1.  

Method Image type No of Input Images Proper Segmentation 
Proposed 
Method 

Normal 
illumination 
condition 

40 40 

Bright 
Sunlight 

20 20 

Combination 
of color 
spaces  and 
Edges[4] 

Normal 
illumination 
condition 

40 40 

Bright 
Sunlight 

20 10 
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Fig. 1. Input colour image in bright sunlight  Fig. 2. Texture energy image of figure1      

  

Fig. 3. Skin segmented binary image of 
figure1     

Fig. 4. Figure4 Skin segmented binary 
image of figure2 

  

Fig. 5. Input colour image in bright sunlight   Fig. 6. Texture energy image of figure5 

  

Fig. 7. Skin segmented binary image of 
figure5 

Fig. 8. Skin segmented binary image of 
figure6 

  

Fig. 9. Input colour image in bright sunlight  Fig. 10. Texture energy image of figure9 
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Fig. 11. Skin segmented binary image of 
figure9  

Fig. 12. Skin segmented binary image of 
figure10 
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Abstract. The ubiquity of multimedia applications and its sustenance with more 
traditional data services demand a Quality of Service (QoS) differentiation 
mechanism in telecommunications networks. This paper takes up a novel access 
method called Idle Sense developed to provide short-term fair high aggregate 
throughput to wireless stations in an IEEE 802.11 WLAN. We use a game-
theoretic interpretation of the algorithm to determine how to incorporate QoS in the 
game. We show how the parameters in the algorithm may be tuned in order to 
achieve proportional throughput differentiation at the Nash equilibrium point of the 
game. Extensive numerical simulations performed for both IEEE 802.11b and 
802.11g indicate that the traffic classes are indeed differentiated in terms of 
throughput.  

Keywords: Quality of service, Nash equilibrium, Wireless networks, 
Throughput, Performance. 

1 Introduction 

Multimedia applications are ubiquitous in today’s networks. Audio and video coexist 
with data traffic. While low throughput is tolerable for applications like web access, 
high throughput is necessary to sustain critical transmissions of data and multimedia. 
Thus Quality of Service (QoS) is an important requirement in today’s network 
whether it is the Internet or a local area network. The DCF protocol defined in the 
IEEE 802.11 standard suffers from reduced throughput for large network sizes. Hence 
the Idle Sense access method [1] was developed. It assures optimal throughput 
equally distributed among the nodes even for large networks. In this paper, we use a 
recently developed game theoretic interpretation [3] of Idle Sense to support 
proportional QoS in WLANs. We show that simple tuning of the parameters used in 
the control algorithm of Idle Sense can support proportional throughput 
differentiation and hence QoS. It is noteworthy that our scheme is different from that 
in [2] where the contention window is directly manipulated. 

2 Proposed QoS Differentiation Framework for WLANs 

We consider an ad hoc wireless LAN of ℵnodes where all nodes can hear each other. 
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Node i accesses the channel with probability pi which is, in general, time-dependent.  
We assume all nodes are permanently backlogged. In [1], the authors show that for 
equally divided high aggregate throughput, the mean number of idle slots between 
two transmission attempts approaches a constant as the number of nodes becomes 
arbitrarily large. This constant depends only on protocol parameters and is called the 
target number of idle slots. The Idle Sense access method uses this observation to 
formulate an additive-increase-multiplicative-decrease (AIMD) algorithm. If the 
mean number of idle slots between two transmission attempts is lower than the target, 
the channel access probability is reduced multiplicatively by bi. If the mean is higher, 
the access probability is increased additively by ai. In [3], the authors recover a non-
cooperative game from this access method. The game played by the nodes is termed 

as the IdleSense-Game which is defined as [ ]ℵ∈ℵ∈×ℵ iiii US }{,,  where ℵ is the set of 

players (the nodes of the network), }|{: maxmin
iiiii ppppS ≤≤=  is the strategy set of 

player i, and Ui(p) is the utility function that node i attempts to maximize. It may be 
noted that the strategy set of each player is the set of its channel access probabilities 

and 10 maxmin <≤≤< iii ppp . In [3], the authors further prove that the game has a Nash 

Equilibrium (NE) in pure strategies and that under mild restrictions, the non-trivial 
NE in IdleSense-Game is unique. Here, we observe that at the unique non-trivial NE 
of the IdleSense-Game where node i has a channel access probability pi

*, the channel 
access probabilities of the nodes depend on the AIMD parameters as: 
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Thus if different nodes choose different (ai, bi), they enjoy different channel access 
probabilities and hence different throughputs at the NE. This is our proposed QoS 
model for proportional throughput differentiation. We validate it through numerical 
simulations in MAXIMA [4]. Both IEEE 802.11b (basic rate = 1 Mbps, data rate = 11 
Mbps) and IEEE 802.11g (basic rate = 24 Mbps, data rate = 54 Mbps) style WLANs 
are simulated. We assume two traffic classes: I and II. Nodes are equally divided into 
the two classes. All nodes in each class choose the same (ai, bi) values. We plot 
aggregate throughput of each class against total number of nodes. Two cases are 
considered: (1) class I nodes choose ai = 0.002 and class II nodes choose ai = 0.001 
while all nodes have same bi. Here the throughput divides in 2:1 ratio. (fig. 1a and 1b) 
(2) class I nodes choose bi = 0.8 and class II nodes choose bi = 0.4 while all nodes 
have same ai (fig. 2a and 2b). In this case, the throughput divides in 3:1 ratio.  

3 Conclusions 

We have presented a simple method using a non-cooperative game model to 
incorporate QoS at the MAC layer of an IEEE 802.11 based wireless LAN. We have 
shown that at the stable operating point of the protocol, the hosts can divide the 
aggregate throughput in a proportional manner. 
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Fig. 1a. Varying ai: Number of Nodes vs. 
Throughput for IEEE 802.11b Network 

Fig. 1b. Varying ai: Number of Nodes vs. 
Throughput for IEEE 802.11g Network 

 

Fig. 2a. Varying bi: Number of Nodes vs. 
Throughput for IEEE 802.11b Network 

Fig. 2b. Varying bi: Number of Nodes vs. 
Throughput for IEEE 802.11g Network 
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Abstract. The realistic terrain visualization has been the requirement of many 
applications like flight simulator, land resource planning, fly-through etc. The 
requirement of real time frame construction for consistent performance has lead 
to development of numerous modeling & visualization techniques in past. In 
this paper, a novel-rendering algorithm is discussed based on tiled data 
modeling. It constructs the frame from 3D model of terrain in nearly constant 
time. The algorithm is well suited for handling large datasets using the virtual 
paging and thread level parallelism is used for rendering and selection of tiles. 
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1 Introduction 

The realistic visualization of large area of terrain has been a field of interest for 
researchers since last few decades. It is required in many civilian and military 
applications [1]. The primary input to terrain visualization system is Digital Elevation 
Model (DEM) that contains the elevation information of terrain in a rectangular grid 
fashion. Another model like Triangular Irregular Network (TIN) is also used to keep 
the elevation information of the terrain. It is found in literature [2] that DEM is best 
suited for large terrain data handling. The smooth rendering (0.066 sec/frame for 15 
fps) during flythrough operation requires dynamic handling of terrain data using 
advanced algorithms for terrain data modeling & indexing, Level of Details (LOD), 
culling and rendering. This paper discusses an efficient data layout & indexing 
scheme and the Index Generator Algorithm for construction of each frame in nearly 
constant time. 

2 Previous Work 

Many researchers have suggested different data indexing schemes like Bittener [3] 
has applied the BSP based technique to store the scene information. Jianjun [4] 
&Rotteger [5] has used the quad trees for terrain representation. Lindstorm [6] have 
used tiling method and reported its usefulness in GIS applications. The different 
methods for terrain modeling & indexing discussed above suites to different 
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applications. It was suggested by many researchers that tiling method is best for GIS 
applications handling very large datasets. LOD techniques [5] can also be used to 
further reduce the frame time.  

3 Data Layout and Indexing Scheme 

The tiled block representation is the most suitable representation of DEM grid data. 
The DEM layer and the texture layer (satellite or aerial imagery) are divided in to 
fixed size square tiles. The tile size can be chosen as power of two (2n). If the tile size 
is 2n x 2n, it is observed that the seam of the adjacent tiles is not rendered properly and 
cracks appear on the screen. To avoid this problem, tile size is chosen as (2n+1). Each 
tile is assigned a number starting from 1 and sequentially increasing. If number of 
tiles along x-axis areTx and along y-axis are Ty then the tile number sequence ranges 
from 1 to Tx× Ty. Each tile block will also store the normalized boundary co-ordinates 
for DEM and texture tiles.  

4 Data Rendering 

In the rendering process, the scene objects are approximated with triangle strips that 
requires less storage resulting in fast rendering. For view frustum culling, we have 
proposed an Index Generator Algorithm based on our data layout and indexing 
scheme and generates a list of tile numbers that are inside the view frustum. 

4.1 Index Generator Algorithm 

The proposed algorithm uses the view frustum parameters to compute the visible tiles 
The algorithm shows that it returns the index list of visible tiles always in constant 
time.The view frustum is shown in figure 1. The FOV is θ and the viewer is located at  
 

 

Fig. 1. View frustum and tile coverage Fig. 2. (a): Serial implementation (b) Parallel 
implementation 
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the point E in the 3D space. The point P is the looked at point. The vector EP denotes 
the viewing direction. The projection of this view frustum on the xy-plane will be a 
triangle ΔE’L’R’. Let us call this triangle as Triangle of Interest (ToI). The minimum 
bounding rectangle (MBR) of ToI will be represented as (Bleft, Bbottom, Bright, Btop). 
Since the MBR may or may not align with the tile boundaries so the tile boundaries 
aligned bounding rectangle (TABR) will be computed as (Dleft, Dbottom, Dright, Dtop). 
The tiles covered in TABR can easily be computed in constant time using the data 
layout and indexing scheme discussed in section 3.  

4.2 Thread Level Parallelism 

This frame construction time can further be reduced using thread level parallelism for 
compute and render stages of graphics pipeline. A block diagram is shown in figure 2 
for illustration purpose. Thread 1 is responsible for computing the visible tiles and 
updating the shared memory with those tiles that are not present in the shared 
memory. Thread 2 keeps on reading the updated data from shared memory and draws 
in to the frame buffer.  

5 Results and Conclusion 

The proposed algorithm is implemented and executed on a different size datasets. It 
was recorded that the frame construction time in all the cases was 0.067 sec that is 
sufficient for smooth rendering of fly through application. 
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Abstract. With the recent advancement of micro-fluidic technology, 
application of digital micro-fluidic biochips have been rapidly increased in bio-
sensing, clinical diagnostics and other laboratory works. As the bio-chips 
occasionally work on safety critical operations, correctness and dependability 
are important requirement for these devices. Therefore, these devices must be 
tested after manufacturing and during bioassay operations. We are proposing a 
novel multi droplets detection technique for single-fault in digital micro-fluidic 
biochips in this paper. The key idea is to manipulate multiple droplets in 
parallel to test the micro-array in a scan-like manner. The traversal of micro-
array is carried out by scanning the intermediate cells and edges by a special 
type of movement pattern RURD (Right-Up-Right-Down) and the boundary 
cells and edges by anti-clockwise movement of the test stimuli droplets. The 
experimental results suggest that the proposed technique is an efficient one and 
show significant improvement in fault detection over existing methods.  

Keywords: Biochip, Droplet, Lab-on-chip, Micro-fluidic technology, Start 
Electrode, Target Region.  

1   Introduction 

Now a day the digital micro-fluidic biochips have become very popular for 
biochemical analysis [1]-[3]. These biochips can also be well known as lab-on-a-chip 
or bio MEMS [2], [4]. It replaces highly repetitive laboratory tasks by removing 
traditional bulky lab equipments with composite micro-system. The advantages of 
these devices are design flexibility, higher sensitivity, and smaller size and lower cost 
[5]. These biochips are classified as traditional continuous flow based, carried out by 
using micro-pumps, micro-valves and micro-channels [6]-[8]; and discrete droplet 
based. The droplet based chip is referred as “Digital Micro-fluidic Biochip” [9] which 
is advantageous over the continuous flow Systems [10].  Testing of Micro-fluidic 
device is very much a new topic as the Micro-fluidic technology itself a new one. An 
excellent overview of previous works on the testing of micro fluidic biochips can be 
found in [11]. Fault modeling and fault simulation techniques for continuous-flow 
based micro-fluidic biochips have been described in [12], [13]. Defect classification, 
test planning, and test resource optimization techniques have recently been presented 
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for digital biochip. Defect classification and test application procedure are proposed 
in [5]. As faults are categorized as being either catastrophic or parametric, and 
techniques have been developed to detect these faults by electro statically controlling 
and tracking these droplets. Some efficient and effective test planning methods for the 
detection of catastrophic faults in digital micro-fluidic arrays have been investigated 
in [5], [14]. An optimal integrated testing and diagnosis technique for identifying 
defect in biochip has been shown in [15]. Fault detections in micro fluidic biochips 
with multiple droplets in parallel are being discussed in [6], [10], [16]. Hamiltonian 
paths have also used to detect catastrophic faults in micro-fluidic arrays [17] but 
checking the existence of Hamiltonian path in a given graph is NP-complete. An 
alternative method has been presented based on Euler paths in [18]. The remaining 
paper is organized as; Section two describes the basics of two dimensional micro-
arrays, their faults and graph theoretic formulation. Section three discusses the 
proposed technique. Experimental results are explained at section four. And 
conclusions are drawn at section five. 

2   Basics of Digital Micro-fluidic Biochip 

Most digital micro-fluidic biochips are based on the manipulation of micro-nano liter 
droplets on a two dimensional electrode array using the principle of electro wetting -
on-dielectric [19]. Basic structure of such a biochip is described below. 

2.1   Structure of the Biochip   

Most digital micro-fluidic devices consist of a two dimensional array of electrodes 
with one or more sources and sinks on the boundary and a droplet of some 
biochemical sample [10]. The bottom plate contains a patterned array of individually 
controllable electrodes, while the top plate is coated with a continuous grounded 
electrode. To decrease wet ability of the surfaces and increase capacitance between a 
droplet and a plate hydrophobic dielectric insulator is added to the plates. A droplet 
rests on a hydrophobic surface over an electrode, is sandwiched between two parallel 
glass plates [6], [10]. The droplet can be moved by applying a control voltage to an 
electrode adjacent to the droplet and at the same time, deactivating the electrode just 
under the droplet. It can achieve a speed up-to 20cm/s under a control voltage 
between 0 and 90V [12]. The basic cell of such a biochip is shown in Fig. 1.   

 

 

Fig. 1. Structure of a Digital Biochip     Fig. 2. 5×4 micro-array, source (0,0) & sink (4,3) 
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2.2   Type of Faults in a Biochip 

Fault can be categorized as either Catastrophic or Parametric in a Digital Micro-
fluidic Biochip [6], [16], [20]. The Catastrophic or the hard fault which can not be 
recoverable causes complete break-down of the System. Most catastrophic faults 
result in a complete cessation of the droplet movement [13]. Thus, in a faulty system, 
the test droplet is stuck during its movement at the fault position. On the other hand 
Parametric or the soft fault does not causes system failure but it decreases system 
performance immensely by reducing droplet motion. In a fault-free system, all the test 
droplets can be seen to reach at the droplet sink in specified time by the capacitive 
detection circuit [5]. To find a fault, we have to traverse the entire biochip by moving 
the droplet to every cell and edge from source to sink. Source is the point where the 
droplet enters into the Biochip and sink is the point where it leaves the Biochip.  

2.3   Graph Based Technique 

Hence a Digital Micro-fluidic Biochip can be represented by an m×n array (matrix) 
where Cij denotes the cell at (i, j) position, and i=0 to m; j=0 to n. At any moment a 
droplet can be at any cell in the micro-array. Now a graph based technique can be used 
to detect the fault in it. Let us suppose the m×n micro-fluidic biochip can be 
represented in terms of a graph Gm×n. where m is the number of rows and n is 
number of columns. The above Fig. 2 shows a 5×4 micro-fluidic array with source at 
(0, 0) and sink at (4, 3) position. 

3   Proposed Technique   

We are proposing a new advanced technique for detecting a single fault within a 
micro-fluidic array in this paper. The proposed technique is based on the graph based 
method. Here the key idea is to manipulate multiple droplets in parallel to test the 
micro-fluidic array in a scan-like manner. In this technique the entire biochip is 
traversed by the droplets in two steps. 

3.1   First Step 

In first step, droplets are distributed from the source reservoir to the start electrodes of 
their target regions. A target region for a droplet includes the cells that are traversed 
by this droplet [10]. Start electrodes are located on the array boundary, as in Fig.3. 

  

Fig. 3. Start electrode or pseudo-sources 
sink 

Fig. 4. Paths from pseudo sources to pseudo 
sinks 
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The start electrodes are referred as pseudo-sources as these act as droplet source for 
corresponding target region [10]. Starting from these pseudo-sources, droplets are 
routed in parallel to the electrode at the other end of the corresponding target regions. 
The end-points are referred as pseudo-sinks [10]. The traversal process is based on a 
special type of movement pattern RURD [6] which is shown in Fig.5. The above 
Fig.4 illustrates the paths from pseudo sources to pseudo sinks which are obtained 
through repeated application of this RURD movement. Such a path may not cover the 
entire graph. Finally, the test droplets are routed from pseudo sinks to the droplet sink 
reservoir. The path from pseudo sinks to droplet reservoir is shown in the Fig. 6. So 
after the first step all cells and edges of the micro-array are traversed at least once, 
except those which are on the boundary. The procedure for first step is given below. 
 
Procedure for First Step 
Begin. 

1. Locate the start electrodes (pseudo sources) at column-wise from the droplet 
source reservoir. 

2. While it is possible to move further from the pseudo sources. 
3. Repeat.  

By applying RURD movement pattern move the droplet from left to right, until the 
pseudo sinks at the last column are reached. 
End While. 

4. Move the droplet from pseudo sinks to the droplet reservoir sink. 
End of procedure for first step. 

3.2   Second Step 

In second step starting from first row- first column a test stimuli droplet moves along 
the boundary line in anti-clock wise direction and backs again same location to 
traverse the cells and edges at the boundary of the biochip. The path of the second 
step is shown in Fig. 7. The procedure for second step is given below. 
 

 

Fig. 5. RURD movement Fig. 6. Path from pseudo sink to reservoir  Fig. 7. Path of second step 

 
Procedure for Second Step      
Begin.  

1. While it is possible to move further at boundary wise. 
2. Start traversing from source, first row, and first column. 
3. Proceed along the boundary in anti-clock wise direction. 
4. If it is the sink (again first row, first column) then stop. 

End while.   
End of procedure for second step.  
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After the completion of these two steps, there are no cells and edges left which are not 
traversed at least once. Therefore the traversal process is complete. Now we are 
taking that one edge movement is equivalent to one time unit. So if the process would 
carry out in sequential manner then the total time for traversing the micro-array will 
be the sum of the times of these two steps. But due to parallel execution of these 
steps, required time for traversing the biochip is the maximum time taken by a single 
step for its completion. Now we can detect that whither the droplet reaches the sink 
by capacitive detection circuit and the path from source to sink can also be identified. 

4   Experimental Results 

The experiment is done in Turbo C environment based on the following equation with 
a vast data set of micro-array from 4×3 to 10×10. A computer with 256 MB RAM, 40 
GB Hard Disk and Pentium III processor is sufficient for experiment. The table below 
highlights that the proposed technique takes lesser time compared to the Existing 
technique [16]. Naturally the advantage of the proposed technique is justified in all 
aspects over the existing technique. In the table there are six columns which represent 
experiment serial number, size of biochip, total edges movement of the traversal, 
maximum edges movement in a single step as proposed, existing maximum edge 
movement in a single step and percentage of improvement respectively.    
 

 

Table 1. Experimental Result 

SL 
No 

Size of 
Biochip 

Total 
Edge 

Movement  

Max Edge 
Movement in a 

Step 

Existing Max Edge 
Movement in a Step 

%  
Improvement 

1 5×6 49 18 19 5.263% 
2 6×6 60 20 23 13.043% 
3 7×5 58 20 24 16.667% 
4 6×7 71 22 29 24.139% 
5 6×8 82 24 35 31.429% 
6 7×7 84 24 34 29.411% 
7 7×8 97 26 41 36.585% 
8 8×8 112 28 47 40.426% 
9 8×9 127 30 55 45.455% 

10 9×9 144 32 62 48.387% 

5   Conclusions    

An efficient and novel advanced single fault detection technique for digital micro-
fluidic biochips has been presented. The proposed technique manipulates multiple 
droplets in parallel to test the micro-fluidic array in a scan-like manner. It is very 
much important to detect the fault in a micro-fluidic biochip because it operates on 
safety critical circumstances, as for example treating a diseased set of cells inside 
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human body, massive parallel DNA analysis, automated drug discovery, air-quality 
monitoring, and food-safety testing etc. So, these devices must be fault free. The 
experimental results highlight that proposed method is efficient and shows significant 
improvement up-to 48.38% on fault detection over the existing methods and as the 
size of biochip is increased the percentage of improvement is also increasing rapidly.  
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Abstract. In this paper, we focus on blogger search in blogs – in particular, 
who are the top authors for blogs of a particular topic. All blogs and their 
interconnections are collectively called the blogosphere. We emphasis on a new 
graph structure known as blogger graph, is proposed in the blogosphere based 
on the bloggers information.We concentrated on blogger search in blogs – in 
particular, who are the top authors for blogs of a particular topic. All blogs and 
their interconnections are collectively called the blogosphere. Results show that 
we can identify the top bloggers with a high precision. 

1   Introduction 

A blog (weblog) is a Web 2.0 communication tool, generally a website maintained by 
an individual user or by a group of users with regular entries of commentaries, 
descriptions of events, videos, etc. Most of the blogs provide commentary or news on 
a particular subject or topic. People mostly write about their personal life experiences, 
product reviews, technology trends, political opinions, etc. A typical blog entry 
contains text, images, videos and links to other blogs, web pages, and other media 
related to the blog topic. A blog reader can post her comments on the blog. This 
service makes the blogs a highly interactive discussion platform. 

1.1   Blogosphere 

Blogosphere continues to grow considerably, in 2006 around 35 million blogs was 
there, while in year 2007 this number reached to around 72 million. In 2008, around 
184 million new users have started a blog, 346 million users read blogs,77% of active 
Internet users read blogs and 120,000 blogs were created every day[1]. 
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Fig. 1. Blogosphere Growth Taken From Technorati 

2   Blogger Graph 

In a blogger graph there is two components namely blogger graph node and blogger 
graph edge. 

 

 

Fig. 2. Blogger Graph 

This section explains the transformation of a post graph into blogger graph by an 
example. In post graph (Figure 2) in this example there are 3 bloggers and total 7 
posts posted by these bloggers. So in post graph total 7 nodes are there and 5 edges 
between these posts. So the average links per node is 5/7 = 0.71. 
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Fig. 3. 

3   Blog Ranking Algorithm 

Most of the ranking algorithms those using the interconnected graph.depends on the 
density of graph [9].But as already discussed that weblog graph is a sparse graph, so 
use of these web ranking algorithms give poor performance in the case of blogs. This 
is mainly due to the fact that bloggers usually write about their personal opinion on a 
topic without linking to the opinion of other bloggers.  

3.1   Ontology 

Ontology [14] is an explicit specification of a shared conceptualization. An ontology 
is a description of the concepts within a domain and relationships that can exist 
between those concepts. So an ontology can be used to describe a domain. Ontologies 
describe individuals (instances), classes (concepts), attributes,  and relations. An 
ontology has many important components, few of them are following:- 

3.2   Clustering Algorithms 

The main objective of the clustering algorithm is to group the similar objects in the 
same cluster. If two objects lie in the same cluster then the similarity between these 
two objects should be more than the similarity between the objects of two different 
clusters. 

4   Proposed System 

Crawling Blog is a very different process than web crawling although blog is a subset 
of web. Because blogs are dynamic in nature so most of the blog storage services 
provide the Really Simple Syndication (RSS) feed of all the stored blogs. An RSS 
document may contain full or summarized text of the blog content, plus blog 
metadata. From this metadata we got the information about publishing date, author 
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name, author profile, etc. There are some services like blog.gs and weblog.com that 
maintain a list of updated blogs.So, in case of blogs crawler we do not need to parse 
the HTML for getting outlinks information. Instead we fetched the updated blogs list 
and parsed this list using RSS XML parser. We used the weblogs.com to get the list 
of updated blogs. It provides two types of list of updated blogs URLs, one is last one 
hour updated blogs and other is last 15 minutes updated blogs. 

 

 

Fig. 4. Proposed System 

To calculate dissimilarity between two blog posts we used the keywords extracted 
from the blog posts and the ontology. We first calculated the dissimilarity between 
each keyword pair of the two documents and used this for calculating the dissimilarity 
between the documents. 

5   Clustering Results Analysis 

We applied K-Means and PDDP clustering algorithm on the blog data. To measure 
the quality of a cluster we used the purity measurement. Purity of a cluster is defined 
as the fraction of blogs belonging to the dominant category in that cluster. 

 
where Purity (c i) is the purity of a cluster i.(|c i| class=j) denote number of items of 
class j assigned to cluster i.,|c i| size of cluster i. 
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Purity results of the 5 K-Means clustering are tabulated in Table1. 

Table 1. Purity of K-Means Clustering 

Experiment 
No. 

Cricket 
Purity 

Tennis 
Purity 

Football 
Purity 

Average 
Purity 

           1 84.44   70.15 81.25 78.61 
           2 83.25  72.39 79.86 78.5 
           3 81.96  73.43 80.95 78.78 
           4 80.64  71.42 83.46 78.51 
           5 85.43  70.15 78.72 78.1 

 
Because in this case penalty score was assigned. In the last case when both the 

keywords were not present in the ontology the dissimilarity function value is more 
than the first three cases i.e. both the keywords are highly dissimilar. 

Table 2. Dissimilarity Function Value for Different Keyword Pairs 

Keyword 1  Keyword 2 Dissimilarity 
Function Value 

SachinTendulkar Y)  Rahul Dravid (Y)                    2 
SachinTendulkar Y) SaniaMirza (Y)                   14 
SachinTendulkar(Y) Sonia Gandhi (N)                   31 
Aamir Khan (N) Sonia Gandhi (N)                   62 

6   Conclusion 

In this paper ,we proposed a new graph structure in blogs named as blogger graph. 
For building this graph we used the blogger information that is available in every blog 
post. This graph is denser then the post graph. To make the graph further denser we 
used the semantic similarity between the posts. We calculated semantic similarity 
between the blog posts using the ontology. Then we added the new edges in the graph 
based on the semantic similarity. Then we applied the PageRank algorithm on this 
modified graph.  
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Abstract. The mining of frequent itemsets is often challenged by the length of 
the patterns mined and also by the number of transactions considered for the 
mining process. Another acute challenge that concerns the performance of any 
association rule mining algorithm is the presence of null transactions. This work 
proposes a closed frequent itmeset mining algorithm viz., Closed Frequent 
Itemset Mining and Pruning (CFIM-P) algorithm using the sub-itemset pruning 
strategy. CFIM-P algorithm has attempted to eliminate redundant patterns by 
pruning closed frequent sub-itemsets. An attempt has even made towards 
eliminating the null transactions by using the vertical data format representation 
technique for finding the frequent itemsets.  

Keywords: Data Mining, Frequent Pattern Growth (FP) Tree, Frequent 
Itemsets, Closed Itemsets, Frequent Pattern. 

1   Introduction 

Frequent itemset mining is an advancing area of research in the domain of data 
mining. Frequent Itemset mining leads to discovery of associations, correlations 
among items in large transactional or relational data sets. A typical example of 
frequent Itemset mining is market basket analysis [7]. Apriori and Frequent Growth 
Tree (FP-Tree) are two of the most popular mining approaches, to mine frequent 
itmesets. Apriori employs an iterative approach known as a level-wise search, where 
k-itemsets are used to explore (k+1) itemsets [3]. Most of the frequent pattern mining 
algorithms are based on Apriori [1]. FP-growth mining algorithm offers better 
performance than Apriori algorithm as the former does not depend on candidate 
generation. Also, the database is fully scanned just twice. Thus, it more efficient and 
scalable compared to Apriori. Although, FP-tree is scalable and efficient, and many 
contemporary algorithms are based on FP-tree; its performance deteriorate as the 
length and number of the patterns increases, with most of the patterns being redundant 
[2], [5], [4], [5], [6], [8]. A severe challenge pertaining to the mining of frequent 
itemsets is the presence of null transactions. Null transactions are those transactions 
which provide no information for the mining of frequent itemsets. For instance, they 
contain either no frequent item or they contain just one item.  The proposed work has 
made an attempt to overcome the drawbacks of FP-tree. Firstly, an algorithm is 
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introduced namely CFIM-P algorithm, which is based on closed frequent itemset 
mining. CFIM-P algorithm eliminates the redundant patterns thereby, attempting to 
minimize the depth of the tree, without losing any critical information. Also, before 
the mining process commences, the proposed framework through Vertical Data 
Representation technique for frequent itemsets, tracks the null transactions and filters 
them. Thus, the mining will be restricted just to the relevant set of transactions 
thereby, saving time and cost. The proposed framework has possible implications 
even in the mining of stream data, since, the only difference between data from a 
transactional database and stream data is the volume and the nature of data. Stream 
data grows exponentially and they are dynamic in nature. The main point of 
convergence for the sources of these data is the percentage of null transactions. Thus, 
the proposed framework may work fairly for optimizing the mining of stream data. 
This paper is an extension of our previous work [9]. In this, we provide a theoretical 
foundation for optimizing the mining of stream data using the proposed framework. 

2   Methodology of the Proposed Framework 

A major challenge in mining frequent Itemsets from a large data set is the fact that 
such mining often generates a huge number of Itemsets satisfying the minimum 
support threshold (min_sup), especially when min_sup is set low. This is because, if 
an Itemset is frequent, each of its subsets is frequent as well. A long Itemset will 
contain a combinatorial number of shorter, frequent sub-itemsets. Closed frequent 
Itemsets overcome this challenge by removing redundant patterns [3]. An Itemset X is 
closed in a data set S if there does not exists proper super-itemset Y such that Y has the 
same support count as X. An Itemset X is a closed frequent Itemset in set S if X is both 
closed and frequent in S. 

2.1   Methodology 

As shown in fig 1, the proposed framework consists of 3 phases; the first phase traces 
the null transactions and filters them for subsequent mining procedures. The second 
phase uses CFIM-P algorithm to find closed frequent itemsets. Finally, these closed 
frequent itemsets constitute to form patterns. 

 

 

Fig. 1. Work flow diagram for mining frequent patterns 
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Table 1. Transaction Database (Modified from Han and Kamber, 2006) 

TID List of item-ID’s 
T100 I1,I2,I5 
T200 I2 
T300 I2,I3 
T400 I1,I2,I4 
T500 I1 
T600 I2 
T700 I2,I1,I5 
T800 I1,I5 
T900 I6, I7 

 
Assuming that the minimum support is set to 2, the FP-tree while mining the 

frequent itemsets will have considered all the transactions. However, the proposed 
work considers transactions T200, T500 and T600 as null transactions, since they 
contain just 1-itemsets (TID stands for Transaction ID). These single itemsets 
apparently won’t give any information for association, for the simple reason that they 
are not associated with any itemset in that particular transaction. 

Screening Null Transactions: Null transactions may outweigh the non-null 
transactions in any real time merchandise. Null transactions also influence the various 
association and correlation measures [3].  Thus, in this proposed framework an 
attempt has been made to eliminate the null transactions thereby, attempting to reduce 
the processing time for finding frequent k-itemsets. Finding null transactions and later 
eliminating them from future scheme of things is the initial part of this proposed 
framework. This is achieved through Vertical Data Format of representation, wherein 
data is represented in the {item-set: Trans-ID} format. 

Table 2. Transaction database of an electronic shop 
 in Vertical Data Format 
       

 

                                                                   Fig. 2. FP-tree corresponding to table 2 
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Closed Frequent Itemset Mining-Pruning (CFIM-P) Algorithm: The proposed 
algorithm for finding closed frequent patterns by mining closed frequent itemsets (by 
sub-itemset pruning strategy) is given below. 

CFIM-P (FP-tree, min-sup) 
for each frequent single-itemset  
construct conditional pattern bases, b = {b1, b2, b3, … 

, bn} 
  for each bi  (where i = 1, 2, …, n) 

if bi ≥ min-sup and support-count(bi) > 
support-count(bj) , for i > j 

insert bi to a set of frequent patterns   
 

CFIM-P algorithm uses the sub-itemset pruning strategy of closed frequent itemset 
mining. If a frequent itemset X is a proper subset of an already found closed itemset Y 
and SupportCount(X) = SupportCount(Y), then X and all of X’s descendents in the 
set enumeration tree cannot be frequent closed itemsets and thus can be pruned [3]. 
This will help in eliminating the redundant patterns and thereby, receiving refined 
patterns. CFIM-P algorithm mines closed frequent patterns from the FP-tree, 
constructed prior. With reference to table 1 and fig. 2, the closed frequent patterns 
will be {I2, I1: 3} and {I2, I1, I5: 2}; removing redundant patterns like, {I2, I1: 2}, 
{I2, I5:2}, {I1, I5:2} has been omitted; giving much refined patterns.  

3   Theoretical Foundation for Optimizing the Mining of Stream 
Data Using the Proposed Framework 

Generally, two main challenges for mining the stream data are designing faster 
mining algorithms and to promptly detect changing concepts and data distribution 
because of highly dynamic nature of data streams [10]. The proposed framework may 
enable faster processing of stream data since, only valid transactions are considered; 
transactions having just a single item are eliminated as null transactions and they are 
not considered for the mining process. This filtering is done during the preprocessing 
stage of the proposed framework. This would restrict subsequent scanning to the valid 
transactions. Finally, there may be an optimization in the memory usage since the 
focus is only on items which appear frequently with other items. This may help in 
effective management of the corresponding data structure.  
 

 

Fig. 3. Theoretical Framework for optimizing the mining of stream data 
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4   Experimental Observations 

The real-time data has been collected from a local restaurant. The data collected 
consists of a set of transactions performed on one day. Each transaction has a 
transaction-id and an associated list of itemsets. The average length of itemsets for 
any transaction in the dataset is just under 3. The purpose of considering this dataset 
is that, it provides a good means to perform frequent pattern mining and at the same 
time helps to explain the effectiveness of the proposed work.   

Experimental Analysis: The experiments have been based on a real life dataset 
based on a restaurant, which consists of 192 transactions and 64 itemsets. 

 

Fig. 4. Impact of elimination of null transactions in the performance of CFIM-P algorithm 

 

 

Fig. 5. Distribution of frequent patterns in both CFIM-P and FP-tree algorithms 

Fig. 4 shows the impact of screening of null transactions in the performance of 
CFIM-P algorithm. With higher minimum support count, the number of frequent 
itemsets descends which in turn result in a greater ratio of null transactions in the 
dataset. These null transactions are ultimately eliminated in the proposed framework 



 Optimizing Frequent Pattern Mining through Elimination of Null Transactions 523 

thereby, boosting the performance. Fig. 5 show the distribution of mined patterns 
across varying minimum support count with realtime dataset. It can be observed that, 
CFIM-P mines lesser number of patterns compared to that in FP-tree in each case.  

5   Conclusion 

The proposed work has attempted to resolve both these issues. From the experimental 
results, it has been observed that, CFIM-P algorithm performs better than the 
traditional FP-tree algorithm especially for higher minimum support count; since a 
higher minimum support result in a greater ratio of null transactions. Since, CFIM-P 
algorithm is based on Closed Frequent Itemset Mining; it even eliminates the 
redundant patterns thereby, giving refined patterns as compared to that obtained 
through FP-tree. It can be taken into consideration that, the proposed framework can be 
more efficient compared to the traditional FP-tree in mining massive, real-time 
merchandise dataset. Also, this framework may be helpful in the optimizing the mining 
of stream data by restricting the subsequent scanning to the set of valid transactions. 
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Abstract. The biometrics` refers to the use of physiological or biological 
characteristics to recognize and verify the identity of an individual. In this paper, 
the recent multimodal biometric human recognition techniques are compared 
with parameters like combination scheme, description and limitation of the 
biometric sources. Methods that use multiple types of biometric sources for 
recognition purposes (multi-modal biometric) are reviewed. Evaluations of multi 
biometric technology that are used to improve the recognition are also presented 
along with the databases. The proposed comparison approach shows that the 
fusion of extracted face and ear images improves the human recognition. 

Keywords: Face recognition, Ear recognition, biometric recognition, multi-
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1   Introduction 

A biometric recognition technique is a measurable physical characteristic or 
behavioral trait and is a more reliable indicator of identity than legacy systems [2]. A 
method of identification based on anthropometry of various parts of the human body 
had developed. Physiological biometrics is based on data derived from part of the 
human body with direct measurement. Behavioral biometrics is based on data derived 
from person or individual behavioral action. Verification compares the enrolled claim 
of identity against a face image of an unknown person, whether the person is claims 
to be. Identification compares the image of an unknown person against all records in a 
database of templates and the individual does not claim an identity. 

2   Survey of Multi Modal Biometric 

This literature survey deals with multi modal biometrics in order to improve 
robustness and accuracy of an existing single biometric method. The methodologies 
that use multiple types of biometric sources for recognition purposes are reviewed. A 
person identification system using two biometrics, face and ear, is presented by A.A. 
Darwish et al. [1]. PCA decorrrelate data in order to show difference and similarities 
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by finding the Eigen vectors of the covariance matrix.   This system has implemented 
on MIT, ORL and Yale databases. The overall accuracy of the system is 92.24% with 
FAR of 10% and FRR of 6.1%. They concluded that the combined face and ear is a 
good technique because it offers a high accuracy and security. Cheng Lu et al. 
describe a multimodal biometric identification based on the face and palmprint [3]. 
The minimal distance rule (MDR) is applied at the matching score fusion level. In 
classification, city distance and square Euclidean distance are adopted to test the 
performance of nearest neighbor classifier. CIR can reach 100% based on ORL face 
database and PolyU palmprint database. Xu Xiaona et al. [8] proposed a novel kernel-
based feature fusion algorithm method in combination of face and ear. This system 
analyzed with USTB database. The recognition rate for KPCA is 94.52% and KFDA 
is 96.84%. The experimental results show that the KPCA, KFDA method is efficient 
for fusion feature extraction. Muhammad Imran Razzak et al. [7] examine the face 
and finger veins. The scores of the face recognition are combined using weighted 
Fuzzy fusion to improve the system. The experimental results show that the proposed 
multimodal recognition system is very efficient in reducing the FAR 0.05 and 
increasing GAR 91.4. M. .H. Mahoor et al. [6] proposed a multi-modal biometric 
system comprised of 2D face and 3D ear recognition component. The system 
combined face and ear using the weighted sum technique. The result of rank-one 
identification and verification at FAR 0.01% shows that by combining multi-modal 
face and ear biometric, the performance of the system is increased to 100%; EER of 
the system is .01%.  A face and speech information is proposed by Mohamed Soltane 
et al. [5]. The score level data fusion is proposed with finite GMM based Expectation 
Maximization (EM) estimated algorithm. Audio is extracted and fused with the face 
extraction to significantly achieve the recognition rate. The EER of the system is 
reduced to 0.087. Yan Yan et al. [9] formalized the framework for combining face 
and palm print biometric. The system proposed a Correlation Filter Bank (CFB) 
technique; the unconstrained correlation filter trained for a specific modality is 
designed by focusing on the overall origin correlation outputs. AR, FRGC and PolyU 
databases are used for the evaluation. The experiments are conducted on the non-real 
multimodal biometrics data for convenience and it shows the superiority of the novel 
method. Biological features of the face or other parts of the human have different 
properties for different sensors [4]. Reliable biometric system can be attained on what 
and how to combine multi biometric sources [3]. They are depends on the multiple 
samples, multiple matches, multiple snapshots, multiple sensors and the number of 
biometric features in the context of multi-biometric studies. 

3   Multiple Biometric Using Face and Ear 

Multimodal biometrics based on the combined two different biometric sources, face 
and ear may provide a new approach of non-intrusive biometrics authentication. The 
high performance of the system is to recognize faces in real time. Ear is a new class of 
human biometrics for passive identification with uniqueness and stability. In the 
absence of fingerprints, the ear shapes or marks are often used for the identification. It 
is more reliable due to lack of expressions and less effect of aging. The ear has 
information rich anatomical feature, its structure and pinna are distinctive. In [1,8,6], 
the fusion of face and ear biometric were used to perform the recognition. 
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4   Summary and Conclusion 

This review studies the multi-modal combination scheme, number of samples, 
recognition rate and database used. Most of the studies in this review have work with 
a limited number of subjects and images in the performance evaluation dataset. The 
integration of multiple biometrics sources face and ear are discussed. The authors are 
working on the algorithm for multimodal face and ear to do best and produce better 
biometric recognition. Two images for a person, one for face and other for ear are 
considered separately. Each image will have to be classified correctly and apply a 
recognition algorithm to identify an individual. Among various multiple biometrics 
approaches considered in this paper, we found that person recognition with multiple 
biometric sources (face and ear) offers a high accuracy and security.  
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Abstract. This paper proposes a new efficient weighted median filter for the 
restoration of images corrupted by impulse noise. The proposed approach has 
two phases. Second order difference based impulse detector is the first phase 
and an Efficient Weighted Median (EWM) filter is the second phase. 
Uncorrupted pixels are preserved in this filter. The proposed method has been 
tested on benchmark images and obtained better performance than many of the 
existing methods.  
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1   Introduction 

Digital images are corrupted by impulse noise by defective sensors or faulty channel 
during acquisition and transmission. Linear and Non linear filters can be used for 
removing impulse noise. But Linear filters give poor performance. Non linear filters 
such as Standard median [1], Weighted Median [2], Center Weighted Median are 
widely used for impulse noise reduction. In these filters some desirable details are lost 
and filtering is applied to all pixels without considering location of noise. A solution 
to this is the use of switching median filter [3], which applies filtering only to the 
noisy pixels. But these filters replace noisy pixel value without considering local 
characteristics. 

Another approach for impulse noise reduction is Directional Weighted Median 
filter (DWM) [4], which uses information from four directions for detection and 
filtering. Even though good results are obtained, the computational overhead of this 
method is high. The impulse noise removal method in [5] uses the Second Order 
difference (SOD) for noise detection and a Directional Weighted Median (DWM) for 
filtering. Hence we call it SODDWM. The proposed method is a modification of 
SODDWM. SODDWM yield poor performance than DWM for high density noise. 
But the proposed method gives better performance than SODDWM and DWM for all 
noise models. 
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This paper is organized as follows. Section 2 explains an introduction about the 
impulse noise models. Section 3 discusses the proposed method and Section 4 
describes the results and discussion. Section 5 concludes the paper. 

2   Noise Models 

In this section, four impulse noise models [6] are considered for examining the 
performance of the proposed filter. In Noise Model 1, pixels are randomly corrupted 
by two fixed extreme values, 0 for salt and 255 for pepper (for gray level image), 
generated with the same probability. Noise Model 2 is similar to Noise Model 1, but 
probabilities of salt and pepper are unequal. In Noise Model 3 salt and pepper have 
two fixed ranges of values at both ends with a length. Here noise density of salt and 
pepper are equal. Noise Model 4 is similar to Noise Model 3 but salt and pepper have 
different probabilities. 

3   Impulse Noise Reduction Using EWM Filter - The Proposed 
Method  

The proposed method EWM filter have two stages: a robust impulse noise detection 
stage and an Efficient Weighted Median filtering (EWM) stage to remove the impulse 
noise. 

The detection algorithm is based on the Second Order Difference (SOD) [5] among 
pixels in a test window. SOD is used to determine the noise status of the central pixel.  
SOD has a stronger response to finer details such as edges and noise. For noisy pixels, 
the SOD value is high.  

Consider a 3x3 window, W around a test pixel at (i, j) as  

 }1,1|   ),({ ≤≤−++= tstjsixw                                       (1) 

Edges aligned with four main directions are determined by computing SOD values in 
equation (2) corresponding to the directions shown in Figure 1. 

 

Fig. 1. Four directions of impulse detection 

 ),(2),(),( jixtjuixtjuixdk −−−+++=
                                    

(2) 

where(k, u, v)={(1,1,1),(2,0,1),(3,-1,1),(4,-1,0)}. Minimum value from these four 
SODs is used for impulse detection, which can be denoted as d.    

   }4k1 :  min{ ≤≤= kdd
                                            

(3)
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A small value of d implies the test pixel is uncorrupted and is on flat region. SOD of 
all directions is small for noise free pixel on flat region and the noise free pixels yield 
smaller SOD value along edges. If the test pixel is noisy, then it yields large SOD 
values in all directions resulting in larger value of d. The pixel can be classified as 
noisy or noise free by comparing the value of d with a threshold. If the value of d is 
greater than threshold, then it is considered as noise else noise free. Decision map is 
used in the filtering stage. Decision map entry for a pixel is defined as below. 





≤ Td if     pixel free noise

d if           pixelnoisy T>
=N ji,

 

After impulse noise detection stage, proposed EWM filter is applied. The EWM 
produces the restored image with more details than the SODDWM method. In EWM, 
more weight is given to all non noisy pixels in the 3X3 window so that it gives good 
performance for higher density  noise also. In the noise filtering stage, noise only 
pixels identified in the detection are replaced based on the decision map. A 3x3 
window, W around a central pixel position (i, j) is considered for filtering. The 
restored value for the selected window can be calculated as,   X i, j = median {w(i+s,j+t) 
◊ x(i+s,j+t)   |-1≤s,t≤1 } , where w is the weight assigned to pixels, symbol ◊ is used to 
represent repetition operator. and is defined as 
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4   Results and Discussion 

The performance of the filter is analysed using PSNR, SSIM, IEF and IQI. 
Performance Evaluations using Lena, Boat, Peppers and Gold hill illustrated in this 
section. EWM filter is applied six to seven times iteratively with decreasing value of 
threshold to improve efficiency. In our experiment, we select T0 = 100 , Tk+1 = Tk * 
0.8  (k>0). All noise models described in the Section 2 are used for measuring the 
performance of the proposed filter. 

Performance measures obtained for Lena image for Noise Model 1 is shown in 
Table 1.   

Table 1. Performance measures obtained for  lena image corrupted by Noise Model 1 

Noise 
(%) 

 
PSNR 

 
SSIM 

 
IEF 

 
IQI 

 
DWM 

 
SODDWM 

 
EWM 

 
DWM 

 
SODDWM 

 
EWM 

 
DWM 

 
SODDWM

 
EWM 

 
DWM 

 
SODDWM 

 
EWM 

20 
34.10 34.51 36.64 0.994 0.994 0.996 147.10     161.2 263.36 0.903 0.917 0.940 

40 
29.66 25.85 31.84 0.984 0.963 0.990 105.46 43.99 174.91 0.782 0.707 0.833 

60 
21.16 13.11 23.97 0.902 0.542 0.947 22.37 3.50 42.64 0.442 0.176 0.589 
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EWM has better performance than DWM and SODDWM for all performance 
measures. Restored images of Boat image is shown in figure 2. It shows that the 
proposed method, EWM produces image with better visual quality and edges are 
preserved.  

 

    

Fig. 2. Boat image corrupted by the Noise Model 2 with 25%, noise, Images restored by 
SODDWM, DWM and EWM filter respectively 

  

Fig. 3. Edge Map of  peppers image and restored images corresponding to SODDWM, DWM, 
EWM filters  

5   Conclusion 

An efficient filter for impulse noise detection is proposed in this paper. The EWM filter 
improves the SODDWM based filter by giving more weight to all non noisy pixels in the 
test window. The proposed filter EWM preserves more details than SODDWM method. 
Experimental results have shown the superiority of the proposed method. 
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Abstract. Like quality, proper blend of object oriented design (OOD) concepts 
may improve security of the software under development. The paper aims to 
find out the role of encapsulation in improving security of an OOD. A 
Vulnerability Confinement Capacity (VCC) metric is proposed to verify the 
vulnerability confinement strength of a class as well as of an OOD. The same is 
used to compare security of object oriented designs. 

Keywords: Object Oriented Design, Design Phase, Software Security, 
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1   Introduction 

Vulnerability can be defined as a defect which enables an attacker to bypass security 
measures [6]. Design phase is more responsible for vulnerable software than the other 
phases of software development life cycle [7].The approach proposed is a part of the 
research work which minimizes the vulnerability propagation by concentrating on 
OOD constructs such as inheritance, coupling, and encapsulation and examining 
which construct among all supports vulnerability propagation and which suppresses.  

In previous work, it is proved that inheritance and coupling support vulnerability 
propagation and hence decreases security [1],[2],[3].Encapsulation improves quality 
of the software [4]. As security is an attribute of quality, a similar possibility is 
investigated in the research presented in this paper. Encapsulation is used to protect 
from unauthorized access [5]. This intuitively shows that encapsulation restricts 
propagation of vulnerability and hence improves security. Rest of the paper is 
organized as: next section introduces some new terminologies. Section 3 presents the 
approach for the development of vulnerability confinement capacity metric and the 
paper is concluded at section 4. 

2   Terminology and Definition 

Anything which is susceptible to attack is termed as vulnerable [6]. In addition, 
increasing availability of anything vulnerable (vulnerability propagation), would 
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increase its vulnerability [3] and increased vulnerability tends to reduce security. The 
development of VCC metrics introduces terminology as follows: 

2.1   Vulnerable Attributes/ Methods/ Classes 

In OOD, attributes and methods which represent assets or process confidential 
information or provide entry to the confidential information are termed as vulnerable 
attributes/ methods. A class containing vulnerable attributes or methods is called 
vulnerable class.  

2.2   Vulnerability Confinement (VC) 

VC in OOD context can be defined as confining the vulnerability of an attribute and 
its associated methods within the boundaries of its own class. With the increase in 
exposure of vulnerable attribute to other classes, vulnerability propagation increases 
[1], [2]. So VC is the phenomenon which restricts vulnerability propagation. A 
vulnerable class confines the vulnerability of its vulnerable attributes and their 
associated methods if it hides its identity, restricts accessibility to its vulnerable 
attributes and methods and provides them write protection. 

This further introduces three terminologies as follows: 

Hidden Identity (HI): In an OOD, class A knows that another class B exists by 
taking a parameter of its type, having a member of its type or returning its type from a 
method.  A vulnerable class hides its vulnerable attributes if it hides its own identity. 

Restricted Accessibility (RA): A class must not allow open access to its vulnerable 
attributes. There must be some restriction on accessibility of vulnerable attributes. A 
vulnerable class provides accessibility restriction to its vulnerable attributes if it 
provides service methods for them, hide their nature (type) or makes them private so 
that only the required information, not more than that, is disclosed to the client 
classes.  

Write Protection (WP): A vulnerable attribute, if not write protected, has chances of 
damage. A class provides write protection to its vulnerable attributes if it associates 
only read methods with the attribute not write method, until necessary.  

3   Vulnerability Confinement Capacity Measurement 

In today’s complex software which need enormous coupling and inheritance, it is not 
possible for a class to hide itself from the classes in the design. A completely hidden 
class will be useless. Hence, for computing VCC, a new term ‘IdentityDisclosure’, 
opposite to ‘Hidden Identity’ can be introduced. An identity disclosure happens 
whenever a class lets the other classes know that the class exists.Intuitively, a 
vulnerable class encapsulates its vulnerability more strongly if it does not let other 
classes in the design to know its existence. The more number of times it will disclose 
its identity, the less VCC it will have. In addition, increase in RA and WP of 
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vulnerable attribute will increase VC.  On the basis of the above discussion, VCC of a 
class and that of an OOD can be computed as:VCC of a class reflects how 
successfully a vulnerable class protects its vulnerable attributes. This may be defined 
as:VCC_VulClass =WPAR/ Total Identity Disclosure Count.  

Total count of identity disclosure is the number of times vulnerable class breaks 
the rules given in the definition of ‘Hidden Identity’ when communicating with other 
classes. The WPAR can be computed as:WPAR=No. of Protected Vulnerable 
Attributes/ Total no. of Vulnerable Attributes in the Class. 

VCC of an OOD is equal to the average of the VCC of all of its vulnerable classes.  

VCC_OOD= ∑ VCC_VulClass(i)/ m 

4   Conclusion 

Quantitative estimation of security at design phase is almost missing [7]. No concrete 
conclusion can be drawn about the security of a software design in absence of 
quantitative measures. To bridge the gap, two vulnerability measures, VCC for a class 
as well as for an OOD are proposed.  
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Abstract. Security plays very important role in distributed systems .Mobile 
agents allows us to gain greater access to hosts in these systems. But, the 
success of using mobile agent paradigm depends on the level of security that 
hosts offers it. We tried to put stress on social aspects related to security called 
soft trust to determine the intentions of hosts. Proposed model will help to move 
mobile agent through hosts by formulating their social behaviors, experience, 
recommendation and reputation.    
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1   Introduction 

A mobile agent is an autonomous entity that can move from one host to another under 
self-control [6]. They move from one host to another in network to accomplish its 
tasks. Due to this, they are vulnerable to number of attacks in an open network. 
Mobile agent security issues include four aspects: protect hosts, protect agent, protect 
other agents and protect network [2]. So, the success of mobile agents depends on its 
security. The lack of comprehensive security solutions is a major concern that needs 
to be addressed before we see wide industry adoption of this new distributed 
computing paradigm.  So to prevent these hindrances, we assume that there is a 
possibility to achieve better security solution through trust perspective [4]. 

The paper is organized as follows. Section two discusses related work in soft trust 
management. Section three enlightens differences between hard and soft trust. Section 
four proposes formalizing of experience and direct trust. Section five presents results 
and discussion. Section six gives conclusion. 

2   Related Works 

Trust model proposed by Marsh [3] concerned with soft trust that captures situational 
trust in different situations taking into account of trustor’s own utility preferences. 
Then Abdul-Rahman et al [5] proposed a trust model along with a protocol for trust 
recommendation queries in distributed systems. Baolin Ma, Jizhou Sun [7] talks about 
trust based on reputation. Later, Maarof and Krishna [1] gave hybrid trust 
management model. 
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3   Hard Trust v/s Soft Trust 

Hybrid Trust is a combination of hard and soft trust [1]. Hard trust symbolizes the 
trust relationships that can be derived from the underlying cryptography based 
security mechanisms, such as digital certificates, signatures and cryptographic 
checksums. Soft trust is based on trust relationships derived from localized and 
external observations of system entity behavior, through social control mechanisms 
such as direct experiences, recommendations or a combination of both.  

Table 1. Results and Observations 

0

1

A
g

en
t 1

A
g

en
t 3

A
g

en
t 5

A
g

en
t 7

A
g

en
t 9

Host 1

Host 2

Host 3

 
Result: Since Host 3 has more non-malicious points 
so it is highly trustworthy.  

No. of 
Agents 

Nature of actions taken 
by 

Host1 Host2 Host3 
1 0 1 1 
2 1 1 1 
3 0 0 1 
4 1 0 1 
5 0 0 0 
6 1 0 0 
7 0 1 1 
8 1 1 0 
9 1 0 0 

 10 0 0 1 
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Result: Since Host 2 has more non-malicious points 
than Host 1. So, Host 2 is more trustworthy than 
Host 1. 

No. of 
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Nature of actions 
taken by 

Host1 Host2 
1 1 1 
2 0.35 1 
3 0 0.25 
4 1 0 
5 0 1 
6 1 1 
7 0 1 
8 1 2 
9 0.5 1 

10 1 0 
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Result:  Since host 1 has less malicious weight of 
rating of actions, so it is more trustworthy than host 
2. 

No. of 
Agents 

Nature of actions 
taken by 

Host1 Host2 
1 1 1 
2 1 1 
3 1 1 
4 1 -1 
5 1 -1 
6 -1 -1 
7 1 -1 
8 -1 1 
9 1 1 

10 1 1 
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4   Formalizing Trust Parameters 

4.1   Experience Trust Rating (ET) 

Rating is given to hosts according to their recent positive and negative transactions. 
Rating ranges from (-1 to 1). Weight is given to ratings accordingly. Rating to host 
(hi) is given as follows: Ri = +1 ( for recent positive transaction) ,Ri = 0.5 ( for past 
recent positive transaction) Ri = 0 (for historic positive transaction),Ri = -1 ( for 
negative action) wt(Ri )=1 if Ri >=0 and wt(Ri )=-1 if Ri <0. 

4.2   Behavior Trust (BT) 

Past behavior Trust (Bpa):  na= number of negative transactions by   , tot= total 
transactions by host hi. Bpa= 1-(na/tot) .Present behavior Trust(Bpr): SL= security 
level(SL)  , Va= value of action SL=1 if   Va= 1 or 0.5 , SL =2  if Va = 0 .   Bpr = (Va) 

SL. 
Table 1 shows the results and observations. 

5   Conclusion 

Paper envisaged a paradigm shift from security-centric to trust-centric solutions that 
finally enabled better security decisions for agents against malicious hosts. Formulaic 
approaches are proposed to calculate soft trust factors. Observations are seen to 
conclude the results. 
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Abstract. As Voice over IP (VoIP) system is widely accepted by industries 
because of its economical benefit and its reach feature than traditional PSTN 
system. Most dominating session initialization protocol used by VoIP system is 
SIP, which is vulnerable to various threats like Denial-of-Service (DoS). The 
Intrusion Detection System (IDS)  is use to identify to VoIP  threats, but the 
current  IDS  system have fail to generate new rule set based on new signature 
of  attack. We have proposed an Adaptive IDS using Artificial Neural Network 
(ANN) & Fuzzy Approximation technique to detect DoS attacks. Neural 
Network System is used to learn about new threats while Fuzzy System decides 
the severity of attack. Our experimental result shows that a combination 
approach of Neural Network and Fuzzy approximation proposed method have  
maximize detection rate and minimize false-positive rate. 

Keywords: Denial-of-Service, Adaptive IDS, VoIP, ANN and Fuzzy logic, 
SIP. 

1   Introduction 

VoIP system uses increases gradually because of its rich feature and low 
communication cost.  Due to its rapid growth of popularity, threats on VoIP are 
increases considerable these threats may cause a great loss of a company revenue.[1] 
With the growing number of computer networks in any organizations, Intrusion 
Detection System ( IDS)  has become a prime need to protect service, resources of 
organization [4]. Protocols in VoIP can be classified into signaling, media transport, 
and support protocols. Signaling protocols are responsible for call setup, tear down, 
and modification. Media transport protocols are involved in end-to-end transport of 
voice and multimedia data. Support protocols are used to enable services and features 
required for proper network operation. A major source of vulnerabilities in these 
protocols is that they transmit packet headers and payloads in clear text by default due 
to the absence of built-in authentication and encryption [5]. It is therefore easy for 
attackers to cause call termination and call flooding as well as to spoof caller ID or to 
exercise other attacks. As existing SIP security is not sufficient to protect from 
various threats, intrusion detection system (IDS) is needed to protect SIP 
communication. 
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IDS technique is divided into two main categories Signature Based Detection and 
Anomaly Based Detection.  Based on deployment, IDS technique is further categories 
in two type i.e, Host-based systems and Network-based systems. Host-based monitor 
functions on a single host while Network-based systems monitor entire traffic over 
the network analyzing the stream of packets traveling across the network. Packets are 
captured through a set of sensors. Vulnerability assessment based IDS detects 
vulnerabilities on internal networks and firewall. Hybrid intrusion detection system 
uses both methods [2][3]. In this paper we have proposed a IDS technique using 
Neural Network and Fuzzy logic, Neural Network System is used to learn about new 
threats while Fizzy System decides the severity of attack. A combination approach of 
Neural Network and Fuzzy approximation will greatly reduce the false alarms. Our 
paper is organized as below. In section 2, we have discussed the analysis of SIP 
protocol and attack. In section 3, we have proposed a intrusion detection system using 
Neural Network. Experimentation and performance analysis of the proposed system is 
discussed in section 4. Finally, we have concluded paper in section 5. 

2   SIP Protocol Analyses and Attacks 

In VoIP system most dominating signaling protocol is SIP [5] , SIP is an application 
layer control (signaling) protocol responsible creating, modifying, and terminating 
VoIP session. SIP message exchange is given in figure 1. 
 

 
Fig. 1. SIP Message Flow 

In SIP all signaling massage is exchange in clear text format, result of this is SIP 
base VoIP session is vulnerable to various threats.  Most saviors threats is Denial of 
service attacks (DoS) can target the signaling plane elements (e.g. proxy, gateway, 
etc.) with the objective to take them down and produce havoc in the VoIP 
network.[12] Such attacks are launched by either flooding the signaling plane with a 
large quantity of messages, malformed messages. DoS attacks have been costing  
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many high profile organization millions of dollars. Some of the most well known DoS 
attacks are discussed as below:  

1) Land /Re-INVITE:  Another name for this attack is Call Hijacking. SIP clients 
use Re-INVITE message if they want to move the phone call from one device to 
another without tearing down the session. This feature is called call migrating. An 
attacker can abuse this feature, taking advantage of the lack of authentication, by 
sending a Re-INVITE message to one of the parties involved in a session to fool it 
into believing that the other party is going to change its IP address to a new address. 
The new address is controlled by the attacker. This attack can be seen as a DoS attack. 
Furthermore, it breaches the privacy of the call since the attacker will be able to 
receive voice that is not meant for it. [7]  

2) Teardrop/ BYE Attack: VoIP calls are terminated by one of the call participants 
sending a SIP BYE request. Many VoIP application servers and clients will process a 
BYE request without requiring authentication. This means that it is easy to construct a 
BYE request and send it to the application server, which will then terminate the call. 
[6] BYE attack is common in VoIP environments and is considered as a Denial of 
Service (DoS) attack.[7] 

3) Cancel   Attack: During the call setup , an attacker sends a crafted SIP packet with 
a “CANCEL” request to the proxy, which in turn cancel callee  INVITE request. In 
order to perform these attacks, an attacker must have the necessary session 
information, such as caller IDs. To obtain said information attacker will plant a Trojan 
on vulnerable server through which they can attack the VoIP system.[8] 

4) ICMP Flood/Smurf Attack: The Smurf attack is a way of generating significant 
computer network traffic on a victim network. This is a type of denial-of-service 
attack that floods a target system via spoofed broadcast ping messages. The attacker 
spoofs his source address as victim’s address and sends ICMP echo requests the 
network router, which broadcasts this request. In turn every computer except the 
victim computer in the network will reply to the source address (victim’s computer 
address) in the request packet, thus overwhelming the victim. [9] 

5) Ping of Death: A ping of death (abbreviated "POD") is a type of attack on a 
computer that involves sending a malformed or otherwise malicious ping to a 
computer. A ping is normally 32bytes in size (or 84 bytes when IP header is 
considered); historically, many computer systems could not handle a ping packet 
larger than the maximum IPv4 packet size, which is 65,535 bytes. Sending a ping of 
this size could crash the target computer. [9] 

3   Proposed Technique  

We have proposed a IDS system using Neural network and Fuzzy logic to detect and 
learn from unknown attacks with a special focus on DoS attack.  A neural network 
would be capable of analyzing the data from the network, even if the data is 
incomplete or unclear. In addition to this neural network also capable to process 
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information from multiple source, it use backpropagation for training and testing of 
IDS. The fuzzy rules are generated from the proposed strategy can be able to provide 
better classification rate in detecting the intrusion behavior. Our Proposed IDS system 
will reside on a Proxy server. As a testing input to the neural network, the packet 
details are read from the connection database. The connection database is derived from 
captured packet.  
 

 

Fig. 2. System Architecture 

3.1   Packet Analysis   

Packet Analysis module is responsible for checking SIP packet format. To archive 
this it checks session description parameter SDP. If packet is not in appropriate 
format or non SIP packet then it will not forward to Neural network module for 
further processing. 

 

Fig. 3. General Architecture 

3.2   Neural Network Learning 

Our approach is to develop a machine learning algorithms to develop IDS. A salient 
feature of Artificial Neural Networks (ANN) is their learning ability. They learn by 
adaptively updating the synaptic weights to characterize the strength of the 
connection. The weights are updated according to the information extracted from 
training patterns. [10] An ANN based IDS need to train before testing it, To archive this 
IDS read input  from the KDDcup99 database.[11].The figure 3 shows general 
architecture of feed forward neural network (FFNN). The feed forward neural 
network consist one input, two hidden and one output layer. The input layer consists 
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of 8 neurons which represent 8 fields/characteristics of data set of SIP packets. The 
two hidden layers consist of 6 neurons respectively. The output layer consists of one 
neurons that classify DoS attack i.e Teardrop, Smurf, Ping of Death, Land and Back 
attacks. Initial weights were decided and the learning rate was maintained at 0.8.There 
is no accurate formula for the selection of hidden layers so we can make it by 
comparison and select which one is best [5]. Backpropagation is a very common 
method for training multilayered feedforward networks. Backpropagation can be used 
with any feedforward network that uses a activation function that is differentiable.  

3.3   Fuzzy Approximation Technique 

The attack detected by the neural system can be provided to the Fuzzy Logic 
controller which processes user-defined rules governing the system to identify the 
severity of the attack. For each type of attack detected severity is categorized using 
three levels namely trivial, warning and lethal. A rule set for each of the attack types 
is defined by us in separate rule file. For defuzziffication center of gravity (COG) 
method is applied. 

4   Results and Discussion   

After successful training of the Neural Network weight of neuron is frozen. Then 
system is ready for testing various attack, first we have attempt INVITE attack on 
system, which has given 100 % detection rate with 0 %  false positive and false 
negative respectively After second and third attempts system has given similar result. 
In Teardrop /Bye attack detection ratio is 99.35 % while false positive and false 
negative is 0 % and 0.65 % respectively. In Cancle attack detection rate is improved 
by 0.49 % as compare to Teardrop / BYE attack . In Cancel attack ,We have observed 
no false negative detection  but 0.16 % false positive detection. Both attack having 
similar behaviors, BYE attack is attempt after VOIP session initialization while 
Cancel attack is attempted during the session initialization. In case of Ping of death 
attack , system  shows 97.61% detection rate with 1.6% of false positive rate and 
2.03% as false negative rate. Our Proposed IDS technique gives average 98.865 % 
Detection rate  which is promising value in case anomaly detection 

Table 1. Experiment results 

Attack name False positives False negatives 
Land  0% 0% 
Teardrop /BYE 0% 0.65% 
Cancel 0.16 0 
Ping of Death 1.6% 0.79% 
Smurf 1.25% 2.03% 
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Fig. 4. Detection Accuracy of Various Attack 

5   Conclusions    

In this paper we have demonstrated the use of a feed forward neural network with 
back propogation technique for identification and classification of DoS attacks .We 
intend to overcome the major drawbacks of current IDS systems which is achieving 
greater accuracy thereby reducing false-positives and false-negatives. We have 
observed that Resilient back propagation with sigmoid function was the best one for 
classification.  Using Fuzzy logic concept in proposed work we have also succeed to 
identify the severity of attack.  
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Abstract. Improved methods for development and maintenance of real world 
knowledge-based systems are strongly needed. It is a challenge for artificial 
intelligence research to develop methods that will make the building of such 
systems feasible. The work described in this paper is a contribution to that 
research. The problem addressed in this paper is that of developing a 
framework/system “X” which integrates problem solving with learning from 
experience within an extensive model of different knowledge types. “X” has a 
reasoning strategy which first attempts case-based reasoning, then rule-based 
reasoning, and, finally, model-based reasoning. It learns from each problem 
solving session by updating its collection of cases, irrespective of which 
reasoning method that succeeded in solving the problem. 

1   Introduction 

Information Retrieval. Information Retrieval system can be used to help in solving 
problems. But the IR system has no real model of the domain. It is doing little more 
than matching user keywords with keywords in an arbitrary collection of documents. 
In some cases, use might also be made of a thesaurus or of statistical properties of the 
documents (e.g. word frequencies). 
 

 

Fig. 1. 
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Case-Based Reasoning. CBR has quite shallow knowledge; it can even be used in 
domains where there is little or no understanding of the domain. Rule-Based 
Reasoning. Rule-based expert systems try to capture heuristic associations used by 
human experts. 

Model-Based Reasoning. In model-based reasoning, the knowledge base contains a 
model of the system being reasoned about. The model captures the structure and/or 
behavior of the physical system. It uses deep knowledge from science and 
engineering, rather than an expert’s heuristic associations. 

The case-based method is the primary reasoning paradigm in “X”, the other 
methods are used as separate reasoning methods - only if the case based method is 
unable to suggest a solution. The choice of reasoning method is made after the system 
has gained an initial understanding of the problem.  

2   Functional Architecture of “X” 

“X” integrates problem solving and learning into one architecture.  

 

 
1. Combined Reasoning  2. Sustained Learning 3. Knowledge Base 

 
Fig. 2. X’s Functional Architecture 

 
The flow of control and information between the knowledge base and the processes 

of problem solving and learning is shown in figure 2. 
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The figure 2. illustrates that problem solving in “X” is performed by a combination 
of model-based, case-based and rule-based reasoning (MBR, CBR and RBR, 
respectively). The learning combines case-based (CBL) and explanation-based (EBL) 
methods. The process of selecting the initial reasoning paradigm starts when a set of 
relevant features of a problem has been identified. This feature set typically contains 
input features as well as inferred  features, i.e. features  that  the system derives   from  
the  input features by using its knowledge. If the set of relevant features gives a 
reminding to a previous case that is above a particular strength - called the reminding 
threshold - case based problem solving is tried, otherwise activation of the rule set is 
attempted. Relevant features may be input features or features inferred from the object 
domain model. If either the case base or the rule base fails to produce a result, the 
controller re-evaluates its previous decision, given the current state of the system. As 
more cases are added, the ratio of case-based to rule-based successes is likely to 
increase, and the system will gradually lower the threshold value. If a solution was 
derived by modifying a previous solution, a new case is stored and difference links 
between the two cases are established. A new case is also created after a problem has 
been solved from rules or the deeper knowledge model. Thus, the main target for the 
learning process in “X” is the case base. Heuristic rules are integrated within the 
conceptual model, and available for the same tasks as the conceptual domain model in 
general. A rule may be used to support learning. 

3   Combined Reasoning in “X” 

The case-based method is the primary reasoning paradigm in “X”, the other methods 
are used - as separate reasoning methods - only if the case-based method is unable to 
suggest a solution.     The choice of reasoning method is made after the system has 
gained an initial understanding of the problem. This initial understanding process 
(described in the next section) results in an activated problem context, including a set 
of relevant features for describing the problem, a structure of problem solving (sub) 
goals, and a hierarchy of possible faults.    First, “X” will attempt to solve the problem 
by case-based reasoning. The relevant findings are combined into a set of remindings, 
where each reminding points to a case (or a class of cases) with a certain strength. If 
some cases are pointed to by remindings with strengths above the reminding threshold, 
the case most strongly reminded of is retrieved. If no such reminding is produced, the 
system may trigger its rule-based reasoning method. However, before doing that it will 
normally try to elaborate on the findings of the case most strongly reminded of. The 
purpose of this is to improve a weak match by looking for common states, constraints, 
etc., which will imply a stronger similarity than determined by the basic case retrieval 
method. Whether the elaboration on a weak match is attempted or not depends on the 
strength of the strongest reminding and the size and strength of the case base relative to 
the rule base. If an acceptable match is found, the case is used in the attempt to solve 
the problem. If not, rule-based reasoning is attempted1. If no cases were reminded of in 
the first place, “X”  will also try its rule-based reasoning method, i.e. attempt to solve 
the problem by a combined forward chaining (from the relevant findings) and 
backward chaining (from the fault hierarchy) within the rule base. 
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(CBR = Case-Based Reasoning, RBR = Rule-Based Reasoning, MBR = Model-Based 
Reasoning). 

Fig. 3. (a) Combined Reasoning in “X”   (b) Abstract structure of CBR in “X” 

When a case is retrieved, the solution (fault and - possibly - treatment) is evaluated to 
see if it is acceptable for the current problem. If the system is unable to produce a good 
enough explanation to accept or reject the solution candidate, it is presented to the user 
for evaluation. If for any reason the solution is unacceptable, a check is performed to 
determine whether the solution would be accepted if slightly modified, in which case a 
modification is attempted. When no more modifications are relevant and no more new 
cases are available for use, “X” gives up case-based reasoning. The input to a reasoning 
process is a problem description. This may be a description of the user’s problem, or a 
partial solution of this problem – for example a set of descriptors which includes a fault 
hypothesis, given as input to the retrieval of a case containing a suitable repair. 

4   Conclusion 

There is still a large number of important and challenging problems to be addressed in 
order to improved the quality and usefulness of expert systems for practical, real 
world problems. The research reported here has addressed the problem of how to 
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achieve, and continually maintain, a higher level of competence and robustness in 
such systems than what they possess today. The problem has been approached from 
two sides: 

•  Strengthening of the problem solving capability by combining several reasoning 
paradigms within a knowledge-rich environment, focusing on case-based 
reasoning as the major method. 

• Enabling a continually improvement of an incomplete knowledge base by 
learning from each problem solving experience, using a knowledge-intensive, 
case-based learning method. 

The resulting framework, architecture, system design, and representation platform - 
i.e. the “X” approach - has been motivated and supported by relating it to strengths 
and weaknesses of other approaches. 
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Abstract. The modern automotive Electrical/Electronics (E/E)  systems have 
reached a high level of complexity today, leading to a  corresponding increase 
in the complexity of the deployed software. The increasing complexity of 
automotive embedded software increases the need for software reusability and 
shorter design cycle. These issues are addressed by AUTOSAR (AUTomotive 
Open System ARchitecture), an emerging technology in automotive software 
engineering that contributes to reuse and increased flexibility while preserving 
interfaces and system-level integrity. The AUTOSAR approach has much to 
offer software engineers working on embedded systems or model-driven 
development. In this paper, we explain the paradigm shift from a legacy 
architecture to the  AUTOSAR architecture of ECU design, which eases the 
integration of ECUs supplied by different Tier1 suppliers. 

Keywords: AUTOSAR, ECU, OEM, Run Time Environment(RTE), Virtual 
Functional Bus(VFB). 

1   Introduction 

The auto industry is facing a new era of significant change, based on challenges in 
consumer demands, technology development, globalization, integrated operations and 
collaboration strategies [1]. The complex automotive functions make the development 
of automotive electronics increasingly complex. The product's features and comfort 
requirements of the customers, as well as the increase of non-functional demand has 
aggravated the ECU development process complexity [2]. The increasing complexity 
of automotive embedded software, increasing needs for software reusability and 
shorter time to market, all require new software architecture standards [3]. The 
automotive engineers are facing numerous design challenges across a wide range of 
applications as a result of the complexity of ECUs in vehicles. In case of ECU centric 
approach (traditional method of ECU design), adding new software components to the 
existing software requires the redesign of the entire ECU, which leads to the increase 
in cost and time to market. AUTOSAR, an open system architecture tries to provide 
solution to these problems. In order to reduce the complexity of ECU software 
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development, AUTOSAR members develop a set of proven software architecture, 
which can be reused as the basis for the application. In current automotive systems, 
specific ECUs run specific functions or sets of functions such as body control ECU, 
powertrain ECU etc. These systems are specified by an OEM to run software written 
by the selected supplier or the OEM. As the ECUs contain more software-centric 
functionality, it is essential to design their software architecture in such a way that it 
will easily accommodate future changes driven by customer demands [4]. The rest of 
the paper is organized as follows. Section 2 discusses the current issues and provides 
background discussion as to why AUTOSAR compliant ECUs are required.  Section 
3 describes the architectural features of an AUTOSAR compliant ECU. Section 4 
explains the Motivation for change from legacy to AUTOSAR compliant ECU. Paper 
is concluded in section 5. 

2   Current Issues in Automotives 

The typical embedded components in vehicles at present are centralized ECUs based 
on proprietary hardware and software components. Since each one has a different 
non-transferable function, adding new ECUs lead to higher susceptibility to failure. 
Due to the ever increasing processing power, more and more functional features are 
migrating from hardware to software. A paradigm shift from software centric to 
network centric ECU is occurring. Software is becoming the dominant automotive 
systems and the software components are no longer bound to specific hardware 
components, but can be executed on various units within the vehicles and even 
migrate during run-time[5]. In the current development environment, it is difficult to 
reuse automotive embedded software that is already developed for an ECU. 
Moreover, the complexity of the algorithms that reside on the ECU is being 
dramatically increased, and the trend of the  integrated ECU is emerging. Managing 
the complexity is the one of the most important problems to achieve required 
reliability and performance [6]. Traditionally, the ECUs have been developed for 
OEM specific requirement and are highly customized proprietary solutions. New 
requirements such as integration across  vehicles and OEM borders, greater  
flexibility in maintenance, scalability of functional features, reliability of the 
electronic system and most importantly hardware independence of the software , 
intensify the need to replace this ECU centered development approach by a 
functionally oriented approach[7]. Due to the increasing number of networked 
components, a level of complexity has been reached which is difficult to handle using 
traditional development processes [8]. Using the traditional, ECU-centric approach to 
design E/E-architectures, the vehicle manufacturer writes a specification of all the 
software involved, sometimes given to the supplier as an executable prototype. To 
ensure the interoperability of all functions, a communication matrix of all CAN 
messages is derived and given in parts to the appropriate supplier. Then, every 
supplier involved will start its own development cycle according to the V-model. An 
ECU centric approach prevents the reuse of functionality across different vehicle 
platforms[9]. The goal of the AUTOSAR standardization initiative has been to 
address these through a transition from customer-specific software to function 
oriented software [10].  In the AUTOSAR architecture, applications are decoupled  
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Fig. 1. AUTOSAR makes the application software independent from the hardware 

from the hardware (Fig 1). With a standardized interface it would be possible to buy 
software and hardware from different manufacturers, and they would all work 
together. This would not be as smooth with the conventional solution as shown [11]. 

3   Architectural Features of AUTOSAR 

The growing complexity of the electrical and electronic systems architectures and in-
vehicle embedded technologies being deployed is directly reflected in the complexity 
of the application software that is required. AUTOSAR has been developed as a 
means of managing this complexity through a standardized architecture that separates 
an application software from its infrastructure. The AUTOSAR approach fosters 
tighter interaction between all the stakeholders in the development process, improving 
OEM-supplier development relationships. It also improves data exchange at the 
system level, not only placing higher quality and dependability at the forefront of 
concerns, but also allowing costs and complexity to be better managed [12]. Initiated 
in 2002, AUTOSAR mainly aims at (i) increasing the quality of automotive software, 
its maintainability, and its scalability, and at (ii) optimizing cost and time-to market 
[13]. The first cars that incorporate AUTOSAR-compliant ECUs are now reaching the 
market and most new development of embedded automotive software will in future be 
compliant with it, says  Ingo Bruse from Geensoft. 

The AUTOSAR architecture strictly separates the ECU software as 
 

• Application: Interconnected software components that encapsulate complete 
or partial automotive functionality.  

• Rune Time Environment (RTE): Provides means of data exchange between 
application and basic software. 

• Basic Software (BSW): Provides the functionality of the ECU hardware and 
is necessary to run the functional part of the software.  
 

The architectural concepts brought by AUTOSAR provide a wealth of new design 
choices to software engineers building distributed, communicating software systems. 
A key aspect of this architecture is a design abstraction called the AUTOSAR Virtual 
Function Bus (VFB) that allows the software systems to be designed without 
reference to target hardware and to defer the hardware allocation decision until later 
in the design process. The application software is divided into software components 
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(SW-Cs) [14]. Each SW-C can only interact with the other components and perform 
I/O through statically defined ports. Ports are defined to be well defined points of 
interaction which provide or require interfaces, thus a port may be of type require (R-
port) or of type provide (P-port) [15]. Internally a SW-C is broken down into separate 
threads of control called “runnable entities”. Runnable entities are responsible for 
handling communication on a SW-C’s ports [16]. The separation of application from 
infrastructure enables the reuse of software in AUTOSAR architecture [17]. The main 
goal of AUTOSAR is to define a standard modular software infrastructure for 
application and basic software, which allows exchanging parts of the system’s 
software. [18].  

4   Motivation for Change from Legacy to AUTOSAR Compliant 
ECU 

The current automotive electric/electronic (E/E) architecture landscape is 
characterized by proprietary solutions that seldom allow the exchange of applications 
between both automotive OEMs and their suppliers. A technological breakthrough is 
required in order to control the complexity of contemporary E/E architecture that is 
being driven by the introduction of innovative vehicle applications and increased 
passenger and legal requirements. This need is particularly effective for high-end, 
luxury vehicle manufacturers and their leading Tier 1 suppliers who are facing with 
often-conflicting requirements from 
 

• Legal enforcement – key items include environmental aspects and safety 
requirements. 

• Passenger convenience and service requirements from the  comfort and 
entertainment functional domains. 

• Driver assistance and dynamic drive aspects - key items  include detection and 
suppression of critical dynamic vehicle states and navigation in high-density 
traffic surroundings [19].  

 
Hence, motivation for change includes 

1.Managing the growing complexity of automotive E/E     systems. 
2.Flexibility for product modification, upgrade and update. 
3.Scalability of solutions within and across product lines. 
4.Quality and reliability of E/E systems. 
 

The standard for automotive software now under development will be a first step 
towards tackling these problems. The concept for the standard is a layered software 
architecture with standard APIs. Establishing a software standard will be a big step 
forward. In future, design engineers developing a new E/E architecture will adhere to 
the AUTOSAR design process. Introducing the AUTOSAR process would be a 
breakthrough in automotive E/E design. It would be a radical step and its 
repercussions would change the industry forever [20]. 
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4.1   Migration to AUTOSAR 

The introduction of the AUTOSAR standard in series development will unlikely 
occur in a single step. In order to secure existing assets, synchronize to vehicle 
development cycles and as a matter of risk minimization, a staged introduction and 
controlled maturation in any given development context will be preferable. 
Theoretically, automotive OEMs could attempt to integrate a fully AUTOSAR 
conformant electronic system in their next generation of cars. The cost and effort 
required to redevelop all components would be enormous, however, and the process 
would not be without risk. Modifications of conventional technology are therefore 
unavoidable when newly developed AUTOSAR components are added. Stepwise 
introduction of AUTOSAR -conformant software components into the overall 
architecture addresses this issue and is preferred by automotive OEMs since it offers 
better handling and greater validity. To work out a migration solution, one begins by 
comparing the existing custom software and the AUTOSAR architecture.  
 

 

Fig. 2. The Vector AUTOSAR solution: From system description to standardized ECU 
software [21] 

5   Conclusion 

In this paper, the need for a paradigm shift from legacy to AUTOSAR architecture 
has been explained. AUTOSAR is described as the future of automotive E/E 
engineering as it offers new possibilities in reducing the complexity by decoupling the 
application software  from the hardware infrastructure. This results in optimum 
utilization of resources and easier integration of ECUs. 
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Abstract. This paper presents a method for feature selection in face recognition 
using Harmony Search. The proposed method consists of two steps: Feature 
Extraction followed by Feature Selection.  Principal Component Analysis has 
been used for the former while Harmony Search algorithm has been exploited 
for the latter. ORL face database has been used for experimentation. The results 
of the experiments demonstrate that the proposed method outperforms standard 
eigenfaces method for face recognition. 

Keywords: Face Recognition, PCA, Harmony Search. 

1   Introduction 

A facial recognition system is a computer application for automatically identifying or 
verifying a person from a digital image or a video frame from a video source. It has 
become an important issue in many applications such as security systems, credit card 
verification, criminal identification etc [1]. Face Recognition involves capturing the 
face sample followed by feature extraction. Then comparison is done with a new 
sample and a decision is taken whether new samples is matched or not [12]. 
Appearance based approach is more popular than feature based face recognition 
approach [11].  Face images are high dimensional data. Mapping of high dimensional 
data to low dimension is done to reduce the memory space and to increase the 
computational speed. Dimensionality Reduction involves the process of feature 
extraction and feature selection. PCA is a common statistical technique for finding the 
patterns in high dimensional data [2] that has been used for feature extraction. There 
are many existing metaheuristic techniques which have been applied for feature 
selection in face recognition.  Harmony Search is one such technique proposed by Lee 
and Geem [8]. Harmony Search technique has been exploited for feature selection in 
face recognition. In this paper, Section 2 briefly describes about Principal component 
analysis. Section 3 explains Harmony Search technique for face recognition. Section 4 
demonstrates experimentation and results and the conclusions are covered in section 5. 

2   Principal Component Analysis  

Principal component analysis (PCA) [9, 13] involves a procedure that transforms 
number of possibly correlated variables into a smaller number of uncorrelated 
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variables called principal components. The algorithm used for Principal component 
analysis computes the covariance matrix C of a set of N face images from the training 
set. The matrix C is very large and determining the large number of eigenvectors and 
eigenvalues is computationally infeasible. By using the idea proposed by Turk and 
Pentland [2], we find the eigenvectors. Only N' (N N)′ < eigenvectors that 

correspond to the highest eigenvalues are retained. The classification is done using the 
Euclidean distance. 

3   Harmony Search 

Harmony Search (HS) was developed by Geem et al. in 2001 [8]. In the HS 
algorithm, each decision variable generates a value for finding a best global optimum 
value. This algorithm provides solution to different kinds of problems in different area 
of applications [3, 4, 5, 6, 7, 8]. 

3.1    Proposed Algorithm 

The proposed algorithm contains three phases 

Phase 1: Initialization  
The solution of formulated problem is the index of N eigenvectors among the chosen 
eigenvectors after applying PCA. The number of solution vectors in Harmony 
Memory Matrix is the Harmony Memory Size (HMS). Each harmony vector is 
represented as , , … ,  where k=1, 2…, HMS. The FRR of each harmony 
vector is stored in Fitness matrix. Harmony Memory (HM) is an HMS×N augmented 
matrix: … . .… .… . .  

and                               …  
 

The initial harmony memory is generated from the set of chosen eigenvectors N' . 
For the formulated problem we considered HMS as 10. In order to use this memory 

effectively, the HS Algorithm adopts a parameter called Harmony 
MemoryConsidering Rate (HMCR). We assume HMCR as 0.9. The other components 
are the pitch adjustment, which is governed by Pitch Adjusting Rate (PAR), and 
bandwidth coefficient (BW). To achieve better results, we define lower limit and 
upper limit of the PAR and BW. These limits vary the value of PAR for each 
generation according to formula [6] 

 (1) 
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where c is current iteration and maxitr is maximum iteration. and   
are taken as as 0.4 and 0.9 respectively. In addition, BW is dynamically updated as 
follows [6]: 

 

(2) 
 

where BW(c) is the bandwidth for generation c,  is the minimum bandwidth 
and  is the maximum bandwidth, which is assumed as 0.001 and 1.0 
respectively. The maximum number of searches (stopping criterion) is selected as 
500. Further the bestfit, worstfit harmony vector are calculated over the harmony 
memory on the basis of maximizing fitness.  

Phase 2: Improvise a new harmony  
The improvisation of the HM is done by generating new harmony vector ′

′ ′ ′
. Each component of the new harmony vector   ′  is generated using 

following rule: 
A random value is generated for each eigen variable of harmony vector. If this 

value is less than HMCR, one harmony vector is randomly selected from the HM by 
using given formula 

 1 1 1  (3) 
′ , 1, 2 … ,  (4) 

where Index is the number of harmony vector selected from the harmony memory. 
Otherwise the new eigenvector is randomly initialized. If ′  is generated from theHM, 
then it is further modified or mutated according to PAR. A random value is generated 
and if it is less than PAR, then eigenvector index is modified according to given 
formula 

′ ′ 1  (5) 

Otherwise no modification is made to eigen vector. The generated harmony vector, 
′ ′   ′ ′  replaces the worst harmony in the HM, only if its fitness is better 

than that of the worst harmony. Further modify the bestfit and worsfit   harmony vector. 

Phase 3: Check the stopping criterion 
Terminate when the maximum number of improvisations is reached. The current best 
solution is selected from the HM after the termination criterion is satisfied.  

4   Experimental Results and Discussions 

In this paper, ORL face database [10] has been used for experimentation. The original 
image was resized to 40 40 prior to further processing of the face images. The 
experiment was performed on three different sets. First, second and third sets  
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consisted of five training and five test images, three training and seven test images, 
and seven training and three test images of each subject respectively. After feature 
extraction by using PCA, we choose 40% of total number of eigenvectors 
corresponding to highest eigenvalues.  

Experiment 1: The first experiment was performed to find the face recognition rate 
of 10, 20 and 40 classes having training and testing image set of 50, 100 and 200 
images (set-1) respectively. The results have been shown as figure 1. A close look at 
results reveals that the proposed method yields much better results in terms of 
recognition rate as compared to standard eigenface method. 

 

 

Fig. 1. FRR for 10, 20 and 40 Classes 

Experiment 2: The next experiment was performed to find the face recognition rate 
for set-2 and set-3 for 10, 20 and 40 classes respectively. Again the total number of 
eigenvectors chosen was 40% of the total number of images in the training set. The 
results have been shown as figure 2 for set 2 and figure 3 for set 3.  
 

 

Fig. 2. FRR for 10, 20 and 40 Classes 
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Fig. 3. FRR for 10, 20 and 40 Classes 

The results demonstrate that the recognition rate decreases for same number of 
classes as the number of training images is decreased (set-2) whereas on the other 
hand, there is substantial increase in recognition rate when the number of training 
images is increased (set-3). The results depict that the proposed technique gives better 
performance as compared to eigenface method. From the results it was further 
observed that some eigenvectors are repeatedly selected by the algorithm amounting 
to much better recognition rate as compared to that where no repetition was allowed 
such as in Eigenface method. 

5   Conclusion  

This paper presents new approach for feature selection in face recognition by using 
combination of PCA and Harmony Search. The results show that the proposed 
technique gives much better results as compared to standard Eigenface method for 
face recognition. Even we have been able to get 100% recognition rate for only 11 
numbers of features whereas Eigenface method yields only 96.6% recognition rate for 
the same number of features. We can say that the proposed method completely 
outperforms the standard eigenface technique. The results also depict that the 
recognition rate is increased when the number of training images is increased. By 
using proposed technique, we require less number of eigenfaces to get the same result 
as done by using Eigenface technique. Further it has been observed that the 
recognition rate decreases as the number of classes increase. This may be attributed to 
the fact that the chances of mismatch increase due to more similar faces. 
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Abstract. This paper addresses the area of data compression as it is applicable to 
image processing. An analysis of SPIHT(set partitioning in hierarchical trees) 
image compression algorithm is examined for its relative effectiveness on 
several images. Here we have developed the block model of SPIHT image 
compression algorithm and the PSNR analysis with successive wavelet filtering 
is done. The results we quoted with the sample 5 images with different sizes and 
dimensions are varying and the simulation is also time taking. PSNR values are 
also studied to understand the reconstruction complexity of Image under 
processing. 

Keywords: SPIHT, DWT, PSNR, Wavelet Decomposition. 

1   Introduction  

Image compression techniques, especially non reversible or lossy ones, have been 
known to grow computationally more complex as they grow more efficient. Image 
compression is one of the most visible applications of wavelets. The rapid increase in 
the range and use of electronic imaging justifies attention for systematic design of an 
image compression system and for providing the image quality needed in different 
applications.In this work we are introducing the block level coding and the modeling 
of the SPIHT(set partitioning in hierarchical trees) ,the workspace values of the 
original image and the SPIHT coded image are studied and the MSE[9] values or the 
peak signal to noise ratio(PSNR) is displayed. We use SPIHT algorithm for image 
compression[7] and tabulated the results for different 5 image files out of which 2 are 
live images and their parameters after recovery are also studied. 

2   Experimental Work 

The basic block diagram of experimental work is shown if Fig.1.We have created the 
image database in "MATLAB” with the different 5 images . These are the sample 
images, taken for the initial level and quoted the results in the form of PSNR and 
Compression ratio[2].  
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2.1   Block Diagram Description  

Input image and its pre-processing. This block is directly available in the 
simulation environment which fetches the image from the desired location.  In the 
pre-processing block if the input image is 3-color domain that is RGB image is pre-
processed to pass further, it is converted into the intensity image with specified class 
and double data type for compatibility.[2] 

Image Parameters and Frame conversion. In image parameter block, we are 
extracting the row and column vector parameters of an image and the maximum bits 
to represent the image used for the further processing. The Frame Conversion block 
does not make any changes to the input signal other than the sampling mode. 

DWT of an Image. In the wavelet transform of the image it is decomposed in the 
pyramidal way with multi decomposition with the no. of significant and insignificant 
bits, here in our experiment we are using the 9/7 [9]filtering process in which out of 
every 9 coefficients 7 are significant. We are performing the 6-level decomposition of 
an image for better results. 

SPIHT Encoder. In this block the image parameters in the form of block size , 
maximum bits and the input from the DWT block that is the wavelet coefficients and 
the decomposition level are combined to setup the SPIHT encoding describe in the 
SPIHT algorithm [7]. Initialization of coefficients, sorting and refinement is done 
based on these input parameters. 

 

 

Fig. 1. Experimental Block Diagram 

SPIHT Decoder. The encoded image obtained from the encoder block is decoded 
using the SPIHT decoding algorithm and the decoded wavelet components are 
generated for further processing. 
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IDWT of Image. In this block all the decoded wavelet components and the input 
from DWT are recovered. The IDWT parameters are passed through the data type 
conversion block to convert the output in double for compatibility. 
 
Output Image. It displays the decoded and pre-decoded Image. 

Experimental PSNR Calculation and Display. The quality of the decoded image is 
judge on the basis of the PSNR (Peak Signal to Noise Ratio) value[5].  

3   Experimental Results 

Here are the results of the experiment performed on 5 images. The table no. 1 shows 
the obtained results. 

P           Q            R            S             T 

 

Fig. 2. Experimental Results 

Where A - original image   A’-  pre-decoded image    A’’ – decoded image 

Table 1. Experimental Analysis of 5 Images 

Image Size (In KB) Dimension PSNR Compression Ratio 

P 119 860×1146 37.41 0.36 
Q 257 512×512 39.81 0.26 
R 541 732×486 41.43 0.81 
S 280 512×384 48.25 0.84 

T 155 519×517 50.2 0.29 

4   Conclusion 

In this Paper we presented our experimental work to elaborate the SPIHT Algorithm 
for Image Compression by performing its block level simulation and the wavelet 
transformation of Image applicable for its compression. The results we quoted with 
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the sample 5 images with different sizes and dimensions are varying and the 
simulation is also time taking. PSNR values are also studied to understand the 
reconstruction complexity of Image under processing. The compression ratio is 
calculated manually with the help of stored results in workspace of software. We hope 
that if the time constraints are overcome our model can be suited for the hardware 
designing of SPIHT algorithm for Image compression. 
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Abstract. This paper presents a study on the theory and practice of the 
application of exact optimization in software engineering. A conceptual 
comparison of optimization approaches in the software engineering context is 
presented. Software requirements problem's aspects are analysed regarding 
suitability for use of exact techniques. The advantage is that such approach can 
provide the best solution. We aim to indicate the applicability of the technique and 
also its better behavior.  
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1   Introduction 

The Search Based Software Engineering (SBSE) field is focused on the formulation 
and resolution of software engineering problems by optimization techniques [1]. 
Aside the software engineering problems, an essential aspect of SBSE is the technique 
used for solving them, since it is the search method that provides the solution to be 
used. Thus far, SBSE works have mostly employed metaheuristic approaches, 
although such approach does not assure to find the best solutions.In this paper, the 
application of exact optimization in SBSE is investigated. Such optimization methods 
are disposed to find the best solution. This is decisive, since the solution’s quality 
directly impacts on the process [2].Exact techniques have already been applied in 
software engineering problems. Previous works were focused on the solution of some 
instances, regardless the analysis of the method behaviour in different contexts. In [3], 
the requirements scheduling for release planning is tackled by an ILP approach. The 
problem formulation included different kinds of dependency among requirements, 
such as combination, implication, and exclusion, among others. The formulation for 
the problem considered the allocation of development teams. Experimental results 
revealed the validity of the approach in that context. Differently from the present 
work, the formulation in [3] was mono-objective. In addition, the work applied the 
ILP approach in only two small instances (9 and 99 requirements), and it has not 
analyzed the time efficiency of the application.The multi-objective next release 
problem was introduced in 2007 [4]. The authors considered two objective functions: 
maximize “score” and minimize “cost”. Several experiments were performed in order 
to show the validity of the approach. The multi-objective metaheuristic NSGA-II 
outperformed other techniques in most cases. The problem instances had up to 200 
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requirements. In the present paper, beyond the use of exact optimization, larger 
instances are used.Papers [5] and [6] show others approaches to software release 
planning.In the present work, a theoretical and empirical study on the potential 
application of exact techniques on SBSE problems is carried out. In addition, to our 
knowledge, this is the first paper to propose and use exact techniques on the multi-
objective context in the SBSE field. The main contributions of this paper are: 
 

1 Conceptual analysis: The paper presents theoretical aspects regarding the methods 
and problems, showing the suitable scenarios for exact technique. This information 
may be used in future research as a basis for determining the applicability of exact 
optimization in SBSE. 

2 Exact optimization applicability: Theoretical aspects on the application of exact 
method on SBSE are presented. 

3 Execution time issue: From a series of comparison experiments, the execution time 
of the exact optimization approach is analyzed in various instances, in order to show its 
behaviour. 

2   Conceptual Analysis of Methods and Problems Aspects 

Metaheuristic approaches are categorized under the approximate methods, i.e., the 
method does not guarantee finding the best solution. Exact techniques, nonetheless, 
are able to find the optimal solution, and guarantee its optimality [7]. In an 
optimization approach, an optimization technique is assigned to supply the solution. 
Metaheuristics, given their non-deterministic aspect, may find different solutions 
among different runs. This aspect can negatively impact its reliability, given the lack 
of assurance in the outcome of the method. Given the previous discussion about 
accuracy and reliability, if a problem is suitable for exact methods, they may be more 
positively received in a context than metaheuristics.The execution time of exact 
optimization is generally higher than the presented by metaheuristics. However, this 
aspect must be taken in relation to the context of the problem. In real-time 
optimization problems, the execution time is of high interest, but in problems of 
planning activities for days, for example, if a solution can be found in seconds it still 
may be of practical use.As stated in [7], metaheuristics remain suitable even for 
problems with very large instances. The size of the problem instances can impact on 
the efficiency of the method. Exact technique Branch-and-bound, for example, is able 
to solve only small-middle size instances of general ILP problems in practical time. 
Therefore, it is necessary to study the behaviour of the method in different instance 
sizes in order to determine the size limits for a given problem in a certain context.The 
problem nature also has to be considered. For instance, problems with real variable 
decisions and only linear functions for both objective and constraints, linear 
programming, are efficiently solved by exact methods such as Simplex. However, the 
presence of nonlinearity, non differentiable functions, etc., require the use of generic 
optimization methods, such as metaheuristics. In the context of the present paper, the 
problem tackled is integer linear programming (ILP), for which Branch-and Bound 
technique have been successfully applied [8].  
 



566 F.G. de Freitas and J.T. de Souza 

Metaheuristics able to deal with the multi-objective scenario have been proposed 
and successfully applied. An approach for solving multi-objective problems by exact 
techniques is the construction of the Pareto Front by multiple runs of the problem, 
each one with a defined scenario. One function remains as objective function to be 
optimized, and the others are treated as restrictions. By iteratively solving the problem 
with different scenarios, one can find the optimum value for each combination, and 
therefore find the true Pareto Front. This approach has as drawback the possible 
massive number of runs, if there are more than two functions. The approach can only 
be used if the functions used as restrictions have an integer domain. 

3   Experimental Design 

Displayed equations or formulas are centered and set on a separate line (with an extra 
The following research questions are covered: 
 

• RQ1: Is exact optimization appropriate for SBSE problems?  
This question was partially addressed on the section 3 above. In addition, this 
work shows the first application of exact technique on a multi-objective 
problem in SBSE. 

• RQ2: How does the execution time of exact method impact on its 
applicability? In order to analyse this aspect, instances with increasing sizes 
are used. The results are analysed mainly focusing on the SBSE context. 

3.1   Problem and Intances 

The Multi-Objective Next Release Problem (MONRP) [4] is composed by the set  
R = {r1, …,rn}, which contains n requirements, each one with a cost of 
implementation. The set C = {c1, …, cm} with clients, each one with a value of 
importance to the company. An importance relation represents for each client the 
value of importance of each requirement. This way, each requirement has a score.  
Thus, in the MONRP, one wants to select the requirements with higher overall score 
and, simultaneously, lower cost.To perform the empirical study, we have generated 8 
instances. The Table 1 indicates the configuration of each instance. The letter stands 
for the aspect which changes between the instances. ‘I’ relates to “instance”, since 
instance I2 is twice as large as I1. ‘C’ stands for clients and ‘R’ for requirements. ‘B’ 
stands for boundary, since those instances were used to evaluate the methods in 
extreme scenarios. 

Table 1. Instances used on the experiment 

MONRP Instance I1 I2 C1 C2 R1 R2 B1 B2 

#Clients 100 100 200 400 100 100 200 200 

#Requirements 100 200 100 100 200 400 400 800 
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3.2   Algorithm 

The Branch-and-Bound (BnB) method works by iteratively solving the problem 
without the integer restriction. If the solution found has any variable decision that is 
not integer, then there is a branch on the variable, creating sub-problems for each 
configuration. The best objective found is stored, and used to skip branches. The 
process is repeated until all possible sub-problems are considered. 

4   Results 

Table 2 shows the execution time for the Branch-and-Bound approach in the 8 
instances. The cost function was taken as restriction. We only show the time for the 
exact approach since the main aspect to be investigated regarding execution time is 
the behavior of the exact method with the increase of the sizes of the instances. 

Table 2. Execution time for exact technique in seconds 

Instance I1 I2 C1 C2 R1 R2 B1 B2 

BnB 33.30 201.74 59.18 98.85 126.96 508.41 855.63 4282.85 

 

We observe that for Branch-and-Bound the increase in execution time between I1 
and R1 was of 3.81 times. From R1 to R2, the increase was of 4.00 times. Then, when 
the number of requirements is doubled, the increase in execution time is about 4 times 
higher, indicating the exponential behaviour of the approach regarding the number of 
requirements. From I1 to C1, the increase factor was of 1.77, and between C1 and C2, 
it was 1.67. Then, the behaviour of exact technique regarding the number of clients is 
nearly linear. The limit of exact optimization can be analyzed in B1 and B2. For B1, 
with 400 requirements, the execution time was of 14.26 minutes, and for B2 (800 
requirements) it reached 71,38 minutes. Then, the execution time of B2 was 5 times 
higher than B1, indicating an increase in the exponential behaviour of exact method. 

5   Conclusions 

The work proposes the application of exact optimization techniques in SBSE. 
Theoretical aspects on methods and problems indicate that exact optimization can be 
applied in software engineering problems, being able to find optimum solutions. As 
initial application, the multi-objective next release problem is tackled.Regarding the 
execution time of the exact method Branch-and-Bound, it can be concluded that for 
contexts with up to 200 clients and 400 requirements the approach is of practical use, 
since the true pareto front was found in less than 15 minutes. We also validated the 
exponential behavior of exact technique on the problem.  

The work shows the application of exact technique in only one SBSE problem. 
Other problems that are also integer linear problems are expected to be studied in 
future works. Examples of such problems are the multi-objective test case selection, 
the staff allocation, among others. 
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Abstract. An unsupervised and robust algorithm for segmenting color images 
using graph theoretic concepts is proposed in this paper. A novel region 
growing procedure is proposed for cycle (segments) formation and cycle 
merging. Experiments were carried out on standard Berkeley Segmentation 
Database Set (BSDS) and other public domain images and the results show the 
efficacy of the proposed method.    
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1   Introduction 

Human visual system plays an integral part in the theory of color. Color vision results 
from the action of three spectral sensitivities such as Red (R), Green (G) and Blue (B) 
of the visible light spectrum. Color is the complex perceptual phenomenon and the 
sensation of the color images arises due to the response of the threeneuro-chemical 
sensors or receptors in the retina to the visible light [1].  As color images are order of 
the day, their high prevalence motivated to extend the earlier work proposed on color 
images.  

Color is a useful property which adds additional information to the images. The 
color perceived by human beings is a combination of three stimuli R, G and B which 
forms a color space. As compared to monochrome images, color images have 
information of brightness, hue and saturation for each pixel [2]. The color edge 
detection approaches are broadly classified into two categories.  

 

(i) Synthetic approaches: The monochrome image edge detection method is applied 
to three color channels independently and the results are combined using certain 
logical operations. 

(ii) Vector approaches:  A color image can be viewed as 2D and 3-Channel vector 
field, where each pixel is defined by a 3D vector in a given color space. The edges are 
detected using different properties of space vector.  
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2   Background 

Researchers have concentrated in the past few decades on devising algorithms for 
grayscale image understanding [3]. The major advantage of color is increase in 
quantity of information and it can be used for more accurate object location, 
preprocessing and the possibility of processing more complex images. A typical color 
image capturing system relies on a trichromatic input based on the additive primary 
colors red, green and blue [4-5]. In [6], an adaptive and unsupervised scheme for pixel 
clustering and color image segmentation was proposed. In [7], the authors dealt with 
region matching problem of a pair of color stereoscopic images. As a first step, the 
candidate selection which met relative position and overlapping constraints and in the 
second stage the correct match was determined based on cost function. In this paper, 
the work proposed in [8] was extended to color images after making substantial 
modifications.  

3   Proposed Method 

The steps involved in the proposed method are as follows: (i) Read the given image, 
(ii) Perform Gaussian smoothing (optional), (iii) Separate R, G and B channels and 
(iv) For each channel, do  

 

a. Graph representation 
b. Apply Hybrid MST algorithm 
c. Call ADD_EDGE procedure 
d. Call CYCLE_MERGE procedure. 

3.1   Graph Representation 

The input image is represented as a graph G= (V, E) where V represents the set of 
vertices and E, the set of edges. 8-connectivity of vertices is considered for edges. 
Thus, for a graph G of size NN × image, there will be 2N vertices and 

264 2 +− NN edges and looks like a grid graph.  

3.2   Hybrid MST 

The combination of Boruvka and Prim’s algorithm called Hybrid algorithm has been 
chosen for generation of MST due to its lower time complexity |)|loglog|(| NNO . 
Thus, the edge set is divided into two sets MST edges and non-MST edges.  

21 EEE ∪=  (1) 
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3.3   Pseudo Code for ADD_EDGE 

Algorithm: ALL_EDGE 

Input: MST, E2; Output: Cycles 

1. Sort E2 in non-decreasing order of weights 
2. Cycles = {} 
3. While E2 is not empty 

a. Extract an edge from E2 and store its end vertices 
in u and v respectively 

b. temp_path = BFS(MST,u,v); // Breadth First Search 
c. flag=check_constraint(temp_path) 
d. if(flag) 

i. MST=Union(MST,E2) 
ii. Cycles = Union(Cycles, temp_path) 

e. else 
i. Remove the extracted edge from E2 

f. end  // end of if 
g. end // end of while 

 

Bubble sort is used in step-1 to sort the edges in non-decreasing order. In step 3b, 
there exists a unique path between any two vertices u and v in a tree, BFS is used to 
determine the corresponding path. Then the edge is added between u and v to form a 
cycle and is stored in Cycles vector. The pseudo code for sub procedure 
check_constraint given in step 3c is given below. 
 
Algorithm: check_constraint 

Input: temp_path, threshold_value; Output: Boolean 

1. flag  1 
2. T  (maxv-minv)/2  
   maxv and minv represents the max and min intensity 
   vertices of temp_path 
3. if valuethresholdT _≤  

a. flag=0 

3.4   Pseudo Code for CYCLE_MERGE 

Algorithm: CYCLE_MERGE 
Input: Cycles 
Output: Final_Segments 

1. for c = 1 to length(Cycles)-1 
a. search for common edge in the remaining cycles 
b. if common edge is found 
i. merge the two cycles and append the new cycle to 

Cycles vector 
ii. remove the two cycles from Cycles vector 
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The adjacent cycles having common edge are merged to form bigger regions. Cycles 
having common vertex are retained as such to preserve the structure.  

3.5   Fusion of Segments 

The final_regions obtained from CYCLE_MERGE procedure for three channels are 
fused. The adjacent cycles having common edge are merged to form bigger regions. 
Cycles having common vertex are retained as such to preserve the structure. The 
similarity criteria is that the segment should be present in at least two of the three 
channels.  

4   Experimental Results 

The proposed method was tested on BSDS and the results show that the proposed 
method produced relevant segments compared to other methods. Quantitative results 
also exemplified the same. The results of segmentation were shown in grayscale 
images. Figures-1, 2 represent the output obtained for images in BSDS. In Figure-3, 
the results obtained for standard images are presented. The first and third columns 
represent the output obtained without Gaussian smoothing and the second and fourth 
columns represent the output with Gaussian smoothing.   

4.1   Performance Evaluation 

Martin [9] proposed the usage of precision and recall to characterize the agreement 
between the boundary elements of regions of two segmentations.  
 
 

 

Fig. 1. Segmentation results –I for some sample images from BSDS 
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Fig. 2. Segmentation results – II for some sample images from BSDS 

 

Fig. 3. Results of some standard benchmark images 
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Combining the both, the figure of merit (F) was defined as 

RP

PR
F

)1( αα −+
= (2)

where P and R represents precision and recall defined as  

||
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SSMatched
call = (4)

where |S1| and |S2| represent the total number of boundary pixels in the  result of any 
segmentation method and ground truth respectively. 

For comparison of results, the recent works [10-12] were used using the F-measure 
defined in equation (2). Figure-4 shows the graphical representation of F-values of the 
proposed method and other methods.  

 

 

Fig. 4. Comparison of Figure of Merit values 

5   Conclusion 

In this paper, a novel algorithm for color image segmentation is proposed. The 
algorithm is unsupervised in nature due to the fact that segments are formed 
automatically without any input from the user about the number of segments. In 
addition, the algorithm guarantees to run in polynomial time and is applicable for any 
image domain.  
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Abstract. In this paper, we present a multi agent system for resource allocation 
problem in cellular network. A multi agent system based approach is proposed 
by taking into consideration the concurrent nature of services and involvement 
of no. of participants in cellular network. This work emphasizes on 
enhancement of QoS using fundamental mechanism of call admission control as 
well as resource allocation as a additional measure. To meet the objective, this 
work proposes soft computing approach. This research paper presents the 
analysis of single parameter that is call dropping probability and the analysis 
has shown the enhancement over traditional approach. 

Keywords: Cellular Network, Fuzzy Logic Control, Multi Agent System. 

1   Introduction 

Scarcity of resources as compared to increasing demand in cellular network is the key 
issue. With the help of available resources, cellular network is expected to provide 
guarantee Quality of Service(QoS). So resource management techniques are required 
to ensure QoS. Resource management functions are subdivided into two, call 
admission control(CAC) and resource allocation problem. CAC is to regulate the 
requests at the entry level and resource allocation is to support the ongoing call with 
proper resources without fail or with some delay.  This work has combined fixed and 
dynamic channel allocation as hybrid channel allocation out of different strategies for 
channel allocation available in literature [1-4]. The main simulation technologies can 
be discrete event simulation and Multi-Agent System for performance analysis. Multi-
agent system is suitable in this case for supporting real-time and concurrent events 
occurring in cellular network. Similarly decision making cannot be done by a single 
participant. Neighboring base stations have to participate for resource allocation. 
Figure 1 from [4] shows the layered architecture adapted for Multi Agent system.  

1.1    Related Work  

Parag Pendharkar[3] had implemented MAS using DCA and the results can be 
improved using HCA in place  of DCA. E.L. Bodanase[1] had presented one of the 
early research about MAS in cellular network. Yao-Tien Wang [2] had implemented 
fuzzy logic for DCA. The framework presented in the literature was missing call 
admission decision at entry level so as to enhance QoS. Another is application of 
HCA in local planning layer which will improve the QoS. 
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2   Proposed Framework 

2.1   Call Admission Decision in Reactive Layer  

Fuzzy CAC scheme is explained in Figure 3[5]. This paper elaborates the fuzzificaton 
and defuzzification process to determine the time to buffer the call. Fuzzy rules from 
[5] are extended using more parameters like Network load,  channel requirement. 

Sample fuzzification of the variables as follows: 

 

 
(a) Membership function for the  
network load 

(b) fuzzification of  traffic load 

Fig. 1. 

Crisp output of defuzzification (time to buffer the call) is determined using Mean 
of Maxima(MOM) method, MOM for every class is determined using the formula: 
MOM=1/2(a0+a6)  for a class over the interval [a0,a6] 

 

    (1) 

2.2   Local Planning Layer  

70 channels were used for simulation purpose in which 21:49 is the ratio for static and 
dynamic channels. Existing literature works for borrowing (DCA) using either search 
or update method. This work proposes identification of promising neighbor that is 
effective lender with the help of soft computing approach [2]. 

 

  

Fig. 2. Distributed Multi Agent System Architecture:7 cell cluster {B1..B7} 
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2.3   Agent Interaction  

Fig. 2 shows distributed architecture of interaction amongst the agents. Each agent is 
a layered architecture[4], further represented by a set of processes for three layers vise 
{CAD,RAL,NEG} where CAD: call admission decision, RAL: resource allocation, 
NEG: Negotiation.  The interaction is using interprocess communication[5].  

3   Simulation Experiment 

The simulation parameters used in this paper are similar to the ones used in [5]. Table 
1 shows sample tabulated statistics for parameters NW=5.1(Network Load)      Traffic 
Load(TL)=80 calls/hr  (DYN)Dynamic Channel Requirement= 44 User 
Precedence=1.  Table 2 states the percentage improvement seen in the QoS. 

Table 1. Membership Grades Contributing to 
the fuzzy output Admission Decision  
 

Table 2. The reduction of call drop 
probability 
 

 
 

4   Conclusion 

In this paper we presented a framework for call admission control and resource 
allocation using Multi-agent system.  We have stated the results for enhancement of 
call dropping probability and further working to quantify the effect of the framework 
on resource utilization and call blocking probability using soft computing approach. 
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Abstract. Fractal image coding, the traditional approaches which are being 
used currently, based on dividing the images into blocks. These blocks are 
known as range blocks and domain blocks. In these of approaches after coding 
the image generally the decoding process is slow as extensive searching is 
required .In this paper we are going to present a scheme which uses the concept 
of self similarity at small scale that is at pixel level. Through this proposed 
scheme coding and decoding can be speed-up. 

Keywords: Fractal image coding, Self-similarity, pixel etc. 

1 Introduction 

Fractal image coding (FIC) was introduced in 90’s. Since then FIC methods have 
been studied in a variety of way. Fractal image coding is considered to be the 2nd 
generation of coding method [1].  In fractal image coding the concept of contractive 
transform and fixed point theorem is generally used. The first automatic scheme was 
introduced by A.E. Jacqin and Y. Fisher. In their scheme they modified the partition 
scheme and proposed a better scheme which is better in performance. In these 
schemes the original image is first partitioned in range and domain blocks and the 
process of matching from range to domain is implemented. Fractal image coding has 
many good features. 
 

a. The first is resolution independence by which the decoded images of the larger size 
can be got without block effect. 

b. The second is high coding ratio of 10000:1 was recorded in the article of Barnsley 
[2], who is the father of fractal image coding.    

c. The third feature include two phase : coding and decoding, coding process include 
many ways to code image while decoding process is much faster than coding as 
employs generally an iterative process. 

2 Previous Approaches 

The previous approaches of fractal image coding schemes follow the following 
process:  
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(i) Partition of images based on range blocks 
(ii) Pool of domain blocks 
(iii) Types of transformation imposed on domain blocks 
(iv) Search process to find appropriate domain block 
(v) Transformation parameters representations 
 

The above mentioned processes have the following schemes of partitions for fractal 
image coding 

 
(i) Fixed Size Square Block-The simplest form of range partition consists of 

fixed size square blocks [3]-[5]).This type of block partition is very applicable 
in transform coding of these individual blocks. 

(ii) Quadtree-This technique is a very well known image processing technique 
based on a recursive splitting of selected image quadrants[6]-[8]. 

(iii) Horizontal-Vertical-The horizontal-vertical partition produces a tree 
structured partition of the image. In this partition approach used is splitting of 
image in to two section one by horizontal line and other by vertical line. [9]. 

(iv) Irregular Regions-A tiling of image by right-angled irregular-shaped ranges 
may be constructed by a variety of merging strategies on a initial fixed square 
block. [10]- [13]. 

(v) Polygon Blocks -Polygonal partitions have been constructed by recursive 
subdivision of an initial coarse grid by the insertion of line segments at 
various angles [14], as well as by merging triangles, in a Delaunay 
triangulation, to form quadrilaterals [15]. 

(vi) Overlapped Blocks -Overlapping range blocks have been used to reduce 
blocking artifacts [16]. 

 
As a general concept the fractal image coding is done by using range blocks and 
domain blocks where an image is partitioned into the same sized range blocks and 
then some domain blocks are made from image. 

3 Proposed Approach 

As we know that an image in grey scale is stored in memory in double dimension 
array form where each location of 2d array represents a pixel value. 

3.1 Proposed Process of Coding the Image 

The proposed scheme uses a single dimension array, where each location of single 
dimension array represents an individual pixel color value of image now as we know 
that a same color pixel can be located at many places in the image so here we are 
storing the address of first occurrence of any individual color with help of linked list 
the process is as follows: 
 

1. First take the grey scale image of 64 * 64 resolution 
2. As per our concept first we define a 1-D array of 256 locations (as total numbers 

of grey levels are 256 including black and white-ranges between 0 - 255) and 
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linked list with each node having two parts one is info and other is next node 
address. Here info part contains the index for row and column. The each index of 
1-D array contains the list of locations of pixel of corresponding grey level. 

3. Here each index of 1- d array represents an individual grey level of image.(i.e. 0th  
index  represents the o-level of grey code) 

4. Now scan each pixel of image row wise and find the value (grey level value). 
5. After finding the value of pixel go to the corresponding index number of defined 

1-d array and save the location of scanned pixel value. This node will contain info 
and next node address (if any) –info parts have index value of pixel in 2-D array. 

6. Similarly scan the whole 2-D array and put the each pixel value element at 
corresponding place in defined 1-D array. 

3.2 Proposed Algorithm for Coding the Image 

In the following Algorithm X is 2-D array of Input Image, P is a 1-D array having the 
index number according to the color code of grey level, i, j are two variables used to 
scan the 2-D array, N is a node of linked list having subscript value of 2-D array as 
info and address of next node. 
 

Procedure (coding image) 
begin 
Let image is stored in variable x 
Initialize 1-D array P with value 0 
for each value of i  //loop for row of x 
begin 
for each value of j  // loop for column of x 
begin 
v=x[i][j];   // find the value of pixel which is index number of 1-D array P 
if p[v] = 0 
Create a node N with info part having x[i][j] and link part having null ; // first node 
created for index P[v] 
now assign the location of N in P[v]; 
else 
traverse the previously existing list and add the newly created node at last;  
end; //end of if 
end ;//end of inner loop 
end;//end of outer loop 
end; // end of procedure 
 

 

Fig. 1. Pictorial representation of the above mentioned process and algorithm {Left side of 
figure shows array and right side shows linked list} 
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3.3   Proposed Process of Decoding the Image 

1. Scan the 1-D array P from index 0 sequentially. 
2. If the value at index P[v] contains the address of a starting node of linked list 

then traverse that linked list till end and plot the values of pixels as stored in 
info part of each node. 

3. Repeat the process in step 2 until all the locations of 1-D array and 
corresponding linked list are traversed. 

3.4 Proposed Algorithm for Decoding the Image 

Procedure (decoding) 
begin 
Take the created 1-D array P  
for each value of v starting from 0 //loop for traversing 1-D array 
begin 
if P[v]=0 
increase the value of v with 1 i.e. traverse next location of P 
else 
assign b=P[v]; and traverse the linked list till end and plot the pixel value of each 
node  
end; //end of loop 
end; //end of procedure 

4 Conclusion and Future Scope  

The concept of self similarity at pixel level that is at smallest scale is implemented in 
the proposed approach. This approach can be very useful for the small and fine 
grained grey scale images. Here after coding the image with this proposed approach 
the decoding process is very fast and the image can be decoded at a high speed and 
less searching. Presently this approach is applicable on grey scale image .Further this 
approach can be implemented on color images. 
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Abstract. Almost all of the fractal image compression methods are lossy 
because the concept behind these traditional fractal compression methods is 
based on loose self-similarity, i.e., the transformation function applied on a 
domain block does not lead to exact matching with range block, instead the 
principle works on the minimum distance between transformed domain block 
and range block. Unlike the traditional fractal image compression methods the 
proposed mechanism does not partition the image into domain blocks and range 
blocks. Only a single partition of image serves the purpose. The proposed 
mechanism uses the concept that in most of the cases a small portion of an 
image is replicated in some other places of the same image; therefore need not 
to be stored more than once. The paper presents a novel algorithm to achieve 
lossless fractal image compression with less computation and fast compression 
and decompression process. 

Keywords: Fractal, lossy compression, self-similarity, domain block, range 
block. 

1   Introduction 

An image can be thought of as a 2-dimensional array of pixels. A single partition of 
the image is needed in the proposed approach. The given image is partitioned into fix 
sized square blocks. Now the image is considered as a 2-dimensional array of blocks 
where each block is itself a 2-dimensional array of pixels. In the given approach we 
select one block and find the locations within the image where the selected block is 
replicated. Moreover we also find the locations where the selected block is replicated 
with some transformations. Only counter clock-wise rotation transformations are used 
with 90, 180, and 270 degrees. Since the given approach is based on same scale self-
similarity, we do not require scaling transformations. The selected block is then stored 
in the block pool along with the list of locations where the block is replicated and the 
possible rotation transformation, if any. At the time of compression a pool of portions 
of images, called the blocks, is constructed. The pool contains a list of blocks. Each 
block is associated with one or more locations and the counter clock-wise rotation 
transformation code for each location. Therefore this approach does not store entire 
image pixel by pixel. The approach stores the image in the form of block pool. The 
block pool stores only selected portion of the image and the locations for their 
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replication. At the time of decompression, each block in the block pool is explored 
one by one and placed at the locations associated with that block in the block pool. 
The desired rotation transformation is also applied clock-wise, if applicable, before 
the placement of the block in the final reconstructed image. Since at the time of 
compression we need not to explore each domain block and all possible 
transformation functions for a given range block, therefore the compression process is 
considerably fast. Moreover since the pool of blocks contains the list of portions of 
images along with the direct indices of respective locations, the decompression 
process is also fast. Therefore the given approach does not suffer from slow speed of 
compression and decompression process as in traditional fractal image compression. 
As far as the organization of the paper is concerned, the introduction section 
introduces the proposed concept and addresses the problems with existing approaches. 
After this the literature review section carried out the survey of related researches. 
The next section named as proposed mechanism contains the basic idea in detail along 
with the algorithmic implementation of the basic idea. At last conclusion and future 
scope section summarizes the work done and suggests some extension possibilities in 
the future. 

2   Literature Review 

Instead of storing an image bit by bit the idea to store the image in the form of 
contractive transformation was given by Michael Barnsley in 1988 [1]. Barnsley's 
graduate student Arnaud Jacquin implemented the first automatic algorithm in 
software in 1992 [2]. Since then the field of fractal image compression has evolved 
rapidly. Many ideas have been proposed till date towards the improvement of the 
image compression with fractal approach but still extensive computation requirement 
for compressing the image and closeness between domain and range blocks are the 
major issues. Traditionally an image is partitioned into non-overlapping range blocks 
and domain blocks (non-overlapping constraint is relaxed in domain blocks). Usually 
size of the domain blocks are larger than the range blocks to fulfil the contractive 
requirement. Some research work also advocated domain blocks of same size as that 
of range blocks to exploit self-similarity at same scale [3]. The size and shape of 
range blocks may vary to a great extent, but in many approaches square shaped range 
blocks are preferred. Although various mechanisms have been proposed for image 
partition. Some approaches like fixed size partition, quadtree partition, horizontal 
vertical partition and irregular partition fall under right angled partition category 
while other partition schemes like triangular and polygonal partition can be used [4]. 
Usually size of the domain blocks are larger than range blocks [5]. But most of the 
research is focussed on the fixed square shaped block of size B×B for range and 
2B×2B for domain [6-8]. For each range block, i, every domain block is explored 
with all possible tranformations. Therefore this approach needs complete domain pool 
searching and applying all the transformations one by one which consumes much 
time. After this a best matched domain block is selected on the basis of minimum 
distance [9,10]. At last for each range block the location of the best matched domain 
block is stored along with the transformation applicable on the particular domain 
block. Therefore the image is stored as a list of domain block locations and 
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corresponding transformations. The traditional fractal image compression method 
described in the previous paragraph is lossy. In fact most of the fractal image 
compression methods are lossy. Only very few methods are lossless, for example the 
method given by Korakot Prachumrak et. al. that makes extensive usage of 
simultaneous equations is lossless [11]. Proposed method gives a simplified algorithm 
with simple graphical transformations and lesser matching overhead. 

3   Proposed Mechanism 

3.1   The Basic Idea 

 
The input image of size N×N is considered as a 2-dimensional array of pixels as 
shown below: 
(1,1) , (1,2) , (1,3) , ……………………………, (1,N) 
(2,1) , (2,2) , (2,3) , ……………………………, (2,N) 
(3,1) , (3,2) , (3,3) , ……………………………, (3,N) 
   .      . 
(N,1) , (N,2) , (N,3) , …………………………., (N,N) 
Where each location (i,j); 1≤i,j≤N represents a pixel. 
The input image is then partitioned into fix square sized blocks of size M×M. Now 
the image is considered as a 2-dimensional array of size N/M×N/M as shown below: 
(1,1) , (1,2) , (1,3) , ……………………………, (1,N/M) 
(2,1) , (2,2) , (2,3) , ……………………………, (2,N/M) 
(3,1) , (3,2) , (3,3) , ……………………………, (3,N/M) 
   .      . 
(N/M,1) , (N/M,2) , (N/M,3) , …………….., (N/M,N/M) 
Where each location (i,j); 1≤i,j≤N/M represents a block of size M×M. 
The key idea is to find the self-similar patterns within the image, and if more than one 
similar pattern is found, the pattern is stored once only. We store all the locations 
from the source image from where these similar patterns are found. 

3.2   The Novel Algorithm 

In this text the image is considered as a 2-dimensional array of blocks. For simplicity 
the 2-dimensional array blocks is processed as a single dimensional array, i.e., each 
row is processed one by one from top to bottom. The process described in the 
previous section can be summarized into following algorithm: 

3.2.1   The Compression Procedure 

Procedure compression (N×N Image) 
begin 
Partition the image into blocks of M×M; (M<N) 
Keep each block unmarked initially; 
For each unmarked block Bi (i=1 to N2/M2) 
begin 
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Mark the block Bi;     
  Add block Bi to the block pool;     
Assign a unique sequence number to the block Bi;     
Attach the indices for the location of Bi in the      
source image with block Bi in block pool; 
Attach ‘00’ as transformation code with this location; 
For each unmarked block Bj (j=i+1 to N2/M2) 
Begin 
If(Bi==Bj) 
begin 
Mark the block Bj;         
Attach the indices for the location of Bj in the     
source image with block Bi in block pool; 
  Attach ‘00’ as transformation code with this location; 
  j=j+1; 
exit and goto the inner for loop; 
end; 
If(Bi==RotateCounterClock90(Bj)) 
begin 
Mark the block Bj;         
Attach the indices for the location of Bj in the    
source image with block Bi in block pool; 
Attach ‘01’ as transformation code with this location; 
j=j+1; 
exit and goto the inner for loop; 
end; 
If(Bi==RotateCounterClock180(Bj)) 
begin 
Mark the block Bj;         
Attach the indices for the location of Bj in the   
source image with block Bi in block pool; 
Attach ‘10’ as transformation code with this location; 
j=j+1; 
  exit and goto the inner for loop; 
end;         
If(Bi==RotateCounterClock270(Bj)) 
begin 
Mark the block Bj;         
Attach the indices for the location of Bj in the    
source image with block Bi in block pool; 
Attach ‘11’ as transformation code with this location; 
j=j+1; 
exit and goto the inner for loop; 
end; 
end;      //end of inner for loop. 
i=i+1; 
end;      //end of outer for loop. 
Mark all the remaining unmarked blocks; 
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Append all the remaining blocks to the block pool; 
Assign current sequence numbers to the blocks; 
Attach the indices for the location of block in the   
source image against each block in block pool; 
Attach ‘00’ as the transformation code against each  
location of the blocks in the block pool; 
Return total number of blocks in the block pool;  
  end.   //end of procedure compression. 

3.2.2   The Decompression Procedure 

Procedure decompression (Block Pool, Number of Blocks) 
begin 
for each block Bi (i=1 to number of blocks in pool) 
begin 
for each location ‘j’ attached with the block Bi 
begin 
if(transformation code==00) 
  begin 
place the block Bi at the location ‘j’; 
end; 
if(transformation code==01) 
begin 
Ti=RotateClock90(Bi); 
place the block Ti at the location ‘j’; 
end; 
if(transformation code==10) 
begin 
Ti=RotateClock180(Bi); 
place the block Ti at the location ‘j’; 
end; 
if(transformation code==11) 
begin 
Ti=RotateClock270(Bi); 
place the block Ti at the location ‘j’; 
end; 
end;  //end of inner for loop. 
i=i+1; 
end;  //end of outer for loop. 
  end. //end of procedure decompression. 

4   Conclusion and Future Scope 

The novel lossless fractal image compression method is discussed in the paper. The 
time taken by searching the best matched block is reduced. The work can be 
generalized to any arbitrary chosen block size as required by different types of 
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images. Smaller block size results in high compression ratio at the expense of more 
computation. 
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Abstract. In recent years, Wireless Sensor Networks (WSN) has found 
significant growth in embedded system technology, environmental monitoring, 
agriculture and industrial applications. The energy constraints of WSNs throw a 
challenge as of their limited processing, limited memory and battery operation. 
There are seldom attempts in modeling the energy consumption of WSN 
environment. Whereas, a good number of attempts focused only on the static 
behavior of WSN, this paper details with the modeling of energy consumption 
to explain stochastic behavior of the WSN with the different routing strategies 
and parameter based functioning of WSN. The WSN model is created and 
analyzed using the wireless protocol analyzer for the accurate results.  

Keywords: Energy Estimation, Dynamic Power Consumption, Wireless Sensor 
Network (WSN), Sensor Node and Energy Modeling. 

1   Introduction 

The advancement in the wireless sensor technology is opening doors for a variety of 
potential applications in embedded system technology.  It also provides an 
opportunity for the researchers in the development of protocols and modeling 
mechanisms. The sensor network constitutes thousands of sensor nodes to sense a 
physical parameter, analyze and monitor an application based scenario. The battery 
operation of a sensor node demands energy modeling and thereby increasing its 
lifetime of it. There are many methods available to enhance the lifetime of the sensor 
node. In this context it is worthwhile to mention that power management of the 
embedded device is categorized into two types, namely static and dynamic power 
managements.  Static power management of the processor refers to shutdown of the 
peripherals of the processor (sleep state) and system in order to reduce the power 
when they are not in use. The dynamic power management on the other side is the 
scaling of frequency and voltage with respect application power requirement.  
Literature available regarding the methods of energy modeling, experimental 
approaches and their outcomes are outlined in the succeeding section.  



 The Significant Parameter Measurement with the Analysis 591 

2   Related Works 

A set of previous attempts, model the energy consumption of sensor node only by 
characterizing the life time of the particular node. The life time of the sensor node 
depends on its physical characteristics, as well as several parametric issues like 
mobility, heterogeneity, application characteristics and Quality of Services (QoS). 
The authors in [1] presented the use of dynamic power management technique for a 
node and analyzed the power consumption of the radio device. The work presented in 
[2] details the energy consumption and its estimation for IEEE802.11 during data 
transmission. The contribution in [3] characterized the power consumption of the 
sensor node built with alternative energy source of solar cell and piezo electric 
crystals. In [4], life time of the sensor node is calculated by characterizing the 
transmitted and receiving powers of the radio and calculating sleep time to predict the 
power consumption of the sensor node. Experiment presented in [5] analyzed the 
power consumption model for major components and the effective range of the sensor 
node. In [6], the authors explained the effect of power transition from sleep state to 
wake up state. Researchers in [7], analyzed the energy of the battery in which will 
help to predict the life time of the senor node in the WSN. This paper aims to model 
the energy behavior of the sensor node with dynamic power management technique 
and analyze the network throughput, delay and the other network related parameters. 
Analysis of the sensor node’s energy with the other network parameters is useful to 
increase the network life time and to reduce the fault occurrence in the network. Fig.1 
shows a sensor node comprising of processing unit, radio unit, sensors, ADC and an 
optional module of actuators. The power of sensor nodes is limited, mostly battery 
operated. Systematic analysis of the sensor nodes will be helpful to identify the power 
dissipation of the different parts of the system, which can be extremely useful for 
designing optimized sensor node characteristics. A major amount of power dissipation 
of the sensor node is due to processing and data transmission. The following section 
explains the typical system entities and constraints of a sensor node that affect its 
energy consumption. 

 

 

Fig. 1. Schematic of Sensor Node 

 



592 R. Prabakaran  and S. Arivazhagan 

3   Modeling of Energy Constraints of a Sensor Node  

The modeling frameworks for energy consumption and fault analysis behavior 
significantly enhance the performance of the wireless sensor network [8]. In general 
microcontroller section of a sensor node will be helpful for the providing intelligence. 
Philips P89LPC936 microcontroller is used for the node with dynamic power 
management capability. This microcontroller receives the data from the sensor node 
through ADC channel, processes it and participates in data transmission through the 
radio channel. The received and processed data from sensor or from any other node is 
useful to provide the output through the actuator. The dynamic power management 
capability of the latest LPC900 series controller gives promising power reduction for 
low-end device applications.  

Equation (1) shows the power relation among the characteristics of the processor 
[18]   

P= CV2f                                                                   (1) 

In the above equation P indicates the power consumption of the processor which can 
be varied by three factors, namely total switching capacitance(C), Square of applied 
voltage (V) and clock frequency (f) respectively. Several commercial processors offer 
dynamic voltage and frequency scaling mechanism to reduce the power consumption.  
The main oscillator frequency (OSCCLK) of the LPC936 can be scaled down to 510 
times than that of the normal operating frequency [19].  

CCLK = OSCCLK/2N                                                         (2) 

By configuring the 8 bit DIVM register (N), the output of the Core Clock (CCLK) can 
be stepped down which is given by Equation [2]. 

 
   Fig. 2. Frequency Scaling Method                         Fig. 3. Experimental Setup 



 The Significant Parameter Measurement with the Analysis 593 

3.1    Mechanism 

The flow chart given below is an illustrative idea of how the low power consumption 
mechanism works out. When the program is initializes, the controller will be kept at 
the maximum frequency and starts processing. The peripheral values of the controller 
were set according to the clock speed of the controller, i.e., based on the CCLK value. 
Then the program checks for the application power needs which are based on the 
application power requirement. This mechanism also has additional feature of 
changing the speed of the controller by using the DIVM register value. 

4   Experimental Setup 

The experimental set up of our work uses a single sensor node constructed by using 
P89LPC936 microcontroller and XBee Zigbee module for data communication. The 
other XBee Zigbee module is connected with laptop through RS232 communication 
port. The Wireless protocol analyzer [16] is used to analyze the network parameters. 
Energy is measured using an integral type energy meter [17].  

5   Result and Analysis 

As a first attempt we tried the mechanism with the above mentioned experimental set 
up.  The observations are made by varying the condition of DIVM.  The condition of 
the delay and energy consumption of the sensor node during data communication by 
varying fCCLK values is also observed in our work. 

5.1   Delay, Throughput and Packet Loss Analysis 

Node communication in wireless sensor network can also be analyzed using the delay 
parameter during packet transfer among nodes.  Table 1 shows the results of energy, 
delay, packet loss and throughput for varied DIVM & fCCLK. The results of delay 
analysis are illustrated in fig 4.   Graphical observations reveal that delay is higher for 
lower amount of energy spent for communication and vice-versa. This result explains 
the conceptual understanding of dynamic power management for energy variations 
under frequency scaling technique. 

Table 1. Delay, Throughput & Packet Loss Analysis 

Idle Mode 
DIVM 

fCCLK 
Energy  

(µJ) 
Delay (ms) 

Packet loss 
(213 packets) 

 
Throughput 

DIVM = 00h 11.059 MHz 32 1 4 98% 

DIVM = 0Ah 553 kHz 19.9 2.6 14 93.5% 

DIVM = 64h 55.3 kHz 4.6 2.75 16 92.5% 

DIVM = FFh 21.7 kHz 4.5 2.9 16 92.5% 
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Fig. 4. Delay Vs Energy    Fig. 5. Packet loss Vs Energy    Fig. 6. Throughput Vs Energy 

Fig. 6 shows the variation of throughput with energy.  It can be found from the 
graph that higher energy spent over a node to communicate measures a higher 
throughput and a little reduction in throughput saves a higher amount of spent energy 
saved.  From Fig 5, we observe that the packet loss is high for low energy and vice-
versa.  This result indicates the energy scavenging mechanism of our work. It also 
implies that this energy scavenging mechanism help dynamic power management of 
the node communication with not much variation of basic requirement of energy.   

6   Conclusion and Future Scope 

In this paper, we started with the aim of dynamic power management for an 
embedded device.  We chose a sensor node as an example and conducted experiments 
for finding throughput, delay and packet loss for a selected communication process.  
The results of our experiment showed that the dynamic power management is an 
achievable phenomenon in an embedded environment.  The proposed mechanism 
outperforms with respect to node and network parameters.  The results also indicate 
the energy scavenging mechanism for a wireless sensor network environment.  Our 
work measures the network and node parameters for a fixed node scenario and may 
be extended for scalability and random experimental conditions. 

References 

1. Min, R., Bhardwaj, M., Cho, S.-H., Shih, E., Sinha, A., Wang, A., Chandrakasan, A.: 
Low-Power Wireless Sensor Networks. IEEE (2000) 

2. Feeney, L.M., Nilsson, M.: Investigating the Energy Consumption of a Wireless Network 
Interface in an Ad Hoc Networking Environment. In: Proceedings of Twentieth Annual 
Joint Conference of the IEEE Computer and Communications Societies, INFOCOM 2001, 
vol. 3, pp. 1548–1557. IEEE (2001) 

3. Arms, S.W., Townsend, C.P., Churchill, D.L., Galbreath, J.H., Mundell, S.W.: Power 
Management for Energy Harvesting Wireless Sensors. In: SPIE Int’l Symposium on Smart 
Structures & Smart Materials, San Diego, CA, March 9 (2005) 

4. Brownfield, M.I., Fayez, A.S., Nelson, T.M., Davis IV, N.: Cross-layer Wireless Sensor 
Network Radio Power Management. In: WCNC 2006 (2006) 

5. Wang, Q., Hempstead, M., Yang, W.: A Realistic Power Consumption Model for Wireless 
Sensor Network Devices. In: 3rd Annual IEEE Communications Society on Sensor and 
Ad Hoc Communications and Networks, SECON 2006, pp. 286–295 (2006) 



 The Significant Parameter Measurement with the Analysis 595 

6. Alonso, J., Gómez, S., Alejandrez, M., Gil, M., Navarro, N.: Experimental Measurements 
of the Power Consumption for Wireless Sensor Networks June 26 (2006) 

7. Behrens, C., Bischoff, O., Lueders, M., Laur, R.: Energy-efficient topology control for 
wireless sensor networks using online battery monitoring. Advances in Radio Science 5, 
1–4 (2007) 

8. Sarma Dhulipala, V.R., Aarthy, V., Chandrasekaran, R.M.: Energy and Fault Aware 
Management Framework for Wireless Sensor Network. In: Das, V.V., Vijayakumar, R., 
Debnath, N.C., Stephen, J., Meghanathan, N., Sankaranarayanan, S., Thankachan, P.M., 
Gaol, F.L., Thankachan, N. (eds.) BAIP 2010. CCIS, vol. 70, pp. 461–464. Springer, 
Heidelberg (2010) 

9. Vijay, S., Sharma, S.C.: A Wireless Sensor Network for Distributed Fault Management in 
Power Systems. In: Proceedings of the World Congress on Engineering, WCE 2008, 
London, U.K, July 2-4, vol. III (2008) 

10. Glaser, J., Weber, D., Madani, S.A., Mahlknecht, S.: Power Aware Simulation Framework 
for Wireless Sensor Networks and Nodes. EURASIP Journal on Embedded Systems, 
article ID 369178, 16 pages (2008), doi:10.1155/2008/369178 

11. Santos, L.A.F., de Oliveira Marques, M., Bonatti, I.S.: Power-aware model for wireless 
sensor nodes 

12. Khan, M.R.H., Passerone, R., Macii, D.: FZepel: RF-level Power Consumption 
Measurement (RF-PM) for Zigbee Wireless Sensor Network-Towards Cross Layer 
Optimization. In: IEEE International Conference on Emerging Technologies and Factory 
Automation, ETFA 2008, pp. 959–966 (2008) 

13. Wang, X., Wang, S., Ma, J.-J., Bi, D.-W.: Energy-efficient Organization of Wireless 
Sensor Networks with Adaptive Forecasting. Sensors 8, 2604–2616 (2008) 

14. Xing, G., Sha, M., Hackmann, G., Klues, K., Chipara, O., Lu, C.: Towards unified radio 
power management for wireless sensor networks. In: Wireless Communications and 
Mobile Computing. Wiley InterScience (2008) 

15. Alippi, C., Anastasi, G., Di Francesco, M., Roveri, M.: Energy Management in Wireless 
Sensor Networks with Energy-hungry Sensors. IEEE Instrumentation & Measurement 
Magazine 12(2), 16–23 (2009) 

16. http://www.silabs.com/products/wireless/EZRadio/Pages/Wirele
ssDevelopmentSuite.aspx 

17. Konstantakos, V., Kosmatopoulos, K., Nikolaidis, S., Laopoulos, T.: In-Chip 
Configuration for Monitoring Power Consumption in Micro-processing Systems. In: IEEE 
Workshop on Intelligent Data Acquisition and Advanced Computing Systems: 
Technology and Applications, Sofia, Bulgaria, September 5-7 (2005) 

18. Chandrakasan, Sheng, S., Brodersen, R. W.: Low-power CMOS design. IEEE Journal of 
Solid-State Circuits, 472–484 (April 1992)  

19. http://ics.nxp.com/support/techdocs/microcontrollers/pdf/err
ata.p89lpc935.pdf 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 596–602, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Integrating Data Mining and AHP for Life Insurance 
Product Recommendation 

Pradeep Kumar* and Dilbag Singh 

Dept. of Computer Science & Application, Ch Devi Lal University, Sirsa (HR), India 
pk_indya@yahoo.com 

Abstract. Product recommendation is critical in attracting customers 
particularly in life insurance where the company has multiple options for the 
customer. Accordingly, improving the quality of a recommendation to fulfill 
customers' needs is important in competitive environments. Although various 
recommendation systems have been proposed, few have addressed the lifetime 
value of a customer to a firm. We developed a two-stage product 
recommendation methodology that combines data mining techniques and 
analytic hierarchy process (AHP) for decision-making. Firstly clustering 
technique was applied to group customers according to the age and income 
because these two are very important in deciding insurance product. Secondly 
the AHP was then applied to each cluster to determine the relative weights of 
various variables in evaluating the suitable product for them.  

Keywords: Data mining, clustering, AHP, insurance. 

1   Introduction 

The life insurance company in India has multiple options for the customer. The 
insurance companies interacts the customer through its agent. The agent recommends 
the product on his own basis. But there is need to recommend right product to the 
customer as per their need.Recently, IT has been utilized to help companies maintain 
competitive advantage. Data mining techniques [12] are a widely used information 
technology for extracting marketing knowledge and further supporting marketing 
decisions [2, 3]. The applications include market basket analysis, retail sales analysis, 
and market segmentation analysis. Lin et al. [4] applied data mining techniques to 
extract inter-organizational retailing knowledge from POS information in retail store 
chains. Moreover, Hui and Jha[5] employed it to provide customer service support. 
The knowledge can support marketing decisions and customer relationship 
management.The buying patterns of individual customers and groups can be 
identified via analyzing customer data [6], but also allows a company to develop one-
to-one marketing strategies that provide individual marketing decisions for each 
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customer [7]. Recommender systems are technologies that assist businesses to 
implement such strategies. They have emerged in e-commerce applications to support 
product recommendation [8]. The systems use customer purchase history to determine 
preferences and identify products that a customer may wish to purchase. Generally, 
recommender systems increase the probability of crossselling; establish customer 
loyalty; and fulfill customer needs by discovering products in which they may be 
interested.Our work proposes a two-stage product recommendation methodology that 
combines data mining and AHP [1]. Since there are different segments of customers 
and each segment’s customer need is different. Therefore clustering was applied to 
group customers based on their age and income. The analytic hierarchy process 
(AHP) [13] was applied to each cluster to evaluate the importance (weight) of each 
variable in evaluating the suitable product for them. 

2   Techniques Used 

2.1   Clustering 

Clustering [10] seeks to maximize variance among groups while minimizing variance 
within groups. Many clustering algorithms have been developed, including K-means, 
hierarchical, fuzzy c-means, etc. We used the K-means method to group customers 
with similar age and income. K-means clustering [11] is a method commonly used to 
partition a set of data into groups. K-means clustering algorithm was developed by 
MacQueen and then by Hartigan and Wong. K-means is the simplest and most 
popular classical clustering method that is easy to implement. K-means clustering is 
an algorithm that classifies or groups objects based on attributes/features into K 
number of groups [12]. K is a positive integer. The grouping is done by minimizing 
the sum of squares of distances between data and the corresponding cluster centroid.  

2.2   AHP 

The Analytic Hierarchy Process (AHP) [9] is a structured technique for organizing 
and analyzing complex decisions. It has particular application in group decision 
making, and is used around the world in a wide variety of decision situations, in fields 
such as government, business, industry, healthcare, and education. 

AHP is modeled into four steps  
 

1. Structuring of the Decision Problem into a Hierarchical Model 
2. Making Pair-wise Comparisons and obtaining the Judgmental Matrix 
3. Local priorities and Consistency of Comparisons 
4. Aggregation of Local Priorities  

 

Step 1: Structuring of the Decision Problem into a Hierarchical Model -Most 
common models have at least three levels, although more levels could be included. 
The topmost level is the `focus' of the problem. The intermediate levels correspond to 
criteria and sub-criteria. The lowest level contains the `decision alternatives'.  
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Step 2: Making Pair-wise Comparisons and obtaining the Judgmental Matrix - The 
Elements of a particular level are compared pair-wise, w.r.t a specific element in the  
immediate upper level. Criteria are compared with respect to the focus first. Then 
alternatives are compared with respect to each of the Criteria.. A judgmental matrix, 
denoted as A, will be formed using the comparisons. Each entry aij of the judgmental 
matrix is formed comparing the row element Ai with the column element Aj. The 
semantic scale used in AHP is given below. "Of the two criteria Ci and Cj, which is 
more important with respect to a best product and how much more?" The scale is 
given in table 1. 

Table 1. Semantic scale 

Intensity of 
Importance 

Definition 

1 Equal Importance 
3 Weak Importance of Ci over Cj 
5 Essential or Strong Importance 
7 Demonstrated Importance 
9 Absolute Importance 

2,4,6,8 Intermediate 
Reciprocals of the 
above judgments

If Ci has one of the above judgments assigned to it when compared with Cj, 
then Cj has the reciprocal value when compared with Ci 

 
Step 3: Local priorities (wT) and Consistency of Comparisons-Local priorities are 
calculated by using Logarithmic Least Square Method (LLSM). In this we firstly 
compute the geometric mean of the elements of each row. After that we normalise the 
row geometric means (RGM). And finally the normalised geometric mean vector 
gives the local priorities. The consistency of the judgmental matrix can be determined 
by a measure called the consistency ratio (CR), defined in formula 1 below  

CR= CI/RI (1)

Where CI is called the Consistency Index and RI, the Random Index. CI is defined in 
formula 2. 

CI= (λmax –n)/(n-1) (2)

Compute the product AwT. Compute λmax using the formula 3,  

 
  (3) 

RI is the consistency index of a randomly generated reciprocal matrix from the nine-
point scale, with reciprocals forced. Saaty [9] has provided average consistencies (RI 
values) of randomly generated matrices for a sample size of 500. The RI values are 
given in table 2. 
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Table 2. RI values 

Size 1 2 3 4 5 6 7 8 9 10 
RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 

 
Generally, a consistency ratio of 0.10 or less is considered acceptable. If the value 

is higher, the judgements may not be reliable and have to be elicited again.Step 4: 
Aggregation of Local Priorities -The Local priorities of elements of different levels 
are aggregated to obtain final priorities of the alternatives. The final priorities 
represent the rating of the alternatives in achieving the focus. Final Priority (F) can be 
calculated as given in formula-4. 

 

F=∑i(Local priority of Ci w.r.t. the goal*Local priority of product w.r.t. Ci) (4)

3   Methodology 

3.1   Stage-I: Clustering 

On the basis of interview of insurance agent 42 sample data was prepared on the basis 
of age and annual income of the customer. Data was classified by applying the 
clustering data mining techniques using SPSS. The clusters identified are mentioned 
in Table 3. 

Table 3. Clustering of data 

Cluster Number of Case Age  Annual Income (Rs) 
1 N Valid 16 16 

Mean 25.38 3.32 
2 N Valid 14 14 

Mean 36.00 6.25 
3 N Valid 12 12 

Mean 46.00 8.77 

 
Three clusters were identified with mean age 25.38, 36.00, 46.00 and mean income 

3.32 Lakh, 6.25Lakh, 8.77 Lakh respectively. Out of 42 records 16 belongs to cluster-
1, 14 belongs to cluster-2, and 12 belongs to cluster-3. 

3.2   Stage-II: Appling AHP to Each Cluster 

Step 1: As different customer had different needs, so there is need to apply AHP [14] 
for each cluster. The various levels for the selection of a particular life insurance 
product were identified by interviewing the agents. On the information collected, 
hierarchy (Fig-1) was built. 
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Fig. 1. Hierarchy for life insurance product 

Cluster-1 (mean age 25.38 and mean income 3.32 Lakh) 

Step-1 of AHP was common for the entire three clusters and has been described 
above. 

Step 2&3: Eight insurance agents did the pair wise comparisons and filled judgmental 
matrix and their average rounded value were considered for final judgmental matrix. 
Local priorities were calculated and are mentioned in table 4 and 5.   

Table 4. Judgemental matrix and local priorities for best insurance product 

Best Product Term Premium Claim Amt. Return Health 
Benefit 

Local 
priorities 

Term 1 0.333333 0.5 0.16666 0.5 0.064455 
Premium 3 1 0.25 0.33333 2 0.132058 
Claim Amt. 2 4 1 0.25 3 0.233951 
Return 6 3 4 1 5 0.485532 
Health Benefit 2 0.5 0.333333 0.2 1 0.0840037 
 CR =0.090

The consistency of the judgmental matrix were determined by a measure called the 
consistency ratio (CR) as described in formula-1. 

Similarly the pair wise comparisons were done for criteria at middle level in the 
hierarchy and corresponding judgmental matrix were obtained. Local priorities and 
CR were calculated and are listed in table 5. 

Table 5. Local priority and CR value of rest criteria 

 Term 
(Duration) 

Premium Claim amt Return at 
maturity 

Health benefit 

Local 
Priorities 

0.125451 0.198739 0.172257 0.203503 0.172855 
0.216279 0.0527988 0.0772431 0.0988335 0.0701687 
0.102674 0.0630709 0.054902 0.0582797 0.115785 
0.052767 0.163669 0.210573 0.0480091 0.257145 
0.143411 0.29435 0.295833 0.0405656 0.114084 
0.073738 0.129384 0.105412 0.188869 0.209774 
0.285679 0.0979887 0.0837791 0.36194 0.060189 

CR 0.093 0.090 0.080 0.051 0.080 
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Step 4: The Local priorities of elements at different levels are aggregated to obtain 
final priorities of the alternatives. As the final priority of unit linked plan (ULIP) 
and endowment plans are higher, so these are more suitable for them. Final results 
of this cluster are shown in table 6. 

Table 6. Final Priorities of cluster-1 

Best Product 
Term Premium Claim Amount 

Return at 
Maturity 

Health 
Benefit 

Final Priority 

Endowment (0.064*0.125)+(0.132*0.198)+(0.233*0.172)+(0.485*0.203)+(0.08
4*0.172) 

0.187 

Money Back (0.064*0.216)+(0.132*0.052)+(0.233*0.077)+(0.485*0.098)+(0.08
4*0.070) 

0.092 

Childrn Plan (0.064*0.102)+(0.132*0.063)+(0.233*0.054)+(0.485*0.058)+(0.08
4*0.115) 

0.065 

Whole Life (0.064*0.052)+(0.132*0.163)+(0.233*0.210)+(0.485*0.048)+(0.08
4*0.257) 

0.118 

Term Plan (0.064*0.143)+(0.132*0.294)+(0.233*0.295)+(0.485*0.040)+(0.08
4*0.114) 

0.146 

Pension Plan (0.064*0.073)+(0.132*0.129)+(0.233*0.105)+(0.485*0.188)+(0.08
4*0.209) 

0.155 

Unit Linked (0.064*0.285)+(0.132*0.097)+(0.233*0.083)+(0.485*0.361)+(0.08
4*0.060) 

0.231 

Similarly all the steps of AHP were applied for clusre-2 and cluster-3. Final results 
of these clusters are shown in table 7. 

Table 7. Final Priorities of cluster-2&3 

Best Product Final Priority Final Priority 

Endowment 0.119 0.151 
Money Back 0.064 0.068 
Children Plan 0.183 0.142 
Whole Life 0.195 0.138 
Term Plan 0.220 0.155 
Pension Plan 0.131 0.258 
Unit Linked 0.085 0.084 

 
As the final priority of the cluster-2 customers, term, whole life and children 

plans are higher than the others, so these can be recommended. Cluster-3 customers 
normally think about old age days. As per their need and requirements the pension 
plan, term and endowment plans are more suitable. 

4   Conclusions 

Our work involved the two-stage recommendation methodology that combines 
clustering and AHP methods. It clustered customers into segments according to their 
age and income. Moreover, clustering customers into different groups not only 
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improves the quality of recommendation but also helps decision-makers identify market 
segments more clearly and thus develop more effective strategies. . AHP was then 
applied to determine the relative importance of variables and to calculate the local and 
final priorities. Unit linked and endowment plans are suitable for Cluster-1 type 
customers. Term, whole life and children plans are suitable for cluster-2 type customers. 
Pension plan, term and endowment plans are suitable for cluster-3 type customers. 
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Abstract. In any Information Technology (IT) service organization up to 70% 
success of project is based upon the utilization factor of knowledge and 
experience of its niche technical staff. In IT organization, staff who does not 
have project on hand are moved to a reserve pool called ‘bench’. Bench period 
of each benched employee varies from a few days to a couple of months. Bench 
period is non billable. Longer the bench period, greater is the threat to 
profitability of company. Longer bench period also results in staff attrition. 
Very short bench period encounters feeble staff availability which becomes 
peril towards organization’s growth. Non filtering of niche employees from 
others and improper system to judge skills, uncertainty in job allocation date 
and uncertain bench duration for benched employees are creating employee 
dissatisfaction and staff attrition. Present IT industry requires a system which 
can optimize existing conventional bench and address the problems of bench 
effectively. Catering to the above stated requirement, this paper presents a new 
approach called “skill index based Virtual Bench”, which addresses the 
conventional bench issues effectively.  Staff index adaptively measures the 
knowledge and skills of staff and niche employees can be filtered. The approach 
has been validated through a case study in a medium size IT organization. 
Results are highly responsive towards the aim of approach. It can be concluded 
that virtual bench approach is viable to be implemented.  

Keywords: Bench, Virtual Bench, Skill Index, Niche Employees. 

1   Introduction 

For any Information Technology (IT) service organization technical staffs are the 
prime asset apart from being the major part of work force [1]. In IT organization, the 
employees who get released from the project are moved to an internal resource pool 
called ‘bench’. The staffs who are newly recruited and not been assigned to any 
project are also moved to bench.  Hence bench possesses staffs those does not have 
project on hand. Bench serves as primary internal staff buffer. Whenever there is a 
need of staffing either towards a new project or towards current project, resource 
manager (RM)’s prime choice of staff allocation is primarily from bench. Always 6-
10% of bench strength [2] is desirable for the stability of organization.  Client is the 
critical stake holder [3] of the IT organization. Bench potential is one of the major 
factors considered in the project agreement between the client and organization. 
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Bench potential is critical focus domain of client before assigning project to company. 
Though bench sounds to be an asset, the current industry bench is resonating with 
certain issues. If these issues are not addressed properly, bench turns out to be a 
liability from being an asset to the organization. 

1.1   Current Industry Issues with Bench 

Up-to-date report visibility on benched staff skill, number and date of entry into 
bench is poor. Poor visibility is leading to ineffective resource management. Bench 
duration and date from which benched staff will be assigned   to forthcoming projects 
is not assessed accurately, which is leading to staff attrition and uncertainty in job 
profile. Irrespective of performance level and skill level all employees who does not 
have project on hand are moved to bench. Due to non recognition of productive 
employees from others in the bench, employee dissatisfaction rate is increasing which 
is affecting the productivity of the company [4]. When niche employees are anchored 
to bench, though they are paid by the organization, the chance of quitting the 
organization is bright due to idle hours at bench. According to industry statistics 80% 
of company revenue and profit is produced by 20% of the   workforce which is 
comprised by niche skilled employees [5]. The niche skilled staffs are the top revenue 
producers is an apparent fact in the IT industry and organization needs an approach 
which can ensure reduction in attrition rate especially of niche employees because of 
bench. Though there are existing tools  and techniques such as the Project Evaluation 
and Review Technique (PERT), the Critical Path Method (CPM), Gantt diagrams, 
work allotment excel sheets  and Earned Value Analysis, all of which can help to 
plan, track project milestones and staffing allotment, these tools and techniques have 
limitations in solving  current bench issues such as   
 
1. Assessing accurately the skill set of staff.  
2. Efficient allotment of right skill set staff to   right work.  
3. Assessing    accurately current and future bench strength.    
4.  Efficient handling of bench duration and strength. 
 
This paper is divided into seven sections. The first one comprises this introduction. 
The second section gives a glimpse of related work in the area of our research. 
Section 3 focuses on problem definition and our approach to solve the problem. In 
Section 4 current bench functioning with its limitations are discussed.  In Section 5 a 
unique way to calculate staff skill index which can assess staff in multi dimension is 
given. A new technique called virtual bench to address the limitations is explained in 
section 6. This section also showcases a graphical study which is being planned to 
evaluate the viability of the virtual bench approach. Finally, in Section 7 we present a 
case study, analysis of results and section 8 deals with conclusion. 

2   Related Work 

We could not find much research work related to the area of bench recourses in IT 
industry. 
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There have been a number of attempts to use skill set as one of the parameter in 
predicting project success rate. Shendil K, Madhavji N.H [6] to estimate human 
performance in the software process is studied using analytical model.  In this paper 
personal skills are assessed only by line of code and percentage of errors. Critical 
qualities such as leadership, team work, efficiency which are the integral part of 
personal skill assessment have not been explored. James R. Rowland[7]  have 
modeled the fine-grid model focusing on  five component blocks to assess the overall 
continuous improvement of software project  process, in multi disciplinary teams. The 
model does not address the important topic of individual student assessment for 
working on teams, but instead focuses on the overall process of   multidisciplinary 
team experiences. Our work differs in a way that we have considered skill set matrix 
for each employee. Skill set matrix consists of parameters which focuses on essential 
skills apart from technical skills that an employee can possess to excel in the work 
performance. The parameters of skill set matrix are called competency parameters and 
are well aligned with business the motive of organization. Individuals are rated 
through competency parameters and awarded a value called skill index. An 
experimental study is taken up to substantiate all the above concepts we have 
presented in the paper. 

3   Problem Definition 

The prime issue addressed by this paper is how to revolutionize the conventional 
bench existing in the industry to suit the modern demanding needs of organization. 
This paper is focusing on other two issues which are aligned with prime issue.  The 
first issue is to figure out niche skilled employees and their availability from the pool 
of large workforce. Second issue is how to avoid anchoring of niche employees to 
bench, so that attrition due to bench is reduced. 

3.1   Approach 

This paper introduces staff skill Index (SI) a new approach to assess, grade the entire 
workforce. Through SI niche skilled employees from workforce are figured out. 
Virtual bench technique is introduced to revolutionize the conventional bench. The 
novelty of the paper lies in contributing a novel approach called virtual bench. Case 
study is used to observe effects on benefit and operating margin in   organization by 
adopting virtual bench. 

4   Conventional Bench 

In the existing IT scenario, upon the successful completion of the work assigned, 
staffs are moved to bench. Newly recruited staff, but not assigned to any project are 
also moved to bench. The resource manager, who is in charge of bench, allocates staff 
to different projects as per the need received from project managers. Staff allocation 
is based on general assessment and feedback from previous project. Once the work 
gets completed in current assigned project, again those staffs are moved to bench. 
This process is cumulative. The operation of conventional bench explained above is 
given in figure1. 
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Fig. 1. Conventional Bench Operation 

The “bench” is a business necessity in the IT industry to keep a skilled workforce 
ready for any immediate project requirement,   quickly without waiting for 
recruitment. Although bench sounds as an asset to IT organization, it proves to be 
liability if not revived from current operational handling of benched employees. 
Bench duration varies from a few days to a couple of months. Longer the duration of 
bench, niche staffs who are in level 3 and level 4grade (according to staff skill index), 
may quit the organization creating skill drain. Long bench duration is also a threat to 
profitability of company, since bench duration is not billable. Very short bench period 
encounters feeble skilled staff resource which becomes peril to company for any 
immediate project requirement. Present IT service industry is trying to work out 
minimal, critical and highly fit bench strength. Industry is oriented towards a model 
bench which can retain good performers and niche skills on the bench. Bench must 
also be able to filter effectively, low performers or those who show no inclination to 
get themselves a billable role. Since low performers   are a non-productive resource, 
such benched employees can be retrenched in an effort to reduce cost. Once the niche 
employees are figured out in the large workforce of the organization, the 
technological, managerial skills and over-all ability enhancement training can be 
implemented only for the niche benched employee for the forthcoming projects. 
Bench must also be able to forecast the number, skill index and date of staff entering 
into bench based on actual transactions in current project development and budgeted 
revenues. All the above stated requirements are addressed by optimizing the 
conventional bench through a new concept of bench, called “Virtual bench”. 

5   Staff Skill Index 

Constantly changing market conditions demand proactive staff.  When the skills, 
competencies and goals of high quality workforce are aligned with right task 
company wide, can enhance company brand by driving it to the pool of ‘Best in 
Class’ company cadre.  Hence organization requires a technique to identify, track and 
rate high potential and high quality performers. This requirement can be achieved by 
a new concept called “Staff Skill Index”, derived from skill set matrix. Skill set 
matrix  consists of parameters, which identifies  wide range of technology skills 
needed, apart from managerial skills and inter personal skills for an employee [8][9] 
to emerge as an efficient successful personality . Parameters are called as competency 
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parameters [10]. Though staff skill matrix is very specific to the role of employee and 
project needs, skill matrix attributes can be tailor made by program manager, the chief 
of project under process for different cadres of employees namely developers, 
analysts, architects, test engineers..etc. In this paper we are considering skill set 
matrix comprising of fifteen competency parameters only for project managers and is 
given in table 1. 

Table 1. Staff Skill Set Matrix 

Technical skills Business and leadership 
skills 

Personal skills 

Proficiency in project core 
technology 

Business acumen and 
effective role model 

Analytical and conceptual 
thinking 

Initiate, plan, execute and 
control capability 

Team motivation and 
mentoring ability 

Customer service orientation 

Process, product, patent and 
intellectual property 
knowledge 

Leadership through vision 
and rapid team development. 

Organizational awareness 
and commitment 

Designing and goal setting 
ability, result orientation, 

Align employee objectives 
with business objectives 

Ability to address and 
anticipate issues 

Ability to prepare 
comprehensive technical 
specifications 

Business operations 
knowledge and collaborative 
team culture 

Honesty, integrity, self 
aware and achievement 
orientation 

 
The core skills needed for project manager is considered and categorized into three 

sections namely technical, personal, business and leadership skills as shown in table 1.  

Table 2. Skill Index 

 Level 0 Level 1 Level 2 Level 3 Level 4 
Skill index 1-3 4-5 6-7.5 7.5-9 10 
Category Poor 

Performer 
Awareness Practitioner Expert Innovator 

Description Performan
ce level not 
satisfactory 

Inside learning 
and gaining 
experience 
cube. 

Meets position 
requirements. 

Exceeds 
position 
requirements 

Exceptional. 
Exceed all 
requirements all the 
time 

 

Each section has a list competency parameters, to judge the capability of the 
project manager under study   Project managers are assessed against each parameter 
given, based on project performance and personality traits. The rating ranges from 1 
to 10 numeric values, where rating 10 is the highest and rating 1 is the lowest, and is 
awarded for each parameter based on evaluation. Individual ratings for all 15 stated 
parameters are taken, summed up and average is calculated .The calculated average 
which is a numerical value is called” Skill Index”. Skill index will be in the range of 
0-10 numeric value and the range is divided into five different levels starting from 
level 0 to level 4 as depicted in table 2.Based on levels, project managers are 
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classified into five different categories namely poor performer, awareness, 
practitioner [11], expert and innovator as given in table 2.For other staffs belonging to 
cadre of developers, architects,    testers, analysis’s..etc, project manager can set skill 
set matrix, rate and assign grades to them. 

6   Virtual Bench 

Consider the virtual bench model given in fig 2.The model includes skill assessment 
block, optimization block, virtual bench, and decision bench and organization policy 
block. Skill assessment block contains skill set matrix data base. The operational flow 
of the model is explained as below.  

 

 

Fig. 2. Virtual Bench Model 

Skill Assessment Block: Based on wide range of managerial, behavioral, technical and 
conceptual knowledge based skills which are crucial for successful achievement of 
goals in the organization, competency parameters are identified. Once competency 
parameters are identified, it is mapped to specific roles and responsibilities of 
employees in the organization, which gives raise to skill set matrix. Such cluster of 
skill set matrix specified for each role in the organization is stored in data base named 
skill set matrix database. The newly recruited staff and existing staff those have got 
released from project are moved to skill assessment block. Each employee in 
accordance with the role assigned is assessed based on skill set matrix and skill index 
is awarded. Based on skill index, as given in table 2 staffs are classified into level 0 to 
level 4 and classified data is fed to projects block. 

Projects Block: Project block contains list of new projects. It also contains the number 
of staff required, optimum skill level, technical knowledge and other essential 
parameters such as scheduled time and cost allocation. etc to start the project. 
Requirements of the projects are mapped to the data fed by skill assessment block and 
staffs are assigned to projects.  For each employee estimated time duration to 
complete the delegated work is noted. The estimated time duration is divided into 
three zones namely,   ramp up, intermediate and ramp down. Time zone allotment is 
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as shown in table 3. Ramp up zone is from 0 to 25%, intermediate zone is from 25% 
to 75% and ramp down zone is from 75% to 100% of estimated time respectively.  
Data containing particulars of staffs allotted to projects and estimated time is fed to 
optimization block.      

Optimization Block: In this block employees work pattern and project progress is 
accounted. Successful completion of the project within the allotted time is the most 
critical factor which drives the project towards success and there by the organization. 
In the ramp up stage which is ranging from 0 to 25% of time, project progress will be 
slowly increasing and in the intermediate stage project progress must gain required 
momentum, in order for the project to get completed well within or at the end of ramp 
down stage. Hence it is essential to find the work completion percentage at the 
junction    of intermediate stage meeting with the beginning of ramp down stage. 
Eventually this junction is at 75% of allotted time and this point is named as threshold 
point. .  Whether the project will be completed within the allotted time or not can be 
assessed by taking work completion percentage at threshold point.  At the threshold 
point if work completion percentage is in the range of 68-75% or above 75%of total 
allotted work, then it can be assessed that allotted work for that employee will be 
completed well within the allotted time and the employee is efficient and competent. 
To assess the project progress and successful completion, each employees work 
pattern is taken and plotted against the allotted time A sample graph of an employee 
work completion progress against allotted time zone is given in fig 3. At the threshold 
point, statistics comprising of percentage of completed work, staff release date, skill 
index in present project, exhibited proficiency, new technique learnt...etc for each 
employee is taken. Updated data is stored. 

 

Table 3. Mapping of work 
performance against time zone 

 

Work Completion% Allotted time in % Work Completion% Allotted time in % 
10 11 75 64 
20 23 80 73 
40 33.5 85 82 
50 44 90 91 
60 54 100 98 

Fig. 3. Sample graph of staff work completion against allotted time zone 
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Data regarding updated skill index and work completion percentage is taken.  From 
the data, apart from assessing the project success, niche employees can be figured out 
by checking the data against two  conditions namely  Is  skill index is greater than or 
equal to 7.5 (i.e skill grade level3 and level 4) and work completion percentage is 
falling in the range of 68- 75% or above. The staff those meet both the conditions are 
considered as niche employees.  Thus niche employees who are the assets to company 
are caught. Once Niche employees are identified, they are moved to virtual bench 
block. The staff those who are not able to satisfy the, conditions to enter into virtual 
bench, are allowed to continue in the project and are moved to decision bench after 
the completion of current project. 

Virtual Bench Block:   Virtual bench block contains niche employees and they are 
allowed to continue with the current project till completion. By estimating the release 
date of such staff from current project, virtual bench strength, skill potential and 
availability date of niche employees is accurately estimated. This estimation helps to 
assign staffs to forthcoming projects in the pipeline without idle time. Thus forecasted 
project date, role and required skills are intimated to each niche employee well before 
the completion of current project. Once the current project gets completed, virtual 
bench staff is moved to the respective allotted projects without idle period. Required 
skill set of forecasted project against the current skill set of virtual benched staff is 
analyzed and if any skill gap is found, training to fill the gap can be implemented to 
such employees. This makes organization robust by equipping to take up any 
challenging projects and also drives the organization to be one of Class A cadre 
organizations. 

Decision Bench and Organization Policy Block: Statistics for decision bench staffs 
are also taken and to which level (as stated in Table 2) they belong to is calculated. 
Organization policy block contains the policy of organization and policies are fed to 
decision bench block. Organization can handle such employees in its own way suiting 
to the requirements of organization according to the organization policy. Employees 
who need support and counseling at times can be identified by decision bench. This is 
the best phase when organizations can focus on soft skills, technical skills and 
personal skill enhancement trainings, so that their existing workforce in decision 
bench can also be enabled to move to virtual bench.   

Table 4. Virtual Bench against Conventional Bench  

Conventional Bench Virtual Bench 
Buffer which holds staff without on 
hand projects 

Buffer which holds niche staff who are currently 
working on projects which are on the verge of 
completion. 

Holds level 0 to level 4 Holds only niche performers  
Highest ambiguity regarding future 
project work assignment. 

Forthcoming project assignment date is 
delegated to staff well in advance while working 
on current project. 

Bench duration cannot be assessed 
accurately. Prolonged bench duration  

No idle duration  

Work assignment based on general 
assessment. 

Work assignment  strictly based on skill index 
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By implementing virtual bench organization can hold only expert professional 
staff. This leads to tangible organization Cause and benefit analysis of implementing 
virtual bench. Virtual bench potential can be well understood by comparative study 
against conventional bench as given in table 4. 

7   Case Study-Result and Analysis 

Virtual bench approach was introduced in a medium sized product based software 
organization, for a period of three months with the aim of testing the viability and 
practical benefits of implementing the model. Projects were below $50, 00,000 
budget. Team size was 14.Project budget type is fixed price project [12]. During this 
period effects of implementing virtual bench was studied. Profit (return on 
investment) for three projects were studied and compared to other projects where 
conventional bench was existing. Observed data of the projects is given in table 5and  
table 6. 

Table 5. Analysis of projects embedded with Virtual bench against conventional bench 

 

 
Development cost Prime cost+ overhead cost+ Direct cost+ infrastructure cost 

Training cost (Number of staff). Number of training hours.( staff billing rate per 
hour +  trainer billing rate /hour) 

Operating margin Billing cost - Operating cost 
Effort Saved (Effort hours saved due to efficient reuse of module and technical 

expertise). Cost of production per hour 
Attrition rate (No of niche employees left /Total staff allotted for the project).100 
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7.1   Profit Analysis of Virtual Bench 

Virtual bench(VB) is technology initiative. By practical results it is evident that VB 
yields tangible and non tangible benefits. To evaluate VB initiatives in terms financial 
value to the organization profit analysis is considered. Evaluation is based on cost, 
savings, strategic benefits and risks factors of projects under study. As there are 
different criteria to measure profit and multiple ways to quantify profit through 
calculation of operating margin [13], the measurement of profit vary from organization 
to organization.  According to the organization specifications where experimental 
study on virtual bench was conducted, attributes for profit is taken and analysis is 
given in Table 6.  Graph corresponding to profit analysis is given in figure 4.   

 

 

 
Fig. 4. Attrition Rate Analysis 

Table 6. Comparison of profit for virtual bench and 
conventional bench approach 
 

 Projects with 
Virtual Bench 

Projects with 
Conventional Bench 

Projects P1 P2 P3 P4 P5 p6 
Total 
Billing 
in billion $

50 49.5 48 49.5 49 49 

Profit % 24.3 26.22 24.48 20.88 20.81 18.33 

 

From table 5,6 and figure 4, it is evident that  projects embedded with virtual bench 
has more profit than  

The projects embedded with conventional bench. 

7.2   Attrition Rate  

Attrition rate [14] was observed for a period of three months in three projects 
embedded with virtual bench and is compared with attrition rate of conventional 
bench projects. Remarkable reduction in niche staff attrition rate was observed after 
the implementation of virtual bench. The statistics are as given below in the 
table7.The analysis is presented through graph in fig 5. The return on investment is 
huge to IT organization, even if one attrition is reduced. From the table 7 it is evident 
that attrition rate of niche employees is reduced by 2.7% for a period of three months. 
The reduction in rate of attrition is remarkable and proves to be beneficial for 
organization’s growth 

 



 Optimization of Conventional Bench through Skill Index 613 

Table 7. Attrition Rate Analysis 

 Projects with 
Virtual bench 

Projects with 
conventional 

bench 
Projects P1 P2 P3 P4 P5 P6 
Attrition 
Rate % 

2 1.8 2 4.5 4.1 4.3 

Attrition 
Rate % 

1.6 4.3 
 

Fig. 5. Attrition Rate Analysis 
 

 

7.3   Benefits of Virtual Bench 

The benefits of virtual bench can be listed as given below. 

Tangible Benefits Intangible Benefits 
Improved return on IT investment Staff motivation rate is high 
Reduced staff attrition rate and Accurate 
assessment of each employee performance 

Increased  client and employee satisfaction 
rate 

Increased efficiency and Risk quantification Increase in technical competency 
Increased project success rate Increase in staff potential and overall 

development 
Non billable hours are turned into billable 
hours 

Highly disciplined and target oriented team 

8   Conclusion 

IT industry is a knowledge industry. Bench is very vital for IT industry. Conventional 
bench is having issues such as improper assessment of staff skill, uncertain bench 
duration, non billable hours at bench etc. This paper has proposed a novel approach to 
address above stated issues more effectively, through skill index based virtual bench 
approach. Challenging task of assessing employee skills accurately is achieved by 
skill index.  Through skill index niche staffs are identified effectively and by virtual 
bench niche staffs are allocated to forthcoming projects. Due to virtual bench 
approach niche staff is avoided from entering the bench and organization also 
experiences the profit due to billable period of niche staff instead of unbillable period 
if conventional bench approach would have been used. Hence the resource utilization 
is maximum. Productivity is heavily dependent on quality of resource and experience 
of resource. Poor quality resource will directly increase the cost of IT organization by 
delivering less value comparatively for every dollar spent. Through our approach of 
virtual bench, organization can maximize productivity by figuring niche staff from 
large workforce. From case study it is evident that due to technical expertise and 
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competency of niche staff, the projects are completed early, giving 2-3% profit hike 
compared to conventional bench approach. The success factor of projects is also 
raised. Niche staff attrition rate is reduced by 50% by adopting this approach. The 
practical case study with real-time observation reveals that virtual bench can be 
implemented. Virtual bench concept, is matching with the contemporary needs of IT 
service organization. 
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Abstract. India is a developing country with the huge potential for the fast 
paced development in e-Governance. Indian Transport sector is also severely 
affected by chronic corruption, inefficiency and overcrowded due to the poor 
planning. In this paper, we discuss about the definition and basic difference 
between e-government and e-Governance. Secondly, discuss current status of e-
Governance in public transportation followed, the study about foresight and its 
functionality. On the basis of analysis performed on commuters and officials, 
the foresight is used as a tool to determine the appropriate strategies for the 
development of ICT enabled services for effective and efficient development of 
an e-Governance model for the public transportation. Therefore the 
implementation of e-Governance by using analysis and foresight as a tool can 
be able to improve the services in the public transportation sector. 

Keywords: e-Governance, e-Government, ICT, Public Transportation, analytical, 
foresight, strategy, Strategic model.  

1   Introduction: e-Government vs. e-Governance 

According to world bank  definition [1] “e-Government is the government owned or 
operated systems of information and communication technologies that transform 
relations with citizens, the private sector and/or other government agencies so as to 
promote citizens’ empowerment, improve service delivery, strengthen accountability, 
increase transparency, or improve government efficiency.” Where as e-Governance 
According to SpeG [2] “E-governance is the application of information & 
communication technologies to transform the efficiency, effectiveness, transparency 
and accountability of informational & transactional exchanges with in government, 
between govt. & govt. agencies of National, State, Municipal & Local levels, citizen 
& businesses, and to empower citizens through access & use of information”. The 
relation between the e-government and the e-governance is explained in fig. 1. which 
describes People, Process, Technology and Resources are the four pillars of  
e-Governance and e-Government plays an intermediary role to manage the pillars in 
an effective way to provide effective services to their citizens. Therefore we can say 
that Government's foremost job is to focus society on achieving the public interest. 
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Fig. 1. Relation between e-government and e-Governance [3] 

E-Governance is developed for the purpose of increasing transparency and 
accountability, allowing greater access to information about representatives, 
institutions, decisions, laws, regulations and project development. Therefore effective 
implementation of e-Government and e-Governance will be helpful to achieve 
efficiency in public transportation too. 

2   Public Transportation 

Public transport sector in developing countries like India carries more than 90 percent 
of passengers by buses and about 65 percent of freight [4], even though the sector 
faces severe problems such as lack of financial resources which restricts investment 
and up gradation of existing transportation system. Moreover the lack of proper and 
effective planning in public transport sector India has led to rapid growth in cars and 
two wheeler motor vehicle which causes congestion in roads that slows down the bus 
services, ultimately increases the operating cost and discourage the use of public 
transportations. Economical pressure and deficit budgets pressurises the public 
transport sector to improve operational effectiveness and efficient services. The public 
transport sector should use information and communication technology as a powerful 
tool to achieve operational effectiveness. Web technologies enabled government and 
administration to reduce efforts and costs for their services. Effective implementation 
of e-Governance in the public transport sector will be able to minimise the 
economical pressure. 

3   Foresight 

Foresight is a tool to determine appropriate strategies to meet with e-Government 
challenges. According to Martin [5] foresight is “the process involved in 
systematically attempting to look into the longer-term future of science, technology, 
the economy and society with the aim of identifying the areas of strategic research 
and the emerging generic technologies likely to yield the greatest economic and social 
benefits”. The approach was developed after extensive consultation of US experts on 
technological forecasting in late 1960’s which is based on four basic principles: 

1) The forecast must include economic and social needs, as well as developments 
in science and technology. 

2) The study must cover all of Science and Technology, to identify new fields is 
being formed by fusion of two or more previously separate research areas or 
technologies. 
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3) The study should evaluate the relative importance of different R&D tasks and 
determine priorities, so the results are useful policy purposes. 

4)  The forecast should have two complementary aspects of being (i) predictive i.e. 
forecasting what is likely to happen, and of being (ii) normative i.e. setting 
goals and associated time scales for what should happen in the future.  

According to J. Voros, foresight was based on strategic planning which was given by 
their foresight framework in Voros forsight model [6] consists of four elements that 
are input, foresight, output and strategy. Input is collection of information and 
Foresight part can be visualized as comprising three subparts which are analysis, 
interpretation and prospection. Output is third part of Voros framework, consist 
tangible and intangible outputs. Strategy is last part of this framework. Strategy hands 
over for consideration by decision makers in making decisions for directing strategic 
actions for implementation. The result of strategy process should be fed back 
constantly into inputs. 

4   Proposed Model for Public Transportation 

On the basis of survey recommendations [7], and thorough study of foresight strategic 
models, a conceptual model for public transportation is proposed in Fig. 2., which 
have two blocks first block suggests strategies where as second part uses output of the 
first part to mechanise the e-Government to e-Governance. Voros model [6] and 
Kolsoom Abbasi Shahkooh [8] models are used to draw strategic conclusions form  
e-Government strategy foresight for public transportation on the basis of analysis, 
Interpretation and prospection on given parameters. Formulated strategies are further 
used by the Government for the process re-engineering to develop effective ICT 
enabled services to provide an effective e-Governance in the public transportation.   

4.1   Input/ Data Collection 

Data and information for future trends and ideas about e-Government is collected 
from a number of sources such as officials involve in planning, regulation and 
operation of public transportation, commuters, personal networks, government, other 
foresight and e-Government reports, research and surveys.  

4.2   e-Government Foresight 

Following are different stages of e-government foresight:- 

a) Analysis to identify gap: On the basis of an extensive survey performed on 
commuters and officials of U.P.SR.T.C. [7], categorised them into following three 
parts to identify the gap between service providers and users of the services.  

 
I. Awareness: There is general lack awareness found between users of the services 

or commuters and provider of those services or Officials. 
II. Satisfaction level: Satisfaction level among commuters as well as officials 

strongly recommended for the implementation of an effective e-Governance in 
the Public Transport sector. 
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III. Need: According to commuters there are number of parameters such as 
Interconnectivity, use of ICT, on line information’s and services, on which 
public transportation have to pay more attention to provide quality services to 
their users. On other hands official’s needs are focused on interconnectivity 
private public partnership involvement for bridging the infrastructure gap, 
officials are also concern about some mechanism for tracking or locating the 
individual services.  

 

 

 

Fig. 2. Proposed Model for e-Governance in Public Transportation 

b) Interpretation: The information collected from the survey was interpreted by 
using analytical tools on the basis of analysis to transform information into clear 
understanding priorities and objectives of the sector so that appropriate planning, 
regulative and operative issues can be foresighted considering past experiences and 
future vision.    
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c) Vision and Prospection:  Alternative views of futures are explicitly examined 
considering the aspects like people, process, technology and resources. These are the 
focus points to foresight considering predictive and normative methods. 

4.3   Strategies 

The following strategies have to consider for e-Government foresight. This has to be 
considering in process reengineering of existing system to develop new ICT enabled 
public transportation to provide an effective and efficient services to their commuters. 

Awareness: It was also one of the major issues identified by the survey result; 
therefore awareness raising is one of the strategy to improve the system. 

Capacity building: For building eGovernance strategic capacity, strategic institutions 
has to be setup for development and implementation of framework and policies to 
provide consultancy and legislative, inputs to public transportation projects. 

Infrastructure: Institution development to implement and maintenances of necessary 
infrastructure in the public transport sector. 

Pilot Projects: Efforts should be consider for the priority the public transport sector 
with maximum citizens interface. An ABC analysis of the government services 
should be taken in consideration to arrive at the most functions of government. 

Interoperability: While designing the e-Governance policy for public transportation, 
technical and standards interoperability must be consider to provide portability to the 
system.   

Project Evaluation: Pilot projects evaluation is classified as success or failure 
according to desired output. Study should be carried out by independent agency 
because implementation agency will never identify project failure.  

Marketing: Efforts should be focused on awareness of the online presence using the 
traditional Medias. Public transport sector should encourage their front line 
employees and government employees to promote their online business. 

The out put of first block of model is the strategy formulation which is further used 
in the second part of model for effective and efficient implementation of e-
Governance in the sector. Basically there are four important considerations of the e-
Governance which is explained in the conceptual model for e-Governance in [9] 

Government: The major actors of the administration are central government, sate 
government, local government or officials of public transportation. The involvement 
of Government is essentially required for the process re-engineering. 

Process Reengineering: Study the existing system to identify the process, then on the 
basis of strategy recommendations for reengineering the process will be formulated 
accordingly.  

Quality Service: It can improve the efficiency of government by streamlining 
administrative procedures (simplification and transparent) for effective communication 
within and outside government departments. E-governance not only reduces paper 
work, but also facilitates speedy communication and effective coordination.  
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Citizens: Participation of the stakeholders in policy formulation and implementation 
is very important for achieving good governance. E-governance enhances citizen 
participation in shaping the policies and improving service delivery.  

Participation: ICT empowers citizens to have access to information related to 
government activities to monitor and judge government’s performance.  

ICT enabled Services: ICT enables efficiency in government management by staff 
and cost reduction. It increases efficiency and ensures responsive and transparent 
administrative environment.  

5   Conclusions 

With the advancement of e-Government and e-Governance the quality and effective 
services will be provided to the citizens, public transportation is not the exception too. 
But the services in public transportation lag behind because of ineffective planning 
therefore an effective e-Governance model is required by the public transport sector. 
In this paper several models on various parameters are reviewed to design an effective 
e-governance model for public transportation. The foresight application is used as a 
tool to draw strategic conclusion for the e-Government on the basis of Analysis, 
Interpretation and Prospection considering various parameters. These strategy output 
is considered as input for process reengineering to provide e-Governance to the 
citizens. Therefore an analytical and foresight based strategic model for e-governance 
in public transport sector is proposed. This may helpful to provide quality services to 
their commuters. 
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Abstract. Segmentation in image processing refers to the process of partitioning 
a digital image into multiple segments. This paper makes an attempt to segment 
the handwritten Marathi words using Devanagari script. Segmentation of 
handwritten words into characters is a challenging task primarily because of 
complexity of structural features of the script and varied writing styles. Without 
dissecting these touching characters, we cannot recognize the individual 
characters, hence arises the need for segmentation of touching characters in a 
word. Paper proposes a technique which performs necessary pre-processing of a 
word, finds joint points in the word, identify vertical and horizontal lines and 
finally dissect touching characters by taking into account its dimensions namely 
height and width of bounding box. 

Keywords: Structural features, Segmentation, Vertical bar, Joint points. 

1   Introduction 

Optical Character Recognition (OCR) is the process of converting scanned images of 
machine printed or handwritten text into a computer process able format. OCR is one 
of the most challenging topics in the fields of pattern recognition. Recognition is 
impossible without proper segmentation of words. Segmentation of handwritten text 
in Devanagari script is a difficult task. The challenge is to take into account structural 
features of the script and varied writing styles. The homogeneity and uniformity of 
header lines, vertical and horizontal parts in printed text make use of histograms 
possible. However histograms are of little help for segmentation of handwritten words 
because of lack of uniformity at every level. In this paper, we propose a system for 
segmentation of handwritten touching characters from Devanagari words.  

2   Literature Review 

Very few papers are available on segmentation of handwritten characters from word. 
No work for touching handwritten Devanagari character segmentation is found so far 
to the best of our knowledge. Veena Bansal et al [1], Veena Bansal et al [2], M. 
Hanmandlu et al [3], Naresh Kumar Garg et al [4] made an attempt to segment 
handwritten or printed Indian languages. 
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3   Devanagari Language 

Devanagari has been script of Indian Aryan languages. It is used as script by Sanskrit, 
Hindi, Marathi and Nepali languages. We are considering Devanagari script for 
Marathi.  Devanagari is the most popular script in India. It has 11 vowels and 33 
consonants. All the characters have a horizontal line at the upper part, known as 
shirorekha or headline. In continuous handwriting, from left to right direction, the 
shirorekha of one character joins with the shirorekha of the previous or next character of 
the same word. Figure 2 shows how Devanagari characters of word touch each other. 

 

Fig. 1. Examples of touching characters in word 

4   Proposed Work Flow 

4.1   Structural Properties of the Devanagari Script and Characters 

There are three classes [1] of core characters based on presence and position of 
vertical bar. 

End bar characters  
Middle bar characters 
Non bar characters 

Fig. 2. Visually extracted properties of Devanagari characters 

4.2   Workflow  

For touching handwritten character segmentation we are giving word image as input, 
perform many pre-processing techniques then word processing and finally processing 
of character will be done.  
 
Pre-Processing Stage. The input image is first binaries and complemented. After this 
make thinning to remove unnecessary pixels for making further processing possible.  
Finally we will get pre-processed input image. The words are dilated to allow 
formation of bounding boxes only around words so that each word gets separated.  

Word Processing stage on pre-processed word 

Joint point detection and removal from thinned image. The sum of 3 x 3 matrixes 
(minus centre pixel) around each pixel is found. If this sum is equal to or more than 3  
 
then the pixel is considered as a joint point. Also the terminating points are found 
which have only one pixel in the surrounding. Remove all detected joint points and 
form bounding box. 
 



 Novel Approach for Segmentation of Handwritten Touching Characters 623 

Shirorekha detection and removal. Horizontal rectangles are rectangles having 
width-height ratio more than or equal to 3:1. Rectangles having most number of 
pixels are considered as parts of shirorekha. Vertical bar detection and removal 
Vertical rectangles are rectangles having width-height ratio less than or equal to 1:3. 
In the vertical rectangles percentage of white pixels (which are parts of vertical bars) 
is found. If this percentage is more than 60% then the rectangle contains a vertical 
bar. Max row equal to last row of these BB will be considered as baseline.  

Character Processing Stage on shirorekha and vertical bar removed image. 
Procedure to find cut positions:-Form Bounding Box around shirorekha and vertical 
bar removed image.Find width of Bounding Box (BB).   
 

Category 1: Segmentation of side bar character touching to another character. 

Bounding Box width is not equal on both sides of removed vertical bar, make cut 
after each vertical bars. 

Category 2  
i) Segmentation of middle bar character touching to another character. If width of BB 
is greater than single character width then make cut at first joint point from left of BB.  

ii) Another way of middle bar touching character. 

If width of bounding Box is equal on both the sides of vertical bar (i.e. character is 
middle bar) make cut after right bounding box of vertical bar. 

Category 3: Separated characters without vertical bar (Non Bar).  

If character without VB then make cut at the right of Bounding Box. 

5   Conclusion 

We are able to detect vertical lines and horizontal lines (i.e. shirorekha) satisfactorily 
without skew correction by using bounding box method based on that cut points will 
be computed for segmentation of Devanagari handwritten touching characters.  
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Abstract. Mobile IP is the current standard proposed by IETF for mobility 
management in IP networks. Mobility management becomes a critical issue to 
track mobile user’s current location and to efficiently deliver secure services to 
them when they are away from their home network. Handover latency is the 
primary cause of packet loss resulting in performance degradation of Mobile 
IPv6. In this paper we have performed comparative study of existing Mobile 
IPv6 schemes on parameters such as packet loss, handover latency, registration 
overhead, location privacy etc. 

Keywords: Mobility, MIPv6, HMIPv6, PMIPv6, Handover latency. 

1   Introduction 

The tremendous advancements in the field of communication and information 
technology over the last decades have influenced our lives greatly. IP-based next-
generation wireless networks are widely adopted for transporting media such as voice, 
data, etc. Mobile IP is the mobility protocol widely used for Internet and standardized 
by Internet Engineering Task Force (IETF). Mobile IP has two different versions 
Mobile IP version 4 (MIPv4) and Mobile IP version 6 (MIPv6). The IP based protocol, 
Mobile Internet Protocol version 6 (MIPv6) [1] has been proposed to solve the 
problem of mobility in the new era of Internet by handling routing of IPv6 packets to 
mobile nodes that have moved away from their home network. This allows users to 
seamlessly move from one location to another and stay connected to the Internet. As 
mobility increases across networks, handovers will significantly impact the quality of 
the connection and user application. This paper is organized as follows. Section 2 deals 
with classification of IPv6 based mobility management protocols. Section 3 describes 
host-based mobility management protocols while section 4 deals with network-based 
mobility management protocol. Section 5 details comparative analysis among various 
mobility management protocols based on IPv6. Conclusion is made in Section 6. 

2   Classifications of Mobility Management Protocols 

Mobility management protocols are broadly classified into host-based mobility and 
network-based mobility management protocols [2]. Initially IETF standardized 
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mobility management protocol known as host-based mobility protocol. In this system 
most of the efforts are made by the Mobile Node (MN) to detect a new network, 
request a Care-of Address (CoA) and send information about the CoA to the Home 
Agent (HA). This causes high amount of latency. Recently IETF and Network-based 
Localized Mobility Management (NetLMM) standardized a network-based mobility 
management protocol known as Proxy Mobile IPv6 (PMIPv6). Network-based 
mobility uses a Mobile Access Gateway (MAG) and a Local Mobility Anchor (LMA) 
to allow hosts to move around within a domain while keeping their address stable. 
PMIPv6 improves handover performance in terms of handover delay and packet loss 
as well as maintains minimal control signaling overhead in the air interface. The left 
hand side of Fig. 1 represents host-based mobility and right hand side represents 
network-based mobility. In RFC-3775 Network Working Group suggested first host-
based mobility management protocol as MIPv6. As an extension to it Fast Mobile 
IPv6 (FMIPv6), Hierarchical Mobile IPv6 (HMIPv6), Fast Hierarchical Mobile IPv6 
(FHMIPv6) etc. are proposed. Proxy Mobile IPv6 (PMIPv6), Fast Proxy Mobile IPv6 
(FPMIPv6) etc. come under the category of network-based mobility.   

 

 

                 Fig. 1. Types of Mobility management                        Fig. 2. MIPv6 Architecture 

In host-based mobility management protocol MN is directly involved in movement 
detection and mobility signaling.  

2.1   MIPv6 Protocol 

Mobile IPv6 (MIPv6) provides transparent mobility to MN. This is done with the help 
of two addresses: A permanent address known as Home Address (HoA) provided by 
its HA and a temporary address that represents current location of MN, known as 
CoA. The HoA remains fixed, while the CoA changes according to the location of the 
node. MIPv6 provides a mechanism to map between the two addresses dynamically.  
The architecture of MIPv6 domain is shown in Fig 2. Each Correspondent Node (CN) 
can have its own binding cache where (HoA, CoA) pairs are stored. To keep these 
mappings up-to-date, MN has to periodically inform its Home Agent (HA) and CN(s) 
about its new CoA via Binding Update (BU) message. The registration process 
involves Duplicate Address Detection (DAD) [3]. If registration is successful Binding 
Acknowledgement (BA) [4] sends back to MN. When a CN has recent registration 
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information for a MN, it can send packets directly to the MN. Otherwise, it sends 
packets to the MN’s HoA, the MN’s HA will then forward them to the MN. A MN 
may change its point of attachment very frequently. Therefore, it has to register both 
the HA and the CN each time. This causes registration overhead and takes longer 
delay. Hence increases packet loss as well as handover latency. Each time in 
registration process control signal are transferred that causes air interface traffic 
overhead.                                                                                         

2.2   HMIPv6 Protocol 

Hierarchical mobile IPv6 (HMIPv6) [5] was proposed to reduce signaling load and 
improve handoff latency [6]. It is accomplished with the help of Mobility Anchor 
Point (MAP) [8], [9] which is located in between MN and HA. The basic task of 
MAP is assigning and managing a Regional Care-of Address (RCoA) for each mobile 
node, binding the RCoA to the subnet On-Link CoA (LCoA) [10], and managing the 
traffic between the RCoA and LCoA.  

 

 

             Fig. 3. HMIPv6 Architecture                                 Fig. 4.  PMIPv6 Architecture 

The architecture of HMIPv6 domain is shown in Fig 3. A mobile node entering a 
MAP domain will receive Router Advertisements (AR) containing information on one 
or more local MAPs. The MN can bind its current location i.e. LCoA with an address 
on the MAP's subnet (i.e. RCoA). Acting as a local HA for MN, the MAP intercepts 
all packets addressed to MN and tunnels [7] them to the corresponding LCoA of MN. 
If MN changes its location within the boundary of MAP domain, it only needs to 
register new LCoA with the MAP. If MN changes its location across MAP domain 
boundary and enters to a new MAP domain, it acquires an RCoA and LCoA. The MN 
then uses new MAP address as RCoA, while LCoA address can be formed as stated in 
[5]. After forming the RCoA and LCoA, the MN sends a regular BU to MAP. Now 
MAP performs DAD for RCoA and then binds RCoA and LCoA to MN. If 
successful, the MAP sends a BA to MN indicating successful registration. After 
successful registration with the MAP all packets sent by the MN are tunneled to the 
MAP. MN will also register new RCoA with its HA as well as CN by sending another 
BU. HMIPv6 overcomes from problems associated with MIPv6 as follows: Since 
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intra-domain handoffs are performed locally therefore HMIPv6 reduces signaling 
overhead by involving only MAP. Hence, decreases registration overhead as well as 
packet loss. It also reduces air interface traffic overhead by transferring less control 
data as compare to MIPv6. 

3   Network-Based Mobility Management Protocols 

Network-based mobility management enables IP mobility for a host without requiring 
its participation in any mobility-related signaling. The network is responsible for 
managing IP mobility on behalf of the host.  The mobility entities in the network are 
responsible for tracking the movements of the host and initiating the required mobility 
signaling on its behalf. 

3.1   PMIPv6 

PMIPv6 [11] is a network-based mobility protocol. It reuses and extends concepts of 
MIPv6. All mobile nodes in PMIPv6 are identified by a network access identifier 
(NAI), which has an associated set of information stored on the network, including a 
profile containing the home prefix. PMIPv6 introduces two entities Mobile Access 
Gateway (MAG) and Local Mobility Anchor (LMA) [11]. The main function of the 
MAG is to detect the MN's movements and initiate mobility related signaling with the 
MN. On the other hand LMA acts as HA of MN in PMIPv6 domain and maintain 
reachability to the MN address when it moves within a PMIPv6 domain. The 
architecture of PMIPv6 domain is shown in Fig 4. As soon as mobile node moves 
from one MAG and attach to another MAG. The authentication procedure is called up 
by MAG. After successful authentication, the MAG sends the Proxy Binding Update 
(PBU) message to the LMA. When the LMA receives the PBU message, it stores the 
profile of the MN in Binding Cache Entry (BCE), and sends a Proxy Blinding 
Acknowledge (PBA) message including home network prefix (HNP) [11] of the MN 
to the corresponding MAG. The MAG that has received the PBA message sends the 
Router Advertisement (RA) message including the HNP to the MN. After this 
procedure, the MN configures its Home Network Address (HoA) using the received 
HNP. In PMIPv6 network element performs mobility related signaling on behalf of 
the MN. This helps in reducing binding update delay by decreasing the round-trip 
time. Therefore, handover latency is also reduced. Location privacy is maintained by 
PMIPv6 because it doesn’t allow changing in IP address as MN moves across the 
link. Air interface traffic overhead is very less because control signals are transferred 
during the handover process. 

4   Comparative Analysis among Existing MIPv6 Based Mobility 
Management Protocols  

We have done comparative study among MIPv6, HMIPv6 and PMIPv6 mobility 
management protocols, as shown in Table 1, based on features such as packet loss, 
multi-homing, air interface traffic overhead, tunneling overhead at MN, handover 
latency etc.  
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Table 1. Comparative analysis among Mobility Based Protocols 

Features MIPv6 HMIPv6 PMIPv6 

Mobility Region Global Local Local 

Packet loss in Handover High Average Low 

Multi-homing No Yes Yes 

Terminal Modifications Yes Yes No 

Air interface Traffic overhead High Average Low 

Required infrastructure HA,AR HA, MAP LMA, MAG 

Route Optimization Support Support Support 

Handover latency Bad Moderate Good 

Mobility Management Host-Based Host-Based Network-

Based 

Router Advertisement Broadcast Broadcast Unicast 

Tunneling Overhead at MN Yes Yes No 

Packet reordering method Sequence 

Number 

Sequence 

Number 

Time Stamp 

Binding Cache lookup Key MN-Host 

Address 

MN-Host 

Address 

MN-HNP 

Protocol layers L3 L3 L3 

Mobility Stack on MN Yes Yes No 

Mobility Stack on CN Yes Yes No 

Location Privacy Low Average High 

Registration overhead High Average Low 

Buffering Maintained by HA MAP MAG 

Secure key distribution method Internet key 
exchange (IKE) 

IKEv2 IKEv2 

Energy Consumption High Average Low 

5   Conclusion  

In this paper, we have discussed host-based and network-based mobility management 
protocols. In comparative study we found that host-based protocols, such as MIPv6 
and HMIPv6, are much complex and suffer from drawbacks such as high signaling 
overhead, more packet loss,  high handover latency, high energy consumption, 
broadcasting of  router advertisement  packets etc. On the other hand network-based  
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protocols, such as PMIPv6, overcome from most of the drawbacks associated with 
host-based protocols. PMIPv6 is adopted by 3rd Generation Partnership Project 
(3GPP) as well as non-3GPP service providers and well suited for transporting voice 
and data. 
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Abstract. Honey Bees Mating Optimization (HBMO) is a novel developed 
method used in different engineering areas. Optimization process in this 
algorithm is inspired of natural mating behavior between bees. In this paper, we 
have attempted to create a reciprocal relation between learning and evolution 
which can produce an algorithm with the power of dominating local optimums 
and finding global optima. In the proposed model, a set of learning Automata, 
which can produce reinforcement signal by obtaining feedback from queens, is 
attributed to each drone. Simulation and comparisons based on several well-
studied benchmarks demonstrate the effectiveness, efficiency and robustness of 
the proposed algorithms. 

Keywords: Honey Bees Mating Optimization, Learning Automata, Function 
Optimization. 

1 Introduction 

A very interesting swarm in nature is honey bee swarm that allocates the tasks 
dynamically and adapts itself in response to changes in the environment in a collective 
intelligent manner [1]. Honey Bees Mating Optimization (HBMO) algorithm is a 
typical swarm-based approach to optimization, in which the search algorithm is 
inspired by the honey bees mating process. The Honey Bees Mating Optimization 
Algorithm was first presented in [2], [3], and since then it was used on a number of 
different applications [4][5][6]. HBMO is an evolutionary computation algorithm 
which simulates the mating process of the queen of the hive. The mating process of the 
queen begins when the queen flights away from the nest performing the mating flight 
which the drones follow the queen and mate with her in the air . Learning Automaton 
(LA) is a general-purpose stochastic optimization tool, which has been developed as a 
model for learning systems. They are typically used as the basis of learning systems, 
which through interactions with a stochastic unknown environment learn the optimal 
action for that environment. The learning automaton tries to determine, iteratively, the 
optimal action to apply to environment from a finite number of actions that are 
available to it. The environment returns a reinforcement signal that shows the relative 
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quality of action of the learning automaton. This signal is given to learning automaton 
and learning automaton adjusts itself by a learning algorithm [7][8]. In this paper, we 
have suggested a discrete optimization model based on mating action between honey 
bees and learning Automata. We have tried to consider evolution and learning in 
proposed algorithm. various researches have been done on evolutionary algorithms by 
using learning automata such as using learning automata to determine parameters in 
particle swarm optimization [9], presenting a new swarm optimization model based on 
learning automata [10]and also inducing A New Evolutionary Computing Model based 
on Cellular Learning Automata [11]. In our proposed algorithm a set of learning 
automata has been attributed to each drone and the algorithm attempts to produce 
better drones for mating with queen by getting feedback from the queens. To show the 
effectiveness and efficiency of the proposed algorithm we test the algorithm on several 
function optimization problems. The results of computer simulations show that the 
proposed algorithm attains better solutions in a faster way for most of the problems. 
The rest of this paper is organized as follows: In the next section a short review of the 
bees mating algorithms is presented, Section 3 describes the Learning Automata. In 
Section 4, a proposed algorithm is described in detail. Section 5 presents results on the 
benchmark optimization functions. Section 6 contains the concluding remarks and the 
future work. 

2 Honey Bees Mating Optimization 

A very interesting swarm in nature is honey bee swarm that has been considered 
significantly by wide range of researchers. Honey bee has remarkable characteristics in 
nature which make it considerable as an intelligent model. these characteristics consist 
of task division, individual and group communications. Honey bee mating in nature is 
one of the most notable things that scholars have marked lately and it has been able to 
develop optimization models. The mating between honey bees includes three different 
bee categories: queen bee, drones and workers. Queen bee is the only egg-laying 
female who is the mother of all the members of the colony. The queen usually mates 
only once in her life and she stores sperms in spermatheca and use them to produce 
broods. Drones are the fathers of the colony. Drones die after they mate with the 
queen. This process has been simulated in the model as a search of global optima. 
Workers are responsible for conserving the produced bees during mating process 
between queen and drones. Workers search on produced answers locally in simulated 
model. The main process in honey bees mating is mating flight. it begins with a dance 
of queen. During the flight the drones follow the queen and mate with her in the air. 
Sperm of the drones will be deposited and accumulated in the queen’s spermatheca to 
form the genetic pool of the potential broods to be produced by the queen. 

2.1 Honey-Bees Modeling 

The mating flight may be considered as a set of transitions in a state-space  where the 
queen moves between the different states in some speed and mates with the drone 
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encountered at each state probabilistically. At the start of the flight, the queen is 
initialized with some energy content and returns to her nest when her energy is within 
some threshold from zero or when her spermatheca is full. In developing the 
algorithm, the functionality of workers is restricted to brood care, and therefore, each 
worker may be represented as a heuristic which acts to improve and/or take care of a 
set of broods. A drone mates with a queen probabilistically using an annealing 
function as [2][3]: , ∆

   where Prob(Q, D) is the probability of adding the sperm of drone D 
to the spermatheca of queen Q ; ∆( f ) is the absolute difference between the fitness of 
D  and the fitness of Q ; and S(t) is the speed of the queen at time t. It is apparent that 
this function acts as an annealing function, where the probability of mating is high 
when either the queen is still in the start of her mating flight and therefore her speed is 
high, or when the fitness of the drone is as good as the queen’s. After each transition 
in space, the queen’s speed, S(t), and energy, E(t), decay using the following 
equations: 1  1  

 

Where α is a factor ∈ [0, 1] and γ is the amount of energy reduction after each 
transition.  

3 Learning Automata 

Learning Automata are adaptive decision-making devices operating on unknown 
random environments. The Learning Automaton has a finite set of actions and each 
action has a certain probability of getting rewarded by the environment of the 
automaton. The aim is to learn to choose the optimal action through repeated 
interaction on the system. If the learning algorithm is chosen properly, then the 
iterative process of interacting on the environment can be made to result in selection 
of the optimal action. Learning Automata can be classified into two main families: 
fixed structure learning automata and variable structure learning automata (VSLA) 
[6][7]. In the following, the variable structure learning automata is described. A 

VSLA is a quintuple <α,β,p,T(α,β,p)>, where α, β, pare an action set with s actions, 
an environment response set and the probability set p containing s probabilities, each 
being the probability of performing every action in the current internal automaton 
state, respectively. The function of T is the reinforcement algorithm, which modifies 
the action probability vector p with respect to the performed action and received 
response. Let a VSLA operate in an environment with β={0,l}. Let ∈  be the set of 
nonnegative integers. A general linear schema for updating action probabilities can be 
represented as follows. Let action i be performed. If β(t)=0 (Reward), 
 1 1  1 1  
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If β(t)=1(Penalty), 1 1  1 1 1  

Where a and b are reward and penalty parameters. When a=b, automaton is called 
LRP. 

4 Honey Bees Mating Optimization Based on Learning 
Automata 

In this section, the new DHBMO based on learning automata is suggested. In this 
model, each drone has been attributed to a set of learning automata which are 
responsible for producing better drones. In this algorithm each drone consists of two 
parts, Model genome and string genome. Model genome is a set of learning automata. 
The set of actions selected by the set of learning automata determines the second 
component of the genome called string genome which a reinforcement signal is 
produced after mating flight and replacing queens with better broods for every 
automaton. Each learning automaton based on the received signal update its internal 
structure according to a Learning algorithm. Then each drone generates a new string 
genome and compares its fitness with the fitness of the string genome of the drone. If 
the fitness of the generated genome is better than the quality of the sting genome of the 
drone, the generated string genome becomes the string genome of that drone.  This 
process of generating string genome by the drones is iterated until a termination 
condition is satisfied. Proposed algorithms as the one described algorithm in this paper 
can be used in any arbitrary finite discrete search space. In order to use the algorithm 
for the optimization function f first a set of learning automata is associated to each 
drone. The number of learning automata associated to a drone is the number bits in the 
string genome representing points of the search space of f. Each automaton has two 
actions called action 0 and 1. After each mating flight, these set of steps are done: 

 
1. Every automata in a drone i chooses one of its actions using its action probability 

vector 
2. dronei generates a new string genome, newi, by combining the actions chosen by 

the learning automata of dronei . The newly generated string genome is obtained 
by concatenating the actions of the automata (0 or 1) associated to that drone. 
This section of algorithm is equivalent to learning from previous self-
experiences. 

3. Every dronei computes the fitness value of string genome newi ; if the fitness of 
this string genome is better than the one  in the drone  then the new string 
genome newi  becomes the string  genome of that cell. That is 

ξ
ξ                     f ξ f newnew          f ξ  new  

 
4. Se queens of the hive are selected. This Selection is based on the fitness value of 

the queens in hive. 
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5. Based on selected queens a reinforcement vector is generated.  This vector 
becomes the input for the set of learning automata associated to the drones. This 
section of algorithm is equivalent to learning from experiences of others. Let Qs 
be set selected queens : 
         Q k ∑ δ ξ , k ∈Q       Where    δ exp 1    exp is true0       othewise 

βi,j, the reinforcement signal given to learning automaton  j of drone i, is 
computed as follows: 

           β , u Q 1 Q 0 if ξ , 0u Q 0 Q 1  if ξ , 1    Where u(.) is a step function. 

5 Experimental Setting and Results 

In this section, the efficiency of proposed algorithm is presented. For this purpose, 
Standard functions borrowed from reference [12] are used to show proficiency of 
suggested algorithm. In the below table, functions with their characteristics are 
described.  

Table 1. Benchmark functions and their characteristics 
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The parameters used for LA-DHBMO and DHBMO consist of  the number of 
queens set to 7, the spermatheca size set to 5, the maximum number of produced 
broods set to 30, and also the number of workers suggested in paper[2][3] set to 4. 
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Table 2. Results of 50 independent runs on DHBO and LA-DHBMO within 500 mating-flights 
in each run 

Mean Worst Best Algorithm Function 
2.627948 20.46119 0 DHBMO 

f1 0 0 0 LA- DHBMO 
2.197145 15.19747 0 DHBMO 

f2 0 0 0 LA- DHBMO 
3.104444 11.64061 4.44E-16 DHBMO 

f3 4.44E-16 4.44E-16 4.44E-16 LA- DHBMO 

-1.00E-02 -8.66E-7 -1.60E-01 DHBMO 
f4 -0.9367 -0.7969 -0.9991 LA- DHBMO 

-664.774 -323.863 -837.816 DHBMO 
f5 -837.046 -833.019 -837.96 LA- DHBMO 

-178.8839 -172.4213 -180.9998 DHBMO 
f6 

-186.451 -184.717 -186.7306 LA- DHBMO 

 
 
A setting for LA-DHBMO includes  a kind of learning automata, LRP with reward 

and penalty parameters set to 0.01 and 0.0.1 respectively, and a selection of all queens 
of hive are used to produce reinforcement signal. In the table below, the results of 50 
independent runs within 500 mating-flights in each run are shown which demonstrates 
high proficiency of LA-DHBMO in comparison with standard algorithm. 

6 Conclusion and Future Work 

In this paper, we have developed a new optimization method with capability of 
learning. The results of experiments demonstrate the efficiency of algorithm in 
comparison with original algorithm. As it is shown in results, the new algorithm has a 
power of conquering local minimums and it is able to converge to global optima. As a 
consequence, the proposed algorithm may be a promising and viable tool to deal with 
complex numerical optimization problems. The future work includes the studies on 
how to extend it to handle multi objective optimization problems. It is desirable to 
further apply it to solve those more complex real-world optimization problems. 

References 

1. Karaboga, D., Akay, B.: A survey: algorithms simulating bee swarm intelligence. Artif. 
Intell. Rev., 61–85 (2009) 

2. Abbass, H.A.: Amonogenous MBO approach to satisfiability. In: Proceeding of the 
International Conference on Computational Intelligence for Modelling, Control and 
Automation, CIMCA 2001, Las Vegas, NV, USA (2001) 



636 V. Azadehgan et al. 

3. Abbass, H.A.: Marriage in honey-bee optimization (MBO): a haplometrosispolygynous 
swarming approach. In: The Congress on Evolutionary Computation (CEC 2001), Seoul, 
Korea, pp. 207–214 (May 2001) 

4. Afshar, A., Bozog Haddad, O., Marino, M.A., Adams, B.J.: Honey-bee mating 
optimization (HBMO) algorithm for optimal reservoir operation. Journal of the Franklin 
Institute 344, 452–462 (2007) 

5. Fathian, M., Amiri, B., Maroosi, A.: Application of honey-bee mating optimization 
algorithm on clustering. Applied Mathematics and Computation, 1502–1513 (2007) 

6. Marinakis, Y., Marinaki, M., Dounias, G.: Honey Bees Mating Optimization Algorithm for 
the Vehicle Routing Problem. NICSO, 139–148 (2007) 

7. Narendra, K.S., Thathachar, M.A.L.: Learning Automata: An Introduction. Prentice-Hall 
Inc. (1989) 

8. Thathachar, M.A.L., Sastry, P.S.: Varieties of learning automata: an overview. IEEE 
Transactions on Systems, Man, and Cybernetics, Part B, 711–722 (2002) 

9. Hashemi, A.B., Meybodi, M.R.: A note on the learning automata based algorithms for 
adaptive parameter selection in PSO. Appl. Soft Comput., 689–705 (2011) 

10. Rastegar, R., Meybodi, M.R., Badie, K.: A new discrete binary particle swarm 
optimization based on learning automata. In: ICMLA, pp. 456–462 (2004) 

11. Rastegar, R., Meybodi, M.R.: A New Evolutionary Computing Model based on Cellular 
Learning Automata. In: CIS, pp. 433–438 (2004) 

12. Yang, X.-S.: Test problems in optimization. In: Engineering Optimization: An Introduction 
with Metaheuristic Applications. John Wiley & Sons (2010) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 637–641, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

An Evolutionary Optimization Approach to Software 
Test Case Allocation  

Camila Loiola Brito Maia, Thiago Ferreira do Nascimento,  
Fabrício Gomes de Freitas, and Jerffeson Teixeira de Souza 

Optimizattion in Software Engineering Group (GOES.UECE), State University of Ceará, 
Fortaleza, Ceará, Brazil 

{camila.maia,thiagonascimento.uece,fabriciogf.uece, 
prof.jerff}@gmail.com 

Abstract. The problem of allocating test cases can be considered difficult 
because of the large number of possible solutions and the many factors that can 
influence the search for these solutions. There are several studies that use 
optimization techniques in finding solutions to difficult problems in software 
engineering in a recent research field called Search-Based Software 
Engineering (SBSE). Within this context, this paper proposes a multi-objective 
approach to the problem of allocating test cases. Two experiments were 
designed and implemented, and demonstrate the applicability and 
competitiveness of multi-objective algorithms in relation to the results 
generated by human users.  

Keywords: Software testing, software engineering, optimization. 

1 Introduction 

In software engineering, aside problems related to the software specification and 
implementation, several other problems can be considered hard to solve. Those 
problems, such as task allocation, requirements prioritization, and selection of test 
cases, are in general complex to solve given their structure, high number of possible 
solutions, and context restrictions. This paper proposes a multi-objective evolutionary 
approach to solve the problem of allocating test cases. The purpose of test case 
allocation is to distribute the test cases among the available testers. The main research 
questions covered are as follows:  

• Q1. How can the test case allocation problem be mathematically  
          modeled?  

• Q2: Which metaheuristic is the most suitable for the problem? 
• Q3: Is optimization competitive to human test managers? 

In the literature, many works deal with tasks allocation though mathematical 
optimization techniques. However, a specific optimization formulation for the 
allocation of test cases was not found. In the following are described some related 
works to the present paper. 
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The authors of [1] investigate two allocation problems of module testing (unit 
testing): minimizing the number of undetected faults in the system after the resources 
allocation, and minimizing the resources allocated (number of test cases, CPU time), 
given a number of undetected faults after the testing process. Two heuristics are 
proposed to solve the problems. 

In [2], the impact of the Brooks’ Law [Brooks 1975] on the allocations of a project 
is explored. The approach is based on genetic algorithms, and it analyses the effect of 
communication overhead of the project team, both in the completion time and in the 
people allocation in teams. 

One approach based on dependencies, fragmentation, conflict and specialization is 
described in [3]. The metaheuristics used to evaluate the approach were Simulated 
Annealing, GA and Hill Climbing. 

2 The Approach 

The approach considers the testers’ ability, their preferences for test cases, the 
execution history of the testing process, the minimal skill required to run each test 
case, and an ordered set of test cases. The following sets compose the formulation: 
 
Test Cases. Let C be the set of all test cases. C has m test cases, i.e., C = {Cj | j = 1, 
..., m}. Each test case has the following attributes: requiredExperiencej and 
precedencej. 

System Testers. Let T be the set of all available testers. The set T has p testers, i.e., T 
= {tw | w = 1, ..., p}. Each tester has an experiencew level, which is the experience of 
the tester. 

System Testers vs Test Cases. Each tester w has a preference level for each test case 
j (preferencew, j). In addition, the number of executions of the test case j by the tester 
j is also considered (numberOfExecutionsw,j). 

Allocations. An allocation is the assignment of a test case for a tester. The solution is 
represented by a vector of integers, called ATC in the approach, in which each cell 
has the tester assigned for the correspondent position in the vector. For example, if the 
vector is “3,2,3,1”, the first test case should be run by the tester 3; the second test case 
by tester 2; and so on. 

The following aspects are considerd for the allocation: numberOfExecutionsATC 
(the sum of numberOfExecutionsw,j for the testers),  preferenceATC (the sum of 
preferencew,j for the testers), and experienceATC (the sum of experiencew for the 
testers). In the proposed approach, it is possible to associate a test case to a tester that 
does not have the minimum experience required for it, however, in these cases, a 
penalty should be applied in order to decrease the value of experienceATC. The penalty 
function is represented by penaltyw,PTCa, where w is the tester and PTCa is the test 
case in test suite represented by PTC, where test cases are already ordered for the 
execution. 
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Given the aspects considered, the proposed optimization formulation of the test 
case allocation problem is defined as:      ∑ ∑  , , ,.          ∑ ∑  , , ,.   
    ∑ ∑  ,  . , ,   
Subject to:    , ∈ ,       , , 1  , ,1  

Equation 1 aims at assigning to a tester the test cases that he performed less often. The 
equation 2 is set to assign testers to test cases that they prefer to run the most. 
Equation 3 wants to allocate test cases to testers who have a minimum experience 
required by each test case. All function use the isAllocated procedure, which is a 
boolean value for whether the test case is allocated or not to a tester. The equation 4 is 
a problem restriction used to ensure that the precedence relation between test cases is 
respected. When a test case is allocated to a tester Y, its predecessor should be 
allocated to the same tester Y. 

3 Experiments 

The first experiment regards the application of optimization techniques, where three 
multi-objective metaheuristics and a random method are applied to the problem. The 
comparison among the techniques is performed through the use of the hypervolume 
indicator [4]. The second experiment is applied to investigate whether the approach is 
human competitive, where the responses of the multi-objective algorithms are 
compared with the solutions of potential users of the proposed approach (human test 
analysts). The algorithms used in the experiments are: NSGA-II [4], MOCell [5] and 
SPEA2 [6], all based on genetic algorithms, but multi-objective. These algorithms 
were chosen for their good performance in comparison with other multi-objective 
algorithms, as can be seen in [5], [6]. To perform the experiment, 29 random 
instances were created. 

3.1 Application of the Techniques 

The metaheuristics and the random algorithm were applied to all instances (indicated 
by #). The main results of these experiments are presented in the Table 1 below, 
which shows the values for the hypervolume metric, for each instance and algorithm. 
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4 Conclusion 

About question Q1, the allocating test cases problem can be mathematically 
formulated as the approach proposed in this paper. The proposed approach is multi-
objective, taking into account three important factors when choosing which testers to 
perform which test cases. The Q2 question was answered by an experiment. The aim 
was to know which of the three chosen techniques was the most appropriate. Overall, 
the results of the experiment showed that the algorithm SPEA2 performed better in 
relation to the hypervolume metric. Most of the solutions generated by this algorithm 
are in the Pareto optimal front, formed by the best solutions of the three algorithms. 

To answer question Q3, a second experiment was conducted. As can be seen in the 
figure generated by the experiment (Figure 1), the solutions generated by users are far 
from the Pareto optimal front. There are four limitations to this approach. The first 
limitation is the absence of an interface for data entry. Given the amount of data, a 
person without a graphical interface is hard to input. A tool to generate text files in the 
format read by the tool is also need. The second limitation is the time to acquire the 
values of each input parameter of the proposed approach, since as you increase the 
number of requirements and test cases; it increases the amount of data to be informed. 
The third limitation is concerned on the objectives chosen by the approach, not 
contemplating goals that could be important. Finally, the fourth limitation is the use of 
randomly generated data in the approach evaluation, rather than actual project data. 

We can cite two threats to the validity of the results generated by the experiments. 
The first threat is the configuration of the algorithms, as regards the rates of mutation 
and recombination, as well as other methods of recombination and mutation. The 
second is the use of data generated, since the algorithm that randomly generated the 
data may have done so in a bias manner.  
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Abstract. The Fuzzy Inference System (FIS) plays a vital role in the medical 
field to provide medical assistance to the radiologist to diagnose the 
abnormality in the medical images. This paper presents a scheme to improve the 
efficiency of the lung cancer diagnosis system by proposing the segmentation of 
the suspected lung nodules by region based segmentation and cancer 
identification by FIS. The proposed method is implemented in two phases. The 
first phase carries pre-processing for primary noise removal by wiener filter 
followed by region growing to segment the suspected lung nodules from CT 
lung images. The second phase carries the classification of the segmented 
nodules as either benign (normal) or malignant (cancerous) by extracting the 
features like diameter, shape and intensity values and given as the input to the 
FIS. The Fuzzy system finds the severity of the suspected lung nodules based 
on IF-THEN rules. The sensitivity of the proposed system is 92.3%, which 
show that the proposed work can help the radiologists to increase their 
diagnostic confidence. 

Keywords: Computed Tomography (CT), Segmentation, Region growing, and 
Fuzzy Inference System (FIS). 

1    Introduction 

Lungs are the essential organs for respiration (inspiration and expiration) situated at 
thoracic cavity. Today, the lung cancer is serious disease in the world causing large 
number of deaths [1]. The cells of all living organisms normally divide and grow in a 
control manner. When this control process is lost and tissues start expands then the 
situation is called cancer. Among the various cancers like bone cancer, breast cancer, 
blood cancer etc., the lung cancer is the most deadly one. The causes of lung cancer 
are cigarette smoking, inhalation of tobacco, lung diseases, air pollution etc. The 
research shows that smoking of cigarette is the leading cause of lung cancer (90%) in 
the world. The people they don’t smoke (non-smokers) also get’s lung cancer, 
however the chance of risk is 10 times lesser than the smokers. The most preferred 
option for treating the lung cancer in the final stage is surgical removal of the diseased 
lung. Hence it is necessary to detect the lung cancer at an early stage to limit the 
danger. In this paper, lung cancer diagnosis system based on Fuzzy logic is proposed 
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to detect the lung cancer at the early stage. The proposed system first segments the 
suspected lung nodules from the input lung image and classifies either benign or 
cancerous based on the feature extraction. Then the extracted features are given to the 
input of FIS. The Fuzzy Inference System makes the decision based on IF-THEN 
rules. This paper is organized as follows: Section 2 describes the related works, 
Section 3 deals the proposed work. Section 4 gives the experimental results and 
finally section 5 draws the conclusion and Future work. 

2   Related Work 

2.1    Artificial Neural Networks 

The Artificial Neural Networks (ANN) refers to computing systems whose central 
theme is borrowed from the analogy of biological neural networks. Neural networks 
can be configured in various arrangements to perform range of tasks such as machine 
vision, pattern recognition, data mining, text mining, classification and optimization. 
The most commonly used Neural Networks (NN) are feed forward and back 
propagation NN. The ANN consists of three layers namely input layer, hidden layer 
and output layer. The ANN is trained with the set of feature vectors. The training may 
be of any one of the following: supervised learning, unsupervised learning and 
reinforcement learning. In the literature there are number of proposals for diagnosing 
the cancerous nodules from lung images. To assess the benefit of ANN for diagnosing 
lung cancer the systematic review was conducted by N.Ganesan et. al [2]. The CAD 
system to diagnose the lung cancer based on ANN to assist radiologists in 
distinguishing malignant from pulmonary nodules was proposed by Yongjun et. al 
[3]. In neural network based classifier, the difficult task is designing of ANN 
structure. To provide the solution for the above problem Genetic algorithm (GA)-
ANN hybrid intelligence was described by Fazil Ahmad et. al [4]. In their approach 
GA was used to select significant features simultaneously as input to ANN and 
optimal number of hidden node is determined automatically. Every intelligent 
technique has particular computational properties that make them suited for particular 
problems and not for others. For example, the NN are good at recognizing patterns, 
they need more processing time and lot of past data to make the decision. 

2.2    Fuzzy Logic 

Fuzzy logic is a rule based system it uses if-then rules. Fuzzy logic has been found 
applications in many areas from control theory to artificial intelligence. An automated 
method to detect the lung nodules based on wavelet transform, bi-histogram 
equalization, morphology filter and Fuzzy logic was proposed by C.Clifford Samuel 
et. al [5], however in their work the bronchovascular details are also detected as 
nodules. M.A.Saleem Durai et. al [6] described the technique to determine disease 
name, stage and diagnostic treatment of the cancer patient using Fuzzy rules but the 
diagnosis were complex because of the analysis of all the information gathered about 
the symptoms. To overcome the drawbacks of ANN and existing Fuzzy systems the 
new system is proposed to diagnose the lung cancer.  
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3    Proposed Work 

The proposed work is carried in two phases. In first phase the suspected lung nodule 
are segmented. In the second phase the Fuzzy Inference System makes the diagnosis 
from the extracted features from the suspected nodules. The flow diagram of the 
proposed method is shown in Fig. 1. The proposed method consists of three steps. 
They are pre-processing, suspected lung nodule segmentation and feature extraction 
and Fuzzy Inference System. 

 

Fig. 1. Flow diagram of the proposed method 

3.1    Pre -processing 

The pre-processing aims to reduce the noise in the input CT lung images. The pre-
processing is achieved by suppressing the noise. The noise distribution in CT images 
follows the Gaussian distribution therefore Wiener filter is employed to remove the 
noise. The Wiener filter is an optimum filter which minimizes the means square error 
hence it maximizes the image quality. In order to balance between the noise removal 
and over blurring the size of the Wiener filter is selected as 3x3. The metrics used to 
evaluate the performance of filters are Mean Square Error (MSE) and Peak Signal to 
Noise Ratio (PSNR). The PSNR is a measure of the peak error whereas the MSE is 
the cumulative squared error between the filtered and the original image. The 
mathematical formulae for the above two are, 

 

MSE = 1/MN{ [g(x, y) - g’(x, y) ]2  } (1) 

PSNR=20*log10 [255/sqrt(MSE)] 
(2) 

Where, g(x, y) is the original image, g’(x, y) is the filtered image and M, N are the 
dimensions of image. 

3.2    Suspected Lung Nodule Segmentation and Feature Extraction 

The next step after pre-processing is the segmentation of the suspected lung nodules 
from the CT images. The suspected lung nodules are segmented by region based 
segmentation. In segmentation technique, the complex image is divided into small sub 
images. The segmentation should be stopped when the Region of Interest (ROI) of a 
particular application is isolated. The ROI in CT image is usefully a cluster of pixels 
that appears to be dense mass. The region based segmentation uses region growing  
 



 Lung Cancer Diagnosis from CT Images Using Fuzzy Inference System 645 

technique, which is based on the similarity approach to segment the suspected lung 
nodules. The region growing starts with set of seed points. The region is allowed to 
grow by appending the neighbouring pixels that have properties similar to the seed 
such as specific gray level. Thus the region based segmentation segments the 
suspected lung nodules from the input CT lung images. The selectivity of the cancer 
detection depends on the ability to segment the suspected nodules from the lung 
images. The various features like diameter, shape and intensity are extracted for the 
suspected lung nodules. These features are the input to the Fuzzy Inference System. 

3.3    Fuzzy Inference System 

Fuzzy inference is the process of formulating the mapping from a given input to an 
output using Fuzzy logic. The mapping then provides a basis from which decisions 
can be made. The overall name for a system is, that uses fuzzy reasoning to map an 
input space into an output space. Fuzzy logic is a rule based system it uses if-then 
rules. The Fuzzy logic is proved to be a potential tool for decision making systems 
such as pattern recognition and expert systems. FIS is used to recognize the nodules 
depending on the input, output Fuzzy membership functions. Extracted features like 
diameter, shape and intensity are the input to the Fuzzy system. Based on the 
extracted features the FIS can classify whether the suspected nodules are normal or 
cancerous one. The cancerous nodules have greater diameter and intensity than the 
normal lung nodules. Further the cancerous nodules will have irregular shape. The 
severity of the detected nodule is computed using Fuzzy rules framed relating to the 
extracted features. The rules used in FIS to diagnose the lung cancer (based on the 
observation of the radiologists and field experts) is as follows, 

 
IF (Diameter>10pixels, Intensity>240) and 
IF (Shape is irregular?) THEN 
Disease = Cancer 
Else 
Normal cells are found. 

4     Experimental Results 

The lung cancer diagnosis using FIS is shown in Fig. 2.The input lung image acquired 
from CT image [see Fig. 2(a)] is first pre-processed by Wiener filter to remove the 
noise. After the removal of noise the PSNR value is calculated as 40.6 decibels. 
Hence the Wiener filter maximizes the quality of the input image and reduces the 
means square error of the counterpart. The filtered image is given in Fig. 2(b). After 
pre-processing, the region growing technique is applied on the input lung image to 
segment the suspected lung nodules. The region growing is shown in Fig. 2(c). 

The segmented suspected lung nodules are shown in Fig. 2(d), which show that 
they are cluster of pixels that appears to be dense mass. The suspected lung nodules 
may be benign or malignant. The various features are extracted for the suspected  
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Fig. 2. Lung cancer diagnosis using FIS (a) Input CT image (b) Filtered image (c) Region 
growing (d) Suspected lung nodules (e) 3D view of malignant nodules (f) Dialog box 
displaying the result 

nodules and given as input to the FIS. Based on the extracted features, the Fuzzy 
Inference System classifies whether the suspected nodules are benign or malignant. 
The 3D views of malignant nodules are given in Fig. 2(e). The dialog box displays the 
output of FIS is given in Fig. 2(f). The obtained results are compared with the 
radiologists for sensitivity, which is computed using the equation, 

 

Sensitivity = TP / (TP + FN)    (3)

Where TP is the True Positive nodules and FN is False Negative nodules. The test is 
carried out for 50 patient’s data sets, out of which 25 patients data sets are taken with 
normal condition and 25 patient’s data sets are taken with cancerous condition. The 
output of the FIS for the sample data sets are given in table 1. The sensitivity of the 
FIS is compared with the various existing methods, which is shown in table 2. The 
obtained results show that the sensitivity of the proposed method is higher than the 
other methods. 

        Table 1. Output of FIS for sample data             Table 2. Quantitative comparison of   
                                                                                     FIS with other methods 
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5    Conclusion and Future work  

In this paper, the lung cancer diagnosis system based on FIS is proposed. The 
proposed system consists of pre-processing, segmentation of the suspected nodules 
and classification to detect the lung cancer. The sensitivity of the system is calculated 
as 92.3%, which is higher than the existing methods. Therefore the lung cancer 
diagnosis system based on FIS can be useful for the radiologists to diagnose the lung 
cancer at the early stage. However in future, the sensitivity of the proposed system 
may improve by using the hybrid systems i.e., combining either Neural Network with 
Fuzzy logic (Neuro-Fuzzy network) or Fuzzy logic with Neural Network (Fuzzy-
Neural) network. 
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Abstract. In this paper a simple template matching method based on correlation 
coefficient is proposed to recognize the printed Kannada numerals. Here the 
scanned printed Kannada numeral documents are preprocessed and each num-
eral is extracted by first performing the line segmentation and then segmenting 
each numeral from the segmented line. Each segmented object is resized to a 
predefined size. The correlation coefficient is computed between the image un-
der consideration and stored numeral image data. A high value of correlation 
coefficient will indicate the successful match. The proposed algorithm is inva-
riant to size of the numerals since segmented objects are resized in the prepro-
cessing stage. Experimentation is carried out on 30 different fonts of Kannada 
numerals generated from Nudi 4.0 software. The results are encouraging. 

Keywords: Kannada Numerals, Template matching, correlation coefficient. 

1 Introduction 

The problem of Kannada numeral recognition falls under character recognition, which 
is a sub problem of document image analysis. The document image analysis can be 
categorized in to two groups, namely, text processing and graphical processing. In 
text processing the characters, including numerals and special characters, are 
processed [1]. Many commercial OCR are available for English, most of the Euro-
pean languages, Chinese and Japanese languages with good level of accuracy. Few 
works are reported for Indian as well as Kannada languages in recent years. A neural 
network based classifier proposed by R. S. Kunte et. al. [4] uses the wavelet coeffi-
cients as features for character recognition. The drawback of this method is, it fails to 
recognize the similar characters and it requires very large database. A template match-
ing based Kannada OCR was proposed by Ashwin et. al. [5] in which SVM is used as 
classifier. This method is very sensitive to the fonts and malfunctions for different 
character sizes. Recognition of isolated Kannada handwritten numerals using image 
fusion method [6] uses the nearest neighborhood classifier for numeral pattern match-
ing. In this paper a template matching method based on correlation coefficient compu-
tation is proposed for the recognition of printed Kannada numerals. The methodology 
of the proposed work is discussed in section 2. The experimentation is discussed in 
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section 3. In this section the detailed analysis of failures in recognition of different 
numerals is also presented. Finally, in section 4 conclusions are drawn and future 
work is proposed. 

2 Proposed Method 

The input images are preprocessed to eliminate noise and resized to a standard size. 
Each image template is matched with the stored numeral image data in the database.  
The description of these processes is given in the following sub sections. 

2.1 Image Preprocessing  

Kannada language has ten basic numerals (Figure 1). The scanned image document 
containing Kannada numerals is converted to binary image by applying thresholding. 
The preprocessed image will contain the data in multiple lines, each line containing 
multiple numerals. The document is scanned from the top-left corner of the image and 
when a pixel is found, its corresponding bottom-right point is located. The rectangle 
formed with the help of these points is extracted, which will be one line of text con-
taining numerals. The image document may contain many such lines. The extracted 
line is segmented into individual numeral image by identifying the connected compo-
nents and drawing the bounding box for each connected component. They are resized 
to a standard size of 42×24 pixels before further processing. 

 

Fig. 1. Printed Kannada numerals 

2.2 Template Matching 

A training data set for each numeral is created using Nudi 17 K font and stored in the 
database. The numerals in this data set will have a size of 42×24. For each character a 
bounding box is drawn and the content within this box is stored. A correlation coeffi-
cient is computed between the segmented image and every numeral image data in the 
database. The correlation coefficient is a real value between -1 and 1. As the strength 
of the relationship between the predicted values and actual values increases so does 
the correlation coefficient. A perfect fit gives a coefficient of 1.0. The mathematical 
formula for computing correlation coefficient value, r is 

( )( )
( ) ( ) ( ) ( )2222 
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where n is the number  of pairs of data, x and y are the training and testing numeral 
image data. Higher the value of r, the correlation coefficient, more will be match  
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between the numeral with the template from the database. For each numeral from the 
input image ten correlation coefficient values are generated with each value corres-
ponding to numerals from 0 to 9. The maximum highest correlation coefficient value 
among these will show the matching numeral from the database. 

3 Experimental Results 

Experimentation is carried out on thirty different fonts of Kannada numerals generat-
ed from Nudi 4.0 Kannada scripting software. Figure 2 shows an input scanned image 
containing some Kannada numerals in two rows. The segmented numeral images are 
resized to 42×24 pixels as shown in Figure 3. The correlation coefficient is computed 
between the training numeral image data sets with the testing numeral image data. 
One such results of a particular font are recorded as shown in Table 1. In this table x 
represents the training numeral image data and y represents the testing numeral image 
data.  From this Table it can be seen that there is a very high correlation between 
training and testing image data corresponding to same numeral. 

                

   Fig. 2. Input image containing Kannada numerals        Fig. 3. Segmented numeral images 

Table 1. Correlation coefficient values between training and one set of testing data 

x - 1 2 3 4 5 6 7 8 9 0 

 1 0.97 0.04 -0.08 0.01 0.07 0.02 0.01 0.12 -0.09 0.53 
 2 0.02 0.95 -0.04 0.13 0.02 0.15 0.24 0.25 0.09 0.21 
 3 -0.08 -0.05 0.90 0.06 0.26 0.35 0.38 0.04 0.06 -0.09 
 4 0.01 0.19 0.05 0.90 0.30 0.14 0.03 0.31 0.15 0.33 
y 5 0.05 0.04 0.25 0.32 0.92 0.22 0.12 0.08 0.17 0.00 
 6 0.04 0.14 0.35 0.16 0.22 0.95 0.55 0.13 0.57 0.20 
 7 0.01 0.25 0.37 0.10 0.11 0.57 0.92 0.17 0.24 0.11 
 8 0.10 0.25 0.02 0.33 0.09 0.13 0.13 0.93 0.17 0.43 
 9 -0.07 0.08 0.03 0.20 0.18 0.54 0.21 0.18 0.92 0.07 
 0 0.52 0.23 -0.08 0.34 0.01 0.19 0.11 0.45 0.06 0.96 

 
The above experimentation is carried out on numerals belonging to thirty different 

fonts, generated using Nudi software. The number of correct and false detection for 
these numerals is as shown in Table 2. It can be noticed that two numerals, namely, 2 
and 9 are detected with 100% accuracy. The worst detection rate is shown by numeral 
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3 with an accuracy of 76.67%. The overall accuracy of all the numerals using the 
proposed method is 91%. 

Table 2. Rate of accuracy in detecting numerals using proposed method 

Numerals 1 2 3 4 5 6 7 8 9 0 

Correct detection 29 30 26 29 28 27 27 28 30 27 
False detection 1 0 4 1 2 3 3 2 0 3 
Rate of accuracy 96.67 100 76.67 96.67 90 86.67 86.67 90 100 86.67 

4 Conclusion 

Even though the template matching algorithm is old and well known, here an attempt 
is made to implement this algorithm based on the correlation coefficient to recognize 
and classify the printed numerals.  The main characteristic of the Kannada numerals is 
their shapes, which are mostly formed with curves. Most of the failures in recognition 
are due to either selection of fonts which display numerals with sharp edges and cor-
ners, or breaking of a character making it as separate multiple numerals. The fonts 
selected for the experimentation cover almost all the computer generated fonts using 
very popular and widely used Kannada word processing software, Nudi. The perfor-
mance of the proposed algorithm can be improved by considering more features like 
topological properties of numerals, curvature, etc. 
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Abstract. Feature selection aims at selection of relevant features by applying 
certain selection criteria leading to high classification performance. Many  
practical problems consist of number of features, which makes classification as 
challenging task. With all these features system load and computation time will 
increase. Various feature selection and ranking methods are available to elimi-
nate irrelevant features. In this paper the dataset used is available in analog form, 
which is converted into digital form for feature extraction and the obtained data-
set is used to perform the experiments. Various algorithms like Minimum Re-
dundancy Maximum Relevance (MRMR), Correlation based Feature Selection 
(CFS), t-Test, Chi Square, Fast Correlation Based Feature selection (FCBF), 
Fisher Score, Gini Index, Information Gain, Krushkal Wallis and BlogReg are 
used to rank and select features from speech dataset. These algorithms are com-
bined with genetic algorithm; this hybrid approach minimizes the selected fea-
tures. SVM is used for classification and prediction of data for selected features. 
The classification accuracy of dataset with reduced features obtained using 
above mentioned algorithms and hybrid approach is compared. 

Keywords: Support Vector Machine (SVM), Genetic Algorithm (GA), Weka, 
Feature Extraction, Feature Selection, Speech Recognition. 

1 Introduction 

Feature selection techniques are used to select optimal subset of features and improve 
classification accuracy. It also helps to reduce training and testing time, storage re-
quirements and facilitates data understanding, thus improves classifier performance. 
Features are ranked based on their influence towards the final classification.  Many 
methods are available for feature selection, among them feature ranking approaches 
are particularly attractive because of their simplicity, scalability.  Various issues like 
[1] definition of various types of speech classes, speech representation, feature extrac-
tion techniques, speech classifiers are consider for design of speech recognition sys-
tem. Speech signal is in analog form, which is converted in to digital form for feature 
extraction. From each audio file 109 features are extracted and important features are 
selected which are more effective for classification using various feature ranking and 
selection algorithms. Further the hybrid approach is used to reduce the features, some 
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features may be redundant they are also eliminated. The paper is organized as follows. 
First is introduction section. Section 2 gives the brief about the features extracted for 
further analysis. Section 3 presents the various feature selection and ranking algo-
rithms used for feature selection. Section 4 gives hybrid algorithms for feature selec-
tion; here various feature selection and ranking algorithms are combined with genetic 
algorithm. Section 5 gives brief about SVM as classifier. Section 6 presents experi-
mental results and then finally we conclude our work in the last section. 

2 Feature Extraction 

Audio feature extraction plays an important role in analyzing and characterizing audio 
content, where a segment of audio is characterized into a compact numerical represen-
tation. Audio data to be classified cannot be represented as raw audio data. Hence, 
some form of parameterization is required. Parameterization of audio data is based on 
audio analysis. For analysis of speech signal, the signal is digitized, some features like 
zero crossing, bits per sample, mean, median, standard deviation, average magnitude, 
average power, sound pressure level, magnitude are computed using digitized value of 
speech signal. Discrete wavelet transform is used to calculate the wavelet coefficients 
of the input signal. There are thousands of coefficients of an audio signal; among 
them randomly hundred are selected as input features to perform further analy-
sis.These extracted features are converted into vector form to perform its classifica-
tion.  

3 Feature Ranking and Selection Algorithms 

Feature selection [2] improves classification by searching for the subset of features, 
which best classifies the training data. In our approach various data mining techniques 
used for feature ranking and selection are discussed here. Minimum Redundancy 
Maximum Relevance (MRMR) is an incremental feature selection algorithm, selects 
top ranking features based on mutual information. It is used to select features having 
maximum relevance and redundant features are eliminated [3]. Firstly, the mutual 
information (MI) between the candidate variable and the target variable is calculated 
(the relevance term). Then the average MI between the candidate variable and the 
variables that are already selected is computed (the redundancy term). In this method, 
the redundancy among the features is minimized while the relevance is maximized. 
The Waikato Environment for Knowledge Analysis (Weka) is used to select the fea-
tures using Correlation based Feature Selection  (CFS) [4], the Chi Square statistic, 
Information Gain and Fast Correlation Based Feature selection (FCBF) [5]. The other 
algorithms such as t-Test [6], Fisher Score [7], Gini Index [8], Krushkal Wallis [9] 
and BlogReg [10] are implemented in MatLab. t-Test is the statistical hypothesis 
where weight of each feature is calculated and used to rank the features. Fisher Score 
is used for determining most relevant features for classification. It uses discriminative 
methods and generative statistical model. Gini index is used as a measure for feature 
ranking and it is a statistical measure of dispersion. Krushkal Wallis is a test of va-
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riance using population variance among groups and BlogReg algorithm is an imple-
mentation of Bayesian logistic regression method. 

4 Hybrid Algorithms Using GA 

The basic idea of a Genetic Algorithm [11] is to search a hypothesis space to find the 
best hypothesis. A pool of initial hypotheses called a population is randomly generat-
ed and each hypothesis is evaluated with a fitness function. Hypotheses with greater 
fitness have higher probability of being chosen to create the next generation. Some 
fraction of the best hypotheses may be retrained into the next generation, the rest un-
dergo genetic operations such as crossover and mutation to generate new hypotheses. 
The size of population is same for all generations in our implementation. This process 
is iterated until either a predefined fitness criterion is met or the preset maximum 
number of generations is reached. In our approach two stage selection [12] algorithm 
by combining all above mention algorithms with GA is used. In the first stage any one 
of the above mention algorithm is used to filter noisy and redundant genes in high 
dimensional microarray data. In the second stage, selected features are given as input 
to GA and then GA and SVM work together for selecting the highly discriminating 
genes. 

5 Classification Using Support Vector Machine (SVM) 

SVM is a classifier, performs classification by constructing hyperplanes in a multidi-
mensional space that separates cases of different class labels. To reduce the error in 
the classifications it uses kernel functions like polynomial, radial basis function etc. 
The user may provide any of these functions at the time of training the classifier, the 
experiments are carried out using RBF kernel function. SVM classify data by using 
support vectors, which are members of the set of training inputs that outline the hyper 
plane in feature space. The advantages of SVM are low expected probability of gen-
eralization errors, its speed and scalability. LibSVM [14] tool is library for SVM. 
Classification model is build using training data by LibSVM and used for performing 
binary classification.  

6 Experimental Result 

For performance evaluation of various feature selection methods, the audio dataset 
[15] used in our work is drawn from closed set of talkers available in .wav format. 
The dataset consist of 1000 record (audio files) and each record is having 109 fea-
tures. The features are extracted from each .wav file and used to create new dataset in 
vector form. The features and class labels are represented by numeric values. 

Various feature ranking and selection algorithms as mention in Section 3 on the  
dataset and then performed binary classification using LibSVM using RBF kernel 
function and the optimal kernel parameters such as c(error cost) = 1.0 and g(gamma) 



 Feature Selection Using Various Hybrid Algorithms for Speech Recognition 655 

= 3.05175e-05 are selected using 10 fold cross validation. In 10 fold cross validation 
the data is randomly split into 10 mutually exclusive subsets of approximately equal 
size. A learning algorithm is trained and tested 10 times; each time it is tested on one 
of the 10 folds and trained using remaining 9 folds.  Thus we obtain cross validation 
accuracy of speech data set. The cross validation estimate of accuracy is the overall 
number of correct classification, divided by the number of examples in the data. The 
reduced feature subset is given as input to genetic algorithm to obtain optimal feature 
subset. Thus we obtain another 10 fold cross validation accuracy of optimal feature 
subset. The comparison of classification accuracy for different feature subsets using 
various algorithms is shown in Table 1. 

Table 1. Classification accuracy for various feature subsets 

 

The first column of Table 1 shows various feature ranking and selection algorithms 
used. Second column gives the total number of features that are selected after apply-
ing these algorithms. These features are selected based on the rank assigned to them. 
BlogReg and MRMR are feature selection algorithms while SVM considers all the 
features in the first stage before combining it with GA and remaining other algorithms 
are feature ranking algorithms. Third column gives the classification accuracy in per-
centage obtained using SVM classifier. The features listed in second column are given 
as input to genetic algorithm which gives the optimal features displayed in fourth 
column. The forth column represents the number of features that are selected as out-
put of hybrid algorithms, and fifth column represents the classification accuracy in 
percentage using SVM classifier. 

7 Conclusion 

The reduced subsets of the features were obtained using various feature ranking and 
selection algorithms. Optimal subsets of features were obtained using hybrid algo-
rithms. We have compared the performance of various subsets of features obtained 
from the feature selection methods over generated dataset. Experimentally as shown 
in Table 1, we find that after applying GA on data containing all features and feature 
selected using MRMR, Krushkal Wallis algorithm recognition accuracy is increased 
with the reduced features. While in case of FCBF classification accuracy remained 
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unchanged with reduced features and for other remaining algorithm there is reduction 
in classification accuracy with reduced features. MRMR, Krushkal Wallis algorithm 
performs better after combining with GA instead of individually. And we can also 
conclude that accuracy of SVM using feature selection usually outperforms than 
without feature selection.  
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Abstract. Test development is an expensive technique. Test suite saving for the 
software application by which test cases from the suite can be used for the 
software maintenance. We propose to develop Specification Analyzer that 
accepts specification like statement coverage, code coverage for the generation 
of efficient test cases from test suite. The Specification Analyzer compares the 
information about the techniques like Precision, Efficiency, Inclusiveness and 
Generality. The Fault detection capability tool provides the minimized size of 
test suite which satisfies the above criteria.  By reducing the test suite size, we 
can reduce the execution cost and time, validation and management of the test 
cases from the suite for future releases of the software and able to maintain the 
fault detection capability by reusing the refined test cases. The prioritization 
method will increase time-effectiveness in detecting the faults. An improved 
rate of fault detection can provide faster feedback of the system under test.  

Keywords: Regression Testing, Regression Test Selection, Linear Equation, 
Symbolic Execution, Data Flow Techniques, Prioritization. 

1 Introduction 

Software Testing is the practice that we do with the intention to find out the errors in 
applications. Regression Testing is the process of validating modified software to 
detect whether the new errors have been introduced into the previously tested codes 
and provide confidence that the modifications are correct. Since the regression testing 
is an expensive process, researches have proposed regression test selection techniques 
as a way to reduce some of this experience. These techniques attempt to reduce the 
costs by selecting and running subsets of the test cases in the program’s existing test 
suites. However it is difficult to compare and evaluate these techniques because they 
can be used to solve the different problem goals. 

A typical selective retest technique proceeds as follows: 

1) Select T1   T, a set of tests to execute on P1. 
2) Test P1 with T1, to establish the correctness of P1 with respect to T1. 
3) If necessary, create T2, a set of new functional or structural tests for P2. 
4) Test P1 with T2, to establish the correctness of P1 with respect to T2. 
5) Create T3, a new test suite and test history for P1 from T, T1 and T2. 
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All code-based regression test selection techniques attempt to select a subset T1 of T 
that will be helpful in establishing confidence that P1 was modified correctly and that 
P’s functionality has been preserved where required. In this sense, all code-based test 
selection techniques are concerned, among other things, with locating tests in T that 
expose faults in P1. Thus, it is appropriate to evaluate the relative abilities of the 
techniques to choose tests from T that detect faults. 

2 Regression Test Selection Techniques 

There are three categories for the regression test selection techniques: Linear 
Equation, Symbolic Execution and Data Flow Technique. 

A.   Linear Equation Techniques 

A selective re-tests technique that uses a system comprising of linear equations to 
select test suites that yield segment coverage of modified code. Linear equation 
techniques use systems of linear equations to express relationships between tests and 
program segments. The techniques obtain systems of equations from matrices that 
track program segments reached by test cases, segments reachable from other 
segments, and (optionally) definition-use information about the segments. Linear 
equation techniques are automated. When the techniques operate as minimization 
techniques, they return small test suites and thus reduce the time required to run the 
selected tests. However, Fischer states that due to the calculations required to solve 
systems of linear equations the techniques may be data and computation intensive on 
large programs. In fact, the underlying problem is NP-hard, and all known 0-l integer 
programming algorithms may take exponential time. Despite this possible worst-case 
behavior, 0- 1 integer programming algorithms exist that can obtain solutions, in 
practice, in times that may be acceptable. 

B.   Symbolic Execution Techniques 

A selective re-tests technique that uses input partitions and data-driven symbolic 
execution to select and execute regression tests. Initially, the technique analyses code 
and specifications to derive the input partition for a modified program. Next, the 
technique eliminates obsolete tests, and generates new tests to ensure that each input 
partition class is exercised by at least one test. Given information on where code has 
been modified, the technique determines edges in the control flow graph for the new 
program from which modified code is reachable. The technique then performs data 
driven symbolic execution, using the symbolic execution tree to symbolically execute 
all tests. When tests are discovered to reach edges from which no modifications are 
reachable, they need not be executed further. Tests that reach modifications are 
symbolically executed to termination. The technique selects all tests that reach new or 
modified code. However, the technique also symbolically executes these selected 
tests, obviating the need for their further execution. 
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C.   Data Flow Technique 

Several selective retest techniques are based on dataflow analysis and testing 
techniques. Dataflow test selection techniques identify definition-use pairs that are 
new in, or modified for, P’, and select tests that exercise these pairs. Some techniques 
also identify and select tests for definition use pairs that have been deleted from P. 
Two overall approaches have been suggested. Incremental techniques process a single 
change, select tests for that change, incrementally update dataflow information and 
test trace information, and then repeat the process for the next change. Non-
incremental techniques process a multiply-changed program considering all 
modifications simultaneously. 

3 Proposed Specification Analyzer Approach 

In this paper we propose to implement the Incremental algorithm which selects the 
test cases from test suite T whose outputs may be affected by the modifications made 
to the programs. The algorithm exploits the following observations: 
 
1. Not all statements in the program are executed under all test cases. 
2. If a statement is not executed under a test case, it cannot affect the   program output 
for that test case. 
3. If a statement is executed under a test case, it does not necessarily affect the 
program output for that test case 
4. Every statement does not affect every part of the program output. 
 
The Specification Analyzer will work as a parser. The test cases from the test suite 
pass to the Analyzer where these cases will be observed in terms of the statement 
coverage and costs-benefits. Applying the algorithm to parse which decomposes the 
program and selects test cases to ensure that there is no linkage between the modified 
and unmodified code. 

4 System Architecture 

The framework analyses the test cases on the basis of the four properties i.e. 
Inclusiveness, Precision, Generality and Efficiency. Inclusiveness measures the extent 
to which a technique chooses tests that will cause the modified program to produce 
different output than the original program, and thereby expose faults caused by 
modifications. Precision measures the ability of a technique to avoid choosing tests 
that will not cause the modified program to produce different output than the original 
program. Efficiency measures the computational cost, and thus, practicality, of a 
technique. Generality measures the ability of a technique to handle realistic and 
diverse language constructs, arbitrarily complex code modifications, and realistic 
testing applications.  
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Fig. 1. System Architecture 

5 Results and Discussions 

The fault detection capability tool may refine those test cases that perform for the 
maximum statement coverage and having the minimum cost. The cost could be found 
on the fact that, if there are hundred test cases in a test pool and only 30% test cases 
satisfy the criteria for statement coverage and efficiency cannot be affected due to any 
modifications made to the program. The main benefit of our framework is to evaluate 
each and every test case from the test suite on the given criteria basis and compare 
them with the manual test cases that can be directly given to the tool. The tool helps 
us to evaluate which test cases are more efficient: either manual test cases or those 
that would be analyzed by the Specification Analyzer through the different properties. 

6 Conclusions and Future Scope 

A.   Conclusions 

This paper focuses that the proposed frame work is used to identify the strengths and 
the weaknesses of those test cases that cannot help for the minimization of the test 
pool and may affect their fault detection capability. Our evaluation indicates that 
despite of different goals of the various properties, the effectiveness of the fault 
detection can be compared and understood if our framework is used for the industrial 
purposes and applied for the same.  
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B.   Future Scope of the work  

We propose a pre-emptive designing “Evaluation of the Fault Detection Capability of 
the Test Suite” for the future work on the given hypotheses:                 
 

(a) How the minimization is fair in terms of costs and benefits when the coverage of 
test suite is adequate?         
(b) If the test suite size increases then how the fault detection effectiveness should be 
affected? 
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Abstract. Alert Correlation is a process that analyses the alerts produced by one 
or more Intrusion Detection Sensors and provides a clear picture of occurring or 
attempted intrusions. Even though the correlation process is often presented as a 
single step, the analysis is actually carried out by a number of components, each 
of which has a specific goal. The idea of prerequisites of an intrusion, that is the 
necessary condition for the intrusion to be successful and the possible outcomes 
of intrusion is the consequences. This method also help us to correlates two 
alerts if the consequence of the earlier alert prepares for the prerequisites of the 
later one. In this system, before alert classification we are performing 
normalization, pre-processing, and alert correlation. In correlation phase there 
are two types of correlation, which are duplicate removal (alert fusion) and 
consequence correlation. Thus the resulting alert set is clustered. Based on this 
analysis of the alert set, the prioritization component assigns an appropriate 
priority to every alert. This priority information is important for quickly 
discarding information that is irrelevant or of less importance. The second way 
of prioritizing is based on the number of alerts coming from the networked 
systems.  

Keywords: IDS, Alert Fusion, Alert Correlation. 

1 Introduction 

In order to alleviate some of the problems of intrusion detection systems, alert 
correlation systems have been proposed. Correlation systems collect the alerts from a 
number of sensors and process these alerts in order to generate a high-level view of 
the current security status of the network. The main goal of a correlation system is to 
reduce the number of alerts a system administrator has to manually process. The 
correlation system achieves this by identifying and suppressing false alerts, grouping 
alerts that refer to the same incident together, and prioritizing the alerts.No correlation 
system currently exists that enables integration of multiple alert correlation 
techniques. Existing systems are not easily extended, and they only operate in real-
time when processing datasets with a low alert-rate. This project work is a modular 
framework for intrusion detection alert correlation. The framework supports the 
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integration of multiple alert correlation techniques and enables easy implementation 
of new components. The framework introduces minimal processing overhead and 
enables the construction of a correlation system. A set of correlation components is 
implemented using the framework. The components utilize multiple correlation 
techniques, which together form a complete correlation system. 

2 Related Work 

Most of the previous works on alert correlation has mostly focused on one of three 
types of correlation techniques: multi-step, fusion-based, and filter-based [1]. Multi-
step correlation relies on the fact that complex attacks are usually executed in several 
phases or steps, where the first steps prepare for the attacks executed in the later steps. 
This approach is usually based on a function that calculates the similarity between any 
two pairs of alerts. If this similarity score exceeds some threshold, the alerts are 
correlated. Filter-based approaches either identify alerts that are irrelevant or assign a 
priority to each alert [2, 3]. Priorities are usually assigned to alerts depending on how 
important the attacked assets are. 

3 Correlation Components and Process 

Inspecting thousand of alerts per day is not feasible, especially if 99% of them are 
false positives [4]. This issue has motivated the researcher to do research on 
correlation of alert produce by intrusion detection sensor and heterogeneous log 
resources [5].Alert can be produced from various types of sources and it may cause 
multiple stages of attack [6]. Alert correlation is multi-step processes that receives 
alerts from one or more IDS as input and produce a high-level description of the 
malicious activity on the network [7]. Fig. 1 gives a graphical representation of the 
integrated correlation process that we implemented. Table 1 shows the prerequisites 
and consequences of some alerts that specify one event should be followed by another 
type of event [9]. It will link together alerts that are sequential in nature. 

 

Fig. 1. Correlation Process Overview 
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Table 1. Examples of Prerequisites and Consequence 

 

4 Experimental Results 

The network-based sensor has little idea of the security state of the host it is protecting. 
The alert set may have an enormous amount of alerts that are not caused by real 
attacks, known as false alerts. These alerts may be false positives or false negatives. 
We have to make these alerts in format that consist of date, time, attack name etc. Then 
it will be easy to understand by a normal user or to the administrator. After that we 
have to go through different process like normalization, pre-processing, fusion etc, 
before correlating the alerts.We are first normalizing the alerts in the dataset into the 
same format, because we are collecting the alerts from different IDS sensors. So we 
have to make this into a generalized format known as the Intrusion Detection Message 
Exchange Format (IDMEF) [8]. After this we are fusing the alerts. Alert fusion 
component is to combine alerts that represent the independent detection of the same 
attack occurrence by different intrusion detection systems. The decision to fuse two 
alerts is based on the temporal difference between these attack names. When a new 
alert arrives, it is compared to the alerts in the alert dataset. A match is found if the 
attack name attribute are equal and the new alert is produced by a sensor different from 
the sensors already associated with the alert being matched. Hence the duplicates will 
be removed (fusion).We are using this fused alert set for correlation, which is 
correlating the alerts generated by IDSs using prerequisites and consequences of the 
corresponding attacks. Most of the alerts like SadmindBufferOverflow, 
TooltalkBufferOverflow, and RPCBufferOverflow will results to same consequence 
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that is gain access to root. For these attacks the prerequisites and the consequence are 
same. So we can correlate these attacks to anyone of the attack. Here we correlate these 
attacks to VulnerableRPCService. Similarly we can correlate all the alerts that the 
consequence will be same. Thus we can again reduce the number of alerts in the 
dataset. That is alert correlation is based on the observation that in series of attacks, the 
component attacks are usually not isolated, but related as different stages of the attacks, 
with the early ones preparing for the later ones. For example, an attacker needs to 
install the Distributed Denial of Service (DDOS) daemon programs before he can 
launch a DDOS attack. Intuitively, the prerequisite of an attack is the necessary 
condition for the attack to be successful. For example, the existence of a vulnerable 
service is the prerequisite of a remote buffer overflow attack against the service. 
Moreover, an attacker may make progress (e.g., discover a vulnerable service, install a 
Trojan horse program) as a result of an attack. Informally, we call the possible 
outcome of an attack the (possible) consequence of the attack. In a series of attacks 
where attackers launch earlier ones to prepare for later ones, there are usually strong 
connections between the consequences of the earlier attacks and the prerequisites of 
the later ones. Then we are classifying these correlated alerts into different files, based 
on the alert type, IP address, port and protocol. That if we are classifying based on alert 
types there will be different categories like bad unknown, successful admin. Policy 
violation, misc activity, attempted recon, unknown, trojan activity etc. Similarly we are 
classifying all alerts based on the IP address as public or private, then based on the port 
as privileged or not, and based on the protocol of the service that was attacked (TCP, 
UDP, ICMP etc). Then based on the impact of attack we are prioritizing the alerts that 
we classified. Alert prioritizing relies on meta-information about the nature of the 
attack to determine if one alert or meta-alert should be considered more critical than 
another. Thus, unless a precise description of how to prioritize alerts is provided (in 
addition to the alert dataset), it is difficult to evaluate the effectiveness of this 
component. We developed a very simple alert prioritization policy just to give an 
estimate of how much reduction this step could achieve. It is purely based on Snort 
rule base. Number 1 is the highest priority. So we can discard the alert information that 
is irrelevant or of less Importance from the important ones. The second way is based 
on the how many alerts are there from different systems in the network. For example 
from 172.17.128.72 if we get 100 alerts and from 172.17.128.73 only 5 alerts, then 
based on that it will be prioritized.  

5 Conclusions and Future Works 

In this study, we implemented an alert correlation technique to overcome some of the 
IDS’s problems and an improved solution for alert correlation technique based on 
some capability criteria, like capability to do alert reduction, capability to do alert 
classification, capability to correlate alerts based on prerequisites and consequences 
and capability to reduce false alert. That is we implemented a component-based 
correlation system. The system utilizes multiple techniques to provide a complete 
correlation solution. The system can be extended by creating new correlation 
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components, and it can be tailored to a protected network by selecting what 
components to use and configuring each individual component's parameters.The 
approach has the ability to fuse alerts for which the match is good but not perfect. We 
used the approach for alert correlation, is prerequisites and consequences of attacks. 
The approach was based on the observation that in a series of attacks, the attacks were 
usually not isolated, but related as different stages, with the earlier stages preparing for 
the later ones. Thus these correlated alerts are classified and then prioritized for 
generating better intrusion reports.Several issues are worth future research that is to 
develop better ways to specify hyperalert types, especially how to represent predicates 
to be included in their prerequisite and consequence sets to get the best performance 
for alert correlation. Further improvement should be done on the possible ways to 
integrate our method to get performance metrics, which reports the reduction rate 
achieved along with performance metrics for each component .In particular, we are 
interested in methods that can better tolerate false alerts and missing detections 
typically seen in current IDSs and also for real time datasets. In general, we would like 
to develop a suite of comprehensive techniques that facilitate the analysis and 
management of intensive intrusion alerts. 
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Abstract. Habitat and environmental monitoring represent a class of sensor 
network applications with enormous potential benefits for scientific 
communities and society as a whole. Habitat monitoring permits researchers to 
obtain detail measurements of a particular environment in an unobtrusive 
manner. Sea bird colonies are notaries for their human disturbances. Sensor 
networks represent a significant advance over traditional invasive methods of 
monitoring. In our system we used heterogeneous network architecture for 
habitat monitoring. The architecture has been tested and analyzed by using the 
discrete event simulation framework called QualNet 4.5.1. In this architecture 
we are using the present wireless technologies like Wi-Fi, WiMax and ZigBee 
network. We designed the heterogeneous network and developed a traffic 
generator protocol for the sensor network called sensor bit rate (SBR).Which is 
stochastic traffic generation models are used to analyze the performance and 
behavior of the SBR traffic in habitat monitoring architecture. 

Keywords: Wi-Fi, WiMax, ZigBee, CBR, SBR.  

1 Introduction 

Recent advances in wireless communications and electronics have enabled the 
development of low-cost, low-power, multi-functional sensor nodes that are small in 
size and communicate in short distances. These tiny sensor nodes, which consist of 
sensing, data processing, and communicating components, leverage the idea of sensor 
networks [1], [2], [3]. Sensor networks represent a significant improvement over 
traditional sensors. Wireless sensor networks are becoming a prevalent technology 
providing a broad variety of uses and benefits. A sensor network is composed of a 
large number of sensor nodes that are densely deployed either inside the phenomenon 
or very close to it. The position of sensor nodes need not be engineered or 
predetermined. This allows random deployment in inaccessible terrains or disaster 
relief operations. On the other hand, this also means that sensor network protocols and 
algorithms must possess self-organizing capabilities. Another unique feature of sensor 
networks is the cooperative effort of sensor nodes. Sensor nodes are fitted with an 
onboard processor. Instead of sending the raw data to the nodes responsible for the 
fusion, they use their processing abilities to locally carry out simple computations and 
transmit only the required and partially processed data.  
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2 Related Works 

One of the earliest deployments of a larger sensor network was carried out in the 
summer of 2002 on Great Duck Island [4], located in the gulf of Maine, USA. The 
island is home to approximately 5000 pairs of Leach’s Storm Petrels that nest in 
separate patches within three different habitat types. Seabird researchers are interested 
in questions regarding the usage pattern of nesting burrows with respect to the 
microclimate. As observation by humans would be both too costly and might disturb 
the birds, a sensor network of 43 nodes was deployed for 4 months just before the 
breeding season. The nodes had sensors for light, temperature, humidity, pressure, 
and infrared radiation and have been deployed in a single hop network. Each sensor 
node samples its sensors every 70 seconds and sends its readings to a solar-powered 
gateway. The gateway forwards the data to a central base station with a database and 
a two-way satellite connection to the Internet. During the 123 days of the experiment, 
1.1 million readings have been recorded, which is about one sixth of the theoretical 
6.6 million readings generated over this time. The most loss of data was caused by 
hardware-related issues. Several nodes stopped working due to water entering the 
sensor node casing. As all sensors were read out by a single analog to digital 
converter, a hardware failure of one of the sensors caused false readings of other 
sensors. Due to the transparent casing of the sensor nodes, direct sun light could heat 
the whole sensor node and thus lead to high temperature readings for nodes which are 
deployed above ground [5, 6]. 

3 Existing System Architecture 

In the existing system architecture for habitat monitoring, the sensor nodes may be 
deployed in dense patches that are widely separated [7]. The sensor nodes transmit 
their data through the sensor network to the sensor network PAN (Personal Area 
Network). The PAN coordinator is responsible for transmitting sensor data from the 
sensor patch through a local transit network called Wi-Fi to the remote base station 
(WiMax) that provides WAN connectivity and data logging. The base station 
connects to database and from database required information for the end user spread 
across the internet. The full architecture of the existing architecture is shown in Fig. 1. 

 

 

Fig. 1. Existing Architecture 
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4 Proposed Architecture 

In our heterogeneous network architecture wireless sensor network is deployed over a 
region where some phenomenon is to be monitored shown in Fig. 2. As an example, a 
large quantity of sensor nodes could be deployed over a habitat region to detect the 
presence of birds. When the sensors detect the event being monitored (heat, pressure, 
sound, light, vibration), the event needs to be reported to one of the base stations, 
which can take appropriate action (e.g., send a message on the internet or to a satellite). 
We divide the sensor network nodes into 3 categories like PAN coordinator, 
coordinator and sensor nodes. Wireless Personal Area Networks (WPANs) senses the 
data from surrounding and sends it to the coordinator node. The coordinator node 
collect the information from the sensor node those who are in its neighborhood and 
send it to the PAN coordinator. Here PAN coordinator will act as a gateway between 
sensor networks and external networks. To nullify the congestion at the PAN 
coordinator, we are sending all traffic data to the coordinators and then to PAN 
coordinator. The traffic data collected by the PAN coordinator is sent to a Wi-Fi 
network. In Wi-Fi network many number of wireless stations are associated to an AP 
(Access Point). All communications take place through the AP. The collected 
information from AP is forwarded to WiMax Network. The data stored in Subscriber 
Station (SS) of WiMax network is delivered to the end user through Wi-_Fi as depicted 
in Fig. 2. SS database can be used in research work pertaining to habitat activities.  

 

 

Fig. 2. Proposed Architecture 

5 Wireless Channel Assignments 

Channel masks are used in multi-channel wireless simulations to specify the channels 
that nodes in the simulation are able to listen to, and the ones they are currently 
listening to. PHY-LISTENABLE-CHANNEL-MASK specifies the channels that a 
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node is able to listen to, whether it is configured to do so, or not. It is assumed that the 
network interfaces on this node allow it to be able to listen on these channels. This 
parameter is static throughout the simulation duration, and the number of digits in the 
mask must match the number of defined channels. A node can change the channels 
that it is currently listening to, during the course of the simulation. Any channels 
specified as “1” in this mask must also be specified as “1” in the PHY-
LISTENABLE-CHANNEL-MASK parameter, and the number of digits in the mask 
must match the number of defined channels as well.  Channel masks are used in 
multi-channel wireless simulations to specify the channels that nodes in the 
simulation are able to, and the ones they are currently listening to. Configured channel 
mask in such a way that each subnet in the network should not interference with each 
other. In our architecture, we assigned the channel for each network by setting the 
PHY-LISTENING-CHANNEL-MASK and PHY-LISTENABLE-CHANNEL-Mask 
in ‘.config’ file. Setup the channel mask for each network given below using the 
different cases that shown in Fig. 3. 

 

 

Fig. 3. Channel Assignments 

6 Traffic Generating Protocols 

Traffic-generating protocols simulate the traffic generated by a real network 
application. QualNet 4.5.1 provides a large number of traffic generating protocols [8]. 
While some protocols are used directly as applications, such as FTP and Telnet, 
others are used to simulate real network applications. Applications such as CBR 
(Constant Bit Rate) can be configured to simulate a large number of real network 
applications by mimicking their traffic pattern. For example, audio traffic and old 
video codec’s infuse traffic at a constant rate into the network and can be accurately 
simulated by appropriately configuring the CBR application in QualNet. The Traffic 
generator protocol CBR supports individual packet size of 512 bytes only. So we 
developed a new protocol named, SBR (Sensor Bit Rate) that supports individual 
packet size of 70 bytes. Because of this we are able to send low data rate traffic 
packets from sensor networks to end user.  
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7 Experimental Results 

We have designed the habitat monitoring architecture by using the network simulator 
called QualNet 4.5.1. Testing is conducted by the simulation mode for the habitat 
monitoring architecture. However simulation isn’t always viewed as valuable or 
viable tool for comprehensive performance testing and evaluation, as there are vast 
differences in model fidelities and levels of abstraction between the actual system and 
the simulated model. In simulation, the model is often simplified or abstracted, which 
can mask the very phenomena (e.g., adaptive behavior) that are captured during 
testing on physical test beds. We compared our results with the existing system 
architecture. Our architecture showing more accuracy while receiving the traffic and 
reduced the percentage of missing the traffic packets. Simulated result for existing 
architecture and proposed architecture by sending high number of packets shown in 
the Fig 4. We tested our proposed architecture by sending 43,199 packets and 
compared with the existing architecture. While reception of the traffic in proposed 
architecture is having more accurate results and reduced the loss of packets compared 
to existing architecture that shown in Table 1 and the sending and reception of 
packets in SBR client and server side shown in Fig. 4. 

 

Fig. 4. Simulated result for existing and proposed architecture by sending high number of 
packets 

Table 1.  Experimental Results 

Existing Architecture Proposed Architecture 
Packets 

Send 
Packets 

Received 
Packet 

Received 
(%) 

Packet 
Lost 
(%)

Packets 
Send 

Packets 
Received 

Packet 
Received 

(%)

Packet  
Lost 
(%) 

  43,199 14,676 33.97 66.03  43,199 30,270 56.89 43.11 

8 Conclusions and Future Works 

The newly created architecture uses the present wireless technology and increases the 
diameter of the network using the coordinator in between the PAN coordinator. The 
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major objectives of the new system architecture are Eliminates wired network, 
reduces invasion of bird habitat,  can have more nodes than existing one so it’s more 
scalable, can be deployed across habitats, better use of resources, very economical 
and it nullify the congestion at the PAN coordinator, that helps in achieving better 
results. Work is ongoing to develop more advanced analysis tools in QualNet 4.5.1 to 
support troubleshooting along with network testing and evaluation and allow for 
sending videos as well as human interaction to enable evaluation of imaginary 
scenarios using the real-time emulation based test bed. 
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Abstract. Signed digit number representation limit the carry propagation to one 
position to the left during the operation of addition and subtraction. Carry-free 
addition for signed digit number systems is primarily a three-step process. The 
special case of maximally redundant signed digit number systems leads to more 
efficient carry-free addition. Conventional Signed Digit Adder is implemented 
for radix 16 symmetric numbers. A new Speculative Adder is designed which is 
10% faster and 22% less area than Conventional SD Adder. The register 
transfer level (RTL) description is done in verilog and the functionality is 
verified using Xlinx9.2i. 

Keywords: Redundant numbers, signed digit, redundancy index, maximal 
redundancy. 

1 Introduction 

Addition is considered as the fundamental operation in digital arithmetic. Normally 
one or more add operations are embedded in the implementation of other arithmetic 
operations. For example, subtraction is essentially a special case of addition, 
multiplication is normally a process of multi-operand addition. Finally, division 
algorithms are based either on iterative subtractions or converging multiplications [1]. 
Therefore, any improvement in the addition speed potentially reduces the latency of 
other digital arithmetic operations. 

The signed-digit (SD) number system offers fully redundant parallel carry-free 
addition. A radix – r redundant signed digit number system is based on digit set: S = 
{-β,-(β-1)…-1, 0, 1…α}, where 1≤ β, α≤ r-1[3]. A special case of redundant signed 
digit representation is maximally Redundant Signed Digit adder (MRSD). The MRSD 
number system provides symmetric representation.  

This paper will focus on comparing conventional signed digit adder with new 
designed SD adder for two radix-16 signed digit operands. The rest of the paper is 
organized as follows: In section 2 conventional signed digit algorithm is discussed. In 
section 3 the design of new maximally redundant signed digit adder is discussed. Here 
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transfer values are computed using logical equations. In section 4 comparisons 
between the two adders is done in terms of delay and area.  

2 Conventional Signed Digit Adder (CSD) 

A general carry-free addition scheme for radix-2h SD number systems with digit set [–
α, α], is described by Algorithm as in [5], where α > 2h–1.   

2.1 Algorithm for Conventional SD Adder 

1. Digit parallel additions of pi = xi + yi for each i in the range [0, n-1]. 
2. Comparison of pi with α to obtain the value of the transfer ti+1∈{-

1,0,1}.Calculation of the sum digit wi, by adding r or – r to pi, according to 
the transfer: wi = pi - ti+1 × r 

3. Parallel addition of si = wi + ti in each position without any carry 
propagations.  

Example: 

Inputs: Two operands each of 4 digits, each digit is of 5bit. 
Output: sum of 5 digits. An example of signed digit adder is shown in fig.1.  

 

Fig. 1. Example of CSD Adder 

3 Experimental Work 

In this architecture three sums are calculated as in [4]. Depending on the transfer 
values one sum is selected. This scheme use h+1-bit sign-magnitude encoding of the 
signed digits and rely on triple active hardware redundancy on concurrently 
computing wi–1, wi, and wi+1 in anticipation of the coming transfer value from 
position i–1. It was observed that the h least significant bits of the interim sum wi are 
the same as the corresponding bits of pi  and the transfer bits may be computed by 
combinational logic.  

  =                                     (1) 

  =                               (2) 

  =               (3)      



 Design and Implementation of High Speed Signed Digit Adder 675 

Hardware   requirements for new adder is shown in fig.2 containing 3 Adders, one 
combinational logic and multiplexer. 
 

 
Fig. 2. New Speculative MRSD Adder 

3.1 Algorithm for New Speculative Adder 

Input: Two 4-digit radix-24 SD numbers X = xn–1…x0 and   Y = yn–1…y0,  
             where –15≤ xi, yi ≤ 15 

Output: An 5-digit radix-24 SD number S = sn…s0,  where -14 ≤ S ≤ 14 
1. Compute the n-digit radix-24 SD number P = pn–1…p0 = X + Y, by digit-

parallel computation of pi = xi + yi for 0 ≤ i ≤ 3,   where –30 ≤  pi ≤ 30. 
2. The last 4 bits of wi is same as pi ,i.e  pi[3:0] = wi[3:0] and 

wi[4]=pi[5].Transfer values are calculated using equations 3,4,5.In this 
step three sums are computed wi,wi+1.wi-1. 

3. Depending upon  the transfer value one sum will be selected. i.e  wi is 
selected when 1,wi+1 is selected when 1,wi-1 is selected 

when 1. 

4 Results and Discussion 

The Adders are simulated on XILINX ISE simulator and Implemented on Spartan 3 
FPGA board for the example shown in fig 3. The register transfer level (RTL) 

adderWi-1     Wi adder Wi+1 

     Adder 

Multiplexer 
Transfer 

     Logic 
 

 

yi 

Pi[5:0] 

Si

Pi[3:0]=Wi[3:0]

 

xi 
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description is done in verilog. The following details are obtained from the synthesis 
report as   illustrated in table 1 below. 

Table 1. Comparision of Two Adders 

Adders Delay(ns) Power(mw) PDP(ns) No of 
Slices 

No of 
IOS 

No of 
boundedIOs 

Conventional 
SD  adder 

29.865 56 1.52 155 65 65 

New 
Speculative SD 
Adder 

26.512 56 1.48 122 62 62 

 

 

Fig. 3. Comparisons of three adders 

5 Conclusions 

Sign Digit Adder is represented using a redundant digit set. Having the output in 
redundant representation will reduce the addition time by reducing the length of the 
maximum carry propagation-chain. From the above results it is clear that Speculative 
SD Adder is 10% faster than Conventional SD Adder and 22% less in area than CSD. 
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Abstract. This paper develop analytical models for calculating the blocking 
probabilities of two low layers (picocell and femtocell) of hierarchical cellular 
networks providing integrated services of mobile users. The analytical models 
are based on continuous time multi dimensional birth death approach having 
two layers cellular architecture with reserved number of channels to give the 
priority to handoff calls. These reserved channels may also be allocated to new 
calls if reserved channels are free. The two lower layers architecture is based on 
picocell and femtocell and cellular network consists of two types of subscribers 
in the system, high mobile subscribers (HMS) and low mobile subscribers 
(LMS).The channel assignment scheme based on new call bounding, cutoff 
priority and sub-rating are suggested in cellular network for both type of layers. 
All the schemes are compared in terms of blocking probability by providing 
numerical results. 

Keywords: Hierarchical Cellular Network (HCN), New Call Bounding 
(NCB1), Cut-Off Priority (COP1), Sub-rating.  

1 Introduction 

In cellular network, it is estimated that 2/3 of calls and over 90% of the data services 
occur indoors. it is extremely important for cellular operator to provide good indoor 
coverage for not only voice but also video and high speed data services [1]. It is very 
expensive to provide indoor coverage using an “outside in” approach. Hence, how to 
provide good indoor coverage, in particular for high speed data services, is a big chal-
lenge for the operator. Recently, the development of femtocells provides a good op-
portunity for low cost indoor solutions for such scenarios. Femtocells, also known as 
“home based station”, are cellular networks access points that connect standard mo-
bile devices to a mobile operator’s networks using residential DSL, cable broadband 
connections, optical fibers or wireless last-mile technologies. In this paper, two lower 
layers are used for indoor networks i.e. picocell and femtocell. These layers cover a 
small area of hierarchical cellular network (HCN) and usually used in residential 
areas (home, office, shopping malls, railway station etc).Its coverage areas are of as 
little as 200 meters.   



678 K. Parwani, G.N. Purohit, and G. Sharma 

2 Related Work 

In July 2007, the Femto Forum [2] was founded to promote femtocells standardization 
and deployment world wide. Hou J et al. [3] proposed mobility-based call admission 
scheme which provided services to multiple classes of mobile users (i.e. pedestrians 
and vehicular travelers). Li et al. [4] gave a new channel assignment schemes called 
sub-rating schemes. Fang et al. [5] discovered call admission control schemes and 
performance analysis in wire mobile network. Li et al. [6] studied PCS network, 
which deals with Markovian Arrival Process (MAP) having correlation of the inter-
arrival times among new and handoff calls by employing spitted sub-rating scheme. 
Jain M et al. [7] studied channel assignment schemes based on new call bounding, 
cutoff priority and sub-rating. Jain et al. [8] proposed channel assignment schemes for 
PCS with cut off priority and sub rating. In [9], a microcell and macrocell cellular 
architecture for low and high mobility wireless users has been developed. 

3 System Description  

There are two low layers of HCN. (i) Pico layer, that is the outer layer and (ii) Femto 
layer, that is the inner layer. The outer layer has connection to subscribers and rece-
ives fresh traffic destination for the networks whereas the inner layer only deals with 
traffic inside the networks structure. Some models developed here. New calls of both 
LMS and HMS and handoff calls of LMS are to be admitted to femtocell. There is 
provision of reserved channels of handoff calls of LMS whereas handoff calls of 
HMS are to be admitted in picocell. Two layers cellular architecture models with sub-
rating is proposed in one model. The reserved channels of femto cellular cells may be 
splitter into two half rate channels. The channel holding time for new calls and han-
doff calls are assumed to be different in all the models. A cellular networks, which is 
a cluster of K hexagonal cells of uniform size having C pico layer. As shown in fig. 
4(a) each layer has Nj (j=1,2,….  K)  numbers of femto cells in the pico cellular layer. 
The pico layer has connection to subscriber and receives fresh traffic for the network 
whereas the femto layer only deals with the traffic inside the network structure. Let cj 
(j=1, 2 ….K) be the numbers of channels allocated to each femtocell in its coverage 
area. In each cell, a fixed number of channels rj is reserved to give priority to handoff 
call. Thus sj are the number of channels which serve both type of calls. The calls ar-
rival to the LMS and HMS follow poisson distribution with  different arrival rates, λLn 
(λHn) is the arrival rates of new calls for LMS (HMS), λLh (λHh) is the arrival rates of 
handoff calls of LMS(HMS). So,   

λn = λLn +λHn,           λh = λLh+ λHh 

Aggregate arrival rate of calls, λ= λn + λh. The call holding time for new (handoff) 
calls are 1/μo (1/μh).P(0,0) steady state probability that there is no call in cell j. P(m, n) the 
steady state prob. that m channels are occupied by new calls and n channels are occu-
pied by the handoff calls in femtocell. Bn, is the blocking probability of new calls in 
cell j (j=1,2….K).BLh is the blocking probability of handoff calls at LMS in cell j. 
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BHh, is the blocking probability of handoff call at HMS in cell j. Here qi is the steady 
state probabilities that i channels are busy with handoff calls of HMS in picocell. B is 
the overall blocking probability. Traffic intensities of new calls and handoff calls for 
LMS (HMS) are: 
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4 Analysis 

In this section, describe four types of channel assignment schemes without and with 
sub-rating for analyzing the performance of cellular mobile system. We propose four 
schemes for two low layers of HCN; (i) New Call Bounding, (ii) Cut-off Priority, (iii) 
New Call Bounding with Sub-rating and (iv) Cut-off Priority with Sub-rating. 

4.1 Two Layer Cellular Models without Sub-rating  

4.1.1 New Call Bounding Scheme (NCB1) 
Consider the two low layer of hierarchical cellular network (HCN) with threshold 
limit t, i.e. if the number of new calls in the cell exceeds t, the new call will be 
blocked. Otherwise it will be admitted. The hand off call is rejected only when all 
channels in the cell are used up. Fig. 1(a) shows the state transition diagram. 

 

Fig. 1(a). State transition diagram of new call bounding scheme 

 

Fig. 1(b). State transition diagram of new call bounding scheme for picocell 
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The steady state probability is 
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Blocking probability of new call  
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Blocking probability of handoff calls of LMS, 
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Blocking probability of hand off call of HMS  
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The overall blocking probability of the calls in cellular networks 
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4.1.2   Cut off Priority Scheme (COPI) 
In this scheme, if the total number of busy channels exceeds a threshold limit s, and a 
new call arrives, the new call will be blocked; otherwise it will be admitted. The han-
doff call is rejected only when all channels in the cell are used up. Now, if there is no 
new call bounding but r= c-s channels are reserved to give priority to handoff traffic 
in femto cell.   Then the steady state probabilities are obtained as 
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Similarly, we can easily obtain B n, BLh, and BHh. 
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4.2 Two Layer Cellular Models with Sub-rating 

All the c channels are busy in a femto cell and a handoff calls of LMS arrives, split-
ting a reserved channel into two half rated channels creates a channel. In the pico 
layer, if all the C channels are busy in the picocell and a handoff call of HMS arrives, 
then this call is allowed to wait in finite buffer of size Q. The two schemes for chan-
nel assignment with the provision of sub-rating are suggested as follows.  

 4.2.1. New Call Bounding Scheme with Sub-rating (NCB2) 
We can obtain the steady state probabilities as: 
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Similarly, we can obtain B, Bn, BLh, and BHh .  

4.2.2 Cut-Off Priority with Sub-rating (COP2) 
In this section, priority is given to handoff calls and more handoff calls can be ac-
commodated by sub-rating the channels already occupied by handoff calls. The steady 
state probabilities can be obtained by examining the inflow rates and outflow rates for 
each state. Now,  
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Similarly, we can obtain B, Bn, BLh, and BHh.  

5 Numerical Result and Discussions 

Comparison of various performance indices i.e. blocking probability of new call,  and 
blocking probability of high mobile subscribers and low mobile subscribers, overall 
blocking probability, obtained by using different schemes i.e. (NCB1),(COP1),(NCB2) 
and (COP2). The coding of computer program is done using MATLAB software. In 
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this numerical illustration, we have constant default parameters N=3, c=10, C=15, t=4. 
Fig(a) and fig(b) show the overall blocking probability (B) with the variation in λHh   

λLh, for the different schemes. In fig.(2) overall blocking probability(B) of (HMS) 
increases with the increase in λHh for all schemes and show that NCB2 is much better  
than other three. The reason for this is due to fact that the buffer is present in NCB2. In 
fig(3) Overall blocking probability of low mobile subscriber (LMS) decreases with the 
increase in arrival rate λLh. In this figure, NCB2 schemes are more beneficial for han-
doff calls as there is slow blocking probability. Fig(4) shows the blocking probability 
of handoff call for (LMS) varying the reserved channels (r). In this fig, BLh increases in 
three schemes (NCB1, COP1, COP2) but decreases in NCB2 because of used buffer in 
NCB2 schemes. Blocking probability of new calls in fig(5) decreases with NCB2 when 
varying r. For the new calls NCB2 is better than others i.e. NCB1, COP1 and COP2. 
The reason for this is due to fact that the handoff calls are added. So NCB2 gives the 
lesser result in the all   figures.  

 

Fig. 2.  Fig. 3.  

 

 

Fig. 4.                    Fig. 5. 
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Table 1. Overall Blocking Probability for 
HMS(B)  

 

Table 2. Blocking Probability for New 
Calls(B_n) 

 

 

6 Conclusion 

In this paper, we proposed the call admission schemes i.e. (NCB1), (COP1), (NCB2),   
(COP2) for the two low layers of HCN. The numerical results show that (NCB2) 
much better than other schemes. The blocking probabilities can be determined to eva-
luate the optimal number of channels allocated to femtocells and picocells and optim-
al number of reserved channels in a particular cell based on traffic load.  
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Abstract. To extract structured data from web sites we recommend a new me-
thod for information extraction from web, which effectively uses content re-
dundancy on the web. This new method finds the matching pattern between the 
attribute values of the two sites and ignores unwanted portions of the attribute. 
Automatic pattern discovery along with position details method with tree 
matching is used as structured data extraction method. The main advantage of 
the method is that it requires less human intervention. In this paper we will dis-
cuss the implementation of the extractor using that method and then the  
approach is evaluated in terms of correctness. Experimental results show that 
almost all extraction targets can be successfully extracted by the developed  
extractor.  

Keywords: Information Extraction; Template WebPages; Pattern Matching; 
Tree Matching; Data Position; Content Matching. 

1 Introduction 

 Automatic data records extraction by computer can help human to gather information 
from web. Web pages can be broadly classified as static and dynamic pages [10]. The 
content and style of static pages does not change often. Where as the dynamic pages 
are generated when they are requested and change their content very often. Now a 
day’s most pages on the web are generated by loading fixed page templates with data 
from a backend database. Previous studies estimate that as high as 45-55% of the 
content on the web is template content [1].  

2 Ease of Use 

The data region of a web page is a collection of similar data records that exist on con-
tiguous part of a web page. In our approach, we populated the seed database S of 
records, from a few initial sites. By using wrapper learning method human editors 
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annotate attribute values in a sample page for each site. Since the sites are template 
based, a new site Xi which belongs to the group of similar sites, X will have same 
type of entities that are there in the seed database. Now we can scan the new site to 
find values that match attribute values of the records. The matching values are used to 
learn wrappers that are subsequently used to extract records from remaining other 
pages. This process is repeated for other new sites. By continuously expanding the 
seed database it ensures that sufficient overlap between the seed database and new 
sites. We can use Jaccard coefficient [3] to measure the similarity between attribute 
values, where each value is treated as a block of words with space as a delimiter. Our 
new extraction approach uses content redundancy over the websites and structural 
similarity among template based pages to extract attribute values with high precision 
and with minimum human intervention. 

3 Experimental Evaluation 

Table 1 shows the experimental results of the data records extraction for each input 
web page. Table 1 shows that from 40 pages, incorrectly extracted actual data records 
are found only in three input pages.  

Table 1. Data Records Extraction Results 

NO I/P Pages ACT COR WRG MISS FOU 
1 www.jobitcom.com 14 14 0 0 149 
3 www.jobindo.com 10 10 0 0 52 
5 www.jobsdb.com 50 50 0 0 152 

Table 2 describes the value of precision and recall of the data records extraction 
and data items alignment resulting from the extraction of the 40 web sites.  

Table 2. Precision & recall of the data records extractions and data items alignments 

NO I/P Pages ACT COR WRG MISS FOU 
1 www.jobitcom.com 19.23 100 100 92.31 100 
3 www.jobindo.com 32.89 100 100 81.82 100 
5 www.jobsdb.com 19.23 100 100 100 100 

Table 3 it can be seen that weak similarity computation dominates the execution 
time despite the use of prefix filtering [4] in our implementation. A complete run 

 

Table 3. Running Time (Hrs) of the different steps for the two data sets 

Stage Restaurant Bibliography 
Weak similarity 23987 17488 

Strong Similarity 163 15 
Multi- attribute Matching 22 5 
Extraction 65 26 
Total 24237 17534 
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involving all the stages can be done on a 1000 CPU cluster in 1 day for the restaurant 
dataset and in 0.73 days for the bibliography dataset. Note that the execution time for 
the restaurant dataset is more than that for the bibliography dataset.  

4 Conclusion and Future Work 

To extract structured data from web sites we recommend a new method for information 
extraction from web, which effectively uses content redundancy on the web. We extract 
records from the initial web sites and populate the seed database with the records. For a 
new extracted record, our method will compare it with the already available records in 
the seed database. We also developed an Apriori-style algorithm for efficiently enume-
rating attribute positions with matching values in a sufficient number of pages. In our 
experiments our techniques were able to extract records with > 95% precision and > 
80% recall. An important direction for future work involves extending our methods to 
handle non-text numeric (e.g., price) and image (e.g., ratings) attributes. 
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Abstract. In Incremental Software Development today, consecutive series of 
releases are generated with adding and changing some features in the process of 
development. Release planning is in fact prioritizing and assigning the features 
for different releases and deciding which features to be included in every future 
release to satisfy the stakeholders. There are several different methods to solve 
the problems in release planning for new products in industry and each one has 
their own benefits. In this study we investigate which release planning 
approaches have been proposed, their degree of empirical experience, and their 
factors for requirements selection. In this paper, we are studying current 
approaches in and investigate their weakness and strength by analyzing each of 
them.we conclude that many approaches are related to each other and use 
similar techniques to address the release planning challenges. 

Keywords: Release planning, Software development, Methods. 

1 Introduction 

Large-scale software systems go through many changes during their evolution. These 
changes can be addition of new features or change in the existing features. Through 
different releases, new features are demanded by the stakeholders and making 
decision about which feature to be included in every release is what we call release 
planning. The decision making process can be very complicated when stakeholders 
have different preferences, resources are limited and there are lots of constraints. 
Therefore, the need for an intelligent decision support in release planning is felt. 
Several approaches and methods have been present for better release infrastructure 
that some of them are based on re-planning for new releases. Release planning is a 
company-wide optimization problem involving many stakeholders in which the goal 
is to maximize utilization of the often limited resources, such as budget and 
developers, of a company and turn them into business benefit [1].in this paper we are 
going to study current release planning methods and a hoped this survey can be useful 
to better understating of release planning challenges. 
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2 Current Release planning Methods 

Today, large software companies in software development face to many problems for 
their new releases. Various methodologies aimed at addressing the release planning 
challenges have been used in industry and many more approaches have been proposed 
in academic research. Although there are various methods and approaches to develop 
a new release, a new version has always its own problems and challenges. The next 
section of this paper studies and reviews these available methods. 

2.1 Ad Hoc (Non-plan) Approach 

Some of the organizations do not see release planning activity as independent, and 
they think basic decisions in theirs organization are based on business rule and needs 
and once. Most part of the decision-making process is haphazard with an emphasis on 
guessing, discussion, business rules, and customers’ needs instead of a systematic 
way based on formulation and quantitative ways. In Ad-hoc approach that is the 
easiest form to practice, for scheduling, planning and prioritization of requirements 
there is no clear order and findings are manual and usually based on negotiation but 
Anton in[2] reported that a complex project will likely fail without a plan. Many 
release plans focus only on the target release contents[3], rather than on defining 
incrementally releasable products. Ruhe in[4] did a comparison between Ad hoc 
planning and Systematic planning to know the level of reliability and trust of their 
research and found out Systematic planning based on tools is more reliable than Ad 
hoc planning. The Ad-hoc manner is more common and maybe suitable for a 
relatively small in-house project that includes a few of features and no serious 
constraints. We can say that prioritization in this approach is based on many things 
such as judgment of project manager and ideas of stakeholders. Therefore, this 
approach depends more on individuals. 

2.2 Planning Game Approach 

The planning game (PG) refers to the process of planning and deciding what to 
develop in extreme programming (XP) projects[5]. The main goal of XP is to lower 
the cost of change in software requirements[5]. With traditional system development 
methodologies, like the Waterfall Methodology, the requirements for the system are 
determined often at the beginning of the project .The first Extreme Programming 
project was started March 6, 1996. Extreme Programming is one of several popular 
agile development processes. It has already been proven to be very successful at many 
companies of all different sizes and industries worldwide. Extreme planning 
[6]conducts release planning by performing planning games techniques. It has been 
very successful at many companies of all different sizes and industries worldwide. 
Extreme Programming is successful because it emphasizes on customer satisfaction. 
The aim is to deliver maximum value to the customer in the least time possible. 
Customers write story cards describing the features they want and developers assign 
important features and estimate the value of time required to develop those features. 
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The customers then choose the most promising story cards for the next release by 
either setting a release date and adding the cards until the estimated total matches the 
release date, or selecting the highest value cards first and setting the release date 
based on the estimates given on the cards. PG’s strength is in the simplistic and 
straightforward approach it adopts, which works well in smaller projects. However, as 
the size and the complexity of the projects increases, the decisions involved in 
planning releases become very complex.  

According to [3], XP (and thus PG) does not provide guidance on some key issues. 
XP does not:  

• address how a development group should interact with key stakeholders  
• describe how to produce consistent features and priorities that satisfy multiple 

stakeholders  
• provide a suggested technique to balance conflicting demands of multiple 

stakeholders  
• Provide a technique for managers to assess the value of proposed features.  

2.3 Incremental Funding Method (IFM)  

These days, software companies for investigation in software development need to 
return in much shorter time and take more revenues. These companies do not invest in 
software development without clear returns. It means first they look at market and 
demands and based on that they start their developments. IFM is a financially 
informed approach to software development, designed to maximize returns through 
delivering functionality in ‘chunks’ of customer valued features, carefully sequenced 
so as to optimize Net Present Value (NPV)[7]. The Incremental Funding Method is a 
software engineering methodology that emphasizes financial consideration in a 
software project. The method is introduced by Mark Denne and Jane Huang. This 
method decomposes the system into units of customer-value functionality known as 
minimum marketable feature that can be delivered quickly and that provide market 
value to the customer[8]. An MMF’s value is typically measured in terms of both 
tangible and intangible factors such as revenue generation, cost savings, competitive 
differentiation, brand-name projection, and enhanced customer loyalty. MMFs are 
identified by customers, developers, and business stakeholders according to the 
adopted software development process[9]. 

2.4 Optimization-Based Techniques 

Considering the complex nature of RP, several studies have modelled the problem of 
selecting release features as a specialized optimization problem. In formulating an 
optimization model for RP, Bagnall et al. [10] assign weights to customers based on 
their importance to the software company. The objective is to find a subset of 
customers whose features are to be satisfied within the available cost. Ho-Won Jung 
[11] follows a similar footing with a goal of selecting features that give maximum 
value for minimum cost within allowable cost limits of a software system.  
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These optimization approaches cope better with larger problem sizes, but 
customers are not given an opportunity to participate in RP decisions. The importance 
of customers to a company is not the only issue RP should seek to satisfy. Most of the 
problems discussed for “planning games” above arise equally here. 

2.5 Hybrid Intelligence Approach 

The hybrid intelligence approach for RP proposed by Ruhe et al. [12] is an extension 
of the optimization-based techniques. The belief that computational intelligence 
cannot replace a human decision maker was the driving force of this approach. A 
synergy between the two decision strategies was explored. The overall architecture of 
this approach called EVOLVE* [12] is designed as an iterative and evolutionary 
procedure mediating between the real world problem of software RP, the available 
tools of computational intelligence for handling explicit knowledge and crisp data, 
and the involvement of human intelligence for tackling tacit knowledge and fuzzy 
data. At all iterations of EVOLVE*, three phases are passed: modelling, exploration, 
and consolidation. We will later illustrate the approach in a case study example. 

2.6 Lightweight Re-planning 

Lightweight re-planning first time was intruded by Thamer AlBourae in[13] and 
emphasizes in re-planning by adding new features. In fact in the process model old 
features are compared with newly added ones by using Analytical hierarchy process. 
In Incremental software development changes are very important and new change 
requests arrive during the process. These changes imply the modification or some 
features or the addition of new ones. The main goal of this light re-planning model is 
to develop a new product plan that achieves higher stakeholder satisfaction. Figure 1 
shows a generic process model that is describing main release re-planning activities 
incusing their input and output. In this model three main roles are considered, 
including: Product manager, who is responsible for the whole development process; 
Stakeholders, which include any team member who are concerned with the product 
development; and the supporting environment, which facilitates the achievement of 
the processes goals. 

In the next section, we explain each activity in detail. Main steps[13]: 

New features: When the developments are going to start, the new features are 
collected. The change requests received are added to the old sets of features and 
directed to be categorized by the feature categorization process. 

Feature categorization: Adopted framework changes requested should be 
categorized to distinguish between duplicated features, ongoing of new added ones. 

Stakeholders’ voting: Stakeholders are people that are effective in development 
process and can include different levels such as managers, developers or end users. 
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Resource estimation: Resources capacities are one of the boundaries that should be 
considered when re-planning product releases. The main aim is to determine the likely 
usage of effort Effort (fi), and time Time (fi) for each feature fi for the next release. 

 

Fig. 1. Generic process model for the Light-Weight Re-planning 

3 Conclusion 

Different methods and approaches are presented in Release Planning of which each 
has particular advantages and disadvantages. These methods can be effective in 
developing a new Release and big software companies can use these patterns to create 
and develop new Releases. To study and identify effective factors on these methods 
can play a significant role in having better Releases and consequently in developing 
more efficient software. Today, most companies are aimed at studying and analyzing 
these methods to achieve a final product desired for the customer. In the present 
article, a set of Release Planning methods is studied and reviewed. 

References 

1. Ruhe, G., Saliu, M.O.: The art and science of software release planning. IEEE 
Software 22(6), 47–53 (2005) 

2. Anton, A.I.: Successful software projects need requirements planning. IEEE 
Software 20(3), 44–46 (2003) 

3. Nejmeh, B., Thomas, I.: Business-Driven Product Planning Using Feature Vectors and 
Increments. IEEE Softw. 19(6), 34–42 (2002) 

4. Du, G., McElroy, J., Ruhe, G.: Ad Hoc Versus Systematic Planning of Software Releases 
– A Three-Staged Experiment. In: Münch, J., Vierimaa, M. (eds.) PROFES 2006. LNCS, 
vol. 4034, pp. 435–440. Springer, Heidelberg (2006) 



692 A.S. Danesh 

5. Ruhe, G., Saliu, M.O.: The Science and Practice of Software Release Planning. Technical 
Report TR-SEDS 23/2004, University of Calgary (2005)  

6. Beck, K.: Extreme Programming Explained. Addison Wesley (2001)  
7. Denne, M., Cleland-Huang, J.: The incremental funding method: data-driven software 

development. IEEE Software 21(3), 39–47 (2004) 
8. Denne, M., Clelang-Huang, J.: Software by Numbers: Low-Risk, High-Return 

Development. Prentice-Hall (2003)  
9. Denne, M., Cleland-Huang, J.: The Incremental Funding Method. Data Driven Software 

Development 21(3), 39–47 (2004) 
10. Bagnall, A.J., Rayward-Smith, V.J., Whittley, I.M.: The next release problem. Information 

and Software Technology 43(14), 883–890 (2001) 
11. Jung, H.-W.: Optimizing Value and Cost in Requirements Analysis. IEEE Software 15(4), 

74–78 (1998) 
12. Ruhe, G., Ngo, A.: Hybrid Intelligence in Software Release Planning. Int. J. Hybrid Intell. 

Syst. 1(1-2), 99–110 (2004) 
13. Albourae, T., Ruhe, G., Moussavi, M.: Lightweight Replanning of Software Product 

Releases. In: International Workshop on Software Product Management, IWSPM 2006 
(2006) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 693–697, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Evaluation of Protocols and Algorithms for Improving 
the Performance of TCP over Wireless/Wired Network 

V. Vasanthi1, N. Ajith Singh1, M. Romen Kumar1, and M. Hemalatha2 

1 Department of Computer Science, Karpagam University 
2 Dept. of Software Systems, Karpagam University, Coimbatore - 21 
{vasarthika,ajithex,hema.bioinf}@gmail.com, 

romen_kumar.2007@yahoo.com 

Abstract. Transmission Control Protocol (TCP), it is an Internet Protocol 
which is designed for relatively reliable wire line network; it has another name 
called Transfer Control Protocol. It is known to perform poorly in the presence 
of wireless links because of its basic assumption that any loss of a data segment 
is due to congestion and consequently it invokes congestion control measures. 
However, in wireless access links a large number of losses are occurred due to 
wireless link errors or host mobility. For this reasons, many researchers are 
working to improve TCP performance in such environment. In this paper 
WTCP's performance is compared with TCP and WAP, Vegas showed a better 
performance in WTCP over TCP algorithms Vegas and New Reno. This results 
show that WTCP significantly improves the throughput of TCP connections due 
to its unique feature of hiding the time spent by the base station. 

Keywords: WAN, WTCP, TCP/IP, UDP. 

1 Introduction  

Technology advances in communication, hardware and software, and the ever increas-
ing the need for accessing the Internet and Intranet which has been created for a new 
for wireless data communication. In recent years usage of wireless wide-area networks 
(wwans) are grown longer such as CDPD, RAM and Ardis, with industry projections 
topping $5.7 billion by the year 2009. In the typical WWAN use scenario, a mobile 
user connects over the WWAN network to a dedicated replacement in the business 
backbone, which then acts as the service point for all the requests from the mobile user 
[9]. Providing efficient and reliable connectivity between the proxy and the mobile 
host over commercial wide-area wireless networks is thus becoming a vital issue. 

2 Related Works 

In Wireless/wired there are many approaches have been proposed to improve TCP 
performance over these networks. Those approaches are divided into two major cate-
gories i.e. transport level and others is link level. In Transport level proposals include 
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Indirect-TCP (I-TCP) [1], Freeze-TCP [8], Explicit Bad State Notification (EBSN) 
[2], and fast-retransmission [6]. I-TCP splits the transport link at the wire  
line–wireless border. The base station maintains two TCP Connections, i.e. fixed and 
wireless link. This way, the poor quality of the wireless link is hidden from the fixed 
network. By splitting the transport link, I-TCP does not maintain end-to-end TCP 
semantics, i.e. I-TCP relies on the application layer to ensure Reliability upon detect-
ing a poor signal strength, Freeze-TCP [8] at the mobile host throttles the sender by 
advertising a receive window size of zero. This causes the sender to enter persist 
mode and freeze all the timers and window sizes. This way, the mobile host can pre-
vent the sender from taking any congestion control measures. Freeze-TCP requires 
TCP code modification at the mobile host. 

3 About the Wireless Networks 

3.1 Transmission Control Protocol 

TCP is the protocol that major Internet applications such as the World Wide Web, 
email, remote administration and file transfer rely on. Other applications, which do 
not require reliable data stream service, may use the User Datagram Protocol (UDP), 
which provides a datagram service that emphasizes reduced latency over reliability. 
TCP controls segment size, flow control, the rate at which data is exchanged, and 
network traffic congestion. 

3.2 The Wireless Application Protocol (WAP) 

It is technical standard for accessing information over a mobile wireless network. A 
WAP browser is a web browser for mobile devices such as mobile phone that uses a 
protocol [15]. 

3.3 Wireless Transmission Control Protocol (WTCP) 

• WTCP receives data segment from source  
• WTCP sends data segments to mobile host 
• WTCP receives acknowledgement from mobile host. 

3.4 Necessity to Improve the Performance of TCP in a Wireless Environment 

When used in wireless environment, the TCP developed for fixed networks with rela-
tively reliable links wrongly assumes segment loss due to wireless link errors to be a 
sign of network congestion and invokes congestion control mechanisms that curb the 
flow of segments on that connection, because of which the throughput is affected badly. 

Venturi Transport Protocol (VTP) is a patented proprietary protocol that is de-
signed to replace TCP transparently in order to overcome perceived inefficiencies 
related to wireless data transport [13]. 
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About TCP Vegas and New Reno algorithms 
Vegas are a TCP congestion avoidance algorithm that emphasizes packet delay, rather 
than packet loss, as a signal to help determine the rate at which to send packets. It was 
developed at the University of Arizona by Lawrence Brakmo and Larry L. Peterson. 
TCP Vegas detects congestion at an incipient stage based on increasing Round-Trip 
Time (RTT) values of the packets.  

TCP New Reno improves retransmission during the fast recovery phase of TCP Reno. 
During fast recovery, for every duplicate ACK that is returned to TCP New Reno, a 
new unsent packet from the end of the congestion window is sent, to keep the transmit 
window full. New Reno performs as well as SACK at low packet error rates, and 
substantially outperforms Reno at high error rates. 

4 Evaluation of Tcp, Wap and Wtcp 

To evaluate the performance TCP algorithms such as New Reno and Vegas are used. 
The simulation programs were written in Maisie, a parallel-programmable simulation 
language. The proposed work compared WTCP with TCP and WAP. It shows the 
throughput as the performance measurement: the total number of transmitted packets 
over the total elapsed time. The simulation was based on the following parameters: 

Parameter values 

Error bit rate on the wireless link 
1/64 K, 1/128 K, 1/256 K, ..., 1/8 M, and 

1/16 M. 
Packet size 1024 bytes 

Total amount of transport data 5 M bytes-namely 5,000 packets. 

Size of sliding window 64 Kbytes 

Propagation delay –Wireless Network 5 time units 

Propagation delay-Wired Network Random-6 to 9 simulation time units. 

Number of iterations 1/64 K to l/16 M 

Round trip time (RTT) 20 
 

The simulation results are summarized in Tables and charts below.  Note that here 
the diagrams shows only the averaged number of received packets versus time for the 
cases in which the error bit rate was 1/64 K, 1/512 K, and 1/4 M in table  (a), (b), and 
(c) respectively. In figure 1, summarize the throughput versus the error bit rate of the 
wireless link for all cases. The throughput is defined as the average number of packets 
received per time unit. It clearly shows that the WTCP achieves maximum channel 
utilization with both the bandwidth values and that the utilization of New Reno and 
Vegas are very much below the maximum possible value. In fact, the figure indicates 
that for a 50Kbps channel with an error rate of 6%, WTCP provides about 200% im-
provement in performance over the other versions of TCP it have considered. 
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Table (a), (b), (c) represents the Throughput versus the Error Bit Rate of the Wireless Link was 
1/64, 1/512, 1/4 MB respectively. 

 

Fig. 1. Overall Simulation Result 

Performance Analysis of WTCP with TCP New Reno and TCP-Vegas 
Table e, f & Figure 2 Bandwidth of 50 and 19.2Kbps  

 

Fig. 2.  

From the above figures and tables e, f it is concluded that the Vegas is outperforms 
than new Reno among WTCP algorithms respectively. 

5 Conclusion 

WTCP performed better than TCP and WAP in all the simulated cases. The  
main reason is that WTCP uses fast acknowledgement, which hides the wireless  
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environment from the sender. In the cases with high error bit rates, the throughput 
difference between WTCP and the other two protocols was higher compared to it. 
This implies that the WTCP protocol is suitable for wireless/wired internetworking.  
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Abstract. This paper proposes a new approach for service oriented requirements 
Engineering (SORE). It also differentiates traditional requirements engineering 
and Service Oriented Requirements Engineering (SORE). SORE is different 
from traditional RE process in various aspects. The paper progress through a four 
step approach for service oriented requirements engineering. Further as a next 
step the method need to be simulated using a case study and also need to be 
tested in the industry. 

Keywords: SOA, SORE, Requirements Engineering, Services, Business 
Process Modeling.  

1 Introduction 

“The software architecture of a program or computing system is the structure or 
structures of the system, which comprise software components, the externally visible 
properties of those components, and the relationships among  them.” [4]. Service-
oriented architecture is a special kind of software architecture that has several unique 
characteristics. It is important for service designers and developers to understand the 
concepts of SOA, so that they can make the most effective use of Web services in 
their environment.SOA is a relatively new term, but the term “service” as it relates to 
software service has been around since at least the early 1990s, when it was used in 
Tuxedo to describe “services” and “service processes” [7]. Service consumers view a 
service simply as an endpoint that supports a particular request format or contract. 
Service consumers are not concerned with how the service goes about executing their 
requests; they expect only that it will. Consumers also expect that their interaction 
with the service will follow a contract, an agreed-upon interaction between two 
parties. The way the service executes tasks given to it by service consumers is 
irrelevant. The service might fulfill the request by executing a servlet, a mainframe 
application, or a Visual Basic application. The only requirement is that the services 
send the response back to the consumer in the agreed-upon format. Service Oriented 
Architecture (SOA) is a way of developing distributed systems where the components 
of these systems are stand alone services. These services may execute on 
geographically distributed computers. Standard protocols have been designed to 
support service communications and information exchange. 
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Fig. 1. SOA Architecture 

Service providers design and implement services and specify these services in a 
language called Web Services Description Language (WSDL).They also publish 
information about these services in a generally accessible registry using a publication 
standard called Universal Description Discovery & Integration (UDDI). 
 
Service Requestors, who wish to make use of a service, search the UDDI registry to 
discover the specification of that    service and to locate the service provider. 

2 Service-Oriented Requirement Engineering (SORE) 

SORE differs from traditional requirement engineering as it assumes that the 
concerned application will be developed in an SOA framework running in an SOA 
infrastructure. Many SOA infrastructure systems are developed on top of an OO 
infrastructure e.g. C# is both an OO language as well as an SOA language because it 
has classes and methods. While SORE involves many activities commonly in 
traditional requirement engineering, the entities identified and the process used are 
different and the way models are used in the development process are different. 
SORE focuses on identifying “Services” and “Workflows”. A dynamic SOA 
application may change its services, workflows, user interfaces, and policies, data and 
data Schema based on the system status as well as new user needs. [1] 

3 SOA Lifecycle Model (IBM Foundation) 

SOA lifecycle model consists of two development activities and two operation 
activities. The two development activities are : 
 

1 Model – During the model phase architects and other members of the 
organization gather business requirements and design optimal business 
processes to meet these requirements. 

2 Assemble – The optimized business processes are realized in the assemble 
phase by combining new and existing services to form composite 
applications. 
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The two operation activities are : 
 

1 Deploy – In the deploy phase, these assets are then deployed into a secure 
and integrated environment that leverages specialized services. These 
services help the organization integrate people, processes and information. 

2 Manage – During the manage phase, the entire service model is managed 
and monitored from both an IT and a business perspective. Information 
gathered during this phase is used to gain real-time insight into business 
processes, enabling better business decisions and feeding information back 
into the life cycle for continuous process improvement. 
 

The four phases are performed iteratively. The entire process will be controlled and 
orchestrated by the governance policies. One distinction is that the SOA lifecycle 
includes an explicit process of discovering reusable assets such as services and 
workflows. [1] 

 

 

Fig. 2.  IBM SOA Foundation Architecture 

4 Sore Framework 

SORE assumes an SOA framework will be used, thus some design decisions are made 
before even starting any requirement analysis. This is different from traditional 
requirement engineering where analysis and design are often separate activities, with 
design following requirement analysis, probably in an iterative manner. SORE has the 
following major features.  
 

a. Reusability-Oriented and Cumulative 
b. Domain-Specific 
c. Framework-Oriented Analysis 
d. Model-Driven Development 
e. Evaluation-based. 
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5 Traditional versus SORE 

5.1 Requirements Engineering Process  

The concepts of requirement and requirements engineering are core for the software 
engineering discipline. The set of all requirements forms the basis for subsequent 
development of the system or system component. A full Requirements Engineering 
process (REP), when it is conducted with sufficient detail, is similar to a full software 
development lifecycle. Traditionally, a REP is performed in the beginning of the 
system development lifecycle. Therefore, a REP is an incremental and iterative 
process, where more detail is addressed in each iteration. In complex systems, a REP 
can be extended until the Analysis and Design phases. The correct selection of a REP 
depends on several attributes: particular organization, particular systems engineering 
and software development process, and particular type of software developed, among 
others [9]. Usually a good requirements engineering process includes the following 
activities:   
 

• Requirements elicitation, where the system requirements are discovered.  
• Requirements analysis and negotiation, where the requirements are analyzed in 

detail and accepted by  the stakeholders.  
• Requirements validation, where the consistency and completeness of the 

requirements is checked.[2] 

5.2 Service-Oriented View of Requirements Engineering 

There are several concepts which are the building blocks for a modern Requirements 
Engineering. Such concepts  are: (i) software as a service, (ii) business process 
modeling, (iii) service-oriented  design, and (iv) IT service  management, (v) 
methods and techniques of RE and BPM, (vi) services classification, and (vii) basic 
Requirements  Engineering Process Model to Service-oriented Software Systems 
Development.  

5.2.1 Software as a Service 
“Software as a Service now defines those services    relating to the delivery to and 
remote access of   software applications    via web browser”. Software as a service 
(Saas) can be broken down into three main types of  service:  

(i)  on demand software purchasing, where individual users or organizations try, 
buy, download or rent a  personal, workgroup, or enterprise full software across the 
internet; 
(ii) on demand IT service-oriented architecture (SOA), where an IT system and 
application processing is  defined and developed as a set of own organizational 
packages of services that can interoperate and exchange  information with each 
other; and  
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(iii) on demand application services, where individual user or organizations pay 
external third-party providers for the service [2]. 

5.2.2 Business Process Modeling  
In general, a model is something that functions as a representation of something that 
we wish to understand. An important goal of business process modeling is its use as a 
tool for requirements engineering. Many businesses face the problem to support their 
processes by new technology. The first step in these projects is to understand how 
their processes work. Disciplines such as  Information Systems Development, 
Workflow Automation, and the selection of Enterprise Resource Planning (ERP) 
utilize business process modeling to understand the business processes that are 
supported by the technology that is introduced in the organization [8].  

5.2.3  Service-Oriented Design  
Service-oriented Design is needed to aid in the communication between application 
architects as well as between application and enterprise architects. It is also needed to 
verify the conformance of services to their  requirements and to enable a model-
driven approach to service development and composition. It follows that the design of 
services is a complex activity. It involves reconciling disparate aspects such as the 
involved providers and consumers, their interfaces, interactions, and collaboration 
agreements, their internal business processes, data, and (legacy) applications.  

5.2.4 IT Service Management  
IT Service Management refers to the planning, design, building-transition, operation 
and continuous  improvement of IT services in an organization. In the Software 
Engineering domain, a service at most can be a full software application, but in the IT 
domain, it is only considered a part of the full service, which is finally delivered  for a 
service systems comprised of people, technology and processes .In order to support IT 
Service Management, a number of service-oriented  frameworks and  themes have 
been developed, however, these guidelines lack some of the key principles, phases, 
and steps available in traditional systems development frameworks. A further poorly 
addressed area in existing guidelines is the elicitation  and determination of provider 
and customer service requirements.[10]. 

6 Proposed Method Overview 

As from literature we know that there is a basic difference between traditional 
requirements engineering and service oriented requirements engineering. The 
proposed method focus on service oriented requirements engineering. The SORE 
activities are divided into phases as follows 

1 Business process modeling 
2 Stakeholder analysis 
3 Service Identification 
4 Requirements Elicitation &  Specification. 
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6.1 Business Process Modeling  

The business goals and business processes are identified and understood, as a result of 
the activities of this face a high level model of those business goals and processes is 
generated. The analysts have to start identifying the business goals, understanding 
them and helping the stakeholders to define the business processes that have to 
support the business goals success. 

6.2 Stakeholder Analysis  

 Identify the individuals or groups that are likely to affect or be affected by the 
system. A list of the stakeholders and their roles are generated too. Identifying the 
stakeholders will help the analyst  to identify the type of services and the various 
Characteristics the stakeholders will need for the services.  

6.3 Service Identification 

Service identification is one of the major part of this method. Here the analyst has to 
identify the various services the software is going to provide for the end-users. Three 
main types of services are as follows: 

a. On demand software purchasing, where individual users or organizations try, 
buy, download or rent a personal, workgroup, or enterprise full software   across 
the internet. 

b. On demand IT service-oriented architecture (SOA), where an IT system and 
application processing is defined and developed as a set of own organizational 
packages of services that can interoperate and exchange information with each 
other. 

c. On demand application services, where individual user or organizations pay   
external third-party providers for the use of packages of services for their own 
application. 

The analyst has to clearly identify the categories of services that is involved in 
software based on the   above classification.  Once the services are correctly identified 
it leads to an effective requirement elicitation &  Specification phase. 

6.4 Requirements Elicitation and Specification 

In this face analysts analyze the outcomes from the previous phases. Once the 
stakeholders and the services they want are known the analyst can proceed to a  
detailed requirements elicitation phase .Here a novel method of Paper prototyping can 
be used for effective requirements elicitation. Paper prototyping is a cost effective 
method of elicitation. It is mainly used in user interface testing. This is an iterative 
process. Once requirements are stable the analyst can do the specification activity. 
These specifications must include the components of software needed to develop the 
software system required .For each component, the analysts have to make an 
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“Operational Level Agreement, an OLA is a technical document that specifies in a 
detail way the functional requirements that a software component must  fulfill; a set of 
OLAs form an “Service Level Agreement (SLA). Some of the key concerns here are 
(i) relevance of knowledge about the business goals and business process  
(ii) suitable modeling techniques etc. 

7 Conclusion 

This paper proposes a new approach for service oriented requirements  
engineering which is a very simple four step approach. It is very systematic approach 
for finding the business goals, identifying the stakeholders, identifying  
the services& requirements and specification of requirements. In this paper we have 
elaborated a conceptual method of requirements engineering for service oriented 
architecture which need to be simulated further. As a future work the 
implementation part of the approach can be simulated using a case study. This  
method need to be tested for industry projects for further results. 
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Abstract.  Spatial Data mining is one of the challenging field in data mining.  
The explosive development of spatial data and common use of spatial databases   
highlight the need for the automated detection of spatial knowledge. Extracting 
interesting and useful patterns from spatial datasets is more difficult than 
extracting the corresponding patterns from traditional numeric and categorical 
data due to the complexity of spatial data types, spatial relationships, and spatial 
autocorrelation. Remote sensing is the one of the area very much depend on 
sophisticated data clustering and classification algorithms. In this research first 
we elaborate a study on data clustering, particularly on spatial data clustering. 
Some of the existing classical clustering algorithm and the proposed PANN 
were tested with UCI repository datasets for spatial data clustering and 
classification. Several tests were made on the system and overall significant 
results were achieved. The average accuracy of classification is defined by the 
Rand index as well as Sensitivity, Specificity and Accuracy.  Proposed method 
is an influential tool for the classification of multidimensional spatial data sets.  

Keywords: Spatial Clustering Techniques, Spatial Land sat Data, Artificial 
Neural Network (ANN), and Principal Component Analysis (PCA).  

1 Introduction 

The Landsat satellite data is one of the many sources of information available for a 
scene. The interpretation of a scene by integrating  spatial data of diverse types and 
resolutions including multispectral and radar data, maps indicating topography,  
land use etc. is expected  to assume significant importance with the onset of an era 
characterized by integrative approaches to remote sensing. Clustering of data is a 
difficult problem that is related to various fields and applications. Challenge is 
greater, as input space dimensions become larger and feature scales are different from 
each other.  Existing statistical methods are ill-equipped for handling such diverse 
data types such as spatial data. Note that this is not true for Landsat MSS data 
considered in isolation. This data satisfies the important requirements of being 
numerical and at a single resolution, and standard maximum-likelihood classification 
performs very well. Consequently,  for this data, it should be interesting to compare 
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the performance of other methods against the statistical approach. Major drawbacks 
have to be tackled, such as curse of dimensionality and initial error propagation, as 
well as complexity and data set size issues. So in this research, we are going to study 
the performance of some of the classical clustering algorithm for spatial data 
clustering and will derive a hybrid model for better spatial data clustering. 

2 Recent Works in Spatial Data Mining 

Kharin. Y. S,  zhuk. E. E. [1], were investigated the problem of cluster analysis of 
discrete (multinomial) random observations, assuming the presence of outliers in the 
sample. MATHER. L. A. [2], an application of linear algebra to text clustering, a 
metric for measuring cluster quality was described.  

Vaithyanathan [5], presented an approach to model-based hierarchical clustering 
by formulating an objective function based on a Bayesian analysis. Polanco. X [6], 
suggested using artificial neural networks for mapping of science and technology as a 
multi-self-organizing maps approach.  

Cluster-Rasch models for micro array gene expression data were developed by Li, 
Hongzhe And Hong, Fangxin [7]. Dudoit [8], devised a prediction-based resampling 
method for estimating the number of clusters in a dataset. Paulo Gonçalves [9], the 
goal is to achieve an automatic pixel level classification using a Support Vector 
Machine (SVM) learning approach.     

3 Proposed System Design  

 

Fig. 1. Proposed Evaluation Strategy 

3.1 Steps to Follow the Algorithm 

K-means based Spatial Data Clustering Algorithm  
Step1: Prepare Dn €€  Cc   
Step2: Apply K-Means clustering algorithm and classify the Original N data and this 
will give a set of new class labels L2. 
Step3: Compare the Class labels L1 and L2 with Rand Index and Other Metrics and 
evaluate the accuracy of clustering. 
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Step4: Classify the N UCI Test data using the previously calculated cluster centers. 
Step5: Compare the Class labels with Rand Index and Other Metrics and evaluate the 
accuracy of classification. 
Step6: Repeat the above steps for Different values of N for studying the performance 
with different number of records. 

ANN based Spatial Data Clustering Algorithm 
Step1: Prepare Dn €€  Cc   
Step2: Create a neural network with D number of inputs and C number of outputs.  
Step3: Train the network with N Number of records. 
Step4: Test the Network with the Training data or Testing Data and Find the new 
Class label L2. 
Step5: Compare the original Class labels L1 and calculated class label L2 with Rand 
Index and Other Metrics and evaluate the  accuracy of Classification. 
Step6: Repeat the above steps for Different values of N for studying the performance 
with different number of records. 

PANN based Spatial Data Clustering Algorithm 
Step1: Prepare Dn €€  Cc   
Step2: Reduce the Diminution of input Data using Principal Component Analysis. 
This will give a reduced d dimensional data. 
Step3: Create a neural network with D number of inputs and C number of outputs.  
Step4: Train the network with N Number of records. 
Step5: Test the Network with the Training data or Testing Data and Find the new 
Class label L2 
Step6: Compare the original Class labels L1 and calculated class label L2 with Rand 
Index and Other Metrics and evaluate the accuracy of Classification. 
Step7: Repeat the above steps for Different values of N for studying the performance 
with different number of records. 

4 Implementation and Results 

The proposed system has been implemented and the performance of the classification 
algorithm was tested with the spatial dataset   called “UCI Landsat Multi-Spectral 
dataset“. 

 

 

Fig. 2. Main Interface Design 
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4.1 Evaluation Results 

Step 1:  loading the Training and Testing Data 
Loading the Training data (Loaded Records: 500) 
Step 2: Clustering and Classification using k-means 
The Accuracy of Clustering (Time Taken: 1.1250 sec): 94.80 
Classifying the Testing Data using previous Cluster Centers  
The Accuracy of Classification (Time Taken: 0.0150 sec): 97.80 
Step3: Clustering and Classification using ANN  
The Accuracy of Classification with ANN (Time Taken: 7.2190 sec): 99.40 
Testing the ANN with testing Data  
The Accuracy of Classification with ANN (Time Taken: 1.2500sec): 99.00 
Step 4: Clustering and Classification using PANN  
The Accuracy    : 99.20 
Testing the Model with testing Data   
The Accuracy of Classification with PANN: 99.00 

 

 

Fig. 3. Clustering and Classification using 
ANN 

 

Fig. 4. Clustering and Classification using 
PANN 

4.2 Comparative Results 

        Table 1. Rand Index 

 

                                             Fig. 5. Data vs. Performance   Fig. 6. Average Performance 

5 Conclusion 

The average accuracy of classification has been measured using the metrics Rand 
index as well as Sensitivity, Specificity and Accuracy.   As shown the performance 
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graphs in the previous section, the transformation of data using principal component 
analysis leads to better accuracy of clustering and classification with neural network. 
The results proves that the traditional methods like k-means clustering will not give 
better accuracy in the case of spatial data due to its nature of complexity and 
dimensionality. The arrived results were significant and comparable. This makes the 
proposed method as a simple and powerful tool for the classification of 
multidimensional spatial data sets. 
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Abstract. Current era is the era of Multimedia traffics. This paper investigates 
into the scheduling aspects of real time multimedia streams with a real time test-
bed environment. This will include the Operating System Scheduling Issues, as 
well as Routing at the Network Layer. An Ipv6 enabled distributed system is 
designed for priority based scheduling of Multimedia stream generated by 
VideoLAN Software. The Multimedia Applications must adhere to stringent real-
time constraints and Quality-of-Service (QoS) requirements. A DiffServ based, 
QoS management approach is developed using a new developed kernel level 
module to parse the network packets and identify the DSCP value, which is 
marked during multimedia streaming at the source. This paper also highlights 
several other approaches and comparison that can be implemented for QoS based 
scheduling of multimedia traffic. 

Keywords: Quality-of-Service, Traffic Control, Integrated services, Differentiated 
services, XORP, ZEBRA, Forwarding Engine Abstraction. 

1 Introduction 

Real Time Linux operating system scheduling demands the setup of a distributed 
infrastructure. The proposed architecture is inspired from a Video On Demand (VOD) 
Server based application. The system includes one Real Time Linux server where 
files are stored. The client requests for a particular multimedia file from a remote 
host. The file is streamed on the server and sent to the client side. The server and the 
client lie on different networks. Hence routers come into picture and the multimedia 
traffic needs to be routed, with Quality of Service parameters. The routers used in the 
setup is XORP [3,4,5], a software based router. There are at least four routers each 
configured for different network is used. This forms the middleware of the 
implementation. Most of the results derived are for unicast transmission of data. The 
protocol stack on which the architecture is implemented is IPv6 [1], since Ipv6 has 
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got inherent support for real time applications and multimedia communications. Here 
the client side could be a Windows based system also. But the source server and the 
software routers are all implemented on XORP router running over RTLinux3.1 
kernel, further configured on Red Hat Linux or Fedora Core 6 nodes. The main 
objective of the paper is to study and configuration of software based routers (XORP, 
ZEBRA)[3] and implements various methods for QoS [6] based routing of 
Multimedia IP Traffic in IPV6 and implementation of a kernel level module to 
read/set the DSCP value in the Traffic Class of IPv6 header and TOS field of Ipv4 
field. The UDP traffic that is generated by streaming a multimedia file is to be 
scheduled as per the DiffServ[2] architecture frame work. Finally, test the 
performance of the network in routing of multimedia traffic, with the developed 
module on the experimental test-bed. With a heavy traffic is generated artificially 
using traffic Generation Tool. 

2 Project Architecture 

As shown in above Figure 1, The experimental set up created for the implementation 
of priority based scheduling of multimedia traffic through a real time Linux operating 
system, and routing the stream through software based routers; required tremendous 
effort. 

 

Fig. 1. Project Architecture (Higher Level) 

Because of scarcity of space we are not including the following points of 
installation and configuration of this paper work eg. RTLinux 3.1 with Linux Kernel 
(2.6.26) [6] with IPv6 support, Ipv6 Layer Kernel Configuration as Router IPv6 To 
IPv4 Tunneling, kernel parameters Configuration at runtime, Streaming with Ipv6 
support on RTLinux, XORP, ZEBRA configuration and IPV6 support, Forwarding 
Engine Abstraction of ZEBRA, Enable QoS support in Linux Kernel etc. The core 
part of the implementation was development of a module at the kernel level, which 
gets invoked, which is event driven and gets invoked when there is a packet at the 
network interface. The module parses the packets and reads the DSCP[22] value. A 
DSCP value of 16 is identified as a high priority multimedia traffic and if put in the 
High Priority queue. The other traffic, which is mostly TCP traffic is kept in the Low 
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Priority queue. The packets are released to the XORP router. On the routers, the 
DSCP value is checked propagated to the Routing Information Base (RIB)[3] at the 
Router. The RIB, in turn notifies this to the forwarding plane and release the traffic at 
a high priority.  

A process on one end writes to a FIFO, which appears as a normal file, while 
another one reads from the other end. With RTLinux[6], the reader might be a real-
time process, while the writer is a user-space program shuttling directives to the real-
time code through the FIFO or vice versa. In either case, the FIFO devices are normal 
character devices (/dev/rtf*), and both ends can interact with the device through 
normal POSIX calls, such as open(), close(), read() and write(). In this 
implementation, the User Space code comprises of a program to read the configured 
network interface for outgoing packets. This is done using the pcap utility available in 
the pcap.h header file. The module is inserted at all the computers where XORP is 
running. The above implementation adds Priority based Scheduling or Class based 
Scheduling, which was otherwise lacking in XORP. The traffic is generated to create 
a real time scenario of loads of traffic in network, with different bandwidth and delay 
requirements; within a Computer Lab. The traffic was generated using the Multi-
Generator (MGEN) tool. The Measurement tools have been chosen keeping in mind 
their open-source origins and flexibility of use. Ex OpenIMP, MGEN, Ethereal, Ping.  

3 Test-Bed 

This experiment was conducted using 2 streams, of which one was multimedia traffic 
while the other was normal periodic traffic. The bandwidth required is 120Mbps 
which is greater than 1OOMbps link. The multimedia traffic being Periodic with 
regular bursts, it was expected the delays would increase abruptly at burst instances 
when the traffic bandwidth required would be much greater than that available [14]. 
The queuing delays increase and average delay shoots up. Table 1 describes the traffic 
profile of the multimedia traffic's characteristics. 

Table 1. Profile for Traffic Generation for both IPv6 and IPv4 network 

Stream Type Rate (packet/Sec) Size In bytes 

Multimedia Periodic Bust 4500 1024 

UDP Every 4.5 Sec 4500 1024 

Normal TCP Periodic 3000 1024 

Table 2. Comparison of IPv4 and IPv6 

 Packet Loss(%) Average 
Jitter(msec)

Max 
jitter(msec) 

Average 
receive 
time(msec) 

IPV4 5 40 81 98 
IPV6 1 21 65 20 
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The IPv6 network showed a better quality, as compared to the IPv4 network. Also 
the bandwidth consumption of the IPv6 network is much more stable as compared to 
the IPv4 network. This is shown in the Figure 2. Also, the UDP foreground traffic, 
Ex. multimedia traffic, suffers less packet loss with respect to the TCP background 
traffic (generated artificially through MGEN Traffic Generator Tool). The results 
derived after the experiment was used to display packet loss, delay and latency as 
shown in Figure 3. 

 

 

Fig. 2. (a) IPV4 (b) IPV6 bandwidth Consumption 

 

 

Fig. 3. Packet Loss for the (a) High Priority Multimedia Traffic (b)Different Packet Sizes (c) 
Latency for Different Packet Sizes 

 

 

Fig. 4. (a) Ethereal's Open page for Transport stream file (b) showing a High Transport 
priority 
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The MPEG-2 TS (Transport Stream) dissector for Ethereal can display transport 
stream and section heading information, reassemble the sections and analyze the PSI 
(Program Specific Information) data. Open the .ts file (created through VideoLAN), 
from Ethereal (version 0.10.8). There are two possibilities to dissect MPEG 2 ULE 
(Unidirectional Lightweight Encapsulation), we will use etherial "Enable MPEG2 
ULE SNDU analyzation" option as shown in Figure 4. If these settings are wrong the 
analysis will be incorrect. The Figure 4 shows the Transport priority marked with red 
circle. The experimental results indicated that priority based IPv6 traffic has less of 
packet loss, latency and jitter problems as compared to the normal IPV6/IPv4 
network.  

4 Conclusion 

The complete architecture and configurations was considered more preferable due to 
its extensibility features, powerful API, event driven approach etc. The proposed 
module implemented to gives the priority to multimedia traffic gives significant 
improvement in multimedia streaming application. Table 2 conforms that if we can 
release router to priority of Multimedia Streaming data through kernel level IPV6 
field modification then the user can get waste differentiated performance and QoS 
parameter optimization in the output.  Also, the experimental results indicated that 
priority based IPv6 traffic has less of packet loss, latency and jitter problems as 
compared to the normal IPV6/IPv4 network.  
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Abstract. In the present time, the tremendous growth of mobile use made it an 
indispensable device in the daily life, in many instances the call that we made or 
we expect to receive control the way in which our day will be, because humans 
tend for communicate and the mobile phones in this time is the way of 
communication it becomes very important to ensure the availability of the 
signal wherever the person goes.  In this paper we will take a live example for 
the out of coverage phenomena which is the sub-way station. Because once the 
people enter in the sub-way it become very difficult to reach or to be reached 
from outside, this encouraged me to find a solution and to make use of an 
existing technology to solve.  As one of the critical issues in the mobile phones 
devices is its battery level as a metric for its availability, for that reason the 
EEAODV "Energy Efficient AODV" protocol will be suggested as the primary 
protocol that the devices (nodes) will operate on. The EEAODV protocol will 
be simulated as a way for reliable communication based on the power level for 
mobile devices. This protocol will be the major part in the new system.  

Keywords: MANET, Subway Station, AODV, Mobile Device, Node, Energy 
Efficient. 

1 Case Studies on the Sub-ways 

Million and a half people annually ride the New York City subway system, which 
comprises 468 stations to form the largest subway complex in the world. The diverse 
human conglomerate of cultures and lifestyles that inhabit NYC’s subway though, share 
at least one common trend: a lack of mobile coverage – a rather serious, both economic 
and social issues. Thus, a daily influx of 5,042,263 potential customers is practically lost 
for mobile companies. Not to mention the irritating circumstance that in a world of   
otherwise global communications one is forced to spend significant periods of time 
without a connection signal. From that reason a need arises for a solution to this 
problem, many solutions have been considered before; the common problem regarding 
these solutions is the cost of implementation represented by time and money. 

2 The Core Idea 

The suggested system relies on smart software installed on mobile phones that will 
convert an extended group of nearby phones into a fast-changing ad hoc network, 
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with communications packets being passed down this network to reach the intended 
recipient phone. Hence, true to the MANET paradigm, the individual mobile device 
would act both as a receiver and dispatcher of signal… Social phenomena and 
behaviors can be used in favor of disseminating network coverage. Thus the signal 
coverage will depend on social communities. The peoples "nodes", the sub-way and 
the path of a call is shown in fig 1 below.  

 

Fig. 1. Scenario for call transmission in sub-way. Types of lines. Elements of the figure 
described in the caption should be set in italics, in parentheses, as shown in this sample caption. 

3 Energy Efficient AODV Routing Protocol 

The energy-saving routing algorithm which is adopted in Maximum Energy Level Ad 
Hoc Distance Vector protocol (MEL-AODV) has enhanced the RREQ handling 
process. MEL-AODV considers node remaining energy as a routing metric. The 
development process of the MEL-AODV to achieve higher energy efficiency is as 
below. Here NS2 simulator is used for development. NS2 is a discrete event, object 
oriented, simulator developed by the VINT project research group at Carnegie Mellon 
University [6] which includes: nodes mobility, a realistic physical layer that includes 
a radio propagation model, radio network interfaces and the IEEE 802.11 Medium 
Access Control (MAC) protocol using the Distributed Coordination Function (DCF). 
NS2 is one of the most popular network simulator tools worldwide. The NS2.34 was 
installed under Linux Redhat 9.0 as a simulation platform. After the development of 
our energy efficient protocol "EEAODV", a comparison will be made with the 
original AODV from performance point of view as shown in section 4. 

In order to develop a new routing protocol in ns2 we need to understand the file 
hierarchy of the protocol and its interactions in ns2. Below is how AODV file design 
looks like in ns2.34. 
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Fig. 2. AODV File Hierarchy 

3.1 AODV File Modification 

Major changes are highlighted here in the process of the new protocol development. 
These changes are listed below: 
 
• Energy initialization: by default energy access of AODV in ns2 is not activated so 

the first step is to activate the energy and initialize it. 
• Accessing and recording the node's energy: in order to manipulate the energy or 

perform energy decision making actions we need to access the energy of the nodes 
in aodc.cc file. Also the index of the nodes is saved in order to perform individual 
processing and manipulation. 

• Energy Decision-based modification: according to our algorithm if the node on the 
path that receives RREQ message has energy less than a pre-defined threshold then 
it drops the RREQ packet and it can't be considered as a member of the route 
discovery process. 

3.2  UMTS Mobile Node Design 

To simulate the UMTS 3G network an additional package should be installed to ns2. 
The EURANE1.12 ns2 extension package was installed under Linux Redhat 9.0. in 
order to give our node the UMTS characteristics and functionalities and to simulate 
the 3G network part of the project.  

4 Simulation and Analysis 

A graphical user interface is designed in Linux in order to contain the simulation 
material. Figure 4.1 shows the GUI of the project. As shown in fig 3. 
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Fig. 3. The Simulation GUI 

According to the GUI we have 7 tabs to consider: 

1. Subway simulation: in this tab the subway environment is simulated with a PAN 
"Personal Area Network" configuration using the 802.14.5 MAC protocol. 

2. Complete system simulation: in this tab we have 10 sub tabs that represents 10 
different simulations with 10 20 30 40 50 60 70 80 90 and 100 nodes. The 
simulation represents the integrated 3G-MANET network with the modified 
EEAODV "Energy Efficient AODV" being applied. 

3. Energy efficient clustering: in this simulation program an energy efficient cluster-
based formation is developed. With our modified AODV working we have done 
two-level development on two different layers. The routing layer development 
represented by the EEAODV in one hand (backend C++ development) and the 
cluster formation developed in the application layer (frontend Tcl development). 

4. Performance calculations: in this tab we have the awk program used for analyzing 
the data generated at the end of the simulation. 

4. EEAODV Performance analysis: in this tab we have 4 graphs generated from the 
collected data at the end of the simulation to evaluate the new protocol. 

5. Energy efficient cluster analysis: to evaluate the energy conservation of a selected 
cluster. 

6. Quit: to exit the GUI. 

4.1 Complete System Simulation 

In this tab we have 10 sub tabs that represent 10 different scenarios. As shown in  
fig 4. 
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Fig. 4. Main simulation scenes 

4.2  EEAODV Performance Analysis 

After analyzing the trace files generated from running our scenarios 4 graphs were 
generated to compare the original AODV routing protocol with our EEAODV routing 
protocol. 

The metrics being used for the performance analysis are: 

1.  Energy: the two routing protocols were compared from their energy consumption 
point of view. 

2.  Communication Load (overhead): the two protocols were compared to show which 
protocol put an extra load on the network than the other. 

3.  Throughput: a very important metric as it shows the capability of the network for 
packet delivery. 

4 Network lifetime: also called the survivability of the network that measures 
thetime the network still in operation and stay "alive".  The four metrics evaluating 
AODV and EEAODV are shown in the next figures. 

 

Fig. 5. Remaining Energy VS No. of Nodes 



Future System: Using Manet in Smartphones the Idea the Motivation and the Simulation 721 

 

Fig. 6. Network Lifetime 

5 Conclusion 

From the figures shown. We notice that the performance of our new EEAODV 
according to the selected metrics is improved. And we have also studied the 
possibility of applying this protocol to our problem in hand which is the sub way – 
out of coverage - problem.   
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Abstract. Most data aggregation and dissemination techniques for Vehicular 
Ad Hoc Networks (VANETs) attempt to create and utilize a structure for 
collecting information. Conventional data aggregation schemes are not 
appropriate for mobile network. In this paper, we design a cooperative model to 
facilitate the aggregation of adjacent traffic reports. The idea behind this work 
is that we can adaptively change the forwarding delay of individual reports in a 
manner that a report can have a better chance to meet other reports. Simulation 
results based on realistic map data and traffic models demonstrate that proposed 
scheme can effectively reduce communication overhead with acceptable delay.  

Keywords: VANET, Information Dissemination, Data aggregation, Routing.  

1 Introduction 

VANETs are self-organized networks formed by vehicles and road-side units and are 
used to provide drivers with advance notification of traffic congestion or hazard 
events using wireless communication. In this type of networks, warning messages 
affect the decisions taken by drivers so that a timely message can reduce 
transportation times, fuel consumption, environmental contamination, impact of road 
constructions, and less traffic accidents. Other practical applications of VANETs are, 
for instance, to provide the ability to find free parking spaces. Bandwidth limitation 
and channel collision are two serious problems for VANET communications. Data 
aggregation is an approach to relieve this problem. It consists of a variety of adaptive 
methods that can merge information from various data sources into a set of organized 
and sophisticated information. The process of data aggregation can be performed in-
network so that communication overhead can be efficiently reduced soon after 
redundant information is generated. It can be applied to any distributed information 
collection application, such as sensor networks and vehicular networks.  

2 Related Work 

In the past few years, data aggregation schemes for VANET have received much 
attention. Most of the VANET aggregation mechanisms are targeted towards one 
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specific use case, often dissemination of average speeds on road segments, while 
mentioning applicability to other use cases, as well. Similarly, generic modeling 
schemes for network data have been proposed in the different research domains.  

Wischhof et al. introduced the Self Organizing Traffic Information System 
(SOTIS) [3]. The protocol uses periodic beaconing for exchange of traffic 
information. Each road is divided into segments and received data is aggregated. For 
each segment, the average speed is calculated and later forwarded. Although the 
authors argue that information precision should decrease with increasing distance but 
they do not discuss how exactly an increase in the segment size depending on distance 
can be realized in practice. A more advanced system is TrafficView [4]. Similar to 
SOTIS, it disseminates information about the average speed of vehicles on the road. 
In contrast to SOTIS, TrafficView is node-centric, rather than space-centric. That is, 
reports generated by the nodes which are close to each other are aggregated by 
averaging their current speed and position. Lochert et al. [5] take a hierarchical 
approach on aggregating free parking slots using globally known map data for 
segmentation. One major advantage of their system is the usage of an adapted version 
of Flajolet-Martin sketches to achieve a probabilistic but duplicate insensitive sum of 
free parking spaces. Aggregates can therefore be arbitrarily combined without 
counting free parking slots multiple times. 

Van Eenennaam et al. [6] use run length encoding to achieve efficient data 
compression scheme. Instead of averaging information about road segments, only the 
most relevant information items for a given segment is communicated. Ibrahim and 
Weigle [7] present a cluster based aggregation scheme suitable for dissemination of 
vehicle speeds. Contrary to the previously presented models, the CASCADE system 
employs only syntactic, lossless compression of data. At local scope only single 
reports are disseminated and collected using geo-broadcast. This local view is then 
clustered using flat size segments and differential coding is applied. Dietzel et al. [2] 
describe an aggregation scheme that focuses on flexible decision metrics. Fuzzy logic 
rules are employed to base aggregation decisions on qualitative metrics, such as 
induced quality loss due to aggregation. The resulting scheme aggregates data more 
where the road network state is homogenous, yet allows more bandwidth to stretches 
with high state entropy. Scheuermann et al. [8] provide a theoretical scalability bound 
for aggregation protocols in VANETs. The main result is that the data rate must be 
reduced asymptotically faster than the squared distance to the information source (i.e., 
O(1/d2)) to be able to scale to larger deployments. Also, the authors provide a 
construction framework for a mechanism achieving the claimed rate.  

3 Proposed Approach 

Our goal is to propose a framework that takes the generic applicability for in-network 
data aggregation in VANETs where nodes only have a partial knowledge of the whole 
network state. Such a model can easily be used to make existing aggregation schemes 
more compatible and help in the design of suitable comparison metrics. Fig. 1 shows 
the flow of information in a given data aggregation system. At conceptual level 
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aggregation system has to decide whether two items of information are similar 
enough to be aggregated or not. Segment-oriented aggregation systems base this 
decision on the fact that two information items fit into the same spatial segment. Once 
the decision to aggregate two data items has been reached, a defined algorithm may 
easily be applied to combine them. In the proposed approach we have assumed that 
each vehicle is equipped with an on-board computing device, a GPS device, a 
wireless radio, and digital maps. Timings in different vehicles can be synchronized by 
using GPS technologies. For neighbor discovery, each vehicle periodically broadcasts 
beacons to make other aware of its speed and location. 

 

 

Fig. 1. Information Flow in Data Aggregation 

Algorithm: - 

1. Each vehicle maintains a local knowledge base that is updated by its own 
information and the information received by other vehicles.   

2. As soon as a vehicle detects an event occurred in its given range it collects the 
information in its database and waits for a random amount of time.  

3. If any other vehicle broadcasts the same message in a given time period then it 
simply discards that message and stores the decision (and related parameters like 
vehicle identity, distance, response time, vehicle speed etc.) in the database. 
Otherwise it disseminates the same information and updates the knowledge base. 

4. The intermediate node that receives the broadcasted message also looks into the 
knowledgebase and tries to increase the chances of meeting more number of 
reports at the next node by variably changing the speed of message i.e. either by 
inserting the delay in sending the report or by sending the report earlier. 

5. The decision taken by the vehicle is stored in its own knowledge base. Also it is 
communicated to its neighbors. 

6. After regular interval each vehicle communicates the information in terms of 
decision taken by itself to all its neighbors.  

4 Evaluation 

A.   Analysis  

Estimation is done to find the average number of vehicle records (NoVR) that any 
node can obtain through beaconing. The number of records depends upon the 
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communication radius R, and for a given node on a highway the maximum reach in 
both directions is 2R. The number of vehicles within this reach depends on the 
average vehicle speed v and the vehicle arrival rate λ, so the formula is: 

(1) 

Under ideal circumstances, when the density of vehicles is high the underlying 
approach can maximize its reach under the specified communication radius R, NoVR 
should be doubled, thus representing the local view for a given vehicle by: 

(2) 

We assumed the distance between the vehicles conforms to a Poisson - distribution:  

(3) 
where λ represents the arrival rate of vehicles per meter. The normalization constant C 
is calculated by forcing the condition that the probability needs to be equal to unity on 
the interval from the minimum distance (0 m) to the maximum distance ( 1/λ m) 
between two consecutive vehicles, so the final expression for the probability function: 

(4) 

B.   Simulation and Results 

To evaluate the proposed algorithm for data aggregation in VANET, we implemented 
the scheme in network simulator NS2. In the beginning of the simulation, nodes are 
placed randomly in the simulation area. Transmissions are received by all nodes 
within transmission range. We have assumed that a packet transmission takes exactly 
one time unit. A node can either send or receive only one packet in single time unit. 

 

 

Fig. 2. Number of packets vs. distance 
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For network traffic, we assumed that each node has one packet to broadcast to all the 
nodes in the network. All of these packets are generated at the beginning of the 
simulation, and after that the simulation continues to run without inserting further new 
packets until all the packets are delivered to the entire network. Fig. 2 clearly shows 
that initially when the distance is less both the schemes perform equivalently but as 
the distance increases the number of packets transmitted is quite less after employing 
the proposed scheme as compared to the simple data aggregation approach.  

5 Conclusion and Future Work 

According to the literature, efficient and accurate aggregation in VANETs is possible 
without the need of pre-defined road segments. Knowledge base reasoning enables us 
to employ natural language rules to make aggregation decisions. A flexible, relevance 
based dissemination approach enables to disseminate those aggregates that are likely 
to have the highest benefit for the surrounding vehicles. Evaluation has shown that the 
proposed data aggregation scheme using knowledge base intelligence clearly 
outperforms the flooding of exact information in terms of bandwidth consumption. 
Moreover, especially if the beginning or end of an event like traffic congestion does 
not coincide with a fixed segment border, proposed structure-free system’s accuracy 
is significantly better than that of segment based aggregation approaches. Our future 
work will try to strengthen the system by securing it against data integrity attacks and 
to propose an approach to secure aggregation against forgery or defective sensors. 

References 

1. Schoch, E., Kargl, F., Weber, M., Leinmuller, T.: Communication patterns in Vanets. 
IEEE Communications Magazine 46(11), 119–125 (2008) 

2. Dietzel, S., Bako, B., Schoch, E., Kargl, F.: A fuzzy logic based approach for structure-
free aggregation in vehicular ad-hoc networks. In: The Proceedings of Sixth ACM 
International Workshop on VehiculArInterNETworking, pp. 79–88. ACM Press, USA 
(2009) 

3. Wischhof, L., Ebner, A., Rohling, H., Lott, M., Halfmann, R.: SOTIS-A Self-Organizing 
Traffic Information System. In: 57th IEEE Vehicular Tech. Conf., pp. 2442–2446 (2003) 

4. Nadeem, T., Dashtinezhad, S., Liao, C., Iftode, L.: TrafficView: Traffic data dissemination 
using car-to-car communication. ACM SIGMOBILE Mob. Comp. and Comm. 
Review 8(3), 6–19 (2004) 

5. Lochert, C., Scheuermann, B., Mauve, M.: Probabilistic aggregation for data dissemination 
in VANETs. In: Proceedings of the Fourth ACM International Workshop on Vehicular Ad 
Hoc Networks, pp. 1–8. ACM Press, New York (2007) 

6. van Eenennaam, M., Heijenk, G.: Providing Over-the-horizon Awareness to Driver 
Support Systems. In: Proceedings of 4th IEEE Workshop on V2V Communications (2008) 

7. Ibrahim, K., Weigle, M.C.: CASCADE: Cluster-Based Accurate Syntactic Compression of 
Aggregated Data in VANETs. In: IEEE Globecom Workshops, pp. 1–10 (November 2008) 



 Knowledge Based Framework for Data Aggregation in Vehicular Ad Hoc Networks 727 

8. Scheuermann, B., Lochert, C., Rybicki, J., Mauve, M.: A fundamental scalability criterion 
for data aggregation in VANETs. In: Proceedings of the 15th Annual International 
Conference on Mobile Computing and Networking, pp. 285–296. ACM Press, USA (2009) 

9. Ding, Z., Güting, R.H.: Modeling Temporally Variable Transportation Networks. In: Lee, 
Y., Li, J., Whang, K.-Y., Lee, D. (eds.) DASFAA 2004. LNCS, vol. 2973, pp. 154–168. 
Springer, Heidelberg (2004) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 728–730, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

On-Line Automatic Measurement of Contact Resistance 
of Metal to Carbon Relays Used in Railway Signaling 

Hemant Kagra1 and Prashant Sonare2 

1 Indian Railways, Mumbai, India 
hemantkagra@yahoo.co.in 

2 SSJCET, Asangaon, Mumbai 
Mumbai, India 

prashantsonare@yahoo.co.in 

Abstract. The contact resistance of metal to carbon relays is a vital quality 
parameter. The manual measurement system is tedious, error prone and 
involves lot of time, effort & manpower. Besides, it is susceptible to 
manipulation and this may adversely affect the functional reliability of relays. 
To enhance the trustworthiness of CR measurement, an On-line automated 
measurement system having a testing jig attachment and specially designed 
software was developed. When the relay was fixed on the testing jig, the 
software measured the CR and results were ported on an internet website. Thus, 
accurate & reliable CR values were available in real time, easily and swiftly. 

Keywords: Metal to Carbon relays, Railway signaling, Contact Resistance, 
BDE, On-line testing. 

1 Manual Measurement System and Limitations Therein 

The Contact Resistance (CR) of Silver (metal) and Silver Impregnated Graphite 
(carbon) contacts [1] of Metal to Carbon relays used in railway signaling systems 
plays a vital role in their reliability performance [2]. The CR was measured manually 
with non-automated equipment. The relay, whose CR is to be measured, was plugged 
in standard relay base and power is applied across the coil / contacts and the 
resistance of various contacts are measured [3]. Manual measurement using numerous 
meters and recording multiple results involves a lot of time, effort and manpower. The 
measurement of CR is very critical as it is susceptible to get merged with the wiring 
& termination resistances. Due to human, instrumental & systemic errors, the 
accuracy of manual test results was only approx. 98% [4]. With the manual system, 
only 300 relays could be tested per day and it was susceptible to manipulation. This 
had an adverse effect on their reliability.  

2 Automated Measurement System  

The microprocessor based On – Line Automated measurement system for CR 
consisted of a testing jig having relay plug-board fixture, as per the relay 
configuration, connected to an Industrial computer, as shown in Figure 1. 
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Fig. 4. On-line display of CR 

For on-line monitoring, ‘Relay QA Reporting System’ was developed which was 
installed on an internet website. The software was designed in FoxPro & JavaScript 
and it picked up the values from the database files and displayed the CR in real time, 
as shown in figure 4.  

3 Benefits 

The automatic test process was simple, fast and required less manpower. With this 
system, CR of approx. 800 relays could be measured per day and the accuracy 
increased to 99.95%. The system was completely manipulation proof and hence more 
reliable. The test results could be observed on-line, at any location, away from the 
production area, and thus, the overall quality of relays could be easily monitored. 

4 Conclusion 

The automatic On-Line measurement system for metal to carbon signaling relays has 
proved to be very useful in substantiating the trustworthiness of measurement of CR 
& has made the process faster. The system has certainly enhanced the reliability of 
metal to carbon relays.  
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Abstract. In the routing strategic approach, mostly in wireless scenario, 
primary emphasis is given on path routing and routing protocol selection. Again 
in Mobile Ad hoc Network (MANET) a routing protocol is to be selected in 
such a way that the network can be suitably designed to give best data delivery 
as well data integrity. So performance analysis of the protocols is the major step 
to select these protocols. In this paper comparative performance analysis like 
delay, throughput, control overhead, and PDR is done over protocols like Ad 
hoc On demand Distance Vector (AODV), Optimized Link State Routing 
(OLSR), and Destination Sequenced Distance Vector (DSDV) in NS2 
Simulator. Based on these parameters a proper protocol can be designed for an 
efficient MANET. 

Keywords: Mobile Adhoc Network, Routing protocols, NS2. 

1 Introduction 

Ad hoc networks consist of hosts interconnected by routers without a fixed 
infrastructure and can be arranged dynamically. Considerable work has been done in 
the development of routing protocols in different types of ad hoc networks like 
MANETs, WMNs, WSNs, and VANETS. In recent years, the interest in ad hoc 
networks has grown due to the availability of wireless communication devices that 
work in the ISM bands. While designing an ad hoc network in particular we are 
concerned with the capabilities and limitations that the physical layer imposes on the 
network performance. Since in wireless networks the radio communication links are 
unreliable so it is desirable to come up with an integrated design comprising of 
physical, MAC and network layers [1]. Routing protocols in MANETs were 
developed based on the design goals of minimal control overhead, minimal 
processing overhead, multi hop routing capability, dynamic topology maintenance 
and loop prevention [2]. According to routing strategy the routing protocols can be 
categorized as table-driven or proactive and source-initiated or reactive or on-demand 
routing. Each of these types of protocols behaves differently on different wireless 
conditions. Hence the performance analysis of these protocols is a must task to know 
its behavior and work in that environment accordingly. The factors like node 
mobility, network size, control overhead and traffic intensity along with inherent 
characteristics of ad hoc networks may result in unpredictable variations in the overall 
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network performance. The primary objective of this paper is to evaluate and quantify 
the effects of the above factors that may influence network performance. In section 2 
we briefly reported the overview of the protocols we considered for performance 
analysis, followed by the simulations and performance analysis using NS2 in section3 
and Conclusion and future works in section 4. 

2 Overview of Routing Protocols 

In this section we briefly describe the key features of the AODV, OLSR and DSDV 
routing protocols studied in our simulations. 

Ad-hoc On-demand Distance Vector(AODV): AODV is a combination of on-
demand and distance vector i.e hop-to-hop routing methodology [3].When a node 
needs to know a route to a specific destination it creates a ROUTE REQUEST. Next 
the route request is forwarded by intermediate nodes which also create a reverse route 
for itself for destination. When the request reaches a node with route to destination it 
creates again a REPLY which contains the number of hops that are require to reach 
the destination. In literature [4-9] reported the performance analysis of AODV. 

Destination Sequenced Distance Vector(DSDV): DSDV is a hop-by-hop distance 
vector routing protocol requiring each node to periodically broadcast routing updates 
based on the idea of classical Bellman-Ford Routing algorithm [10]. Each node 
maintains a routing table listing the “next hop” for each reachable destination, number 
of hops to reach destination and the sequence number assigned by destination node. 
The sequence number is used to distinguish stale routes from new ones and thus avoid 
loop formation. In literature many articles [4][5][8][9] reported about the performance 
of DSDV in their respective literature. 

Optimized Link State Routing (OLSR): OLSR is an optimization of pure link state 
algorithm [11], uses the concept of Multi point Relays (MPR) for forwarding control 
traffic, intended for diffusion into the entire network. The MPR set is selected such 
that it covers all nodes that are two hops away. Due to proactive nature, OLSR works 
with a periodic exchange of messages like Hello messages and Topology Control 
(TC) message only through its MPR.  

3 Simulations and Performance Analysis 

In this work, we used the discrete event simulator NS2 (version 2.34) [12] and the 
performance analysis were conducted using AWK script. Each run of the simulator 
accepts as input a scenario file that describes the exact motion and position of each 
node using Random Waypoint Mobility model. For the evaluation of a particular 
factor we considered the average value of the performance results of 10 random 
scenario patterns. In all our simulations we considered five sample points of a 
particular factor (Throughput, Routing overhead, Delay and Packet Delivery Ratio) 
and compared in three environments (AODV, OLSR and DSDV).The above 
performances were analyzed under following scenarios: (i) varying the number of 
nodes (ii) varying the pause time (iii) varying the network area. 
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Network Load Analysis: In this analysis we varied the number of nodes from 10 to 
50 with an increment of 10 nodes, whereas we fixed the pause time to 30s, network 
size to 600x600 sq.m and the simulation duration to 150s. Other parameters of 
network are same as described above. From the performance plots shown in Fig.1(a), 
(b) and (c) we observed that the DSDV protocol outperforms the AODV and OLSR in 
terms of average throughput, routing overhead and average delay. Though the OLSR 
has maximum routing overhead the data integrity (PDR) is better as compared to 
AODV and DSDV as shown in Fig.1(d). 

Mobility analysis: In mobility analysis we consider the following pause times: 0s, 
30s, 90s, 120s, and 150s. The mobility of the network varied from high mobile 
condition (0s pause time) to static condition (150s pause time). The maximum speed 
is fixed at around 10m/s and the total number of nodes is fixed at 30 for each scenario 
of different pause time by keeping all other parameters fixed. From Fig.2(a) and (b) 
we observed that DSDV is better in terms of average throughput for different pause 
time and has lowest routing overhead. From Fig.2(c) we observed that from 90s pause 
time to 150s pause time AODV, OLSR and DSDV have almost same performance in 
terms of average delay but, in case of high mobility condition i.e 0s and 30s pause 
time DSDV has lowest in comparison to AODV and OLSR. Whereas, in terms of 
average PDR as shown in Fig.2(d), OLSR is better than AODV and DSDV. Hence, 
we found that OLSR is the most suitable protocol for high mobility node network. 

Network Size Analysis: We considered 200x200, 400x400, 600x600, 800x800, and 
1000x1000 sq.ms. for the study of network size. The number of nodes for different 
network size is 30 and the pause time of 30s. From Fig.3 (a) we observed that if the 
size of the network increases the average throughput decreases for all the three 
protocols whereas the DSDV has the highest average throughput. In the same time 
from Fig.3(b) we observed that the routing overhead increases for increase in area. It 
is clear that AODV and OLSR have nearly same routing overhead for area 400x400 
sqm and above. It is obvious that AODV and OLSR having higher average delay 
because of the higher routing overhead which is presented in Fig.3(c). As per the PDR 
performance in Fig.3 (d) OLSR is better than AODV and DSDV whereas the PDR 
decreases as network size increases but, for higher size of the network with fixed 
number of nodes the rate of fall of PDR performance is faster than AODV and OLSR. 

4 Conclusion and Future Work 

In this paper we evaluated the four performance measures i.e. average throughput, 
routing overhead, average delay and average PDR with different number of nodes, 
different speed of nodes and different size of network. From the results reported in 
Section 3 we concluded that OLSR for high mobility condition of nodes OLSR gives 
better packet delivery rate than other protocols, making it suitable for highly mobile 
random network. Similarly for network size analysis it is observed that all three 
protocols behave almost same in packet delivery fraction whereas, if the data delivery 
is more important in some applications then the DSDV is the better choice. In future, 
utilizing these performances we can design such a protocol that can be suitably 
provide data integrity as well as data delivery in highly random mobility network. 
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                                      (a)                                                                  (b) 

 
                                              (c)                                                                    (d) 

Fig. 1. Performance analysis varying no. of nodes (a) Variation for throughput (b) Variation for 
routing overhead (c) Variation for delay (d) Variation for PDR 

 
                                           (a)                                                           (b) 

 

 
                                        (c)                                                             (d) 

Fig. 2. Performance Analysis varying pause time: (a) Variation for Throughput (b) Variation 
for routing overhead (c) Variation for delay (d) Variation for PDR 
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                                        (a)                         (b) 
 

 
                                            (c)             (d) 

Fig. 3. Performance analysis varying network size. (a) Variation for throughput (b) Variation 
for Routing overhead (c) Variation for Delay (d) Variation for PDR. 

References 

1. Sarkar, S.K., Basavaraju, T.G., Puttamadappa, C.: Ad hoc Mobile Wireless Networks: 
Principles, Protocols and Applications. Auerbach Publications (2008) 

2. Royer, E.M., Toh, C.: A review of current routing protocols for adhoc mobile wireless 
networks. IEEE Personal Communications, 46–56 (1999) 

3. Perkins, C.E., Royer, E.M., Das, S.: Ad-hoc On-demand Distance Vector Routing, draft-
ietf-manet-aodv-13.txt. RFC 3651 (July 2003) 

4. Tuteja, A., Gujral, R., Thalia, S.: Comparative performance analysis of DSDV, AODVand 
DSR Routing protocols in MANET using NS2. In: 2010 International Conference on 
Advances in Computer Engineering, pp. 330–333. IEEE Comp. Society (2010) 

5. Broch, J., Maltz, D.A., Johnson, D.B., Hu, Y., Jetcheva, J.: A Performance comparision of 
Multihop Wireless Ad-Hoc Network Routing Protocols. In: 4th ACM/IEEE Int.Conf. 
MOBICOM (1998) 

6. Boukhalkhal, A., Yagoubi, M.B., Djoudi, M., Ouinten, Y., Benmohammed, M.: 
Simulation of Mobile Ad hoc Routing Strategies. In: 4th Int. IEEE Conf. IIT 2007, 128–
132 (November 2007) 

7. Karthiga, G., Christinal, J.B., Moses, J.C.: Performance analysis of various adhoc routing 
protocols in multicast environment. IJCST 2(1), 161–164 (2011) 

8. Singh, Y., Chaba, Y., Jain, M., Rani, P.: Performance evaluation of Ondemand 
multicasting routing protocols in Mobile adhoc networks. In: ICRTITC, pp. 298–300. 
IEEE Comp. Society (2010) 

 
 



736 S. Mohapatra and P. Kanungo 

9. Sarevski, F., Ognenoski, O., Gavrilovska, L.: Performance analysis of routing protocols in 
adhoc and sensor networking environments. Telfor 1, 10–13 (2009) 

10. Perkins, C.E., Bhagwat, P.: Highly dynamic Destination-Sequenced Distance-Vector 
Routing (DSDV)for Mobile Computers. SIGCOMM ACM, 234–245 (1994) 

11. Clausen, T., Jacquet, P.: RFC 3626-Optimized Link State Routing Protocol (OLSR) (2003) 
12. Fall, K.: The ns manual US Berkerley LBL USC/ISI and Xerox PARC (2010) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 737–740, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Faults Classification for Voltage Sag Causes Based on 
Empirical Mode Decomposition with Hilbert Transform 

Manjula Mane1, A.V.R.S. Sarma1, and Sukumar Mishra2 

1 Department of Electrical Engineering, Osmania University, Hyderabad, 
Andhra Pradesh, India 

{manjulamane04,avrs2000}@yahoo.com 
2 Department of Electrical Engineering, 

IIT Delhi, India  
sukumar@ee.iitd.ac.in 

Abstract. This paper presents a novel method of classifying the power system 
faults for obtaining the information on the causes of voltage sags. Empirical 
Mode Decomposition (EMD) with Hilbert Transform (HT) is used to detect 
voltage sag causes. The voltage sags are mostly due to short circuit faults. The 
techniques employed for analyzing the fault data require the information about 
the underlying event i.e. the fault type. The key feature of EMD is to 
decompose a non stationary signal into mono component signals called Intrinsic 
Mode Functions (IMFs). Further the Hilbert transform provides the magnitude 
and phase of these IMFs. The characteristic features of the first three IMFs of 
each phase are used as inputs to the classifier, Probabilistic Neural Network 
(PNN) for identification of fault type. Simulation results show that the 
classification accuracy is high for each of the fault type.    

Keywords: Empirical mode decomposition, faults, hilbert transform, intrinsic 
mode functions, power quality, probabilistic neural network, voltage sag causes. 

1 Introduction 

Voltage sag is one of the most disturbing power quality problems. The voltage sags 
are mostly due to short circuit faults [1]. They have drawn the attention of the 
customers as well as the power engineers due to the problems they cause to the 
different equipment is not the same.  The characteristics of voltage sags are defined 
by the sag magnitude, its phase angle and duration [2]. The faults are either 
symmetrical or asymmetrical. In order to mitigate and find a solution, it is required to 
detect and identify the source of the problem. Thus a technique is required which has 
the capability to extract the features of the fault data and do the classification [3]. This 
paper presents the Empirical Mode Decomposition (EMD) [4-5], together with 
Hilbert transform for extracting the features and Probabilistic Neural Network (PNN) 
[6] is used to classify the faults. The advantage of this method is that it does not 
require any predetermined set of functions but allows projection of a non stationary 
signal onto a time -frequency plane using mono component signals called the IMF. As 
these IMFs are obtained from the original signal, thus making it adaptive in nature.   
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The rest of the paper is organized as follows: In section 2 Empirical mode 
decomposition method is discussed for extracting mono component and symmetric 
components from   the non stationary signals by sifting process.  Section 3 explains 
the features extracted from the respective IMFs and the PNN classifier.   In section 4, 
the results are discussed and finally section 5 gives the conclusions.   

2 Empirical Mode Decomposition 

Empirical mode decomposition is a method which extracts mono component and 
symmetric components from   the non linear and non stationary signals by sifting 
process. These are called as Intrinsic Mode Functions. Any oscillating wave is 
defined as an IMF, if it satisfies the following two conditions: 

(a) For a data set, the number of extreme and the number of zero crossings must 
either be equal or differ at most by one. 

(b) At any point, the mean value of the envelope defined by the local maxima and the 
local minima is zero. 

2.1 Hilbert Transform 

The Instantaneous frequency of each IMF is calculated by using the Hilbert 
Transform. The Hilbert Transform of a real valued time domain signal x(t) is another 

real valued time domain signal, denoted by x̂ (t), such that z(t) = x(t) + j x̂ (t) is an 
analytic signal. From z(t), one can define a magnitude function A(t) and a phase 
function θ(t), where the A(t) describes  the envelope of the original function x(t) 
versus time and  θ(t)   describes the instantaneous phase of x(t) versus time.  

3 Feature Extraction for Fault Classification 

Faults are either symmetrical or asymmetrical. Depending on the type of fault the 
magnitudes of the voltage sag of each phase are equal or unequal. Here four types of 
faults are considered i.e. Phase to ground (LG), Phase to Phase (LL), Double  Phase to 
ground (LLG) and Three phase short circuit (LLL). The faults are applied on a 11kV 
power system network for different values of fault resistance, the duration of fault 
applied and time of application are varied.  

3.1 Phase to Ground Fault 

The three phase voltage waveforms and its RMS magnitude for phase to ground fault 
are shown in Fig. 1(a) and (b). The magnitude plot of Hilbert transform of the first 
IMF detects the event as shown in Fig. 2(a). Fig. 2(b)-(d) are the waveforms of the 
first three IMFs of the signal.  
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Fig. 1. (a). Waveform of voltage sag due to LG fault, (b) Voltage sag (rms) 
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Fig. 2. (a). Magnitude plot of the HT of  IMF1, 2(b)-(d) Intrinsic Mode Functions(IMF1-IMF3)  

Similarly the IMFs are extracted for other three faults i.e. LL, LLG and LLL.  The 
first three IMFs are considered for the feature extraction. The following three features 
(1) Energy distribution, (2) Standard deviation of the amplitude and (3) Standard 
deviation of the phase are taken. Thus, we have   nine features from the three IMFs 
from each phase. These are inputs to the probabilistic neural network for training used 
for classification. 

4 Results and Discussion  

EMD decomposes any complicated signal into finite number of IMFs. These IMFs 
define the local properties of the signal. For a LG, LL and LLL faults the IMFs are six, 
where as for LLG fault the total IMFs are seven. Simulations are performed to generate 
428 signals, 308 data sets are used for training the PNN classifier and 120 are used for 
testing. The classification result using the method is shown in Table 1. When PNN is 
trained, the spread factor is tuned by trial and error method to 0.08, which has given 
better results. As shown in the Table 1 the overall efficiency of the EMD method is 
93.15%. The reason for better classification accuracy of disturbances by EMD method 
lies in the fact that it is a sieving process of the signal where the IMFs are extracted and 
they are associated with different intrinsic time scales. The extraction of Instantaneous 
frequency by the application of Hilbert transform over the IMFs gives a better time 
frequency distribution for non stationary signals. Hence, EMD method with Hilbert 
transform is better suited for non-stationary signals like faults. 
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Table 1. Percentage Classification Accuracy of Probabilistic Neural Network 

EMD 
Method 

LG  LL LLG LLL 
Classification 

Efficiency 
(%) 

Overall 
Efficiency 

LG 26 - 4 - 86.6 

93.15% 
LL - 30  - 100 

LLG 2 - 28 - 93 

LLL - - 2 28 93 

5 Conclusions 

In this paper probabilistic neural network combined with EMD and Hilbert transform 
is used to classify the type of faults (voltage sag causes). EMD method is used to 
decompose the original signal into mono component signals called the IMFs. Hilbert 
transform is used to extract the feature information from first three modes of 
oscillation. The results show that the overall classification accuracy is 93.15% 
indicating that the method is efficient in classifying the faults. Thus, making it a better 
method in assessing power system faults.   
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Abstract. A Novel approach of designing a feedback compensator for the 
Electric Vehicle Drive based on Indian Road conditions is dealt here. The 
performance analysis of PI controller as well as compensator design for the 
developed transfer function has been done.  

Keywords: Electric Vehicle, Transfer function, PI controller, Indian Road 
conditions, Feedback compensator, Bode plot. 

1 Introduction 

The search for vehicles with improved fuel economy, reduced emissions, and 
affordable cost without sacrificing the performance, safety, reliability and other 
attributes of a conventional vehicle has made the Electric Vehicle Technology (EVT) 
[1,8] as one of the challenges for the automotive industry. The focus of this research 
is to develop a compensator for the developed transfer function for the electric vehicle 
that includes vehicle dynamics, road dynamics and motor parameters. The 
performance of controller like PI has been dealt. In order to improve the performance 
specifications, the compensator design has been done.  The paper is organized as 
follows: Section 2 provides the design of compensator for Indian road conditions and 
the Section 3 conclusions. 

2 Design of Feedback Compensator 

The electric vehicle transfer function developed based on motor parameters, rolling 
resistance and the vehicle parameters [5] has been taken here along with PI controller 
performance [2,3,5]. Compensator an additional component is inserted into the 
Electric Vehicle system [3] to compensate for the deficient performance of the PI 
controller. The compensator design methodology [6] such as bode plot requires a 
linear plant model, since the Electric Vehicle system model taken into account is 
nonlinear. It must be linearized before designing the compensator for it. As a result, 
the design of good compensators relies on a good linearization. The operating point of 
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a dynamic system defines its overall state at a given time. A linearized model is an 
approximation that is valid in a small region around the operating point of the system. 
Near the operating point the approximation will be good, while far away it will be 
poor. Then the compensator design [6,9] has been done for the transfer function 
model of the three terrains namely Concrete, Medium Hard and Sand [4] by selecting 
the same operating point and further tuned by graphical analysis to obtain the 
compensator design response. The tuning is done and the gain margin and phase 
margin is obtained as shown in Figure 1.With the final tuned compensator design the 
whole control loop is executed and the result is obtained for the concrete terrain as 
shown in Figure 2. The Table 1depicts the performance criteria of the three terrains 
for the PI controller and the Compensator. 

 

 

Fig. 1. Response of the control loop of PI controller for the concrete terrain compensator design 
using bode plot –analysis 

 
 

 

Fig. 2. Response of the control loop of PI controller for the concrete terrain with Compensator 

3 Conclusion 

From the performance  criteria stated in Table 1, it is clearly depicted that 
comparative to PI controller the compensator designed for the three terrains is found 
to be efficient and can be further optimized in future to get the better results. 
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Table 1. Performance Criteria’s of Controllers 
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“and the Alzheimer’s Disease Neuroimaging Initiative*” 

Abstract. Alzheimer’s disease (AD) is the most common cause of dementia 
with a progressive course, beginning with neuronal dysfunction, and evolving 
to irreversible loss of neurons. Early AD detection and treatment allow better 
clinical results, preserving the loss of cognitive functions for longer periods, 
with great social economical impact. [2].Subtle hippocampus atrophy can be 
observed even in early AD, becoming an important biomarker for the disease, 
especially with disease progression. Volumetric MRI studies already indicate 
small volume loss of those anatomical structures and, hippocampus appears to 
shrink.  However, there is recent evidence that this shrinkage can be reversed 
and perhaps prevented in people with depression and bipolar disorder, with 
effective treatment if timely diagnosed. This paper is on detection of AD from 
AD, MCI and Normal based on statistical features of Hippocampus derived 
using MIPAV and further classified by ANN. Our primary goals are: (1) Locate 
VOI (Volume of Interest) for Hippocampus on 3D MRI. (2)Extract features 
from this VOI (3) Construct feature vector (4) Train ANN (5) Test ANN. We 
developed feed forward back propagation neural network in Matlab and trained. 
Testing of trained ANN revealed the overall accuracy of 80%. VOI analysis is 
performed using MIPAV. MR Images used are from (ADNI database). 30 AD 
and 30 Normal images were used for investigation. 

Keywords: Neuro-degeneration, 3DMRI, AD, MCI, ANN, Hippocampus, 
MIPAV, Matlab. 

                                                           
* Data used in preparation of this article were obtained from the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) database (www.loni.ucla.edu/ADNI). As such, the 
investigators within the ADNI contributed to the design and implementation of ADNI and/or 
provided data but did not participate in analysis or writing of this report. A complete listing 
of ADNI investigators can be found at:  

 http://loni.ucla.edu//ADNI//Collaboration// 

ADNI_Authorship_list.pdf 
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1 Introduction 

The portion of the brain that helps the names get into memory in the first place, is 
hippocampus, part of temporal lobe of brain. It's an inside fold, see Fig.2 purple part 
at the bottom, that's the hippocampus.  It is the innermost fold of the temporal lobe. 
This part of the brain appears to be absolutely necessary for making new memories.   
 

 ADNI database 
MR Images

Preprocessing VOI-
Hippocampus

Stat. features 
extraction 

ANN classifier 

Fig. 1. Overall System Fig. 2. Inside of brain temporal  lobe 

 

And this is common: Alzheimer's disease affects the hippocampus first and 
severely, [1]. As described in Fig. 1 this paper discusses volume of interest analysis of 
3D MR images of ADNI database for hippocampus feature extraction. Feature vector 
divided in training and testing sets further used for ANN classifier design. Regarding 
related works, Flavio Luiz Seixas et al. [3] analyzed three medical image analyzing 
tools,  Freesurfer, IBASPM and FSL, in order to identify the best method for 
hippocampus volumetric assessment. Marie Chupin et al. [5] proposed a fully 
automatic method using probabilistic and anatomical priors for hippocampus 
segmentation. S. Li et al. [6] analyzed regional changes of bilateral hippocampi and 
were characterized using computational anatomic mapping methods Liana G. 
Apostolova et al. [8], analyzed baseline regional hippocampus atrophy. Simon 
Duchesne et al [14] used methodology of Jacobian determinants. Yong Fan et al [15] 
made used of computational neuroanatomy to analyze brain regions. J. Ramirez et al 
[16] proposed approach based on image parameter selection and support vector 
machine (SVM) classification. Xiangbo LIN et al [17] proposed a new registration 
method to segment the hippocampus. Benoit Magnin et al [18] used three-
dimensional T1-weighted MR images and ROI. Jie Wu  et al [19] proposed a new 
texture feature-based seeded region growing  algorithm. J. Rajeesh et al [20] proposed 
a new approach to segment the hippocampus from the MRI.  

2 Method 

We selected subjects from Normal and AD categories. MRI pre-processing was done 
using statistical parametric mapping software (SPM5; Welcome Department of Cognitive 
Neurology, Institute of Neurology, London,UK, http://www.fil.ion.ucl.ac.uk/spm/) 
website accessed on 21 November 2010)  with the VBM tool Updated version VBM5.1 
toolbox Published by Christian Gaser on May 13, 2009. Jena script http://dbm.neuro.uni-
jena.de/vbm.html; in MATLAB. Image by image VBM image segmentation is carried 
out. VBM calculates the bias-corrected whole brain image in normalized space (wm*). 
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Authors already published paper on VBM pre-processing [11]. For VOI analysis, MIPAV 
(Medical Image Processing, Analysis and Visualization) is used. [7]. To generate statistics 
about hippocampal region following steps are are performed: 1.Open pre-processed 3D 
MR image.2.Contour  and save  VOI for hippocampus  as shown in Fig.3 3.Select the 
VOI, click on propagate VOI to all slices to select the same VOI on all slices in 3D MR 
image.4.Select VOI > Properties. 5.Right-clicked inside the VOI, which automatically 
selected it. Then selected Properties on the menu. The VOI Statistics dialog box opened.6. 
Chosen the following properties of statistics to calculate. 

 

    Fig. 3. VOI contour for hippocampus        Fig. 4. Intensity graph for Normal and AD 

Volume, Area, Perimeter,  Max. Intensity, Average voxel intensity, Std. dev. of 
voxel intensity. Process is repeated for every MR image in study, in order to construct 
a feature vector. Validity of selected Intensity features can  be observed from 3D 
intensity maps for same VOI on one AD and one Normal image as in Fig.4. Features 
are derived for 30 AD and 30 Normal 3D MR Images. Then divided into training set 
(25-25) and test set (5-5). Out of the several features derived, only those features 
which show maximum changes are selected for ANN training can be seen from fig. 6. 
ANN [12], [13] training is carried out in Matlab. Feed forward networks have one-
way connections from input to output layers. Training algorithms used are gradient 
descent (GD) method and   the Levenberg-Marquardt algorithm (LM). Radial basis 
networks provide an alternative, fast method for designing nonlinear feedforward 
networks. Used here for comparison of results. During the training phase, the network 
is presented with sets of pairs (input and desired output). The network is iteratively 
updated to reach a desired Mean—Squared—Error (MSE) and optimally provide 
generalization for test inputs. Tab. 1 and Fig.5 give all the details of FFNN used. 

 

Fig. 5. Feed forward neural network 
architecture used 

Table 1. ANN architecture used 
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3 Results 

Feed forward neural network is used. Training experimentation is carried out several 
times by varying various ANN parameters like number of hidden neurons, activation 
functions, training function, learning rate. Final training curve is as shown in Fig.6. 
Performance is evaluated every time by applying several test cases and comparison is 
made with other classifiers by computing the percentages of Sensitivity (SE), Positive 
Predictivity and Accuracy (AC) as given in Tab. 2, using the following formulae, 
Where, the confusion matrix used is [4], 
 

                    
 

4 Conclusion and Discussion   

In this paper, the computer based technique for automatic classification of 3D MR 
Image as normal or Alziemers Disease with Hippocampus as VOI feature using FFNN 
classifier is proposed. The performances of the classifiers in terms of statistical 
measures such as sensitivity, positive predictivity and classification accuracy are 
analyzed. The results indicated that the FFNN with Trainlm as training function yielded 
the better performance when compared to other classifiers. It suggests that FFNN is a 
promising technique for image classification in a medical imaging application.  
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Table 2. ANN performance 

Classifier Training Test 

 

 FFNN 100% 70% 

 

 RBF 100% 86% 

Fig. 6. FFNN training curve
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Abstract.  In this paper, we have designed a state derivative feedback controller 
for inverted pendulum. The presented approach is based on results reported by 
Abdelaziz and Valášek[1], [2] which shows that for some class of control sys-
tem problems, state derivative feedback gives smaller gain in comparison to 
traditional state feedback.  This paper pointed out the physical interpretation of 
the result obtained by previous authors about energy required by state derivative 
feedback and state feedback. The results are verified in Matlab environment. 

Keywords: State Derivative feedback, Pole placement, Stability, State feed- 
back. 

1 Introduction 

The pole placement method is a widely used mathematical tool to design linear con-
trol systems[1], [2], [3], [4], [5], [6], [15], [17]. In this paper, we investigate the state 
derivative feedback approach of solving the pole placement problem[1], [2], [4], [7], 
[11]. The tendency of state derivative feedback control systems to result in singularity 
in case the original system ceases to be state variable system has been overcome re-
cently by employing traditional state feedback approach which provides a solution to 
both the threat of singularity and to more general time-varying systems[1]. The inspi-
ration for the approach followed in [1] came from controlled vibration absorbers[12]. 
Due to the specific nature of such systems, use of state derivative feedback is a natu-
ral and powerful way to design controllers for them.  

The motivation for this paper stems from the possibility of reduced energy con-
sumption of the controller when designed using state derivative feedback for a given 
level of stability. This would expand the scope and range of possible applications of 
state derivative feedback and provide a new method for generating more energy effi-
cient control system designs.  

In [1] the scope has been kept limited to developing the theoretical and mathemati-
cal analysis of the state derivative feedback approach. Extending the study, in this 
paper, the feedback controller is designed for the inverted pendulum[18]  using both 
the traditional full state feedback, which is the Ackermann’s formula[8], [9], [13], 
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[14] and the state derivative feedback. The resulting feedback gain matrix elements 
from both the approaches are compared, with a lower value in case of state derivative 
feedback indicating lesser energy consumption than state feedback. Furthermore, we 
explore the reason behind the observed trend. 

2 Solution of Pole Placement Problem by State Derivative 
Feedback for Linear Time-Invariant System 

The pole placement problem is solved using state derivative feedback by the method 
given in [1].  

2.1 The Pole Placement Problem  

The single input linear time-invariant system with nth order differential equation is 
given by:  

ẋ(t) = Ax(t) + Bu(t), x(t0) = x0 . (1)

Where A(n × n) is the system matrix and B(n × 1) is the control gain matrix. The 
closed-loop characteristic equation is then given by:  

Det[sI - (I + Bk)-1A] = 0 . (2)

When equation (2) is evaluated, this yields an nth order polynomial in s-plane con-
taining the gains k1, k2, ... , kn. The control law design then consists of choosing the 
gains so that the roots of equation (2) are at desired locations. To solve the pole 
placement problem, instead of using the direct approach, which often results in itera-
tive optimizations, the system is transformed into Frobenius canonical form and the 
poles are then placed at the desired locations.  

2.2 Solution of Pole Placement Problem for Linear Time-Invariant System  
by State Derivative Feedback[1] 

The solution of the pole placement problem proposed by Abdelaziz and Valášek is 
given below. The Frobenius canonical form of the system is given by:  

ż = AFz + BFu . (3)

z = Q-1x . (4)

Where,    
AF  = Q-1AQ, and BF = Q-1B. 
And, Q = [q1 q1A … q1A

n-1],  
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While, q1 = ( )R-1. 
R is the controllability matrix of the system, given by, R = [B AB A2B … An-1B] and en 
= [0 0 … 1]T (a unit vector). 
The expression of state derivative feedback gain matrix is hence given by, 

( ) 10

0

( )T
n

a
K e AR D A

d

− 
=  
 

 . 
(5)

Where, 
a0 =Constant term in open loop characteristic polynomial of the system. 
d0 =Constant term in desired closed loop characteristic polynomial of the system. 
D (A) = [An + dn-1 A

n-1 + … + d1A + d0I] 
When the system matrix A is singular, then, from the discussion above, it follows, 

1T
nK e D−=  .     (6)

Equation (5) is similar to the Ackermann's formula given by: 

1 ( )T
nK e U D A−=  .     (7)

Where, U = [B AB … An-1B] . 

3 Comparison of State Feedback and State Derivative 
Feedback in Control System Problems 

3.1 The Pole Placement Problem  

The state space model of the inverted pendulum is given by, 

 
0 1 0 00 00 0 0 10 0  

0
0 . 

Where,  

M = Mass of the base (on which the pendulum is pivoted), m = Mass of the pendu-
lum, b = Friction of the base with respect to the stationary ground, l = Length to pen-
dulum centre of mass, I = Inertia of the pendulum, F = Force applied to the base, x = 
Base position coordinate. 
u(t) = Control input.     . 
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M = 0.5kg; m = 0.2kg; b = 0.1N/m/sec; I = 0.006kg ; g = 9.8m/  ; l = 0.3m. The 
open loop poles of this system come out to be 0, -5.6130,-0.1429 and 5.5741. The 
desired closed loop poles are chosen to be -5 ± 5i and -1 ± i. By applying the mathe-
matical process used to arrive at (5), a MATLAB simulation was performed with 
initial conditions x(t0) = [0.05 0.05 0.2 0.2]T to get the state derivative feedback gain 
matrix, given by,  

K = [-0.0184   -0.0004    0.0340    0.0007] . (8)

The feedback gain matrix computed using Ackermann’s formula is given by, 

K = [-1.8449   -3.7067   118.5980   18.5577] . (9)

As evident from (8) and (9), the derivative feedback gains are smaller than state feed-
back gains in magnitude. Hence, the control system designed with state derivative 
feedback will require lesser power to achieve the desired gains than its state feedback 
counterpart. State Derivative Feedback technique was applied to a variety of systems 
such as controlled vibration absorber[1], magnetic levitation[10] and servomechan-
ism[16], yielding lesser feedback gains than traditional State Feedback approach. 

4 Physical Interpretation of the Results 

In [1], as well as in the above examples, it has been noted that for some systems, the 
feedback gain matrix elements in case of state derivative feedback are lower in mag-
nitude than those in case of state feedback. This in turn results in lower gain for the 
feedback amplifier, resulting in a reduction in overall energy consumption. One way 
to explain this outcome is that a definite amount of effort is required to stabilize an 
unstable system. In case of state feedback, this effort is provided by just the feedback 
gain, while in state derivative feedback, a portion of the effort is shared by the deriva-
tive part of the feedback. Hence, the corresponding feedback gains in state derivative 
feedback are smaller. In other words, due to the presence of a derivative in the feed-
back, the rate of change of the state contributes towards stabilizing the system. This 
can be verified by the fact that within the same system, the differences between state 
and state derivative feedback gain constants for different states vary in proportion to 
their respective rates of changes. 

5 Conclusion 

In this paper, we have explored the possibilities of using state derivative feedback as 
an effective tool for designing energy efficient control systems. We have seen that by 
using state derivative feedback to solve the pole placement problem, the elements of 
feedback gain matrix are less in magnitude than those of feedback gain matrix ob-
tained from state feedback. This results in reduction of energy consumption of the 
controller, thereby improving the overall energy efficiency of the control system.  
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Abstract. This work present an analysis of breast cancer is the commonest 
cancer in urban and rural areas in India and accounts for about 20% to 25% of 
all cancers in women.  And also investigation of breast cancer detection is 
based on differences in electrical properties between healthy and malignant 
tissues. Tissue sensing adaptive radar (TSAR) has been proposed as a method 
of microwave breast imaging for early tumor detection. TSAR senses all tissues 
in the volume of interest and adapts accordingly. In this paper, the second 
generation experimental system for TSAR is presented. Materials with 
electrical properties similar to those in the breast are used for the breast model. 
A resistively loaded Wu–King monopole antenna is fabricated, and reflections 
from the breast model over the frequency range of 1–10 GHz are recorded.  

Index Terms: Breast cancer detection, experimental verification, microwave 
imaging, tissue sensing adaptive radar. 

1 Introduction 

It is very evident from the various statistics, that the incidence of breast cancer is 
rapidly rising, amounting to a significant percentage of all cancers in women. Breast 
cancer is the commonest cancer in urban and rural areas in India and accounts for 
about 20% to 25% of all cancers in women. If these percentages are converted into 
actual numbers, the numbers are very high. breast cancer is a significant health issue 
for women and affects one in every seven women in world [1]. The current method of 
detection is mammography, which involves X-ray imaging of a compressed breast. X-
ray mammography creates images of the density of breast tissues and the images are 
used to locate suspicious areas. Although mammography is the gold standard, 
concerns related to the false-positive and false-negative rates exist [2]. There is need 
for a complementary, safe, and reasonably priced method [3]. Microwave breast 
cancer detection has been introduced as a complementary method for breast cancer 
detection. Microwave breast cancer detection relies on differences in electrical 
properties between malignant and fatty tissues as summarized in [4]. Microwave 
breast imaging methods include hybrid, passive, and active approaches. Hybrid 
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methods include thermo acoustic tomography, which use microwaves to selectively 
heat tumors and ultrasound approaches to create images [5]–[7]. One passive 
approach, microwave radiometry, measures the increased temperature of the tumor 
compared to the normal tissue [7]–[9]. Active microwave approaches include 
tomography and radar-based imaging. Microwave tomography records the 
transmission of waves through the breast and creates an electrical property map of the 
region of interest [7].  

2 Experimental Setup 

The experimental system is shown in Fig. 1. The system is composed of a Plexiglas 
tank, immersion liquid, ground plane, antenna, and breast phantom. The top of the 
tank is a ground plane, which is implemented to simplify the antenna design. This 
places limitations on the imaging capabilities of the system; however, this setup is 
similar to preliminary simulations in [10] In all experiments, reflections from the 
antenna (S11) are recorded with an 8719ES vector network analyzer (VNA) (Agilent 
Technologies, Palo Alto, CA) connected to a 50-Ω coaxial cable. Data are recorded at 
1601 frequency points and 16 samples are averaged at each frequency. The frequency 
range over which data are acquired is from 1 to 10 GHz. In the experiment phantom 
plate (Fig. 2) is rotated in increments of 22.5 or 45.  

 

 
 

Fig. 1. TSAR experimental system. The tank 
is shown on the left and the VNA is on the 
right. The coaxial cable is held with stands 
to reduce flex and movement. 

Fig. 2. Test setup with a monopole antenna, 
immersion liquid, and breast phantom. (a) 
Top-down view. (b) Slide view. 

2.1   Phantom Materials 

Fig 2 shown ,an immersion liquid is needed to improve the match between interior 
and exterior of the breast. Therefore, the tank is filled with an immersion liquid of 
canola oil (Єr = 2.5 and σ = 0.04 S/m). Canola oil is similar to the liquid investigated 
in [8], which provides excellent tumor detection and localization. Additionally, fewer 
antennas are required to scan a even volume than with a higher permittivity liquid [7-
8]. Furthermore, canola oil is minimally dispersive over the frequency range of 
interest and has low loss. 
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2.2   Antenna Fabrication 

The antenna used to illuminate the breast model is a resistively loaded Wu–King 
monopole [9].  The monopole has length of 10.8 mm and is designed in a lossless 
liquid similar to oil with Єr = 3.0. The design and characterization of the antenna are 
outlined in [8] and [18]. The antenna is fabricated using high-frequency chip resistors 
(Vishay 0603- HF) (Malvern, PA) soldered to a high frequency substrate (Rogers 
RO3203 series) (Rogers Corporation, Chandler, AZ). The substrate (Єr = 3.02 and σ 
= 0.001 S/m) has electrical properties similar to those of the canola. 

3 Results and Discussion 

Three antennas are fabricated with the same profile and compared to simulations to 
confirm correct operation. The impedance of the simulated antenna in [8-9] is 
converted to represent a monopole. The theoretical impedance is calculated from . 
The voltage standing wave ratios (VSWRs) for the fabricated, simulated, and 
theoretical antennas are shown in Fig. 3 and 4. The results demonstrate a good match 
between all fabricated antennas and the simulated antenna. The VSWR is below 2 
between 7–10 GHz. The poor VSWRs at lower frequencies are expected as matching 
to 50Ω were not a design goal.  

 

 

Fig. 3. Experimental, simulated, and 
theoretical VSWR calculated from the 
reflection coefficient 

 

Fig. 4. Transmission between two antennas 
(S21) 

 

The signal-to-clutter ratios for each of the three experiments are shown in Table 1.  

Table 1. Signal-To-Clutter Ratios For Each Breast Model 

Tumor 
Size 
(cm) 

 

Tumor 
Only 
(dB) 

 

Skin 
Tumor 
(dB) 

Skin – Fat - 
Tumor 
(dB) 

1 
2 
 

7.20 
8.20 

14.37 
14.50 

10.40 
13.74 
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As expected, the signal-to-clutter ratio decreases as the tumor size decreases. The 
tumor-only simulations have low signal-to-clutter ratios compared to the skin tumor 
case as only eight antenna positions are used to create an image. Finally, as the 
complexity of the system increases, the signal-to-clutter ratios decrease.  

4 Conclusion  

This paper presents the second-generation TSAR experimental system. Furthermore, 
this is the most complex breast model currently under investigation for radar-based 
tumor detection. An improved antenna is under development, and improved 
performance and directivity are expected. This should increase the tumor detection 
capabilities of the TSAR system. The materials and methods reported here may be 
used to develop this realistic model. Finally, a scanning system must be developed to 
scan the improved antenna around the new model. This may involve a vertical scan in 
addition to the rotation of the model reported here. Therefore, this paper with a simple 
model provides a foundation for expansion to a 3-D system. 
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Abstract. There is a great need of reducing human effort in each and every 
span of industrial engineering. The paper deals in a robotic arm that fetches 
objects from a conveyor belt and does some dedicated work say packing the 
objects in the same color of packaging as that of object or segregating the 
objects on the basis of color or geometry. An overhead camera is mounted 
perpendicular to the belt at some specified height which would be sending 
recorded images to the processing unit and processing unit would be instructing 
the robotic arm to pick up some objects. The processing unit uses image 
processing to instruct the arm.  

Keywords: Color detection, watershed, threshold, robotic arm, MATLAB GUI. 

1   Introduction 

Robotics can not only affect labor of unskilled workers but have a significant 
influence on professional engineers and managers of production. The day is not far 
when the use and involvement of robotics in each and every field would be so 
prominent as that of mobiles or computers in today’s world. We are living in an era in 
which technology has given us the choice to replace the past long system of manual 
labor and switch towards the world of robotics. 

2   Robotic Arm Basics 

The robotic arm’s main components are the arm itself, which may have several 
segments; the joints (called axes), which are located between segments; the “hand” 
(called the end effecter or end-of-arm tooling); and software that tells the arm what to 
do. The robotic arm is mounted on a base that can be installed on the floor, ceiling, or 
wall or in a metal framework — whatever best suits your plant layout. The arm also 
has a power source, most commonly an electric motor, and it has wiring and various 
electrical and electronic components that allow it to perform its functions, direct it, 
and enable operators to interact with it[1]. 
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2.1   Working of Image Processing 

In the proposed algorithm the robotic arm must pick up any specified color object for 
instance let’s take the case of picking up of balls say blue in color. 

Image Processing Algorithm: The image acquired from the capturing device is fed 
in the image processing algorithm running in the microprocessor unit [2]. The basic 
information to extract from the image is the color detection and the co-ordinates of 
the required object. Color is detected by using HSV color detection algorithm.  

 

Fig. 1a. Training of the system with HSV 
values of the required pixels/color 

Fig. 1b. Detection of required pixels/color 

Now grain boundaries function is used to calculate the centroid of this blue ball. Once 
its generated, calculations are done to get the time for which actuators are to be 
powered to generate the required motion. Once the centroid and other properties are 
detected to position the object, distance is calculated between the present position of 
arm and the position desired to pick the object. 

 
(1)

The distance is calculated between pixels and then converted into real dimensions.  

2.2   GUI (Graphical User Interface) 

A GUI is made for the operation of the robotic arm. The arm is completely 
autonomous but in case of any problem, the user can interrupt its algorithm by using 
the GUI. The GUI displays the video of live camera. The motion of conveyor belt and 
arm can be seized by using STOP button[3]. Then the arm can be navigated by using 
emergency controls and the object can be gripped or cab be freed from the grip by 
using PICK/DROP button. Also, if the algorithm is not trained properly for the color 
then user can input the RGB values of the required color which are converted in HSV 
by following relations: 
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2.3   Watershed Algorithm 

With the repaid advancement of computer technology, the use of computer-based 
technologies is increasing in different fields of life. Image segmentation is an 
important problem in different fields of image processing and computer vision. Image 
segmentation is the process of dividing images according to its characteristic e.g., 
colour and objects present in the images. Different methods are presented for image 
segmentation. This is done by watershed algorithm[4].  

3   Observation and Analysis 

The overall algorithm was tested and analyzed under two conditions, i.e., with and 
without watershed to distinguish overlapping objects and HSV training of the 
algorithm to detect colour. A table is formulated for the same elaborating different 
parameters thus obtained. According to table.1, although the time required evaluating 
single frame is more with complex algorithm but the effectiveness has a spectacular 
increase thus overshadowing the increase in run time 

 

Table 1. Observations Fig 2. Algorithm 
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Abstract. The paper aims at promoting e-learning through most popular 
websites of the era, better known as Social Networks. The focus of the research 
is to build a common platform where every individual be it be a technician or an 
industrialist or may be a student can share their ideas and resources with an ease 
of troubleshooting and problem handling. In addition to it, the help fetched 
from the server can facilitate video call support to enhance the overall scenario.  

Keywords: e-learning, social networking, domain, knowledge, website. 

1   E-Learning: Introduction  

E-Learning is a kind of learning that comes from involvement and interaction 
between people through an electronic medium whose domain would be worldwide. It 
helps and encourages the people to share their ideas and help the people who are in a 
dilemma The reason for this is that now the profession of teaching is taken by a few 
people due to less salary, monotonous work, etc. So it is mandatory to increase the 
number of e-learning sites which can educate people. Online courses allow students to 
learn at their own pace[1]. Professors could conceivably be shared in an inter 
university environment, freeing up knowledge resources, reducing travel time and 
expense, and even alleviating the need for classroom space[2].  

2   Social Networking 

Social networking is the alignment of persons into specific groups, like small rural 
communities or a neighborhood subdivision, if you will. Depending on the website, 
many of these online community members are differentiated on the basis of common 
interests in hobbies, religion, or politics[3]. One of the many benefits to social 
networking online is that you can make friends, join communities which interest you, 
can chat with the people who are your friends, etc. The advantage to social 
networking in not restricted to making friends but can also help the persons to 
exchange their cultures. As mentioned, social networking often involves grouping 
specific individuals or organizations together[4]. This can easily be done by 
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performing a standard internet search. Your search will likely return a number of 
results, including MySpace, FriendWise, FriendFinder, Yahoo! 360, Facebook, Orkut, 
and Classmates[5].  

3   Our Prospective 

The main aim is to use social networking as a tool for e-learning in a specific manner 
by building up a platform for all the existing professional and technical fields, 
including almost all the age groups. Also, they are equipped with very limited 
flexibility and lacks in user interaction. The main feature of this upcoming e-learning 
domain would be: 

3.1   Includes All the Professions, Researches and Studies 

The domain is intended to sub-divide itself into different fields of interest of all the 
target audience. The individual will categories himself in his specific fields and so 
will get all the updates and posts from his realm of interest.  

3.2   Ease to Join the Domain 

If any individual is a member of any of the existing social networking site, his 
database will be extracted from that server after fetching proper privileges from the 
user and an automatic profile for that individual will be created on this domain. 

3.3   Source of Employment 

From this domain/platform; teachers, professionals, experts and trainers from 
different fields can be employed.  

3.4   The Share and Access Flexibility 

One of the basic features of this domain is that people can share notes, audio/video 
lectures, live webinars and links to databases.  

4   Website 

A prototype website is made on local area network and tested. Some screenshots are 
given below. The site is named as SOCNET. Fig. 2(a) shows the main page of the 
site. A person can select his field of interest from this page.  

Fig.2(b) shows the shared notes of a profile. Anyone can comment on the shared 
documents and download to use them. Fig.2(c) shows the audio video chatting zone. 
Here any person can chat and seek help from his friends or friends of friends. One can 
even make a conference call or chat to make the session more interactive. Fig.2(d) 
gives the screenshot of the discussion blog of the site.  
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5   Conclusion 

The proposal of this domain will bridge up the gap between different fields and will 
out stretch the realms of knowledge for everyone associated through it. As many 
developing countries have a huge illiteracy rate, so such kind of approach can be of a 
big help. Not only it wide spreads literacy but also generates employment and 
revenue. 
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Abstract. The main objective of the paper is to minimize the overall operating 
cost while satisfying the power flow constraints, system security and 
equipments operating limits. The operating cost includes generation cost, 
transmission cost and consumer benefit. CMAES (Covariance matrix adapted 
evolution strategy) algorithm has been used as optimization tool to solve the 
problem. Newton Raphson’s method is used to calculate power mismatch, loss 
and bus voltages. Power flow tracing method is used to find transmission cost. 
A nine bus, three generator power system is taken as test system. 

Keywords: CMAES, optimal power flow, power flow tracing, transmission 
charging. 

1   Introduction 

The objective of optimal power flow is to find the optimal settings of a given power 
system that optimizes the system objective functions such as total generation cost, 
system loss, bus voltage deviation, emission of generating units, number  of control 
actions, and load shedding while satisfying its power flow equations, system security, 
and equipment operating limits. Different control variables, such as generators ’ real 
power outputs and voltages, transformer tap changing settings, phase shifters, 
switched capacitors, and reactors, are adjusted to achieve an optimal setting based on 
the problem [1]. The power system must be secure to withstand the loss of some or 
several transmission lines, transformers or generators, such events are often termed as  
credible contingencies. To determine the credible contingencies, in this paper a 
contingency ranking is used [2]. Combining the previous two problems is termed the 
optimal power flow with security constraints (OPF-SC). Through an optimal power 
flow formulation, a method for computing the optimal pre- and post-contingency 
operating points is presented. Nowadays, with the electrical power industry 
deregulation, the transmission system can be considered as an independent 
transmission company that provides open access to all participants. Fair allocation of 
transmission cost is expected. Different methods to allocate transmission costs among 
network users have been applied worldwide [3,4]. This paper employs a power flow 
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tracing based transmission pricing scheme [5,6] to estimate the actual contribution of 
generators to each flow in the branches. Conventional methods used to solve OPF-SC 
ended with local optimum due to their initial guess. The theoretical assumptions 
behind such algorithms may be not suitable for the OPF-SC formulation. 
Optimization methods such as evolutionary programming (EP), genetic algorithms 
(GA) and particle swarm optimizer (PSO) have been employed to overcome such 
drawbacks. For solving the OPF-SC, a particle swarm optimizer with reconstruction 
operators (PSO-RO) is proposed [7]. For handling constraints, such reconstruction 
operators plus an external penalization are adopted. In this paper a CMAES algorithm 
based optimal power flow with transmission cost solution is proposed. CMAES is 
becoming popular in recent times for solving non-convex / non-smooth engineering 
optimization problems [8]. 

2   Objective Function 

2.1   Objective Function 

In this paper, the minimization of the total cost includes the pre contingency cost (C0) 
besides each credible contingency cost (Ck). Thus, the objective function is comprised 
by three terms: (i) the generating costs, (ii) the transmission costs, and (iii) the 
consumer benefit  
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where k is the total number of credible contingencies; C0 represents the base case 
operating cost;  NG is the total number of available generators; 0( )Gif P i-th generator’s 

function cost ;  0
GiP active power supplied by the i-th generator at the pre-contingency 
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where, cm(·) cost per MW per unit length of line m; Lm length of line m in miles; 

MWgi,m flow in line m, due to the i-th generator. 
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2.2   Constraints 

2.2.1   Equality Constraints 
This is the set of nonlinear power balance equations that govern the steady-state 
power flow formulation, both at pre- and post-contingency state, defined as follows 
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Gi Di loss
i j

P P P
= =

− − =   (5)

1 1

0
NG ND

Gi Di loss
i j

Q Q Q
= =

− − =   (6)

2.2.2   Inequality Constraints 

(i) Active power Generation of each units must be within limits 

_ min _ maxGi Gi GiP P P≤ ≤  (7)

(ii) Voltage at load buses must be within limits 

_ min _ maxj j jV V V≤ ≤  (8)

(iii) The active power flow through each branch of the network must satisfy the 
security limits 

_ maxij ijFlow Flow≤  (9)

3   Transmission Cost Allocation 

To allocate transmission cost power flow tracing method proposed by Bialek [5] is 
used.  This method uses a topological approach to determine the contribution of 
individual generators or loads to every line flow based on the calculation of 
topological distribution factors. In this method, it is assumed that nodal inflows are 
shared proportionally among nodal outflows. This is known as proportional sharing 
principle and proved on game theoretic background. This tracing method can deal 
with both DC-power flow and AC power flows; that is, it can be used to find 
contributions of both active and reactive power flows. Proportional sharing principle 
considers i) two flows in each line, one entering the line and the other exiting the line 
ii) generation and load at each bus. 

4   Covariance Matrix Adapted Evolution Strategy 

CMAES is proposed by Nikolaus Hansen and Ostermeier in1996 [9]. CMAES 
algorithm is derived from the concept of self-adaptation in evolution strategies. The 
basic Evolutionary Strategy generates solutions around the parents, but CMAES 
keeps track of the evolution path. For every generation it updates mean location of the 
population, covariance matrix and the standard deviation of the sampling normal 
distribution. The solutions are ranked. Solutions contribute according to their ranks to 
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the updating of the mean position, covariance matrix, and the step-size parameter. 
Covariance analysis finds the interactions among the parameters. For detailed 
explanation refer [9].  

5   Proposed Methodology 

Step 1: Create Random candidate solutions within limits. 
Step 2: For each candidate solution perform a NR power flow 
Step 3: Apply power flow tracing method to find contribution of generators to  
            lines and find transmission cost  
Step 4: Calculate Fitness function value for the solution using (1) 
Step 5: Apply CMAES algorithm steps to obtain best fitness and its solution. 

6   Test System and Results 

The proposed solution is implemented in MATLAB and the nine bus system [10] is 
used to validate the result and its single line diagram is shown in Fig.1. Line outage 
L8-9 is considered as contingency. Results for pre contingency and post contingency 
cases are tabulated in Table 1&2.Standard deviation for control variables lay between 
 

 

Fig. 1. Single line diagram of nine bus Test
System 

Fig. 2. Convergence characteristics of 
CMAES algorithm for nine bus system 

Table 1. Share of Transmission Cost on post contingency using Power Flow Tracing 

Line 
m 

Line cost 
$ 

MWG1,m MWG2,m MWG3,m TCG1 TCG2 TCG3 

L1-4 0.60 203.0845 0 0 121.8507 0 0 

L4-5 2.40 97.0434 0 0 232.9042 0 0 
L5-6 2.80 0 0 22.5995 0 0 63.2786 
L3-6 1.20 0 0 81.9084 0 0 98.2901 
L6-7 0.30 0 0 59.3089 0 0 17.7927 
L7-8 2.40 0 25 0 0 60 0 
L8-2 0.60 0 25 0 0 15 0 
L8-9 2.80 0 0 0 0 0 0 
L9-4 0.30 106.0411 0 0 31.8123 0 0 
Transmission Cost for each Generators $ 386.567 75 179.361 
Total Transmission Cost $ 640.928 
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Table 2. Optimal Generation and Fitness value 

 Pre contingency Post contingency L8-9 out 

PG1  MW 202.43 203.08 
PG2  MW 25.00 25.00 
PG3  MW 82.27 81.91 
Ploss  MW 3.19 3.48 
Transmission Cost $ 640.856 640.928 
Fitness $ -3173.7 

1.2e-8 & 4.7e-4. From the table 1 it is observed that each line gets its contribution 
from single generator. Generator 2 contributes only for L7-8 and L8-2 power flow and 
transmission cost for this generator is low due to line outage. 

7   Conclusions 

The given problem is a complex problem which includes both normal and credible 
contingency cases. This objective function minimizes overall cost of operation. A fair 
allocation of transmission cost is performed using power flow tracing method instead of 
embedded cost methods. CMAES algorithm is used to solve the problem because of its 
good convergence characteristics. The Results shows consistency over different runs. 

References 

1. Zhu, J.: Optimization of Power System Operation. John Wiley & Sons, New York (2009) 
2. Wood, A.J., Wollenberg, B.: Power Generation Operation and Control, 2nd edn. John 

Wiley & Sons, New York (1996) 
3. Shahidehpour, M., Yamin, H., Li, Z.: Market Operation in Electric Power Systems. John 

Wiley & Sons Inc., New York (2002) 
4. Junqueira, M., Da Costa, L.C., Barroso, L.A., Olivera, G.C., Thomé, L.M., Pereira, M.V.: 

An Aumann–Shapley approach to allocate transmission service cost among network users 
in electricity markets. IEEE Transactions on Power Systems 22, 1532–1546 (2007) 

5. Bialek, J.: Tracing the flow of electricity. IEE Proceedings Generation Transmission and 
Distribution 143, 313–320 (1996) 

6. Kirschen, D., Allan, R., Strbac, G.: Contribution of individual generations to loads and 
flows. IEEE Transactions on Power Systems 12, 52–60 (1997) 

7. Pablo Onate, Y., Ramirez, J.M., Coello, C.A.C.: An optimal power flow plus transmission 
costs solution. Electric Power Systems Research 79(8), 1240–1246 (2009) 

8. Visalakshi, S., Baskar, S.: Covariance matrix adapted evolution strategy based 
decentralized congestion management for multilateral transactions. IET Generation, 
Transmission and Distribution 4(3), 400–417 (2010) 

9. Hansen, N.: The CMA evolution strategy: a comparing review. Studies in Fuzziness Soft 
Comput. 192, 75–102 (2006) 

10. Anderson, P.M., Fouad, A.A.: Power system Control and Stability, 1st edn. Iowa state 
university press (1977) 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 770–772, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Real Time Online Banking Fraud Detection Using 
Location Information  

Nadeem Akhtar and Farid ul Haq 

Department of Computer Engineering, Aligarh Muslim University, 
Aligarh, India 

{nadeemalakhtar,faridulhaq}@gmail.com 

Abstract. This paper presents a location based approach for user authentication 
in online banking environment. The physical location of the user is identified 
using two different methods. Firstly, IP geo-location of user’s computer system 
is used. Secondly, User is assumed to have a mobile device, which is used to 
identify the current physical location of the user. Both locations are used to 
determine whether mobile device or user is near to the computer system, which 
is being used for transaction. Based on this information, legal user is 
authenticated implicitly. 

Keywords: Location based Authentication, IP geo-location, GPS, Online Bank 
Fraud. 

1   Introduction 

The amount of money lost to online banking fraud is continuously increasing every 
year. According to financial fraud action UK [1], the amount of money lost to online 
banking fraud last year rose by 14%. Total losses on UK cards fell by 28% between 
2008 and 2009. Most of the banks generally use one of the three types of 
authentication methods: First,” What you know” type of authentication requires a 
username and associated password. Second, “What you have” type of authentication 
requires some kind of card. Third, “Who you are” type of authentication require some 
biometric information like facial or fingerprints. In this paper, a new method based on 
“Where you are” type of authentication method, although very simple but promising, 
is proposed to identify potential frauds. This technique exploits the fact that almost 
every bank customer possesses a mobile phone.  

2   Literature Review 

Recently, location information has started to be used for authentication purpose. Some 
banks and online retailers use a kind of location based authentication that use IP geo-
location of the computer system to detect possible credit card fraud by comparing the 
user's location to the billing address on the account or the shipping address provided. 
In [2], a puzzle-based authentication scheme is implemented. In this scheme, the 
server asks dynamic location-based questions and the client answers them based on 
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the proposed route of travel. In [3], two new space-time authentication techniques are 
proposed. First technique called STAT I uses GPS system and the second technique 
(STAT II) uses proprietary communication technology IQRF for position 
determination. 

3   Proposed Method 

In the proposed method, Location of the customer is identified in two different ways. 
First approach identifies the customer location using customer computer system IP. 
Second approach exploits the fact that almost all the online banking and card users 
own some kind of mobile phone. Mobile phone may be a smart phone, personal 
digital assistant (PDA) or a simple cellular phone. These mobile devices are used to 
identify present location of customer. These two approaches are explained below. 

3.1   IP Geo-Location 

Geo-location technology provides the absolute geographic location by IP address of 
the computer system from which the transaction is made in real-time. By using the IP-
Location database, location of the customer is known after the IP address is 
transformed into physical location. There are a number of free and paid subscription 
geo-location databases, ranging from country level to state or city - including ZIP/post 
code level - each with varying claims of accuracy. Some services that make use of IP-
location database are available online provided by companies [4].  

3.2   Mobile Phone Location 

In the second way, location of the user is identified using mobile phone. Three types 
of connection can be used to identify the location of mobile device: Global 
Positioning System (GPS), Wi-Fi triangulation and cellular triangulation. All the 
personal digital assistants (PDA) and smart phones support GPS and Wi-Fi. A GPS 
receiver uses information transmitted by three or four satellites which continuously 
transmit their orbital position and the time of transmission. The receiver uses the 
messages it receives to determine the transit time of each message and computes the 
distance to each satellite. These distances along with the satellites' locations are used 
to compute the position of the receiver [5]. There have been several companies like 
Skyhook Wireless [6] that offer Wireless Positioning Services that uses signal 
strength from various Wi-Fi hotspots to access a database of known locations of 
access points. Wi-Fi triangulation can give better results than GPS in urban areas 
where GPS signals find it difficult to penetrate into high buildings. For simple cellular 
phones, several techniques are available that use received signal strength (RSS) from 
the mobile phone [7]. These techniques exploit the fact that a mobile phone always 
communicates wirelessly with one of the closest base stations. Any one of the above 
method can be used to find the location depending on the type of mobile phone. GPS 
can be combined with Wi-Fi or cellular triangulation to achieve more accurate results 
in urban areas.  
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3.3   Comparison of Both Locations 

Both of the user locations are compared and accordingly actions may be taken. If both 
locations are same then user is authenticated. Otherwise, security risk on the basis of 
difference between both locations is calculated. On the basis of security risk 
calculated, user may be abandoned or other security measures may be taken to 
authenticate the user. Accuracy of the proposed location based authentication system 
depends on the level of location details that is found using IP geo-location and mobile 
phone. Mobile phone with GPS can provide exact location in the range of 10 meters. 
Wi-Fi and cellular signals can also provide good location within the range of 100 
meters in urban areas using triangulation of multiple receivers (access points or base 
stations). It may not always be possible to locate the user computer system exactly 
using its IP address. Sometimes it may provide location details up to city level. So it 
is necessary to define the level of sameness of the two obtained locations. Depending 
upon the level of sameness security risk associated can be calculated. 

4   Conclusions and Future Work 

In this paper, a simple location based authentication method is proposed for banking 
environment that utilises user computer system IP and mobile phone. The 
authentication process can be used for online banking, credit and debit card 
processing where a computer system is being used. This system cannot be used in 
circumstances where user uses his PDA or smart phone for banking transactions 
because two different locations cannot be obtained then. 
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Abstract. This paper presents the Matlab based modelling of Body Sensor 
Network (BSN). The body sensor network helps in monitoring the patient 
remotely without disturbing the activity of the patient. The EEG signal, heart 
beat and pulse rate are mathematically derived and the signal is transmitted 
using IEEE 802.15.4 ZIGBEE protocol. The Percentage rms difference between 
the send and the received signal is calculated. The EEG, heart beat and pulse 
rate are being simulated using Matlab 7.10 version. 

Keywords: Body Sensor Network, ZigBee, Modelling, Matlab. 

1   Introduction 

Body sensor network is developing in the modern era for the monitoring of many 
applications.  The body sensor network is especially used for monitoring the patient in 
the hospital. This technology enables the healthcare and diseases to be detected in 
advance and helps the patient early discharge from the hospital and enables 
continuous monitoring even out of hospital [1-5].  The development of wireless body 
sensor networks offers a tool to establish, surgical and post surgical monitoring and 
represents the remote diagnostic tool.  BSN patient monitoring systems will provide 
information that is likely to be important and that is to be continuously monitored 
using ZigBee. [6-8]. 

2   Proposed Model 

The heartbeat, pulse rate, and EEG signals are developed using the time domain 
analysis, the derived mathematical equation is used in Matlab to generate the EEG, 
HB and Pulse rate signal. The generated analog signal is converted to digital signal 
and transmitted using IEEE 802.15.4 ZIGBEE protocol. The physiological signal and 
the mathematical description of the sensor node as follows. Time Domain Analysis of 
heart beat and pulse rate. 

                                                           
∗ Corresponding author. 



774 G.R. Kanagachidambaresan et al. 

, a 1
 (1)

Where 
- width of order of scale 

a  order of scale 
ta  Centred at line 
s(t)  Time Services 
Solving the above equation                             , a 12 S s .  (2)

                            , a 12 S s .  (3)

Equations (1),(2) & (3) are used to generate Hear Beat, Pulse Rate, EEG in Matlab. 
The modelled equations are being simulated using matlab software.  The output signal 
is being sent via the ZigBee communication module as shown in the figure 1. True 
Time simulator is used in simulation of ZigBee for communicating the signal 
wirelessly. The signals are fused and sent through the transmitter. The  receiver 
receives the signal and the received signal is reconstructed. 

 

Fig. 1. Matlab simulation diagram IEEE 802.15.4 ZIGBEE Protocol 

2.1   Percentrms Difference 

Following equation represents the percentage rms difference from [9], 

PRD = 
∑ ˆ∑   x 100% (4)
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Where 
PRD- Percent rms Difference 
x(n)- rms signal sensed by the bio sensors 
xˆ(n)- rms signal of the reproduced waveform. 
μ- Base line value of analog to digital conversion 
equation 4 is used to represent the rms difference of sent and received signal. 

3.2   Results and Discussion 

The Peak rms difference between the sent and received signal is tabulated and shown 
in Fig 2. The error during transmission of the Heart Beat, Pulse Rate and EEG signals 
are calculated using the equation 4. The Percent rms difference indicates the rms 
difference between sent and received signal. The future work of this paper can include 
more physiological signals. 

 

Fig. 2. PRD of the generated and received signal 
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Abstract. QEMU is a generic and open source machine emulator and virtualiz-
er. Snapshots in Qemu are stored inside the image itself where the guest OS is 
installed. Patches have been submitted for qemu to store the snapshot file in the 
home directory. In this paper we have explained the modifications done to the 
qemu source code by which snapshots can be stored in the user specific location 
in the computer for forensic analysis.  In this paper we also discussed about 
snapshot comparisons. 

Keywords: virtual machines, Qemu, emulator, snapshots. 

1   Introduction 

A virtual machine monitor (VMM) allows a single computer to run two or more oper-
ating systems at the same time. VMMs are relatively simple and are typically built to 
high assurance standards, which mean that the quality of isolation provided by a  
virtual machine monitor is usually greater than that which can be achieved with a 
general-purpose operating system. QEMU is a processor emulator [3] that relies on 
dynamic binary translation to achieve a reasonable speed while being easy to port on 
new host CPU architectures. In conjunction with CPU emulation, it also provides a set 
of device models, allowing it to run a variety of unmodified guest operating systems; 
it can thus be viewed as a hosted virtual machine monitor 

2   Snapshots 

Snapshot saves the current state of the virtual machine [4], so we can return to it at any 
time. When a snapshot is created, the original disk becomes read-only, and a separate 
delta file is created that contains all the disk changes that are made thereafter. The delta 
file does not contain an ongoing history or transaction log of all the changes to data on 
the disk; it simply updates disk blocks as they are changed. Snapshot contains Memory 
state, Settings state and Disk state. At any time, we can revert back to that original  
configuration, losing all changes we made since that snapshot was taken. This is very 
helpful when we want to test specific scenarios over and over again without having to 
reinstall the operating system. In virtualization software’s such as Vbox and VMware 
the snapshots are stored in the same directory where the software is installed. As a result 
applications such as CompareVMwareSnapshot [2] can be used and forensic analysis 
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such as finding hidden files hidden by any particular malware can be identified by com-
paring the snapshots of the same virtual machine. Many patches[21] have been submit-
ted for bringing the snapshot outside the image file and these patches does not provide 
the functionality of storing the snapshots in desired location. We have modified  Qemu 
source so as to store the snapshot in desired location. 

3   Limitation of Current Scenario on Storing Snapshots 

In Qemu snapshots are stored as image file that is the reason the snapshots are not 
accessible outside the image file. The main disadvantage is the storage process by 
which the snapshots are not possible to backup. And if  the snapshots are modified or 
deleted then the complete set of data is lost and not recoverable.    

4   Our Approach for Capturing Snapshots in Qemu  

We have proposed a solution through which the snapshots files are stored at the user 
specified location in the local system. We have modified savevm.c file and added two 
new commands savevm_file and loadvm_file which takes arguments as file name and 
location where the snapshots are to be stored, and passes this arguments to script file 
present in the folder where the Qemu is installed and it stores the snapshot to the de-
sired location. 

5   Experiment Setup  

• Qemu 0.10.6 
• Ubuntu 10.04 is used as host OS. 

• Windows XP is used as guest OS. 

• Patch[1] applied to Qemu. 

6   Steps for Installing the Patch 

• Download the patch[1] and save it as foo.patch in the same directory where Qemu 
is installed. 

• In the terminal use the following command patch -p1 < foo.patch.  
 

Patch[1] adds two more commands “savevm_file” and “loadvm_file” and the qemu 
files that are modified by this patch is “savem.c” and “sysemu.h” and the functions 
“void do_savevm_file” and “void do_loadvm_file” are added in the savevm.c file. 

Patch[1] adds the functionality of storing the snapshots in the folder where the qe-
mu is installed and also once the snapshot is stored the VM halts and needed to be 
restarted. After applying the patch we have modified the “void do_savevm_file” and 
“void do_loadvm_file” functions so that snapshots can be stored to the desired loca-
tion in the local system. “savevm_file” and “loadvm_file” commands usage are 
changed because of the modifications that we have done to the source code of qemu. 
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Figure-2 shows the pictorial representation of the flow in which snapshots are stored 
to the desired location. 

7   Modified Commands for Snapshots in Qemu 

Syntax for storing snapshots is changed as, 

• Run Guest OS and access the Qemu monitor by pressing Ctrl+2 and Ctrl+1 to 
return to Guest OS. 

• “info snapshots” gives the list of all snapshots already saved. In general typing 
only info in Qemu monitor lists all the commands that can be used inside Qemu 
monitor. 

• The Commands “savevm_file snapshotname-locationofsnapshot” and “loadvm_file 
snapshotname-locationofsnapshot” are used to save and load the snapshot from a 
specified location. 

8   Forensic Snapshot Analysis 

Once the snapshots are stored to the desired location they can be compared. Compari-
son is useful when we want to check the changes made after previous snapshot was 
taken. This may lead to identification of any unnecessary files or any malware has 
installed in the system. The software used to compare the two snapshots is “compa-
resnapshots[2]”. Commands such as strings and grep can be used for finding the 
strings inside the snapshot file whose contents are in hexadecimal format. Compares-
napshot software identifies all the processes and the length of that string which was 
found in the hex file and also gives the offset address of the processes. 

9   Observation through Case Studies 

9.1   Loading the Snapshot of One Guest OS on the Other Guest OS 

Loading the snapshot of one guest OS onto other guest OS is useful when the main 
source guest image file is not present and we want to know the previous state of that 
guest OS and we only have the snapshot of that guest OS. 

Experimental Setup 

• Ubuntu 10.04 is used as host OS. 
• Windows xp is used as guest OS. 
• We have installed Windows xp as two images namely “windows1.img” and 

“windows2.img”. 
• The snapshot “one” is the snapshot of windows1.img”, which is loaded onto 

“windows2.img”. 
• “Windows2.img” contains snapshot “two which we have used to get back to 

previous good state if any problem occurs to “windows2.img”. 

After loading the snapshot “one” of “windows1.img” or guest OS1 onto other guest 
OS2 first it loads successfully and then “disk read error” occurs and the  
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“windows2.img” halts. So to get back to the safe state we access Qemu monitor on 
guest OS2 or “windows2.img” and load the snapshot “two” and the previous safe 
state is restored back. 

 

Fig. 1. Flowchart showing how snapshots are stored to desired location 

10   Conclusion and Future Work 

We have modified Qemu source code and added the functionality of storing the snap-
shot at the desired location in the local system as a result of two new commands 
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savevm_file and loadvm_file. we have also showed how to add the patch manually to 
the qemu source code as part of enhancing the functionality of Qemu. We have also 
compared snapshots of the same Guest OS for forensic analysis and highlighted the 
differences in files and processes utilized by the Guest OS at different times. In future 
work we would like to work on storing the snapshots through network at different 
locations. And also identifying the malware activities inside the Guest OS, analyze 
the core dump of the guest OS and trace back the malware to its origin.  
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Abstract. An efficient human computer interaction is assuming utmost 
importance in our daily lives. Human beings can communicate mainly by vision 
and sound. Human can recognize the meaningful expressions of motion using 
hand gesture.  Hand Gesture is the most important to exchange ideas, messages, 
thoughts etc among deaf and dumb people. This paper discusses a simple 
recognition algorithm that recognizes the numbers from 0 to 10 using 
thresholding. The overall algorithm has three main steps: image capture, apply 
threshold and recognizing the number. The assumption is made that user must 
wear color hand gloves. 

Keywords: Thresholding, Segmentation, Hand Gesture Recognition. 

1   Introduction 

Recognition of sign languages is one of the major concerns for the international deaf 
community [6]. Sign Language spotting is the task of detecting and recognizing signs 
in a signed utterance, in a set vocabulary. The difficulty of sign language spotting is 
that instances of sign vary in both motion and appearance. The hands express our 
thoughts and feelings. This is done in communication with one another. The hands 
move, appearing to further communicate what one is speaking. The hands also move 
reflecting the state of mind even when one isn't speaking [1].Gesture recognition is a 
topic in computer science and language technology with the goal of interpreting 
human gestures via mathematical algorithms. Gestures can originate from any bodily 
motion or state but commonly originate from the face or hand. Current focuses in the 
field include emotion recognition from the face and hand gesture recognition. Many 
approaches have been made using cameras and computer vision algorithms to 
interpret sign language. Generally, hand gestures can be classified into hand postures 
and dynamic gestures. The first one focuses on hand shape and position, while the 
second one intends to convey the meaning of hand movements of people [6]. In the 
present day, there are different tools for gesture recognition, based on the approaches 
ranging from statistical modeling, computer vision and pattern recognition, image 
processing. In our life everyday hand gesture plays an important role in human 
communication. Hand gesture has been the most common and natural way for human 
to interact and communicate with each other. Hand gesture provides expressive means 
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of interactions among people that involves hand postures and dynamic hand 
movements [8]. A hand posture represents static finger configuration without hand 
movement, whereas dynamic hand movement consists of a hand gesture with or 
without finger motion. The ability to detect and recognize the human hand gesture 
posed many challenges to researchers throughout the decades. Hand Gesture 
recognition can be applicable for teleconferencing, for controlling household 
electronic appliances. Gesture recognition can be conducted with techniques from 
computer vision and image processing. In Human Computer Interaction, gesture 
based interface gives a new direction towards the creation of a natural and user 
friendly environment [3].Segmentation is a process of grouping image pixels into 
units that are homogeneous with respect to one or more characteristics. There are 
many segmentation techniques like thresholding, boundary based, region based, 
hybrid based. Thresholding is the segmentation technique which is based on intensity 
and variance [5]. Otsu method is one of the threshold selection methods which are 
based on variance and intensity [11].This paper is organized as follows, in section II 
related work is presented. Section III describes the main method with its architecture 
and Section IV includes experimental results.  

2   Related Work 

To recognize the sign language or numbers, the trackball, the joystick, and the mouse 
are successful devices for and based computer input. Devices such as the Data glove 
can be worn which sense hand and finger positions and thenlanguage and numbers 
can be recognized. Using shape based analysis [8] sign language or numbers can be 
recognized. Hand shape analysis can be useful whenever it is difficult to analyze hand 
feature directly from images with low resolution [2] .Static Hand Gesture Recognition 
(S-HGR) assumes a certain hand pose or configuration which has to be recognized 
using appropriate techniques [4]. Research on hand gestures can be classified into 
three categories. The first category, glove based analysis, employs sensors 
(mechanical or optical) attached to a glove that transduces finger flexions into 
electrical signals for determining the hand posture. The relative position of the hand is 
determined by an additional sensor. This sensor is normally a magnetic or an acoustic 
sensor attached to the glove. The second category, vision based analysis, is based on 
the way human beings perceive information about their surroundings, yet it is 
probably the most difficult to implement in a satisfactory way. Several different 
approaches have been tested so far. One is to build a three-dimensional model of the 
human hand. The model is matched to images of the hand by one or more cameras, 
and parameters corresponding to palm orientation and joint angles are estimated. 
These parameters are then used to perform gesture classification. The third category, 
analysis of drawing gestures, usually involves the use of a stylus as an input device. 
Analysis of drawing gestures can also lead to recognition of written text. The vast 
majority of hand gesture recognition work has used mechanical sensing, most often 
for direct manipulation of a virtual environment and occasionally for symbolic 
communication. Sensing the hand posture mechanically has a range of problems, 
however, including reliability, accuracy and electromagnetic noise. Visual sensing has 
the potential to make gestural interaction more practical, but potentially embodies 
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some of the most difficult problems in machine vision. The hand is a non-rigid object 
and even worse self-occlusion is very usual. In some interactive applications, the 
computer needs to track the position or orientation of a hand that is prominent in the 
image. Relevant applications might be computer games, or interactive machine 
control [10].  

3   Method 

Hand Gesture Recognition System for numbers using thresholding has three main 
steps to recognize the number from 0 to 10: Image capture, Apply thresholding, and 
recognition of the number. There is setup required to recognize the number like web 
camera up to 5 MP, background with black color, and color glove (with red, green, 
blue, pink, and yellow colored on the finger tip). The architecture of the proposed 
system is shown in Fig 1 and the Outline of the proposed method is shown in Fig 2. 

 

 

Fig. 1. Architecture of the proposed method Fig. 2. Outline of the proposed method 

A.Image Capture: Web camera is connected to the machine. RGB image (image of 
hand) is captured by the camera.The algorithm which has applied on captured image 
calculates the distance for all colors i.e. black (background), white (glove), and red, 
green, blue, yellow, pink.As we are focusing on colors for recognizing the numbers so 
initially the count for colors (Rcnt, Gcnt, Bcnt, Ycnt, Pcnt) isset to zero. Vertical and 
horizontal scanning is done on captured image.  

B.Apply Threshold: We have declared threshold value which is fixed. Thresholding 
is the simplest method of image segmentation. On an image, thresholding is applied 
five times to know how many colors are present whether it is red, green, blue, pink or 
yellow. And according to colors we get count of particular color. Using the count 
value of colors next step is executed.  

C. Recognition of the Number: If the color count is more than threshold value then 
that color is identified. Finally according to the conditions the number is recognized.  
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Conditions are given as below. 
1.If count value of all five colors is greater than threshold value then that number is 5. 
2 If count value of four colors (red, green, blue, pink) is greater than threshold value 
then that number is 4. 
3.If count value of three colors (Red, green, yellow) is greater than threshold value 
then that number is 3. 
4.If count value of three colors (Red, Green, Blue) is greater than threshold value then 
that number is 6. 
5.If count value of three colors (Green, Blue, Pink) is greater than threshold value 
then that number is 9. 
6.If count value of three colors (Red, Green, Pink) is greater than threshold value then 
that number is 7.            
7.If count value of three colors (Red, Blue, pink) is greater than threshold value then 
that number is 8.  
8.If count value of two colors (Red, Green) is greater than threshold value then that 
number is 2. 
9.If count value of color (Yellow) is greater than threshold value then that number is 
10.                                
10.If count value of color (Red) is greater than threshold value then that number is 1. 
11. If count value of all five colors is less than threshold value then that number is 0. 
If the above conditions are false then image is recognized as invalid image.      

 
     (zero)     (one)      (two)   (three)   (four)  (five)   (six)     (seven)   (eight)   (nine)    (ten) 

Fig. 3. Input Hand Gesture for Numbers 

4   Experimental Results 

For recognition of the numbers from 0 to 10 we have tested many images 
dynamically. Table 1 shows recognition ratio of the given input which is number. 
 

 

Input 
Number 

Recognition 
Ratio(%) 

Input 
Number 

Recognition 
Ratio(%) 

Input 
Number 

Recognition 
Ratio(%) 

0 98 4 85 8 80 
1 90 5 90 9 85 
2 92 6 85 10 90 
3 99 7 85  
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5   Conclusion 

There are many approaches to recognize hand gesture like glove based, sensor based, 
shape based analysis and each has its own strengths and weaknesses. The algorithm 
which is explained in this paper also has some strength and some weaknesses. The 
strength of the method is that according to intensity values number is recognized 
easily and there are no limitations like to check angle, scaling etc. but the weakness of 
the method is that user has to wear color glove with only five restricted colors. 
Second limitation is that background should be black. It does not matter whether the 
hand is vertical or horizontal, numbers are being recognized. Several part of the 
proposed method can be improved for more robust recognition.If the alignment is not 
proper still captured number is being recognized. So there is possible direction to 
improve the current method. In future, method will be implemented in such a way that 
alignment of hand will be proper, then and then number will be recognized. 
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Abstract. AutomaticText Summarization is a Natural Language Processing task 
which has experienced great development in recent years, mostly due to the 
rapid growth of the Internet. Therefore, we need methods and tools that help 
users to manage large amounts of information. Text Summarization aims to 
condense the information contained in one or more documents and present it in 
a more concise way, can be very useful for this purpose. It is the creation of a 
shortened version of a text by a computer program. The product of this 
procedure still contains the most important points of the original text. 

Keywords: nlp, summarization, Stanford dependency, lucene, word frequency. 

1   Introduction 

Automatic text summarization is the technique, where a computer summarizes a text. 
A text is entered into the computer and a summarized text is returned, which is a non 
redundant extract from the original text[3].  

2   The Proposed Work 

Our proposed work includes two types of summarization namely rule based 
summarization and keyword based summarization. Rule based summarization is 
abstraction based technique. It uses Stanford Depedency parser. The lexicalized 
probabilistic parser implements a factored product model, with separate PCFG phrase 
structure and lexical dependency experts, whose preferences are combined by 
efficient exact inference, using an A* algorithm[6]. The second type   keyword based 
summarization is almost purely a syntactic approach of summarization. The 
summarizer used here is lucene summarizer. It is based on the extraction of keywords 
from the document and identifying the sentences containing them.  

3   Rule Based Summarization 

The Stanford typed dependencies represents all sentence relationships uniformly as 
typed dependency relations between pairs of words. [1]. In our algorithm initially 
there would be a number of rules which consists of inputs and expected outputs all 
parsed using Stanford parser and stored in text files, one text file for each input and 
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another text file for corresponding output. When the text to be summarized is given as 
input to the algorithm, it tokenizes the document into paragraphs and then each 
paragraph into sentences. Each sentence is then parsed using Stanford parser. The 
result is then matched with each of the rule file contents. If any of the rules matches 
exactly in number and order of dependencies, then the corresponding result file is 
searched for in the database and retrieved. The differences are observed when rule 
was converted into result. The same differences are obtained in the input text by 
eliminating the dependencies that were eliminated from rule to get the result. This 
algorithm is applied to each of the sentences and the words are reordered using the 
word position returned by the parser. After reordering the sentences are concatenated 
to form the summary. 

3.1   Definitions of Stanford Typed Dependencies 

The current representation contains 55 grammatical relations. The dependencies are 
all binary relations: a grammatical relation holds between a governor and a dependent. 
A few grammatical relations are defined below, in alphabetical order according to the 
dependency abbreviated name (which appears in the parser output). The definitions 
make use of the Penn Treebank part-of-speech tags and phrasal labels.[1][4] A few 
examples for the grammatical relations are Abbrev : abbreviation modifier, Appos : 
appositional modifier, Cc : Coordination, Conj : Conjunct etc. 

4   Keyword Based Summarizer 

Lucene based summarizer tokenizes a document into paragraphs and paragraphs into 
sentences, then builds a in-memory lucene index for the document with sentences as 
fields in single-field Lucene documents with index time boosts specified by the 
paragraph and sentence number. Extracts the top terms from the in-memory index and 
issue a Boolean OR query to the index with these terms, then return the top few 
sentences found ordered by Lucene document id. 

The main components of the algorithm are 

Analyzer. In our prposed work we use a text file stopwords.txt as the analyzer which 
contains a pool of all the stopwords to be eliminated from the summary.  
NumSentence. The number of sentences required in the summary. Default is 2. 

ToptermCutoff. This value specifies where to cut off the term list for query. The 
topTermCutoff is a ratio from 0 to 1 which specifies how far to go down the 
frequency ordered list of terms. The terms considered have a frequency greater 
than(topTermCutoff*topFrequency).TopTermCutoff a ratio specifying where the term 
list will be cut off. 

SentenceDeboost. An index-time deboost is applied to the sentences after the first 
one in all the paragraphs. The first paragraph is not deboosted at all. For the second 
and succeeding paragraphs, the deboost is calculated as (1 - sentence_pos * deboost) 
until the value reaches sentenceDeboostBase (default 0.5) or less, and then no more 
deboosting occurs.It Must be between 0 and 1.  
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Abstract. Image segmentation is one of the most vital and significant step in 
medical applications. The conventional fuzzy c-means (FCM) clustering is the 
most widely used unsupervised clustering method for brain tumor segmentation 
on magnetic resonance (MR) images. However, the major limitation of the 
conventional FCM is its huge computational time and it is sensitive to initial 
cluster centers. In this paper, we present a novel efficient FCM algorithm to 
eliminate the drawback of conventional FCM. The proposed algorithm is 
formulated by incorporating distribution of the gray level information in the 
image and a new objective function which ensures better stability and 
compactness of clusters. Experiments are conducted on brain MR images to 
investigate the effectiveness of the proposed method in segmenting brain tumor. 
The conventional FCM and the proposed method are compared to explore the 
efficiency and accuracy of the proposed method. 

Keywords: Segmentation, Magnetic resonance image, Fuzzy c-means 
clustering, Brain tumor, Efficiency. 

1   Introduction 

Brain tumor is one of the major causes of death among adults and children [1]. 
Magnetic resonance imaging is the commonly used method for brain imaging. It gives 
the cross sectional images of the brain in several slices by using magnetic field and 
radiofrequency waves [2]. Image segmentation techniques can aid the radiologist in 
tumor volume analysis, surgical planning and in knowing the severity of the cancer. 
The unsupervised FCM clustering is the most extensively used method for 
segmenting brain tumor on MR images. The main characteristic of FCM clustering is 
to allow pixels to belong to multiple classes with certain degree. This can effectively 
process MR images where uncertainty, limited resolution and noise are present. But 
the conventional FCM algorithm consumes lot of time to partition the image into 
desired number of clusters and is sensitive to initial cluster centres values leading to 
local minima results [3]. There exist several improvements to conventional FCM in 
the literature. Kannan [4] improves the segmentation efficiency of the FCM algorithm 
by silhouette method based on cluster center initialization instead of random 
initialization. The FCM algorithm has been also improved using parallel processing 
[5]. Even though it provides high speed processing, the hardware implementation is 
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not effective. Weiling et al [6] presents generalized framework for FCM clustering 
which guarantees robustness to noise and preserves edge details. Mohammed et al. [7] 
improved FCM clustering by eliminating those points with membership value smaller 
than a threshold value. The choice of appropriate threshold was not automatic but 
based on experiments. Rogerio et al. [8] reduced the number of iterations of FCM 
algorithm required for convergence by presenting a new equation to calculate cluster 
centres. Though the method could reduce total iterations, there was not much 
improvement in the efficiency of the algorithm. Bin et al. [9] presents improved 
model to FCM algorithm using membership smoothing constraint. The algorithm uses 
the spatial information of image and improves accuracy of segmentation. But the 
main drawback is that it computes neighbourhood term in each iteration, which is 
very time consuming. Snehashis et al. [10] proposed semi automatic fuzzy clustering 
method to classify tissues in brain MRI by incorporating the compactness term into 
traditional FCM. Most of the methods in the literature attempt to speed up the fuzzy 
clustering process but not concentrating on the compactness and well separation of 
clusters. Computed aided diagnosis in medicine expects the algorithms to be 
automatic, efficient and accurate to provide the better diagnosis of diseases [11][12]. 
Accordingly this paper proposes a novel efficient FCM based approach to brain tumor 
segmentation which partitions the image into well separated clusters and gives global 
optimal solutions. 

3   Proposed Methodology 

The proposed approach provides efficient segmentation of brain tumor on MR images 
by using wavelet and modified FCM clustering. In the first step, image is decomposed 
by applying wavelet transform and in the next step modified FCM algorithm is 
applied to segment the approximate image in the highest wavelet level. Operating on 
a low resolution image helps in reducing the computational complexity of the process 
and in restraining noise. Then the low resolution segmented image is projected on to 
the full resolution image by inverse wavelet transform. 

3.1   Wavelet Decomposition 

The discrete wavelet transform (DWT) is a linear transformation which operates on a 
data vector transforming it into numerically different vector of same length. DWT can 
be expressed as [13]: 

 (1)

The coefficient dj,k refer to the detail components in signal x(n),where as aj,k refer to 
the approximation components in the signal. The functions h(n) and g(n) represent the 
coefficients of high-pass  and low-pass filters respectively. The parameters j and k 
refer to the wavelet scale and translation factors. By using wavelets, the given image 
can be analysed at various levels with resolution matched to its scale [14].  
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3.2   Modified FCM 

In traditional FCM clustering, time of segmenting the image is dependent on the 
image size. Hence, it takes more time to converge [15]. The proposed modified FCM 
considers image gray levels (g) instead of pixel intensities as number of gray levels is 
less than number of pixels in the image. This leads to improved complexity of O(gcI). 
Accordingly, the new cluster centres and membership function are calculated as: 

 (2)

 (3)

Where L is the maximum gray level in the image and h(g) is the probability that the 
pixels have gray level g. The clustering should partition the given data into desired 
number of clusters such that the distance between the data points and the cluster 
centre should be minimized within the cluster and also the distance between the 
clusters should be maximized. Accordingly the objective function is defined as: 

 (4)

The modified FCM algorithm effectively reduces the computation time and also 
ensures compact and well separated clusters. 

4   Experimental Results 

The proposed method is simulated using MATLAB. All the experiments were 
simulated on a personal computer with 1.5MHz Pentium processor and 2GB of 
memory running under Windows XP operating system.. The effectiveness of the 
proposed method was tested by experimenting on several MR images of the brain 
tumor. The MR images used in this study were acquired from Shirdi Sai Cancer 
Hospital, Maniapal. Each image was digitized to 512×512 size with each pixel 
representing 0.624mm×0.624mm of the actual size. All the images were in gray color 
with intensity ranging from 0 to 255. Fig.1 shows the original MR image of brain.  
 
 

( )
( )

.

1
1

2

1
2


=

−−−

−−−
=

c

j
mivg

m
ivg

igu

.
uh(g)

gh(g)u

c
m
ig

1L

0g

1L

0g

m
ig

i




−

=

−

==

.
2


=


=

−
−

−−
=


−

=
=

c

1i

c

1k kviv
1)c(c

12
ivg

c

1i

1L

1g
h(g)m

ijuJ



 Efficient Fuzzy Clustering Based Approach to Brain Tumor Segmentation 793 

 

  

Fig. 1. Original MR brain image Fig. 2. Wavelet decomposition 

Fig.2 shows the brain MR image decomposition using discrete wavelet transform. 
After creating the pyramid representation of the image by wavelet transform, the 
wavelet decomposed LL sub band image at the third level is segmented through 
application of modified FCM clustering algorithm on the image. The brain image is 
partitioned into four clusters such as white matter, gray matter, cerebrospinal fluid 
and fourth cluster represents brain tumor and skull region as shown in Fig.3, Fig.4, 
Fig.5 and Fig.6 respectively. 

 

Fig. 3. White matter Fig. 4. Gray matter Fig. 5. Cerebrospinal fluid Fig. 6. Tumor and skull 

During the initial stages of the experiments, the FCM produced considerably varied 
results on each run. Due to this finding, we used 10-7 as the minimal amount of 
improvement for the experiments. It was found that the performance of FCM 
improved and always achieved stable clustering results. As shown in Fig.6 tumor and 
skull are in same cluster. Thus skull is removed from the image by applying 
morphological operators on the binary image in Fig.7. The result of morphological 
processing is shown in Fig.8 and the boundary of the segmented tumor is marked on 
the original image by using 4-connected neighbours as shown in Fig.9. 

  

Fig.7. Tumor cluster in binary Fig.8. Morphology processing Fig.9. Segmented brain tumor 
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To validate the clustering and test its quality, we have used  Davies-Bouldin index 
and Xie-Beni index [16] which are defined in (5) and (6) respectively. 

 (5)

 
(6)

Where dw indicates within cluster distance and db indicated between cluster 
distance.The valid clustering procedure should make DB and XB value as low as 
possible. Table.1 presents the comparative analysis of conventional FCM and the 
proposed modified FCM based on execution time and cluster validity indexes. 

Table 1. Performance comparision of fuzzy clustering algorithms 

Method DB index XB index Execution 
time (sec) 

FCM 0.6513 0.46 1.320 
 

Modified 
FCM 

0.6301 0.41 0.521 

5   Conclusion 

The proposed method overcomes the drawback of conventional fuzzy clustering 
algorithm by improving its efficiency. The wavelet transform gives the low resolution 
images for analysis in the subsequent stages. The modified FCM has a good 
efficiency and also gives compact and well separated clusters by introducing a new 
objective function. The proposed method effectively segments the brain tumor from 
magnetic resonance images and thus can play a vital role in computer aided diagnosis 
of brain tumors enabling the radiologists to provide more accurate and faster 
diagnosis. 
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Abstract. Today much data is generated through electronic devices in large 
scale. This is due to the electronics devices having the ability of automated 
computing facilities. The data generated could be in textual format, and if one 
wish to analyze the generated textual data then data mining techniques of 
numerical type (data) cannot be applied so the need to transform the textual data 
into the numerical format is deemed necessary, thus opening the scope of 
textual data mining making inevitable as a different area to explore. 
Classification has been an important area in data mining, but in this paper an 
attempt to classify documents, based on the contents of the data is made, the 
content being in textual type. A common application with binary textual 
classification is to classify the mails into spam and hams (legitimate mails), but 
considering a case where the documents (mails) are to classified based on the 
contents into multi-class (say mails to be forwarded to the respective section 
from a single mail-id, for multiple departments) instead of binary classification 
is explored in the paper. In this paper K-Nearest Neighbors algorithm is 
employed which has given good results.   

Keywords: legitimate mails, spam, text classification, confusion matrix, mean 
square-root normalization. 

1   Introduction 

In the process of data classification commonly two approaches are adapted supervised 
classification, un-supervised classification. In supervised classification, based on the 
training data an attempt to build a model is made such that the unseen data can be 
classified based on the learning achieved through the training data. Emphasis needs to 
be given to choose the best features from the training data and discard the non-
relevant features from the training data [10]. While un-supervised classification 
makes an attempt to form clusters with a property such that the inter-cluster 
similarities are almost zero and intra-cluster similarities are maximized. As substantial 
portion of the information is stored in text databases so the need of classify the textual 
data becomes inevitable. 

In this paper supervised textual data classification is explored. [1] provides  
the disadvantages of manual classification, making automatic text classification 
indispensable. This paper is organized as follows. In section-2 we propose different 
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vector generation techniques, with/without normalization. Detailed discussed of the 
same are furnished. Section-3 deals with experiment implementation details, it also 
includes the results obtained, and finally at the end of the paper in section-4 
conclusions and future work are provided. 

2   Transformations 

This section deals about the transformation techniques where textual data is mapped to 
the numerical data. In this process we assume the appearance of words, i.e. the order of 
the words as unimportant. Binary vectors are the vector which maps the documents and 
can have on/off bit values only. If the corresponding word, which is represented by the 
column is present in the document then the corresponding bit is ‘on’ so has a value 1, 
otherwise the bit is ‘off’, which is represented by taking the value 0. Using the above 
rules of binary vector generation 5485 rows (for 5485 documents) with 14,822 (lexicon 
size) columns was generated. In the Frequency vector generation process the number of 
times the word appeared in each of the document is considered. So the components of 
the vector have values in the range 0 through n, for some value of ‘n’. In the process of 
textual categorization using frequency vectors which aims in finding the impact of each 
words, no: of times its occurrences rather than just taking into consideration the words 
presence or absence in the document. 

2.1   Normalization 

Attribute need to be normalized by scaling its values so that they fall within a small 
range such as [new_minA:new_maxA]. Normalizing the attributes aims in speeding 
up the learning phase [8], also attribute with large range may dominate when 
compared to attributes with smaller range, so normalization is applied. There are 
many techniques to normalize the data. 

2.1.1 Length Normalized Binary Vector with Unique Words. This is very 
important normalization technique in the textual data classification, as it aims in 
normalizing the variation in the lengths of the documents. More the length of 
document, larger would be the probability of (all the) word (or more words) 
appearing. In order to overcome this, binary vector obtained is normalized by diving 
each component of the vector by the number of unique words in the document. 

2.1.2   Length Normalized Binary Vector with all Words. In order to understand 
the distribution of words in the document, normalization of binary vector was done by 
taking length normalized with all words. Another variation to this normalization is 
done by dividing the elements of the vector by all words, instead of dividing the 
vector elements by all unique words. 

2.2   Frequency Based Vectors  

In addition to the above process of normalization treatment to the binary vector, we 
adapted few more normalization techniques for frequency vector. 

2.2.1 Min-Max Normalization. Min-max normalization performs a linear 
transformation on the original data [6]. Suppose that minA and maxA are the existing 
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minimum and maximum values of some attribute say A, Min-max normalization maps 
a value ‘v’,  to v' in the new range [new_minA : new_maxA] by computing, using the 
formula  

 (1) 

Min-max normalization preserves the relationships among the original data values. 
This normalization is cannot be applied to binary vector, as the min_max 
normalization when applied with the new_minA and new_maxA as 0 and 1 
respectively to binary vector, we obtain the input values itself as the output.  

2.2.2 Length normalized Frequency Vector with Unique Words. Similar 
procedure as that of binary vector normalization, frequency vector normalization is 
done taking all unique words into consideration. So the numerator of the binary vector 
normalized with unique words is changed while the denominator is untouched. So 
both the numerator as well as the denominator considers the number of occurrence of 
words, in the numerator the occurrence of a particular word in a document under 
consideration is taken, and denominator has the number of unique words in that 
document.  

2.2.3 Length Normalized Binary Vector with all Words. In the process of 
obtaining length normalized frequency vector with all words, we divide the frequency 
vector elements with the number of words in that document. This is because as the 
size of the document increases the probability of inclusion of (all) the word also 
increases, so to normalize the increase in the probability, length normalized frequency 
vector with all words is considered. 

2.2.4 Root Mean-Square Frequency Normalization. It is also called as sum of 
squares normalization, where the numerator represents the frequency of the word in 
the document while the denominator is the under square-root, sum of squares of all 
the components of the vector. 

3   KNN Implementation 

A K-Nearest Neighbor algorithm is also called as instance based learning algorithm 
[4]. Nearest Neighbor classifier are based on learning by analogy, that is by 
comparing a given test tuple with training tuples that are similar to it. Each tuple 
represents a point in an n-dimension pattern space. When given an unseen tuple, a K-
nearest neighbor classifier searches the pattern space for different values of K (which 
can take any value 1 through some arbitrary number) the training tuples that are 
closest to the unseen tuple. Depending on the value of K, K training tuples are used 
which are near to the unseen tuple. The Euclidean distance between two points or 
tuples say X1 and X2 which have ‘n’ component elements is used to find the similarity 
(closeness) between the tuples using the Euclidean distances. The test data consists of 
2189 documents, the distance between the training and a particular test document is 
measured, the class with the smallest distance in the training data is taken as the class 
of the test data, as here K value in K-NN is 1.  In case of K value 2, we take 2 
smallest distances, and if both belong to same class than the test tuple is considered to 
belong to the same class as of the training document class, in case of tie an arbitrary 
consensus is used to resolve the conflict [5]. Based on the distance between the 

( min ) / (max min )*( _ max _min ) _ minA A A A A Av v new new new′ = − − − +
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training and test tuples we obtain confusion matrix.  A confusion matrix is used to 
evaluate the performance of a classifier in supervised learning. It is a matrix with the 
predicted versus the actual classes as given in [3]. For m classes, a confusion matrix is 
a table of m by m. An entry CMi,j in the first m rows and m columns indicates the 
number of tuples of class i that are labeled by the classifier as class j. For a classifier 
to have good accuracy, ideally most of the tuples along the diagonal of the confusion 
matrix should have values and rest of the elements close to zero. The experiment was 
repeated for different value of k ranging from 1 through 100. Figure 1 gives the 
results obtained for K value 1 through 10 in for different binary vectors and we find 
that inv_freq vector gives very poor results, while bin_binc vector which is binary 
normalized with unique words and binary vector gives best result and both these 
vectors coincides with each other in the results. Freq_binc which is binary normalized 
with frequency vector results are in-between the bin_binc, binary and inv_freq vector. 
Figure 2 gives the results for K value 10 through 100 for binary vector. Figure -2 
depicts that bin_binc which is binary normalized with unique words is better, which is 
followed by binary normalized with frequency count (freq_binc). Figure 3 gives the 
text classification results for frequency vectors for K value varying from 1 to 10. We 
find from figure 3 that bin_freq which is frequency normalized with unique words is 
the best which is followed by frequency normalized to min_max normalized 
(freq_min_max) with the range [0, 1]. The next vector better to freq_min_max is 
freq_min_max is frequency normalized with normal (freq_sqrt). Figure 4 gives the 
results obtained for frequency vectors for K value in the range 10 to 100, and we find 
that feq_min_max is the worst and the best being the freq_sqrt.  

 

Fig. 1. Different binary vectors for K value 1 to 10 

 

Fig. 2. Different binary vectors for K value 10 to 100 
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Fig. 3. Different frequency vectors for K value 1 to 10 

 

Fig. 4. Different frequency vectors for K value 10 to 100 

4   Conclusion 

Text classification is very much indispensable in present times due to large 
electronics data processing. As it generate information that is stored in electronics 
form, which can also be textual format. To organize this and reuse the generated data 
classification has to be done.  The paper attempts in one such classification. The 
experiments conducted depicted that mean square root results are better when 
compared to all other vectors. More ever we could also find that as the K value 
increases the classifier accuracy decreases, but for large k values also we found that 
the classifier accuracy was never below 55% for different (all) vector types. As a 
further expansion to the work carried out, we wish to reduce the feature sets and 
perform the experiments and see how the classifier performs, with feature reduction. 
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Abstract. To increase the operational lifetime of the wireless sensor network is 
the major objective of energy efficient routing protocols. Mutlipath routing 
protocols enhance the lifetime of the wireless sensor network by distributing the 
traffic among multiple paths instead of single optimal path. This Work proposes 
a low control overhead route discovery mechanism for Energy Efficient Node-
disjoint Multipath Routing Protocol. The number of control messages used in 
the route construction is minimized. The energy spent on the route discovery 
mechanism is also minimized.  

Keywords: Wireless Sensor Networks, Multipath Routing, Low Control 
Overhead, Route Discovery. 

1   Introduction 

Routing the sensed data from the source to sink node in a resource constrained 
environment in Wireless Sensor Network (WSN) is still a challenge. There were 
many attempts are made to route the data in the resource constrained scenarios. 
Optimal path between the source and destination is selected by the routing protocols 
to satisfy the resource constraints such as energy, bandwidth and computation power. 
The routing protocols take into account the metrics like minimum hop, minimum 
transmission cost, high residual energy etc. to route the data. Many routing protocols 
attempt to reduce the energy usage in the nodes to increase the network life time. This 
provides an optimal path between source and destination. Selecting an optimal path 
between the source and destination and sending the data through that path may not 
increase the life time of the network. The energy usage in such an approach is not as 
efficient as that in multipath approach.The multipath routing protocols select the 
available possible paths between the source and destination. The data is distributed 
among the multiple paths and the usage of the energy for the data transmission is 
spread among the number of nodes on multiple paths. The transmission delay is 
reduced as portion of the data is being sent in different paths. The multipath routing 
protocols provide the effective load sharing among the multiple paths to satisfy the 
resource constraints and to meet the requiredquality of service in the wireless sensor 
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networks. The multipath routing increases the probability of reliable data delivery. In 
multipath routing, the energy cost overhead for data retransmission due to link failure 
or node failure and alternate path constructions are minimized. In this work it is 
proposed to minimize the number of control messages needed for the route discovery 
so that the energy spent on route discovery is also reduced. The rest of this paper is 
organized as follows. In section 2, the existing work is discussed. In section 3, the 
energy efficient node disjoint multipath route discovery mechanism is proposed. In 
section 4 results and discussions are provided and conclusions are drawn in section 5. 

2   Related Works 

Ad Hoc On-Demand Multipath Distance Vector Routing (AOMDV) is a reactive and 
source initiated routing protocol [1]. Route discovery is initiated by broadcasting the 
route request (RREQ) packets to its neighboring nodes. Source node waits for the 
route reply (RREP) packet from destination node or intermediate node which has the 
valid route to the destination. The intermediate node receiving the RREQ packets sets 
up a reverse path to the source using the previous hop of the RREQ as next hop on the 
reverse path. As AOMDV is reactive protocol and most of the wireless sensor 
networks are static in nature, route discovery process has to initiate by sensor nodes, 
when it wants to send the data to the sink node. The message overhead in the route 
discovery is high for the wireless sensor networks. Ke Guan et al [2] proposed 
Energy-Efficient Multi-Path Routing Protocol for Wireless Sensor Networks. It is a 
reactive routing protocol. In the network, every node may act as a source and a sink 
node. The assumption of the common base station is eliminated. The route discovery 
mechanism provides the multiple paths between source and destination using shared 
nodes in the query tree and search tree. The number of control messages used in the 
multiple route construction is high, because, to construct query tree and search tree, 
query messages and search messages are to be broadcast in the network. These 
messages are sent from the sink and source nodes respectively.Choon-Sung Nam et al 
[3] proposed an efficient path setup and recovery in wireless sensor networks. The 
mechanism is a sink initiated, query based routing protocol. It is a variant of directed 
diffusion routing protocol. This mechanism finds the optimal path between source and 
destination based on minimum number of hops. However, the route set up is efficient, 
setting up of the multiple paths are not shown. Marjan Radi et al [4] proposed Low-
Interference Energy-Efficient Multipath Routing (LIEMRO) for wireless sensor 
networks. It is a source initiated event-based, reactive routing protocol. LIEMRO 
finds the multipath between the source and destination. However, these multipaths 
exclude the node disjoint property. LIEMRO proposes the load balancing algorithm. 
Load balancing is done based on the, average interference level, average residual 
battery and estimated transmit energy (ETX) value of each path.Power aware node-
disjoint multipath source routing [5] (PNDMSR) is a reactive, source initiated routing 
protocol. The route discovery in PNDMSR is similar to route discovery in dynamic 
source routing (DSR)[6]. In PNDMSR, only the destination node is allowed to send 
the route reply to source node, while in DSR, the route replyis sent by the 
intermediate and destination node. The node cost field is added in the RREQ packet 
and carries the cumulative cost. The proposed routing protocol is a sink initiated 
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proactive protocol. The protocol finds the multiple paths between source and 
destination based on residual energy of the node and rate of energy consumption in 
the node. The protocol reduces the control overhead in the route discovery.  

3   Energy Efficient Node Disjoint Multipath Route Discovery 
Mechanism 

The energy efficient node-disjoint multipath routing protocol (EEMRP) assumes the 
wireless sensor network into number of stages based on the number of hops between 
source and destination. The sink is stage 0 node. Every node that can communicate 
with sink node is in stage 1. We assume that stage s node can communicate with 
nodes on the same stage and next s+1 stage but cannot communicate with the s-1 
stage nodes. This back communication prevents the formation of loop paths. 

3.1   The Format of the Route Construction Packet 

The route construction packet has following components: type of the packet, 
forwarding node type and its id, number of hops away from the sink, residual energy 
of forwarded node and packet traversed from sink to that packet received node as 
shown in the Fig 1.  

 

 
 
 
                              1 byte       2 byte          2 byte           4 byte        2 byte 

Fig. 1. Format of the route construction packet 

3.2.   Route Construction Phase 

The sink node initiates the route construction by broadcasting the route construction 
packet to its neighbouring nodes. The neighbouring nodes receive the route 
construction packet. If route construction packet is not received by any of its 
neighbouring nodes, the packet is received from the s-1 stage and if its residual 
energy is above the threshold value, it receives the packet and updates its routing 
table. Otherwise it discards the packet. 

 

Fig. 2. Format of the Routing Table 
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The node that received the route construction packet updates the packet 
information with the its information such as, its type, packet type, hop count, its id, 
and its residualenergy and appends its node id to path and broadcasts to its 
neighbouring nodes. Routing table contains node id, number of hops away from the 
sink, node weight, residual energy and possible disjoint paths between that node to the 
sink node. The format of the routing table is shown in the Figure 2. The route 
construction packet is forwarded until all the nodes generate its routing table.  

4   Results and Discussion 

The route construction phase of the EEMRP is simulated using Network Simulator 
2.34. The EEMRP is compared with the AOMDV. The objective of the comparison 
between EEMRP and the AOMDV is to identify number of control messages and 
total node energy being used in the route construction phase. The network simulator 
setup is as follows:  

Table 1. Simulation Parameters 

Sl.No Parameter Values         Sl.No Parameter Values 
 

1  Simulation area     200 m x200 m  6  Energy Threshold Value     5 Joules 
2  Network size   10 to 100 nodes      7  Data Rate   2 MBPS    
3  Transmission range 15 meters  8  Traffic type and packet size CBR, 512 Bytes 
4  Transmission Power  0.036 J   9  Simulation time  150 sec 
5  Initial Energy  100 Joules 10 Topology   grid 
   Reception Power 0.036 J 
   Idle Power  1µJ 

 

The number of control messages considered in EEMRP is less than the control 
messages used in AOMDV for the route construction. When the number of nodes in 
the network is 100, the control messages used in the route construction is 100 and 152 
messages in EEMRP and AOMDV respectively as shown in the Figure 3. In EEMRP, 
every node rebroadcasts the receicved valid route construction packets to its 
neighbours once after incrementing its hop count. When all the neighbouirng nodes of 
a node which receives the route construction packet has generated the routing table, 
then that node stops rebroadcasting route construction packet. All the nodes in the 
network construct their routing table and generate their node-disjoint paths to the sink 
node in the same iteration of route construction phase. The new routing table is 
constructed by all the nodes only when there is no node-disjoint paths are available 
between any source node, which wants to send the sensed data to the sink node. The 
reactive protocl nature of the AOMDV makes each source node to initiate the 
multiple route construction, whenever it requires to send sensed data to the sink node. 
The number of control messages used and energy spent in the route construcion is 
also more compared to EEMRP as shown in the Figure 3 and Figure 4 respectively. 
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There is a reduction of 34.7% control messages and 29.9% energy used in the route 
construction phase.In AOMDV, each intermediate node sends the route reply to its 
previous hop and destination node sends the multiple route reply messages to source 
node. EEMRP is a sink initiated proactive routing protocol. The route reply messages 
are avoided in the EEMRP. 

  

Fig. 3. No of control messages Vs No of nodes Fig. 4. No of nodes Vs Energy used in milli Joules 

5   Conclusion 

Increasing the network life time in the resource constrained sensor networks is the 
major concern of this work. The work proposes low control overhead route discovery 
mechanism for node disjoint multipath protocol. The number of control messages 
used in EEMRP is less than the control messages used in AOMDV for the route 
construction. There is a reduction of 34.7% control messages and 29.9% energy used 
in the route construction phase.Three different node-disjoint path selection criteria are 
proposed. The energy minimization in the route construction phase will increase the 
operational lifetime of the wireless sensor network. 
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Abstract. This paper presents a review on application of Artificial Neural 
Network and Fuzzy Logic in process modeling and control. The intelligent 
control techniques are rapidly replacing the conventional control due to their 
abilities like learning, function approximation, associative memory, prediction, 
combinatorial optimization and non-linear system modeling etc. In this paper, 
research work done in process modeling and control using conventional 
techniques, Artificial Neural Networks, Fuzzy Logic and Neuro-Fuzzy 
paradigms is discussed. For each control methodology its corresponding 
limitations are also presented. An outline of recent alternative approaches for 
process modeling and control are also included.  

Keywords: Artificial-Neural-Networks, Fuzzy-Logic, Neuro-Fuzzy-Systems. 

1   Introduction 

The developments in artificial intelligence appear promising when applied to real 
world intelligent task [1]. Artificial Neural Networks (ANNs) find a wide variety of 
applications in control [2]. Neural networks have greatest promise in the field of 
nonlinear control problems. This stems from their theoretical ability to approximate 
arbitrary non-linear mappings [3]. Goel et al. has proposed Modified Functional Link 
ANN based controller for thermal processes [4]. Fuzzy logic is best used for 
controlling nonlinear processes. Assilian and Mamdani developed the first fuzzy 
controller for controlling a steam engine [5]. Khalid et al. presented a fuzzy controller 
for a laboratory process model of a Water Bath System [6]. Lee and Takagi proposed 
a method of determining all parameters simultaneously using Genetic Algorithms 
(GAs) for a Takagi-Sugeno type of FLC [7]. A hybrid fuzzy logic and neural network 
algorithm was proposed for robot motion control by Huang and Lian [8]. Seng et al. 
presented a neuro-fuzzy controller based on RBF nets whose parameters and rule base 
are tuned automatically using GAs [9]. A Neuro-Fuzzy controller with a simplified 
architecture was designed by Bordon et al. [10]. 
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2   Artificial Neural Network Based Control 

There are several learning architectures proposed whereby the neural network may be 
trained [11]. Astrom and Wittenmark, and Narendra et al. proposed many adaptive 
control techniques to replace the conventional classical methods [12], [13]. Khalid and 
Omatu have trained neural network as an inverse dynamic model of a temperature 
control system and then configured it as a direct controller to the process. Water Bath 
Temperature Control System has been taken as an example [14]. Luiz et al. proposed a 
neural network based direct inverse control for active control of vibrations of 
mechanical systems [15]. Goel et al. proposed a novel, computationally efficient ANN 
controller for industrial temperature control system using direct inverse control [16]. 

3   Fuzzy Logic Control 

Lofti A. Zadeh first proposed Fuzzy Logic in 1965. Zadeh stated that the fuzzy 
reasoning method adopted by humans is an effective way to get at the solution to the 
problem [17]. There have been studies where neural network based control systems 
have been compared to fuzzy and adaptive control systems [18]. An interesting 
application is also introduced by Pan Lian et al. for combustion automatic control 
system for reheating furnace using hybrid fuzzy control formula [19]. Viana et al. has 
also recently proposed a management intelligent system that acts in the controllers of 
Direct current machine (DC) and thermoelectric control systems drives [20]. 

4   Conclusions 

In the last couple of decades, Neural Networks and allied fields like Fuzzy Logic and 
Genetic Algorithms have been most widely applied field of research. Consequently, 
these artificial intelligent techniques are being widely appreciated in the field of 
modelling and control. Neural networks have attained wide exposure in the control 
industry. Therefore, novel ANN architectures are being developed for specific 
applications in process modelling and control. Hybrid controllers built by combining 
Fuzzy logic and allied technologies like Neural Networks and Genetic Algorithms are 
being applied for effective desired dynamic performance of complex control 
applications. Thus, has resulted in possible implementation of new resources for 
better and efficient control. 
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Abstract. When using traditional imperative languages for parallel 
programming, language guarantees like order of change of program state cease 
to exist making it harder to reason about correctness of the program. As a result, 
compilers mostly cannot help with the parallel constructs. We propose a 
mechanism, Lazy-Parallel Function Calls, which allows programs written with 
lazy evaluation semantics to be automatically parallelized and retain same 
behavior under both sequential and parallel execution. The analysis and the 
transformation the compiler needs to do is presented here. 

Keywords: Lazy evaluation, automatic parallelization, compiler optimization. 

1 Introduction 

Mainstream programming languages has only rudimentary support for parallel 
programming but without any semantic guarantees from the language to mask the 
issues arising out of non-determinism in order of execution [1], leaving the developer 
to deal with the parallel constructs. Designing an automatically parallelizing compiler 
is a long sought-after goal, but a general purpose solution is evasive. But there are 
concepts in functional programming languages which could help with that. This 
research tries to adapt those for imperative programming and establish how the 
compiler will use those semantic guarantees to automatically parallelize the code. The 
background of the work is discussed in Section 2, followed by the proposals, 
prototype implementation and results in Sections 3, 4 and 5, respectively. The paper 
ends with future directions and conclusions in Section 6 and references in Section 7. 

2 Background 

Functional programming languages like Haskell are Lazily Evaluated [1][2]. When a 
function is called, the body of the function is wrapped in a closure [2], with the 
variables of the function replaced by their value at that instant, and returned to the 
caller without being evaluated. When the result is needed, the closure is accessed, in 
turn triggering the evaluation of the result. With this, functions are evaluated only if 
needed, and the results are cached to prevent redundant evaluations [2]. It also means 
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data is not modified in program order anymore, but this non-determinism does not 
lead to wrong results as all data structures are persistent and immutable [2][3]. 
Immutability means that the data structure is read-only; any change creates a new 
copy with the changes applied. Persistent means that once a change is made, both the 
old and the new revisions are available. A lazily evaluated closure is created with the 
persistent identity [2] of the variables at that instant, so that even if the variables 
change before the closure is executed, the result of the closure does not change. 

3 Proposal 

We propose a new function call mechanism called Lazy-Parallel Function Calls (L-P 
Calls), which abstract parallelism using lazy evaluation semantics. On doing so, the 
code can exhibit same behavior under both serial and parallel evaluation. In addition, 
the compiler itself can generate code necessary for either execution model. L-P calls 
can be used in garbage collected imperative languages like C# and Java. When a 
function is called with these semantics, the parameters are cached and a closure is 
created with the cached values. The closure is returned to the caller, and the caller 
proceeds normally. In addition, the closure starts executing in a background thread 
simultaneously. On completion, the result is placed in the closure object itself, where 
it is accessed. If the result is not yet ready when the closure is accessed, the caller is 
blocked temporarily. From the programmers’ perspective, it is just like using lazy 
evaluation but the parallel execution of the closure ensures higher performance. If the 
parameters are restricted to be immutable, the non-determinism due to parallelism 
will not lead to incorrect results or race conditions. Each L-P call creates a closure to 
be executed in parallel. But we cannot use OS-threads to schedule them as they will 
be too heavy-weight. Instead Nano-threads [4][5] are used. Nano-threads are 
constructs to queue up small units of work [6] and schedule them using a user-mode 
non-pre-emptive scheduler onto OS-threads.  

3.1 Compiler Analysis 

The compiler has to decide which function calls to be replaced with L-P calls so that 
there is enough work for the parallel threads to do, and ensure that the overhead of 
threading does not outweigh the performance gains. We propose two analysis 
methods – Call Graph Analysis, suitable for latency-sensitive scenarios like JIT 
compilers, and Weighted Control Flow Graph, a more exhaustive analysis. 
 
Call Graph Analysis (CGA). Consider the following snippet of (pseudo) code given 
in Fig. 1. Assume it starts execution at A. For each node, we calculate the depth, 
which is the number of nodes till the farthest leaf node in that branch is reached. The 
node where the depth reaches a pre-determined threshold is to be replaced with an  
L-P Call. In the example, the branch from B has a depth of 3 whereas the one from C 
has a depth of 1. If the threshold is 3, the initial call to B will be an L-P Call. 
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Fig. 1. A sample code snippet and the associated call-graph generated from the code snippet 

So the Call-Graph Analysis algorithm can be summarized as follows: 

• For root node, depth δ = 0, for other nodes calculate depth δ as: 

             δ(Node) = Max(δ(Childnode1), … , δ(Childnoden) + 1 

• Do a depth-first traversal; at a node if δ(Node) > threshold Ϯ, the call to 
Node should be a Lazy-Parallel call.  

• If the call is a part of a recursion chain, only the initial call should be a Lazy-
Parallel call. 

• Once the call to a certain node is replaced with a Lazy-Parallel function call, 
consider its depth as 1 and repeat the procedure for the rest of the call graph.  

• Continue iterating until there no changes are made. 

Weighted Control Flow Graph (WCFG). The CGA method described previously 
has very low overhead but ignores the cost of functions. The Weighted Control 
Flow Graph method takes the cost of individual functions into account, but takes 
more effort to compute. In this, we start with the set of methods identified by CGA, 
and for each of the method, we compute the control flow graph [8][9] starting from 
the identified method and including all the methods that can be reached starting 
from the identified method. For example, consider the following control flow graph 
given in Fig. 2., where each of the boxes represent a basic block, which is a straight 
run of code from a branch in to a branch out. Please note that the control flow is 
important here, not the actual code. The weights (cost) of each of the blocks are 
computed as the number of low-level intermediate language instructions [7] (such 
that which have a one-to-one correspondence with machine language) in each 
(represented in the figure as B1, B2 … B5). If the block is a part of the loop or 
recursion, the weights are then again multiplied by the number of times the loop 
runs (identified in the figure as B1 * 2 etc). There are three conditional statements 
(if-else statements) identified as C1 and C2. 

 

function A() {
      return B() + C();
}
function B() {
      return D();
}
function C() {
      return 1;
}
function D() {
      return E();
}

B()

D()

E()

A()

C()

Dep: 3 Dep: 1

Lazy-Parallel 
Function Call
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Fig. 2. A sample control flow graph, where the boxes represent the basic blocks. The three 
conditional statements are represented as C1 and C2. 

From the control flow graph, we can see that there are four possible paths of 
execution,  to , each consisting of a series of basic blocks:   1,  3         where ψ  = C1   1,  2,  5         where ψ  = !C1 && C2   1,  2, 4            where ψ  = !C1 && !C2 

The cost of each path is the summation of the weights of all the blocks in the path. For 
example, 
                                                 Cost, ͼ(  ) = ͼ(B1) + ͼ(B3) 

The  conditions specify which path to actually execute. The runtime can use pattern 
matching [10] – efficient implementations of which are available for functional 
languages – to calculate which path to actually take. If the cost of the path is greater 

than some threshold Ϯ, the function should be invoked as Lazy-Parallel. Profiling 
information can be used to make the decision at compile time. 

4 Implementation 

A prototype demonstrating the Lazy-Parallel Call mechanism has been implemented 
in C#. It uses a library based approach, using reflection to bind to the methods. The 
compiler analysis has not been implemented yet. 

The API requires an object of type Evaluator<TResult> be created, specifying the 
required call semantics – regular function call, lazily evaluated call or a Lazy-Parallel 
call. The Evaluate() method is then called on the object: 

public void Evaluate(string function, 
  Type containingType,  
  dynamic containingInstance,  
params dynamic[] arguments) 

 

Start

B1 * 2

B5 * 2

B3 * 2B2 * 2

End

B4 * 2

C1

C2
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The following arguments are to be provided to the Evaluate() function: 

• function: The case-sensitive name of the function to bind to and invoke. 
• containingType: The type containing the function to bind to. 
• containingInstance: The object the function will bind against. 
• arguments: The arguments that the bound function expects. 

For closure creation, if the object implements the ISnapshottable<T> interface, it is 
assumed that it returns a persistent revision. Else, it is cloned using serialization. 

5 Results and Discussion 

It is necessary to guarantee the transformations produce the same results as without 
the changes as well as there is significant speedup. To verify that, consider the 
following snippet for the easy to parallelize N-Queens problem for a 13x13 board. 

var evaluators = new List<Evaluator<int>>(); 
for (int i = 0; i < BoardSize; i++) 
  var b = new int[BoardSize]; 
  var e = new Evaluator<int>(Mode.LazyParallel); 
  e.Evaluate("PrtlSln", typeof(Q), this, b, 0, i); 
  evaluators.Add(e); 
} 
return evaluators.Select(S => S.Result).Sum(); 

For a hard to parallelize problem, consider the following sort where the list of 
numbers is split into smaller lists, sorted in parallel and merged back. The merging 
part is not parallelized here.  

subLists = Partition(nums, count, PartitionSize); 
foreach (var l in subLists) { 
  var e = new Evaluator<List<int>>(Mode.LazyParallel); 
  e.Evaluate("Sort", this.GetType(), null, l); 
  evals.Add(e); 
} 

When run, the N-Queens program gives close to 2x speedup, whereas the hard to 
parallelize sorting code gives a non-trivial 1.65x speedup on a dual-core system. 

                         
Fig. 3. Comparing the respective performances of sequential & parallel executions 
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The results shown graphically in Fig. 3 show that there is indeed significant 
speedup. Also changing the execution mode does not change the results, thereby 
proving correctness. But to bring it to mainstream programming languages, there are 
many barriers to overcome. Serialization is a costly way of caching parameters. So, 
we need to provide a library of immutable data structures, but keeping track of unused 
revisions is cumbersome. So garbage collection to remove unused revisions is a must 
to keep memory usage in check. And the compiler must ensure that only methods 
working with such data structures are considered for automatic parallelization. It 
should be noted that such functions can use regular data structures internally, but at 
function call boundaries it should only use immutable data structures. 

6 Conclusions and Future Work 

Techniques like lazy evaluation and immutable data structures fit nicely with the 
parallel programming model. This paper presents the techniques for adapting them to 
imperative languages. The results have been verified using a prototype 
implementation and are promising. It is time to implement the ideas into a real 
compiler by modifying the Mono C# compiler to include the code analysis and 
generation techniques presented here and use the prototypes to determine the cost 
threshold values and determine if any language extensions are needed.  
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Abstract. As the network and development of multimedia technologies are 
becoming more popular, users are not satisfied with the traditional information 
retrieval techniques. So now a day the Content Based Image Retrieval (CBIR) 
is becoming a source of exact and fast retrieval. There are four important 
feature components for content-based image retrieval: colour, texture, shape, 
and spatial relationship. Among these features, shape contains the most 
attractive visual information for human perception. The main purpose of this 
paper is to discuss issues and challenges in CBIR systems, the importance of 
shape feature in image retrieval and proposing a new method for image retrieval 
using wavelet based shape feature.   

Keywords: CBIR, shape, colour, texture, wavelet. 

1 Introduction 

Because of recent advances in computer technology and the revolution in the way 
information is processed, increasing interest has developed in automatic information 
retrieval from huge databases. In particular, content-based retrieval has received 
considerable attention and consequently improving the technology for content-based 
querying systems becomes more challenging [1]. There are four important feature 
components for content-based image retrieval: color, texture, shape, and spatial 
relationship. Among these features, shape contains the most attractive visual 
information for human perception. Different methods [2]-[6] have been proposed for 
feature extraction and shape representation. P Liu, K. Jia, Z. Wang and Z. Lv 
explained a new and effective image retrieval method based on combined features [3]. 
Jeong-Yo Ha, Gye-Young Kim, and Hyung-Il Choi discussed the content-based 
image retrieval method using multiple features [4]. Ryszard S. Choras, Tomasz 
Andrysiak, and Michal Choraś discussed integrated color, texture and shape 
information for content-based image retrieval [5].An important step before shape 
extraction is edge point detection. Many edge detection methods have been proposed 
[7]-[14]. D.N. Verma, Vrinda Mar and Bharti explained an efficient approach for 
colour image retrieval using Haar wavelet [7]. J. Pan has proposed an edge detection 
combining wavelet transform and canny operator based on fusion rules [11]. Most of 
these research results show that they are robust but fail in one or the other aspect of 
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shape extraction. Using this literature survey, we propose an efficient method to solve 
the image retrieval problem. This paper is organized as follows: In Section 2, we 
bring up principles of CBIR and different commercially available CBIR systems, its 
advantages, disadvantages and motivation for the study of this paper. Section 3 
concentrates on different conventional edge detectors, their advantages and 
disadvantages. Section 4 proposes a new method using wavelets decomposition for 
edge detection and shape representation that is invariant to translation, rotation, and 
scaling.  Section 5 makes the conclusion on proposed work. 

2 Principles of CBIR 

A typical CBIR system as shown in Fig.1., automatically extract visual attributes 
(colour, shape, texture and spatial information) of each image in the database based 
on its pixel values and stores in a different database within the system called feature 
database. The feature data for each of the visual attributes of each image is very much 
smaller in size compared to the image data. Thus the feature database contains an 
abstraction (compact form) of the images in the image database; each image is 
represented by a compact representation of its contents (colour, texture, shape and 
spatial information) in the form of a fixed length real-valued multi-component feature 
vectors or signature. The users usually formulate query image and present to the 
system. The system automatically extract the visual attributes of the query image in 
the same mode as it does for each database image, and then identifies images in the 
database whose feature vectors match those of the query image, and sorts the best 
similar objects according to their similarity value.  

 

Fig. 1. CBIR System 

2.1 Different CBIR Systems 

A considerable number of image retrieval systems [4] have been developed for 
commercial use and demonstrations versions are in existence in the academic world. 
Some of the systems include QBIC, VIR, Photobook , VisualSEEK ,  MARS  and 
NETRA. A total of fifty-eight CBIR systems were reviewed in. Virtually all the 
systems incorporate colour in their feature extraction.  Merely more than fifty percent 
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of the systems use texture feature. Shape features are utilized in half of the systems 
reviewed. Most of the shape features are the simple ones, for example, eccentricity, 
area and orientation. Less than half of the systems use spatial information.  Shape 
descriptors adopted are not much effective because they are prone to noise. According 
to [5] the frequency of usage of the feature descriptors is inversely proportional to the 
computational complexity involved in extracting the features.  

Remarkable observations in the review of related works are as follows: 

• Current CBIR systems use the combination of texture, shape and spatial 
information for retrieval.  Fourth feature is added usually colour to improve its 
efficiency.  

• Shape with other low level features give better results. 
• Many systems lack the combination of edge detectors for finding the edge map of 

the image and also the use of wavelets in edge detection. 
• Many systems lack the use of fuzzy techniques for the shape extraction and 

representation. 

Literature review shows that combination of feature that is shape as a main feature 
with colour and texture as other low level features gives better results. So these are 
the motivations for this study paper. Edge detection is an important step for efficient 
shape representation.  Edge detection has attracted many researches to provide 
different techniques for edge detection. 

3 Edge Detection 

Edges are curves that follow a path of rapid change in intensity. In image processing, 
an edge is often interpreted as one class of singularities and they can be characterized 
easily as discontinuities where the gradient approaches infinity. 

Conventional edge detection mechanisms [9] examine the pixels where the first 
derivative of the intensity is larger in magnitude than some threshold, or finding 
places where the second derivative of the intensity has a zero crossing. Traditional 
edge-detection algorithms usually belong to -Gradient-based edge detectors, 
Laplacian of Gaussian (LOG), Zero crossing and Canny edge detector.  Although 
canny’s method is known to many as the better edge detector than the gradient-based, 
LoG, and zero-crossing methods, it still suffers from some practical limitations.  

3.1 Edge Detectors with Wavelets 

To overcome the disadvantages of the edge detectors, more edge detecting or 
generally singularity investigation techniques are developed. The Fourier transform is 
one of them. It was viewed as the main mathematical tool for analyzing singularities. 
It is hard to find the location and spatial distribution of singularities using Fourier 
transform. The wavelet transform, on the other hand, is a local analysis. It is more 
suitable than the Fourier transform for the time-frequency analysis, which is essential 
for singularity detection including edges and corners etc.  
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process is repeated for creating Feature Database of Image Database. Similarity 
measure is done based on Canberra distance measure and similar images are retrieved.  

5 Conclusions 

This paper presented a new technique for image retrieval using wavelet based shape 
features which addresses challenges and issues of current CBIR systems. The key 
contribution of this paper is to make of multi resolution wavelets for identifying the 
edges of an image and achieve better image retrieval efficiency.  Performance of  
the CBIR system is improved to achieve better results in different applications. The 
experimental results demonstrate the efficiency and robustness of proposed system. 
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Abstract. Today, a significant role is played by satellite image processing in 
the research improvement of various subject of analysis such as Astronomy, 
Remote Sensing, GIS, Agriculture Monitoring and Disaster Management. 
Forecasting natural disasters so that necessary safety measures can be taken to 
safeguard the surroundings is the objective behind the utilization of remote 
sensing images in most of the researches. In this paper, the stage of a river is 
predicted utilizing satellite images of the river. Initially, in the preprocessing 
phase, the image is filtered and then converted to the LAB color space for acute 
analysis. Subsequently, the segmentation process is carried out using the 
designed Radial Basis Function Neural Network (RBFNN) and then 
morphological operation are performed on the image. After that in the testing 
phase, the segmented image is analyzed and the stage of the river is identified 
as either normal or flood or draught using the designed RBFNN. 

Keywords: Remotely Sensed Image, Radial Basis Function Neural Network, 
River Water Level, Morphological operation, Water Region. 

1 Introduction 

Feature extraction from remotely sensed imagery has been a field of active research in 
computer vision and digital photogrammetry, for the previous few decades [1]. 
Several environmental applications like earth resources tracking, geographical 
mapping, agricultural crops prediction, urban development, weather, flood and fire 
control etc use images obtained by satellites [2]. In this paper, we propose an effective 
mechanism to predict the stage of the river by analyzing its water level using its 
satellite image.  

1.1 Radial Basis Function Neural Network  

In recent years, the ANN has attracted substantial interests from various fields. 
Capability to learn from sample sets is the most important property of ANN models 
[3][6]. RBF's are implemented in a two layer neural network, where a radial activated 
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function is implemented by each hidden unit. A weighted sum of hidden unit outputs 
is implemented by the output units. A linear output is obtained from the RBF network 
by giving it a non-linear input [4]. The radial basis function (RBF) the value of which 
is dependant only on the distance from the origin is a real-valued function. If a 
function ‘h’ is a radial function if it satisfies the property h(x) =h (||x||). Monotonically 
decreasing or increasing response with distance from a central point is their 
characteristic feature[5].  

2 Proposed Mechanism to Identify the Stage of the River  

2.1 Preprocessing Phase  

Initially, the input image is filtered to sluice the noises and then the denoised river 
image is put into the further process. The denoising process has been carried out to 
acquire the acute information of the river.  

Let D  be the database of river images and let the dimension of each image I  be 

NM ×  and ijp  be the number of pixels of the image. Before commencing the 

identification of watered regions, the preprocessing steps have been taken.  
 

},,,{ 1210 −=
INk IIIID    10 −≤≤ INk         (1) 

 

Initially the image is filtered to remove the noises from it and then the denoised image 
is converted to the LAB color space which is utilized to identify the acute information 
from the image. A Lab color space is a color-opponent space with dimension L  for 

lightness and a and b for the color-opponent dimensions, based on nonlinearly 
compressed CIE XYZ color space coordinates. The following eqn (2) details the 
process. 
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Here nX , nY  and nZ are the tri-stimulus values of the reference white. In the pre 

processing phase the steps carried out are Segmentation, Binarization, applying 
morphological operation and thresholding.  

2.2 Training Phase  

The water regions presented in the river images which are selected manually is 
utilized on this network to train this RBFN network with Bayesian regulation back 
propagation. 

Step 1: The input layer has a single neuron to accept the different length input vector
L , and the output layer also must have of a single neuron to interpret the change in 
water level and provide the status weight as the output. The hidden layer must have 

hdN  numbers of hidden neurons and a bias neuron.  

Step 2: Set up the input weights and bias for the designed NN . Assign weights only 
to those neurons that are present in the hidden and output layer.  

Step 3: The basis function and the activation function which are chosen for the 
designed NN is given below. 

( )
−

=

−+=
1

0

hdN

m
mnmnmnn ulwY ϕτ                             (6) 
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(7)              

The above eqns (6) and (7) which are the activation and the basis functions and mnu is 

the center vector for the neuron. τ ,η  are bias and mnw  is the weight assigned for 

the neuron. 

Step 4: The learning error is determined for the NN as follows 
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Here, Err  is the error in the designed RBFN network NN, xD  is the desired output 

and xY  is the actual output.  

3 Results and Discussion 

The proposed mechanism to predict the river water level changes was implemented in 
the working platform of MATLAB (version 7.10). The proposed mechanism was 
evaluated through the river image database used to design the network and the input 
river image of Amo river was analyzed. The stage of this river was obtained through the 
step by step process and the results attained by this proposed mechanism are given 
below. 
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Fig. 1. Watered regions marked in the original image 

4 Conclusion 

In this paper, an effective mechanism to predict the stage of water level was proposed. 
The proposed mechanism, initially trained two neural networks one to identify the 
water regions and the other to determine the stage of the river from its water level. 
The raw input image of Amo river was de-noised and then it was segmented into 
different regions with the aid of the designed RBFNN. Finally the stage of the river 
was identified as ‘draught’ stage. The results proved the proficiency of the proposed 
method in determining the status of a river from its satellite image. 
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Abstract. Conflict Identification is one of the critical areas in software 
engineering. It is very important to understand the semantics of conflicts among 
non-functional requirements for conflict resolution task. In this paper a framework 
is provided to understand the nature of conflicts among non-functional 
requirements using the integrated analysis of functional requirements, non-
functional requirements, internal constraints and external constraints. The output 
of proposed model is a conflict tree that refines conflicts among non-functional 
requirements from one level to another level. Finally a case study on monitoring 
and controlling system of a manufacturing firm is discussed to understand the 
nature of conflicts among non-functional requirements.  

Keywords: Conflict Analysis, Non-Functional Requirements, Internal 
Constraints, External constraints, Strategy vs. Requirement Matrix.  

1 Introduction 

Functional requirements address specific problems where as non-functional 
requirements define global constraints [13] on software development process or on a 
software system. Since most of requirement analysis methods do not consider non-
functional requirements, which leads to serious software development problems 
[16][11][8][10]. The problems faced because of negating non-functional requirements 
are more severe than the problems of functional requirements omissions [8]. Problems 
due to negligence of NFRs are the most difficult problems to solve [13][7]. Several 
reports show that improper handling of NFRS lead cons. The paramax systems corp. 
faced major deadline problems and cost overrun problems in the development of a 
real time system, which put the deployment on risk [14]. We have well known 
problem of software development in London Ambulance Service Report. London 
Ambulance System was failed due to negligence of non-functional requirements 
(reliability, usability and performance) [2] [4]. Therefore it is important for software 
development process to accommodate non-functional aspects also. For a system to 
perform in real-time, the complete system has to be designed to meet not only 
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functional requirements but non-functional requirements also. Bosch [6] suggested an 
approach which focus on designing functionality based architecture and then applying 
architectural transformations to satisfy non-functional requirements. Bruin [5] focused 
on a composition technique to derive software architecture by using a recursive 
approach. Functional requirements are never conflicting to each other but conflicts 
arise when non-functional requirements behave opposite to each other. For example: 
Satisficing security might call for the use of fingerprint or multilevel authentication. 
But multi-level authentication might conflict with usability requirement. There are 
varieties of models for the conflict identification in the literature. Poort [17] provided 
a framework known as non-functional decomposition to resolve conflicting 
requirements in a system. Gebhardt used Meta model for analyzing conflicts among 
requirements [9]. Boehm [3] proposed a software cost option strategy to deal with 
cost factors and risks among requirements. Xiaoqing Frank Liu [19] suggested a 
framework, which is based on the relationship among system requirements and 
constraints to deal with conflicts. Bertagnolli [18] used aspect-oriented software 
engineering for handling of requirements. Egyed [1] proposed a model for the 
identification of conflicts with the help of automated traceability. In and Kim [12] 
proposed a QoS (Quality of Service) resource conflict identification model for 
situation-aware middleware to identify trade-offs among requirements. After studying 
available literature, it was found some of the approaches failed to understand the 
nature of conflicts and some approaches did not clearly mention conflict-detection 
approach. Therefore we developed a framework, which analyzes and detects conflict 
using Strategy vs. Requirement matrix and then represent those conflicts in conflict 
tree to understand the hierarchy of non-functional requirements. 

2 Proposed Model  

The proposed model uses Strategy vs. Requirement matrix, which starts with the 
descriptions of visualized system to understand structural properties and architectural 
requirements of the system. Conventional techniques tend to suppress conflicts with 
the consideration of conflict resolution and development as two separate tasks.  If the 
conflicts are resolved separately, it could not be done at appropriate time and could lie 
outside the software development framework leading to an untraceable resolution. 
Therefore this matrix considers conflict detection and overall development process 
both in parallel. Proposed matrix starts with the descriptions of visualized system to 
understand structural properties and architectural requirements of the system. This 
requires consideration of various factors such as development process, design 
strategies, a decomposition strategy, implementation strategies and system 
functionality. Matrix visualizes two dimensions intersections. One dimension is the 
strategy and other dimension is requirements. The cell of this matrix contains 
strategies from each of three strategy dimensions satisfying each of the four types of 
requirements. We categorized requirements into functional requirements, non-
functional requirements, internal constraints and external constraints. Strategies to 
satisfy above-mentioned requirements are categorized on three criteria: Choice of 
development process, Design and Implementation. 
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Fig. 1. Conflict detection using Strategy versus Requirements Matrix based on the relationship 
between requirements and architecture 

    As a result, Choice of development process strategy results in the best choice to 
achieve system requirements and satisfy environment constraints.  Design strategy gives 
structural solutions for system requirements and environment constraints. The 
combination of implementation strategies provides overall system functionality. 
Proposed model emphasizes conflict detection at a high level non-functional 
requirement based on the relationship among functional requirements, non-functional 
requirements and constraints. When a conflict is detected at a high level non- 
functional requirement, Non-functional requirement is then refined into low-level non-
functional requirements and again conflict is detected using requirement Strategy vs. 
Requirement matrix. Above steps are repeated until high-level conflicts are analyzed 
and transformed into low-level conflicts. These conflicts are represented in conflict tree 
to understand the hierarchy of non-functional requirements with conflicts.  
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Requirements 

Strategy 

Choice of  
Development 
Process 
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Fig. 2. Model for understanding semantics of conflicts using integrated analysis 

3 A Case Study 

The case is a monitoring and control system of a manufacturing firm. System aims at 
monitoring of the working of machines and controlling the manufacturing process. 
We identified two low-level non-functional requirements Reliability and Efficiency in 
order to achieve high-level non-functional requirement quality but this gives rise to a 
conflict C1. Reliability is furthermore refined into Maturity and Recoverability and 
Efficiency into Time Economy and Resource Economy. On comparison of quality 
attributes in Maturity, Recoverability, Time Economy and   Resource Economy, we 
found Resource Economy conflicts with Recoverability and this conflict is denoted by 
C1.1, which is further transformed to Workload distribution of machines, Capacity of 
machines, Fault Recovery and Fault Prevention requirements. Quality attributes in 
Time Economy and Maturity Requirements generate conflict C1.2. Now C1.2 is 
further refined to another level of non-functional requirements Response time, 
Workload, Mean time between failure and Mean time to failure.  If there is any fault 
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during manufacturing process, Response time depends upon Recovery Process, which 
gives rise to another level conflict C1.2.1. One of the Fault Prevention techniques is 
removal of service with fault, which may delay the completion of task assigned to a 
machine. That is another conflict C1.2.2. Response time depends upon the complexity 
of task and the start up time of task. Here we got the transformation of conflict 
C1.2.1. to start time, task, Redundancy and Rollback functionalities. But these 
transformations produce another level of conflicts denoted by C1.2.1.1 and C1.2.1.2. 
This process continues until we get a list of conflicts that cannot be further resolved 
by transforming non-functional requirements to the next level. All conflicts are 
represented using conflict tree, which shows abstract and low-level conflicts.  

 

 

Fig. 3. Conflict Tree representing the hierarchy of non-functional requirements with conflicts 

This  conflict  tree  represents high level conflicts  using symbol        . Solutions to 
a  conflict which can be implemented  is  shown  using symbol      . At the lowest 
level, all non-functional requirements are compared again and detected whether there 
is another conflict. 

4 Conclusion 

The proposed model not only focus on the identification of conflicts among non-
functional requirements, also focus on the analyzing of conflicts by transforming 
high-level conflicting quality attributes to low level functional requirements. This 
paper attempts to focus on the conflict detection using integrated analysis of 
functional requirements, non-functional requirements, internal constraints and 
external constraints by the means of Strategy versus Requirement matrix. After 
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detection of conflicts, it proposed a framework for understanding the semantics of 
conflicts based on the integrated analysis.  
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Abstract. The Quality of Service (QoS) requests from network users expand 
greatly with ever fast development of the network technology as well as new 
network applications. In order to support a number of predicted communication 
products to the future, it is essential to develop a network infrastructure which 
can provide a greater bandwidth with better control of quality of service (QoS).  
In this paper we propose a new active queue management technique ICU 
(Isolate and Control Unresponsive Flows) which effectively controls the 
unresponsive flows, based on the network load status. First, a flow isolator 
isolates the unresponsive flows from the traffic mix of responsive flows and 
unresponsive flows, using the traffic arrival rate and loss ratio of the incoming 
flows. Then it checks for load un-balance of the network and automatically 
triggers the adaptive packet dropping policy wherein the unresponsive flows are 
shifted to a drop window. For every small interval, depending on the status of 
load un-balance, the size of the drop window is incremented or decremented. If 
the size of the window increases beyond a threshold value the packets will be 
dropped. By our simulation results, we show that our proposed algorithm 
achieves less loss. 

Keywords: Active Queue Management, Congestion Control, Unresponsive 
flows. 

1 Introduction 

Although the majority of the traffic over the Internet is still TCP-based, applications 
such as voice over IP and video-conferencing are changing this very rapidly. Due to 
the increasing demand for applications running over Packet networks [1], congestion 
occurring at the intermediate nodes can be a serious problem which causes the bad 
effects such as long delays, large delay variation and high packet loss rates and 
unfairness.  During the last several years, a number of mechanisms have been 
proposed to minimize undesired effects mentioned above. Some of them are aimed at 
solving the problem from inside the network, and some of them are focusing on 
developing a responsive or a TCP-congestion-control-compatible protocol to be 
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employed at traffic sources and destinations. However, most of the solutions are 
either too complex to execute in real life or not applicable to a random network 
topology. 

1.1 Active Queue Management  

Active Queue Management (AQM) mechanisms are  router-based algorithms and are 
deployed inside the network, i.e. in the routers, to regulate the flows. By sending 
congestion signals in a proactive manner, an AQM technique makes attempt to 
prevent congestion and control the queue length. This would finally cause the senders 
to reduce the sending rates. An AQM scheme may mark or drop the packets 
depending upon the policy at the router.   

An AQM scheme can detect congestion based on 

• The queue length at the link  
• The arrival rate of the packets at the link 
• Combination of both  

In addition to this, most of the AQM schemes include adapting the marking 
probability in some other way. The design of robust AQM schemes is an active 
research area in the Internet community. Some of the proposed AQM schemes 
consists of RED [2], SRED [3], Blue [4], REM [5], Proportional Integral (PI) 
controller [6], An Adaptive Virtual Queue (AVQ) [7] among others. In the next 
section we present other related works done on the active queue management 
technique. Although the above papers have made significant progress towards 
improving the fairness of the Internet and suppressing the unresponsive flows, the 
respective problems of unresponsive flow detections and their impact on the 
performance of AQM still leave space for further developing in this research 
direction. So it is required to develop a new active queue management technique 
which effectively controls the unresponsive flows, based on the network load status. 

2 Related Work 

To achieve fairness several per-flow packet scheduling mechanisms have been 
proposed. Because of the scalability and complexity issues they have not been widely 
implemented. A complex less practical approach is to use a packet dropping policy. 
There are several newer packet dropping schemes that focus on tracking and 
regulating only high bandwidth or misbehaving flows rather than monitoring every 
active flow. To monitor large flows to examine whether they consume more 
bandwidth than a value computed from the TCP bandwidth equation at steady state 
[8] , Floyd et.al have  proposed a mechanism where the accuracy depends heavily on 
some parameters unknown to the router such as flows round trip time [9]. In CHOKe 
[10] the router randomly selects a packet from the queue at each packet arrival. Both 
packets are dropped if they belong to the same flow. Since High bandwidth flows 
have high probability of having more packets in the buffer space it is assumed here 
that if the incoming packet and the packet selected from queue belong to the same 
flow they are considered as unresponsive. However in CHOKe, a high bandwidth 
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unresponsive flow still can gain much more bandwidth than the fair share. Stochastic 
Fair Blue [11] on the other hand utilizes a bloom filter with multiple hashing to detect 
misbehaving flows. SFB limits them to a fixed amount of bandwidth. In practice 
setting the bandwidth limit effectively is a difficult task as a fair bandwidth level may 
be unknown to an SFB router. Jun Zheng et al [12] have proposed new AQM 
algorithm- Clue in order to strengthen the robustness of Internet against unresponsive 
flows. As a sort of the scheduling algorithm, Clue relies on the detection and 
punishment of unresponsive flows and gets the elastics control of unresponsive flows, 
which benefit the buffer queue with the high performance. By their simulation results 
they have proved that Clue can detect and restrain unresponsive flows more 
accurately compared to other AQM algorithms. The objective of this paper is to 
propose a router mechanism called ICU (Isolate and Control Unresponsive flows) to 
protect TCP flows from unresponsive flows. The rest of the paper is organized as 
follows. Section 3 describes in detail about ICU algorithm. The evaluation of ICU and 
comparison with other schemes are discussed in section 4. Finally conclusion is 
presented in section 5. 

3 The ICU 

3.1 Detection of Unresponsive Flows 

The main cause of congestion is only a small number of connections that consume 
large bandwidth. Dropping the packets from these flows at the router could lessen 
congestion more effectively. The edge-to-edge probing detects excessive packet loss 
inside of a network domain and the cause behind the loss. We use back to-back probe 
packets for a small sample interval of TS seconds to infer a link loss by computing the 
correlation of a packet loss within a set of probe packets at different destinations. 
Packet loss ratios due to probe packets and actual flow are found. At the egress 
routers the difference between the loss ratios is calculated and used as one of the two 
factors to identify unresponsive flows. Probe packets are used to estimate the initial 
loss incurred in the network. According to unresponsive flow feature of high rate of 
sending data, there is a high probability that the loss is mainly due to unresponsive 
flows and it is high during congestion Hence the loss difference between probe 
packets and actual flow (unresponsive flow) will be high and that is used as a 
classification factor. Flow arrival rate (ri) is calculated and used as a second factor. 
These two factors together determine the unresponsiveness when they exceed certain 
threshold values. The value of the threshold (T1) for the difference between loss 
ratios can be selected between 0 and 1 and we assume the initial value of 0 and it can 
be set based on the minimum value of the difference between loss ratios. The value of 
the threshold (T2) for the flow arrival rate can be fixed based on link fair rate. As per 
CSFQ, all flows that are bottlenecked by a router will have same output rate when 
Max min Bandwidth allocations are achieved. This rate is the link fair share rate. 
Each flow i will receive service at a rate given by  min(ri, fair share rate). 
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Algorithm 

D = ALRq – LRq , where Rq is any given path 
 If (D > T1) and (ri

new > T2), then  
  Flow_status = Unresponsive.  
Else  
  Flow_status = Responsive. 
End if. 
 

where ALRq is the loss ration due to actual flow, LRq is the Loss ratio due to probe 
packet and ri

new is the arrival rate of the packet. 

3.2 Checking Load Balancing Condition 

The triggering policy raises the Adaptive Dropping Policy when the system is 
unbalanced. If the current queue length Qlen of node is more than the threshold Qth  

(which is 70% of the maximum  size), then the system is considered as unbalance and 
the load balancer is invoked. 

3.3 Isolate and Control of Unresponsive Flows 

The detected unresponsive flows are isolated and rate limited for a short duration 
(limiting time). The unresponsive flows will be depressed excessively and cannot 
obtain fair share of bandwidth if the value of limiting_time is too big.  On every 
packet arrival the packets of these unresponsive flows are shifted to a drop window of 
size DW. It checks the status of load un-balance for every small interval d, and then 
increments the size of the drop window by Dincr. thereby permitting more unresponsive 
packets to enter the drop window. If the size of Dwin increases beyond a threshold 
value Dthr, then the packets will be dropped. On the other hand, if the load balance is 
being attained at an interval dk, then the size of Drop window will be reduced by Ddecr. 
thereby releasing packets from the drop window to  pass through the bottleneck link 
and also to provide  additional space for new packets to enter drop window during 
next interval if there is load unbalance . -If the packet is dropped successfully, the 
next incoming packet is processed. Otherwise we will check that if the queue length 
Ql is more than threshold Qth. If it is true, again the flow is checked whether it is an 
unresponsive flow. Otherwise, this incoming packet could be permitted to enter the 
buffer. 

Algorithm 

 If interval < limiting_time, then 
             rate limit the unresponsive flow 
 Else if interval > limiting _time  
              shift the flow to Dwin 
 If load is unbalanced, then 
              Dw = Dw + Dincr 
 
 If Dw > Dthr, then 
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             Drop the flow 
 If load is balanced, then
              Dw = Dw – Dde
Process next packet 
If Ql > Qthr, then 
              Check for unres
Repeat from rate limited

4 Simulation and 
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5 Conclusion 

In this paper we have proposed an active queue management system for controlling 
unresponsive flows based on an adaptive dropping policy. For detecting unresponsive 
flows we have used packet loss ratio and flow arrival rate as two factors In adaptive 
dropping policy the detected unresponsive flows are isolated and shifted to Drop 
Window of size DW that can be increased or decreased based on network load status. 
The packets will be dropped when Drop window size exceeds a threshold value. By 
our simulation results, we have shown that our proposed algorithm achieves minimum 
loss. 
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Abstract. Nowadays all Internet savvy people knows the buzzword social 
networking sites (SNS) like Facebook, LinkedIn, Orkut etc, On these SNS we 
provide our personal data which we share among our group contacts. To 
maintain our personal data as private even in shared environment, data privacy 
is an indispensable security requirement. In this paper we discussed various 
provisions for data privacy from technology and government laws point of 
view. In addition we proposed our architecture to implement data privacy along 
with Watermarking.  

Keywords: Social networking, Privacy, watermarking, encryption, RDBMS.  

1 Introduction 

Popularity of social networking site is more than ever due to its various features. All 
age group people those who want to stay connected with their friend and relatives on 
internet got their profiles on social networking sites. This information revealing can 
be helpful to other unethical users, hackers, or terrorists, companies and third parties. 
They use this data source for all good and bad reasons like marketing, data mining 
etc. Social network site (SNS), [1] proposed, can be separated into nine kinds: 
business, common interests, dating, face-to-face facilitation, friends, pets, and photos. 
Individual identity safety and security should be the topmost concerns of today’s user 
while creating account on the social networking site that are currently used. The issue 
of copyright of digital content is taken at priority by owner who provides these data 
due intellectual property rights. Protection of this asset demands for watermarking it 
for the copyright and intellectual protection. Watermarking is a process of embedding 
information in the original content Digital watermarking [2] must have atleast three 
properties: Robust, value should not be lost, both the copy should be perceptually 
identical. Along with watermarking our personal data some part of very sensitive data 
also need to encrypt for privacy and security reasons. Our focus is on ECC rather than 
RSA due to speed and smaller keys or certificates from the comparisons[3]. Apart 
from making provisions in technology the government of various countries are taking 
efforts for safeguarding online privacy.  
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2 Government Laws 

We are presenting provisions made by India, U.S and U.K referring to [4] and [5]. 

Indian Law: The Personal Data Protection Bill, 2006: To provide for protection of 
personal data and information of an individual collected for a particular purpose by 
one organization, and to prevent its usage by other organization for commercial or 
other purposes. Provisions contained in this Act are relating to nature of data to be 
obtained for the specific purpose and the quantum of data to be obtained for that 
purpose.  

U.K. Law: Act is basically instituted for the purpose of providing protection and 
privacy of the personal data of the individuals in UK. The Act covers data which can 
be used to identify a living person. As per the Act, the persons and organizations 
which store personal data must register with the information commissioner, which has 
been appointed as the government official to oversee the Act. This put restrictions on 
collection of data.  

U.S. Law: Though both U.S and the European Union focus on enhancing privacy 
protection of their citizens, U.S takes a different approach to privacy from that of the 
European Union. US adopted the sectoral approach that relies of mix of legislation, 
regulation, and self regulation. In U.S, data are grouped into several classes on the 
basis of their utility and importance. Thereafter, accordingly a different degree of 
protection is awarded to the different classes of data.  

3 Related Work 

A literature survey presented by [6] has investigated a privacy of social network sites.  
Two main ways of obtaining private information on social network sites were 
summarized as based on privacy disclosure and attack technique. One essential type 
of privacy attacks is identified [7]: neighborhood attacks. We are suggesting for this is 
to encrypt data and share the key only among the trusted. Another way for privacy is 
given [8] they pointed to the centralized architecture of existing on-line social 
networks as the key privacy issue and suggest a solution that aims at avoiding any 
centralized control. Their solution is an on-line social network based on a peer-to-peer 
architecture. Here we also briefly discuss the previous approaches related to work for 
watermarking relational databases and also the approaches by researchers for 
watermarking text data. Watermarking relational database for numeric data was first 
proposed [9] to flip specific least significant bit 0 to 1 or 1 to 0 based on the value of 
hash function on selected tuple. An [10] approach is to append a new attribute which 
will serve as a watermark containing checksum of all other attributes and an aggregate 
value for any one of the numeric attribute. An [11] approach inserts new tuples that 
are not real and called them "fake" tuples, to the relation as watermarks, which 
increases the size of database. The approach proposed [12] for content authentication 
and integrity of text document where these authors contributes a novel secure and 
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efficient algorithm using the mathematical concept of Eigen values for text 
watermarking. This concept motivated use to create tuple Relation matrix which we 
have used in our study [13,14] proposed approach and later on we implemented. Text 
based to prove the authenticity of text document is proposed [15].  Access control 
schemes [16], to address the problem of tracing unauthorized distribution of sensitive 
intelligence documents. The concept of watermarking an object based text document 
where proposed [17] where each and every text string is entertained as a separate 
object having its own set of properties which motivated us to consider it for every 
attributes. A survey[21] has given very latest comparison and classification on his 
latest survey for watermarking techniques for relational database has helped us to 
understand various changes taken place in research for watermarking of relational 
database. The tutorial given [18] helps us to understand various cryptography 
techniques in a unified way, including classical and recent algorithms. The concept of 
joint watermarking and encryption is studied [19], so as to include encryption of 
secret key in our approach. Other approach given [20] system allows to watermark 
encrypted data without requiring the knowledge of the original data and also to cipher 
watermarked data without damaging the embedded signal is for our future scope.  

4 Proposed Architecture 

Survey: User Approach towards Data Revealing Online: Our proposed 
architecture is based on the survey we conducted for understanding the user approach 
towards data submitting while creating the user profile. This survey is based on [1] 
paper results. We have done our survey in Pune city in all age groups and gender to 
understand the Indian people attitude in providing the information. We have listed all 
the attributes which is generally available in social networking sites, like, Name, 
DOB, City, School, The data we gathered are summarized low and high impact 
attribute. This survey work has allowed us to categories the attributes those need to be 
handle with watermarking and encryption either jointly or separately.  We segregate 
these attributes as low impact (LI) and high impact (HI). Low impact attributes are the 
one which can be altered little bit like one special character, number and will be used 
to inset watermark like address, interest, school / college name etc. The high impact 
attributes like name, city, friends, groups etc are very sensitive for any changes so 
these attributes will not be used for watermark insertion whereas they will contribute 
to generate secrete key and there data will be encrypted. Even when these attribute 
data is shared in group, based on the group preference the data is available in actual 
form or it will remain in encrypted format only. 

Architecture: In existing client-server architecture we found following problems. 1. 
User provides his personal data on client side is unsafed till IPsec protocol comes in 
picture. Attack like Man-in-the-Browser. 2. On server side generally data will 
encrypted / watermark with single key on entire tuples by the DBS and stored in 
database. 3. On the fly, the intruder may sniff each packet data to be transferred or 
may alter the packet data. So this modified data get stored in database. Based on  
the above problems and attribute studies we proposed our architecture as given in 
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figure 1. Here, we recommend that when user is registering himself same time the 
watermark key will be evaluated, watermark will be generated and high impact 
attribute will be encrypted with the same key and in low impact attribute the 
watermark will be inserted. These also include encryption of the form data before 
sending it on internet. Now this data with watermark and encryption will travel the 
network layer and in the same format it will be saved in database. So, data sniffing, 
packet alteration, code injection, Cryptanalysis and many client side web application 
attack can attack will be avoided by taking its care on client side. For watermarking 
we will first generate a secrete key (Kw) based on high impact non numeric attribute 
data like count vowel, consonant, special character number etc., of each attribute  

Kw = Key(HI,mateval(V,C,S,N))     (1) 

and using this key Kw watermark will be generated using the function   

W = insert(LI, Kw) (2) 

and inserted in low impact attribute at the same time high impact attribute data is 
encrypted E by  

E = encrypt(HI, Ke ) (3) 

To the database administrator also this data is not available in original format as every 
tuple attribute is marked and encrypted with different key only. When user logs in 
next time along with is login name and password he also needs to submit his secrete 
key which will display his encrypted data in decrypt form as shown in figure 2. If the 
user needs to share his data with other user then he also needs to share his public key 
with him. The problem we detected in this architecture is the time requirement. But 
for cost high level of privacy it’s negligible. 

 

Fig. 1. Proposed Architecture 
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Fig. 2. Watermarking and Encryption jointly 

5 Conclusion 

We consider the problem of ensuring an individual’s data anonymity while releasing 
person-specific data on social networking sites. We pointed out that the previous work 
is based on separate parts of data flow like database, text of blogs, network etc. 
Information specific to individuals are watermarked and encrypted based on the 
attribute impact. Also for encryption a small key size algorithm is selected and is also 
fast in processing. This joint effort of encryption and watermarking helps to make our 
architecture strong: encryption guarantees the access control keeping away malicious 
eavesdroppers and robust watermarking concept implicitly increases the data integrity 
protection on the key as well as data.  It can also scale for large data set. 
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Abstract. This paper compares three architectures of low complexity digital 
finite impulse response (FIR) filters for high-performance applications. The 
design of three reconfigurable architectures includes two fully programmable 
MAC-based filter processor and one dedicated architecture where the filter 
coefficients are fixed before synthesis. The proposed MAC-based FIR Filter 
architecture uses two different multipliers for higher order and lower order 
filters. The multipliers specifically targets on computation re-use in vector-
scalar products and can be effectively used in the low complexity 
programmable FIR filter design. The proposed MAC based filter architecture 
with different multiplier blocks are capable of operating for different word 
length filter coefficients at a high speed clock frequency of 109.7 MHz based 
on Virtex 2v3000ff1152-4 field-programmable gate array.  

Keywords: Common Sub expression Elimination (CSE), FIR filters, 
Reconfigurability, Multiplier Block, Computation Sharing Multiplier (CSHM), 
Canonical Signed Digit (CSD), Processing Element (PE). 

1 Introduction 

Digital Finite Impulse Response (FIR) filters are essential building blocks in most 
Digital Signal Processing (DSP) systems. Large application areas of digital FIR Filters 
are mobile communication systems and multimedia applications. The characteristics of 
FIR filtering can be expressed as a sequence of multiplication and addition operations. 
Multiplication can be computationally expensive in FIR filtering hence simplifying the 
multiplication operations is highly desirable for low-complexity design. The approach is 
based on CSE identification in the context of operation minimization multiple 
occurrences of identical bit patterns that are present in the CSD representation of 
coefficients, and eliminate these redundant multiplications [3]. The reconfigurable 
multiplier blocks reduce the complexity of the FIR filter implementations effectively, by 
exploiting the redundancy of the multiple constant multiplications. In this paper, we 
compare different implementation approaches for high-performance and low-power 
design for FIR filter with programmable coefficients and fixed coefficients which are 
reconfigurable and less complex. The architecture with programmable coefficients 
focuses on direct implementation of FIR filter using one of the two dedicated MB  
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(MB-1, MB-2). The architecture with fixed coefficients focuses on synthesis of FIR 
Filter using multiple adder graphs for a coefficient.   

2 Programmable FIR Filter Architecture 

The structure of the proposed FIR filter is shown in Fig. 1. The Reconfigurability of 
the FIR filter is achieved by reconfiguring the MB (PE). The proposed FIR Filter 
architecture can obtain a high area efficiency and high performance. The basic 
modules of the filter architecture consist of two PEs (PE-1 & PE-2), Memory 
Elements, and Interconnection Networks [1]. The PEs are capable of performing 
addition (inc. carry) and multiplication, with two inputs and one output. The signal s1 
and s2 are control signals based on these control signals, the PEs act as either MB or 
Accumulation Block. In this Section, we present two different low complexities MB 
(PE) for the proposed FIR Filter architecture shown in Fig.1. 

 

 

 

Fig. 1. FIR filter architecture [1] Fig. 2. Reconfigurable MB-1(a) 8 bits (b) 
Shift and add unit

2.1 Reconfigurable MB-1 

The Reconfigurable MB-1 is shown in Fig.2. It consists of an adder and shifter unit, 
multiplexer unit and final adder (S&As) [4]. The adder and shifter unit performs the 
multiplication of alphabets with input x. The adder and shifter unit generates eight 
{1,3,5,7,9,11,13,15} alphabets. The multiplexer unit is composed of shifter, mux(8:1), 
ishifter, and and gate. To find the correct alphabet, shifters perform the right shift 
operation until they encounter 1 and send an appropriate select signal to muxes (8:1). 
Shifters also send the exact shifted values to ishifters. The muxes (8:1) select the 
correct answer among the eight precomputer outputs from adders and shifters unit. 
Ishifters simply inverse the operation performed by shifters. When the coefficient 
input is 0000, we cannot obtain a zero output with shifted value of the pre computer 
outputs. Simple AND gates are used to deal with the zero (0000) coefficient  
input. The final adder unit adds the outputs of the multiplexer unit to obtain the  
final multiplication output. For example, a simple vector scaling operation [c0, c1].x, 
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c0=11001011, c1=11001110, can be decomposed as c0.x=26.(0011).x+ (1011).x, 
c1.x=26. (0011).x+21(0111).x. if x, (0011).x, (1011).x and (0111).x are available, the 
entire multiplication process is significantly reduced to a few add and shift operations. 
We will call these chosen basic bits of information as alphabets. In this example, 
(0011).x is computed once and the result is shared to calculate both c0.x and c1.x, 
which show the concept of computation sharing in the vector scaling operation. 

2.2 Reconfigurable MB-2 

The Reconfigurable MB-2 is shown in Fig.3. The MB-2 integrates reconfigurability 
and low complexity to realize FIR filters for higher order. It consists of adder and 
shifter unit, multiplexer unit, final shifter and final adder unit [2]. The operation of the 
MB-2 (PE) can be explained with the help of an 8-bit coefficient h = “11101001. In 
this case, n = 8, and therefore the number of multiplexers required is 3. The output y = 
h *x is expressed as, y = (11,101,001)*x, y = (11*26*x) + (101*23*x) + (001*x), 
Consider x=0010, y = (11*26* 0010) + (101*23* 0010) + (001*0010); y=111010010. 

  

Fig. 3. Reconfigurable MB-2 (a) 8 bits (b) 
Shift and add unit

Fig. 4. Synthesis procedure for a coefficient 
set {3, 53, 585} [5]

3 FIR Filter Architecture for Fixed Coefficients 

In this section, a FIR digital filter synthesis algorithm is presented which consider 
multiple adder graphs for a coefficient. If we consider multiple candidates adder 
graphs and then selects an adder graph that can be shared maximally with the 
remaining coefficients, the total adder cost can be reduced. Fig. 4. illustrates an 
example of the adder graph generation process for a coefficient set {3, 53, and 585} 
[5]. Three adder graphs are possible for 53, the total adder cost of each graph is 
examined first, and then the algorithm selects a proper graph (graph 2 in this case) 
that minimizes the total adder cost. The partial sums of graph 2 are inserted to the 
current partial sum set. In this case, the use of one additional adder to synthesize 585 
the total adder cost becomes 4. 

4 Experimental Results and Discussion 

In this section, the synthesis and design results of proposed FIR Filter architecture 
using reconfigurable MB-1 and MB-2 are presented. We have used Xilinx 9.1i ISE 
for synthesizing purposes. The synthesis has been done on Xilinx’s Virtex-II family 
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2vp2fg256-6. The simulation and floor plan result of a Reconfigurable FIR Filter 
using MB-1 and MB-2 for a coefficient word length of 8 bit is shown in Fig. 5. and 
Fig. 6. The performance of two MBs in terms of the basic design metrics are tabulated 
in Table 1 and Table 2. We have also analyzed the effect of the MB-1 and MB-2 for 
different filter coefficient word lengths of 8, 12, and 16 bits. The results are shown in 
Table 3 and Fig.7. It is noted that as the precision of the coefficients is made high, the 
consumption area is increased and the speed of operation is reduced. Thus, by 
choosing the appropriate filter coefficient word length, it is possible to obtain reduced 
area as well as increased speed for the FIR Filter architecture. The proposed FIR 
Filter architecture with MB-1 is appropriate for lower order filter while architecture 
with MB-2 is appropriate for higher order filter. The fixed coefficient FIR Filter is 
used in many applications.  

 

Fig. 5. Simulation Result and Floor Plan of a Reconfigurable FIR Filter using MB-1 

 

Fig. 6. Simulation Result and Floor Plan of a Reconfigurable FIR Filter using MB-2 

 

Fig. 7. Synthesis Results for (a) MB-1 and (b) MB-2 of the proposed FIR Filter Architecture  

Table 1. Comparison of synthesis Result for Reconfigurable FIR Filter architectures 

2vp2fg256-6 MB-1 MB-2 

Number of Slices 20 out of 1408 29 out of 1408 
Number of Slice Flip Flops 25 out of 2816 37 out of 2816 
Number of 4 input LUTs 14 out of 2816 30 out of 2816 
Number of bonded IOBs 22 out of 140 20 out of 140 
Number of GCLKs 1 out of 16 1 out of 16 

Minimum Period 3.082ns 3.206ns 
Minimum input arrival time before
clock: 

3.677ns 1.543ns 

Maximum output required time after
clock 

5.927ns 8.040ns 
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Table 2. Macro Statistics 

2vp2fg256-6 Macro Statistics 

MB-1 MB-2 

Multiplexers # Multiplexers : 3 
12-bit 4-to-1 multiplexer: 1, 8-bit 8-to-1 
multiplexer: 2 

# Multiplexers : 3                  
8-bit 4-to-1 multiplexer    : 1 8-bit 8-
to-1 multiplexer    : 2 

Registers # Registers: 10  8-bit register: 10 # Registers : 10     8-bit register :10 

Adders 
/Subtractors   

# Adders/Subtractors : 8 
 16-bit adder: 1, 8-bit adder: 4,  8-bit 
subtractor: 3 

#Adders/Subtractors : 5 
11-bit adder : 1,14-bit adder : 1, 8-bit 
adder   : 3 

Table 3. Synthesis Results for MB-1 and MB-2 with Different Coefficient Word length 

2vp2fg256-6 8 bit 12bit 16 bit 

MB-1    

Number of Slices 20 out of 1408 23 out of 1408 26 out of 1408 

Number of Slice Flip 
Flops 

25 out of 2816 25 out of 2816 25 out of 2816 

Number of 4 input 
LUTs 

14 out of 2816 14 out of 2816 20 out of 2816 

Number of bonded IOBs 22 out of 140 22 out of 140 22 out of 140 

Number of GCLKs 1 out of 16 1 out of 16 1 out of 16 

MB-2    

Number of Slices 29 out of 1408 33 out of 1408 37 out of 1408 

Number of Slice Flip 
Flops 

37 out of 2816 27 out of 2816 29 out of 2816 

Number of 4 input 
LUTs 

30 out of 2816 41 out of 2816 48 out of 2816 

Number of bonded IOBs 20 out of 140 23 out of 140 23 out of 140 

Number of GCLKs 1 out of 16 1 out of 16 1 out of 16 

5 Conclusion 

In this paper, dynamically reconfigurable FIR filter architectures based on CSHM is 
proposed.  It is based on the CSE technique. The MB-1 (PE) is suitable for lower 
order filter and the MB-2 is suitable higher order filter. The MB-2 ensures constant 
shifts and hence faster shifting. The CSHM architectures ensure low complexity as 
well as reconfigurability. We have implemented the architectures on Virtex 2 xc2vp2-
6fg256 FPGA and synthesized using 0.18 μm CMOS technology. The results show a 
significant reduction in hardware necessary to implement those operations combined 
with satisfactory runtimes. 
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Abstract. A technique by which the process of hibernation can be sped-up is 
presented. During normal hibernation, the contents of the entire RAM are stored 
in the hard disk. However, as the number of running processes increase, the 
amount of RAM being used also increases and consequently more time is 
required to store its contents. In the proposed technique, the focus is only on the 
storage of that data which is critical to resume a running process after 
hibernation. This reduces the amount of memory required to be stored before 
hibernation, which in turn will reduce the time required for hibernation. This 
may also prevent real time data loss.  

Keywords: hibernation, real-time data loss, OS (Operating System), critical 
data, RAM, processes. 

1    Introduction 

Hibernation is a feature of many computer operating systems where the contents of 
RAM are written to non-volatile storage such as a hard disk, as a file or on a separate 
partition, before powering off the computer[1].Going into hibernation requires no user 
interaction. On the other hand, shutting down the computer, either requires the user to 
save the data and close the running programs manually or pre-emption by the OS. As 
the number of running processes increase, greater amount of memory is required for 
storage, thereby increasing the time required for hibernation. The problem with the 
current method of hibernation is that, the content of the entire RAM has to be saved, 
which is a lot of data. The proposed technique minimizes the amount of data that is 
needed to be saved during hibernation. It does so by allowing the application 
programmer to specify a certain portion of data as critical data. This critical data 
saved by the OS is then made available to the application program during resumption. 
The space required to store it is very small. Hence the hibernation time is reduced, 
and it is aptly termed ‘HyberFast’. 

2    Analytical Study 

The results of an analytical study carried out to check the time required for 
hibernation while different amounts of RAM were in use are shown in Fig 1.  
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1. All the programs are suspended. 
2. The snapshot of the RAM is copied into the hard-disk. 
3. Status of CPU as well any other devices, if required, are saved. 

3.2    OS + Application Based (HyberFast) 

This is the best technique for saving the context of a running process. It requires 
combined efforts from both, OS developers and application developers. The OS is 
notified about the critical data of every process. Instead, the OS selectively saves the 
critical data of independent processes, as and when required. Since this technique 
requires a combined effort, it has to be standardized as under: 

1. Critical data of the application has to be identified by the programmer. 
2. A call-back function which returns the critical data/context as a stream. 
3. This function has to be registered with the OS. 
4. Another call-back function which restores the . 
5. This function also has to be registered with the OS. 

The following call-back functions have to be defined by the application programmer. 
Integer return type of the resume_app() indicates that it should return an integer 
indicating success or failure. The function rhh(), meaning register hibernate handler, 
has to be created by the OS developer. This function registers the above two functions 
with the OS. Its definition is given below. 
Function prototypes in C: 

char* get_critical_data(); 
int resume_app(char* s);  
void rhh(char*(*gcd)(),int(*ra)(char*)); 

3.3    Application Based 

Application programs like Mozilla Firefox use this technique for saving their critical 
data. There is no intervention by the OS. Ideally, in this technique, the application 
should handle the ACID properties of the critical data while saving it. This makes it 
possible to resume the application even in case of failures. The only difference is that 
the user has to re-initiate the application after failure. Few guidelines for the 
application based technique are suggested below:  

1. Identify critical data enough to resume the application 
2. Create two functions, to save the critical data to a file and to recover it.  
3. ACID properties of the data has to be maintained.   

Two functions to save the critical context and resume the application have to be 
created by the application programmer. Since this is at the discretion of the 
programmer, he/she can modify the definition as required. The programmer should 
call the resume function during application initialisation phase. The resume function 
should check the stored flag to determine whether the application had properly 
terminated during its last run. 
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Function prototypes in C: 
void save_to_file(); 
int resume_from_file(); 

 

By using technique 3.2 and 3.3 for hibernation, some amount of real-time data loss 
can be avoided. Technique 3.1 can be used only for hibernation. Technique 3.2 can be 
used to restore and resume the system if it needs to hibernate or encounters a sudden 
failure. Technique 3.3 may only be used to recover from a system failure. 

4    Demonstration 

A program demonstrating technique 3.3 has been made using Java. The program is 
basically a factorial generator which finds factorials from one to three. It is forcibly 
stopped by CTRL + C and run again. This time, it resumes at the previously 
interrupted point and hence calculates the factorial of three. To achieve this the 
function saveToFile saves the critical data to a specific file and the function 
resumeFromFile reads the same file and resumes the program. 

Method prototypes in Java: 
void saveToFile(); 
void resumeFromFile(); 

The function resumeFromFile() is called during initialisation which helps it to read 
the valid critical data. If it is found, the program resumes from the instant where it 
ended otherwise it begins execution from start. 

 

Fig. 3. Screenshot of the program used for demonstration 

5    Advantages and Applications of Hyberfast 

There are few advantages of Hyberfast. One of the advantages is avoidance of real 
time data loss. By saving the critical data periodically we can resume the application 
even in case of Power failure. The OS should ensure that the ACID properties are 
maintained while saving the critical data to ensure that the data is error-free. Other 
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advantage is User behaviour tracking. As the critical data is saved from time to time, 
research can be done to enhance the user experience. Also less storage space and fast 
hibernation is possible using this method as only the critical data is saved so very less 
amount of memory is required for most of the programs to hibernate. Saving of 
critical data of programs can be prioritized as per their criticality.  

6    Limitations 

Extra code to be written by OS and application developers increases overhead. As 
only the critical data is saved, some programs may take more time to start-up 

7    Conclusion 

HyberFast is a technique by which the process of hibernation can be sped-up. It 
provides a solution to prevent real-time data loss. 

8    Future Work 

Newer magnetic storage disks that save data at incredible speeds coupled with 
HyberFast can provide a foolproof solution to enterprises, servers, etc where data loss 
is not an option. 

Acknowledgment. The authors would like to acknowledge Mozilla Firefox which 
implements the application based technique to recover from failure. The idea that the 
other applications could do the same was the basic inspiration for this research paper. 

References 

1. Hibernation basics (2011), 
http://www.en.wikipedia.org/wiki/Hibernation_(computing) 

2. Boot-Process (2011), 
http://www.tar.hu/wininternals/ch05lev1sec1.html 

 



V.V. Das and N. Thankachan (Eds.): CIIT 2011, CCIS 250, pp. 855–860, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

Hashed-K-Means: A Proposed Intrusion Detection 
Algorithm 

Samarjeet Borah, Saugat P.K. Chetry, and Pramod Kr Singh 

Department of Computer Science & Engineering 
Sikkim Manipal Institute of Technology, Majitar, East Sikkim, 737136 

samarjeetborah@gmail.com, saugat_chetry@yahoo.com, 
pramodkr.singh@hotmail.com 

Abstract. Intrusion Detection Systems detect the malicious attacks which 
generally include theft of information or data. It is found from the studies that 
clustering based intrusion detection methods may be helpful in detecting 
unknown attack patterns compared to traditional intrusion detection systems. In 
this paper a new clustering algorithm is proposed to work on network intrusion 
data. The algorithm is experimented with KDD99 dataset and found satisfactory 
results. 

Keywords: Intrusion Detection, Clustering, IDS, K-Means, AIM, Training 
Data Set. 

1 Introduction 

Now-a-days computer network provides usefulness in many ways to mankind. It 
becomes an integral part of daily life. However, ease of access, outward anonymity, 
and wide prevalence of saving sensitive information on computers has attracted a 
large number of criminals and hacker hobbyists. So it is impossible for any computer 
system to be claimed resistant to network intrusion. Since there is no perfect solution 
to prevent intrusions from happening, it is very important to be able to detect them at 
the first moment of occurrences and take actions to minimize the possible damage. 

2 Introduction 

Intrusion Detection [1] is the process of detecting the malicious attacks or threats to 
any computer or network. The basic task of Intrusion Detection is to audit the log data 
of a computer which includes network as well as host based data. Intrusion detection 
process helps to make the network more secure for data transmission. An Intrusion 
Detection System (IDS) helps to determine the attackers and ensures secure 
transmission of data. It also facilitates to stabilize and increase the lifetime of the 
network. 
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3 Clustering 

Clustering [2], [3] can be considered as one of the widely used unsupervised learning 
process. Clustering algorithms may play a vital role in developing efficient intrusion 
detection algorithms. These algorithms are able to detect important patterns in huge 
amount of data. Again, they are having the potential to detect new types of network 
attacks without any prior knowledge of their existence. Thus clustering techniques are 
best suited for designing anomaly detection models, means they can deal with new 
type of attacks. In the following section some clustering algorithms that are used in 
intrusion detection are discussed briefly. 

4 Clustering Algorithms for Intrusion Detection 

4.1 Y-Means Algorithm 

Y-Means [7] is based on the K-Means Algorithm [4]. In this algorithm partition of the 
data takes place automatically. It classifies the normal and the abnormal or intrusive 
clusters. The iteration will continue until there is no empty cluster. Outliers of clusters 
are removed to form new cluster. If instances are more similar to each other, then the 
clusters will overlap each other. At last, population ratio of one cluster is above the 
given threshold all the instances in the cluster will be classified as normal labeled as 
intrusive. 

4.2 Intrusion Detection Using Unlabelled Data Technique [8] 

This approach groups similar data instances into clusters together and then uses 
distance metrics on clusters to trace out the anomalies. The assumptions for this tech-
unique to work are: data instances having same type should be close to each other in 
feature space under some reasonable metric, while instances with different types must 
be far apart. The data instances having normal type must be in majority in the training 
set. It creates clusters from its input data, then labels these clusters as either normal or 
anomaly and then uses these clusters to classify unseen network data instances as 
either normal or anomalous. 

4.3 Hybrid Intrusion Detection System [9] 

The Hybrid system is built using two basic models, anomaly detection and misuse 
detection. Anomaly detection consists of a Rule-Based model of normal behavior, 
against which the detected behavior is compared. It has a high detection rate, but the 
false positive rate is also high. The misuse detection model is built to classify the 
attack type by comparison with the known types of attack behavior. It has high 
accuracy, but the detection rate is lower. By combining features of both the models, 
the Hybrid system gains advantages of both the models. 
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5 Hashed-K-Means: The Proposed Algorithm 

As it is found from the studies that the K-means [2] algorithm can be adopted to apply 
in different application areas, one attempt has been made in this paper to adopt this 
algorithm for intrusion detection. This proposed algorithm is not user dependent as it 
is using AIM [5] module for finding out the number of clusters to be generated. The 
algorithm has two phases, namely: cluster formation and anomaly detection. The 
KDD99 [6] dataset is used as training dataset for hashed-k-means algorithm. 

5.1 Methodology 

Let the dataset be represented as , 1,2 …  which consists of  data 
objects , … , where each object has  different attribute values corresponding 
to the  different attributes. The value of i-th object can be given by: , …  .  

In the first phase the AIM algorithm is applied to find out the value automatically 
in prior to partition the dataset into  disjoint subsets. The initial mean set will be 
generated by the AIM algorithm based on the following distance measures: 

  1  (1) 

 Where 
∑∑     and      

∑
 

where  is the  object of the dataset , 1,2 … 3.    is the mean of 
 object of ,  is the grand mean and   is the standard deviation of the dataset 

. 

  ∑ ,  (2) 

where  is the set of initial means,  and is the candidate for new cluster mean. 
The hash value is calculated based on the training dataset. It is found that the value 

will be different for normal as well as different attack types. A hash table is 
maintained for all types of known attack types. In the next phase the dataset is 
partitioned based on the initial mean set. Mean and standard deviations are calculated 
on the training dataset. The last field in the dataset is replaced by the product of the 
standard deviation and the number of instances of each type thereby, providing each 
type with a new value. Then, based on the Euclidean distance of the points in the 
modified training dataset, clusters are formed. These clusters are used as base for 
classification of the testing dataset. 

Cluster Formation & Training Phase: In this phase, the KDD99 dataset for 
intrusion detection is used to train the system. The number of instances for each type 
of connection is calculated along with the mean and the standard deviation. The hash 
value is generated as mentioned above. Then the last field is replaced with its hash 
value and process of cluster formation is carried out.  
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The Detection Phase: After the cluster formation is over the next step is to check 
whether the system is able to detect the intrusion on the system or not. It is done by 
taking a testing dataset and matching it with the cluster formed already in the training 
phase. 

Algorithm 

Algorithm HASHED-K-MEANS ()  
Input: 
   //Input Dataset 
K //Number of desired clusters obtained from the method. 
Output: 
  // Set of clusters 
START 
Calculate number of instances of each type, the mean and 
standard deviation of the input. 
Replace the last field of the labels in the training data 
with the product of the standard deviation    and the no 
of instances. 
Assign initial values for means m1, m2.… mk; 
Repeat 
Assign each item ti to the cluster which has the closest 
mean; 

 Calculate new mean for each cluster; 
Until convergence is met; 
STOP 

6 Results and Discussion 

6.1 The Initial Clusters Formed 

The figure (Fig. 1) below shows the one of the initial clusters formed after the training 
of the system with the Kdd99 dataset. It is found that the normal instances making 
their own clusters while the other type of connections making their own clusters based 
on the hash values and the Euclidean distances. 

 

Fig. 1. Initial Cluster 2 
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6.2 The Detection Phase 

This figure shows the different threats detected which were present in the testing 
dataset. The proposed algorithm is able to detect unknown type of connections present 
in the testing dataset. 

 

Fig. 2. Detection Phase 

6.3 Comparative Analysis on Inter-Cluster Distance 

The inter cluster distance of the clusters formed is calculated by finding the Euclidean 
distance between the cluster means and the clusters members of all the clusters 
formed. A graph is plotted to study the variations of the clusters formed. A larger 
inter-cluster distance would mean clusters are more distinct and tight. 

 

Fig. 3. Inter cluster distances for K means and Hashed K means Algorithm 

The above graph shows the inter-cluster distances of the clusters formed by the K-
Means and Hashed K-Means algorithms. It can be seen that the clusters formed by the 
Hashed-K-Means show better and distinct results as compared to normal K-Means 
algorithm. 

7 Conclusion 

In this paper a new clustering algorithm is proposed which is based on K-means and 
AIM method. The efficiency of the algorithm with which intrusions are detected is 
around 90%-95%. The accuracy of this algorithm depends on the training data taken. 
If the number of instances of a particular type is equal to that of the other then there is 
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a chance that a particular normal instance might be considered as an abnormal / attack 
type rather than a normal instance. The algorithm can detect new types of attacks but 
its classification would be a difficult task because it’s not present in the training data. 
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Abstract. The power management scenario in India, is not efficient. To conserve 
energy, government applies power cuts, resulting in lot of inconvenience as even 
the essentials are cut off. Another way to save power is to train the staff to use 
power efficiently. This is again a method which is neither foolproof nor easy to 
monitor. This paper describes a proposed system which helps use the available 
energy efficiently. A Controller system has been developed that manages efficient 
utilization of power over an electrical network and helps conserve energy by 
making authorities keep a check on energy usage. To demonstrate this wireless 
sensor network have been developed which consists of number of nodes. ZigBee 
protocol has been used for the wireless communications. The main advantage of 
using ZigBee protocol is low power requirement which result in longer battery 
life. As a proof of concept ARM based prototype of proposed system is designed 
and developed for small application.  

Keywords: Power Management, Energy Management, Zigbee, Wireless sensor 
network. 

1 Introduction 

Generating power from within Power loss in its distribution and transmission still 
touches a whopping figure of 29% in India! Being a developing country with limited 
financial resources, India cannot afford this kind of loss (International statistics) and 
the situation is further compounded by power thefts and poor state of infrastructure. 
The power management scenario in India, today, is not as efficient as it can be. To 
conserve energy, power cuts are applied resulting in lot of inconvenience. Another 
way to save power is to train the staff to use power efficiently, which is neither 
foolproof nor easy to monitor. Some industries like the Indian cement industry have 
their own power plants to meet their energy requirements. This paper describes a 
proposed system which helps use the available energy efficiently. With this system 
available power may be used in such a way that only low power devices like Tubes, 
Fans etc. which are primary needs should be allowed and high power devices like 
heater, pump-set, A.C. etc should not be allowed for particular time period [2]. To 
achieve this, system should be able differentiate between high power and low power 
devices at every node and allow only low power devices to be ON [5]. A Controller 
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based system has been developed that manages efficient utilization of power over an 
electrical network and helps conserve energy by making authorities keep a check on 
energy usage. To demonstrate this wireless sensor network have been developed 
which consists of number of nodes. These nodes communicate with each other in full 
duplex mode. The communication consists of data transfer, controlling node 
operations. ZigBee protocol has been used for the wireless communications. The main 
advantage of using ZigBee protocol is that the nodes require very less amount of 
power to provide longer battery life. As a proof of concept a prototype of proposed 
system is designed and developed for small application.   

2 Design of Proposed Sensor Network 

This section presents various design aspects of proposed sensor network for power 
management. For proposed system the area over which the electrical network resides 
and needs to be managed, is divided into number of parts. Each part is treated as a 
node. Each node consists of an end device connected to respective electrical network 
part. Thus interconnection of these nodes forms a wireless mesh network. The central 
node called controller, monitors and controls the activities of all nodes. In proposed 
system the chief node i.e. the controller block shall calculate the threshold values for 
the different blocks based on inputs received from central authority. 

 
 
 
 
 
 
 
 
 
 
           

 

Fig. 1. System block diagram 

To enable the central authority to send the information required from any location 
a GSM link is provided. Controller sends the thresholds to the respective nodes. The 
data sent by the controller reaches the target unit through the zigbee modules.  As 
shown in figure 1 microcontroller on sensor node receives the threshold value from 
controller wirelessly through Zigbee module. Whenever any device is switched on 
through the device driver, the power factor measuring IC measures the power factor 
of the same and sends the value to the microcontroller which compares the value to 
the threshold stored and checks it with the priority list to decide if it must be allowed 
to switch on or not. LCD display is used to show the status of various devices 
connected. Central node also decides which nodes to keep in wakeup mode or in sleep 
mode depending on the requirement. 



 Implementation of Zigbee Based Power Management System 863 

3 Implementation  

A prototype of proposed system has been implemented for demonstration of a small 
application.  Considering the computational requirement of the system ARM 7 
microcontrollers LPC2138 has been selected for prototype implementation [11]. The 
system needs 5V and 3.3 V power supply for its working. 
 

     

Fig. 2(a). The controller                           Fig. 2(b). End device (Node) 

Considering the system specification ZigBee module JN 5139 was selected, 
however due to unavailability XBee Module manufactured by digicom has been used 
[9]. For power measurement ADE7756 IC has been used.  The GSM module is 
interfaced with the controller to receive the message send by the controlling authority. 
The relay driving circuit is interfaced to switch ON/OFF the device.  

4 System Testing and Results 

Different sensor nodes are used to setup a wireless sensor network to measure the 
power required by that section (node). For demonstration we have used only one node 
to test the communication between controller and node and then the power 
management part at the node. Power required is compared with the threshold given to 
that node to automatically manage the available power among different devices 
depending on strategy (high, low power/ priority). For demonstration 3 loads D1, D2, 
D3 have been connected to a node. All the loads (devices) are of different power 
requirements; D1=100W, D2= 60W and D3=40W. For the various cases result was 
obtained. It is shown in the following table. Demonstration was done in order to 
certify the nodes communication ability, power regulation and management.  
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Table 1. Node’s power management performance 

Sr.No. Case 

Power 
available at 
controller 

(W) 

Threshold 
Given to 

Node 1 (W) 

Power 
required at 
Node 1 (W) 

Device 
Status(On/Off) 

D1         D2         D3 

1 Wth > Preq 800 266.6 200 On        On         On 

2 Wth < Preq 500 166.6 200 Off       On         On 

3 Wth < Preq 250 83.33 200 Off       Off        On 

5 Conclusion and Future Scope 

Sensor networks are the key to gathering the information needed by smart 
environments, whether in buildings, utilities, industrial, home, shipboard, 
transportation systems automation, or elsewhere. A ZigBee based Power Management 
system has been developed for an educational institute. The system can be applied to 
industry, hospitals, residencies, stadiums & theatres for energy management. 
Successful implementation of ZigBee based Power Management system provides a 
solution for convenient deployment and thus saving energy, as well as cost. The 
proposed system can be modified to be used for three phase systems as well. The 
basic hardware can further be extended to include number of nodes with a mesh 
network topology. Routing protocols may be implemented for further optimization. 
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Abstract. In this paper, we shall focus on the downlink scheduling design 
optimized for network coverage for wireless systems with multiple antennas. & 
proposed a wireless system consisting of a base station (with nT transmit 
antennas) and K client mobiles (each with single antenna). with multiple 
antennas, we have additional degrees of freedom for spatial multiplexing and 
spatial diversity, to include the spatial multiplexing into the framework, we first 
extends the conventional concept of network coverage to a more general utility-
based network coverage to deal with the possibility of allocating resource to 
multiple users at the same time. consider the network centric utility and the user 
centric utility as two examples of the utility based coverage concept. raised on 
the generalized concept of network coverage, we proposed a systematic frame-
work based on information the critical approach and formulate the scheduling 
design as a mixed convex and combinational optimization problem. 

Keywords: MIMO, Coverage-capacity tradeoff, Cross layer, Wireless. 

1 Introduction 

In this paper, we consider a wireless system consisting of a base station (with nT 
transmit antennas) and K client mobiles (each with single antenna). with multiple 
antennas, we have additional degrees of freedom for spatial multiplexing and spatial 
diversity to include the spatial multiplexing into the framework, we first extends the 
conventional concept of network coverage to a more general utility-based network 
coverage to deal with the possibility of allocating resource to multiple users at the 
same time. We consider the network centric utility and the user centric utility as two 
examples of the utility based coverage concept[1-2]. Raised on the generalized 
concept of network coverage, we propose a systematic frame-work based on 
information the critical approach and formulate the scheduling design as a mixed 
convex and combinational optimization problem 

1.1 Overview of System Model with Multiple Transmit Antennas 

1.1.1   Downlink Channel Model 
The fig 1 shown, a communication system with K mobile users having single receive 
antenna and a base station with nT transmit antennas. The microscopic channel fading 
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between different users and different antennas is modeled as i.i.d. complex Gaussian 
distribution with unit variance. Furthermore, it is assumed that the encoding and 
decoding frame are short bursts which are much shorter than the coherence time of 
the fading channel. 

Let Yk be the received signal of the k-th mobile. The K x 1 dimension vector of 
received signal Y at the K mobile stations is given by 
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where X is the nT x 1 transmit symbol from the base station to the K mobiles, Zk  is the 

complex Gaussian noise with variance ,2
zσ Hk is the 1 x nT dimension channel matrix 

between the nT transmit antennas (at the base station) and the k-th mobile and Lk is the 
path loss between the base station and the k-th mobile[4]  

 
1.1.2   Multi-user Physical Layer Model  
Before we could discuss the scheduling optimization problem, it is very important to 
define the physical layer model because different physical layer implementations will 
definitely affect the system level performance. To isolate the physical layer 
performance from specific implementation details (such as channel coding and 
modulation, multiple access schemes like TDMA, FDMA, CDMA), and information 
theoretical approach is adopted Specifically[5]. The maximum achievable rate at the 
physical layer (with arbitrarily low error probability) is given by the Shannon’s 
capacity and is realized by random codebook and Gaussian. 
 
1.1.3   MAC Layer Model  
The scheduling algorithm in the MAC layer is responsible for the allocation of 
channel resource at every fading block. The system resource is partitioned into short 
frames. We assume time division duplexing (TDD) systems so that channel reciprocal 
holds. At the beginning of every frame, the base station estimates the channel matrix 
from the participating mobile users. The uplink channel estimation is used as the 
downlink channel information. Due to short burst transmissions, the channel 
estimation is used as the downlink channel information. Due to short burst 
transmissions, the channel fading remains the same across the entire burst duration. 
The estimated CSI is passed to the scheduling algorithms in the MAC layer.  

1.2 General Formulation of the Downlink Scheduler Design 

Before we proceed with the scheduler design, it is important to quantify what is meant 
by system performance. In multi user systems. the system performance is can be 
defined by an instantaneous utility ),...( 1 KrrG where rk is the instantaneous data rate 
of the k-th user. For meaningful optimization. we have 
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1.2.1   Utility-Based Network Coverage 
Consider a sequence of N realization of fading blocks, the instantaneous achievable 
data rate (s) of a scheduled mobile user (s) are random variables (functions of the 
specific fading realization) in that fading block. In conventional wireless systems 
where the scheduling is constrained to select one active user at any scheduling 
instance (fading block), outage is defined as the event that the instantaneous data rate 
of the scheduled user is below a target data rate R0. Outage probability is defined as 
the likelihood of the outage event. 

2 Numerical Results and Discussions 

In this section, we shall compare the performance of the downlink schedulers optimized 
for utility-based coverage, we shall investigate the contributions of multi-user selection 
diversity and spatial multiplexing to the network coverage. To highlight the contribution 
of multi-user selection diversity, we compare the coverage with respect to the random 
scheduler, where nT users are randomly selected irrespective of their channel matrices at 
every fading block[6-7]. In the simulation, each data point consists of 5000 realizations 
of channel fading. Channel fading of the K users are generated based on independent 
complex Gaussian distribution (with unit variance). We assume 0dB antenna gain in the 
transmit and receive antenna. The carrier frequency is assumed to be 2GHz. Data rate is 
expressed in terms of bits per second per Hz. 

2.1 Contribution of Spatial Multiplexing/Spatial Diversity to Network 
Coverage 

Figure 3 and 4, illustrates the network centric coverage versus the network capacity 
(network loading) of the coverage-optimized scheduler at NT = 1.2, 4. We observe 
that  a significant gain in network coverage is achieved by increasing the number of 
transmit antenna nT at high SNR and this illustrates the contribution of spatial 
multiplexing to network coverage. For example, in Figure 3, there are 50% and 90% 
area coverage gain at target network capacity of 5b/s/Hz comparing relative to NT=1 
for nT=2,4 respectively. On the other hand, Figure 4 illustrates the user-centric utility 

kAkKuser rrrG ∈= min),...( 1  threshold versus cell radius at various Q=1,2…., 5 and 

nT=5 where Q=|A|.  

2.2 Contribution of Multiuser Selection Diversity to Network Coverage 

Figure 6, illustrates the capacity versus coverage between optimal scheduling and 
random scheduling at nT = 1.4. For example, there is 3.2 times are coverage gain 
between the optimal scheduler and the random scheduler at nT=4 and target network 
capacity of 2 b/s/Hz. This illustrates that multi-user selection diversity contributes 
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significantly to coverage area gains[8].  Fig 6 illustrates the performance of the 
genetic algorithm. The genetic algorithm has relatively small performance loss 
compared with the optimal scheduler. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3 Conclusion  

In this paper, we focus on the design of coverage-optimized downlink scheduler for 
systems with multiple antennas. A systematic framework is proposed for the 
scheduler design Problem based on information theoretical approach. There are K 
mobiles with single receive antenna and one base station with nT transmit antennas. 
We proposed a generalized definition of network coverage, namely the utility-based 
coverage. The contributions of multi-user selection diversity and spatial multiplexing 
to the network coverage are analyzed. While the optimal scheduler delivers the best 
coverage, the computation complexity is huge. A real-time genetic algorithm is 
proposed, which offers enormous computational savings compared with the optimal 
algorithm and is an attractive candidate given it’s performance complexity tradeoff. 
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Abstract. Medical image fusion will help the physicians to extract the features 
visible in images by different modalities. In this paper, a novel discrete wavelet 
transform (DWT) based technique for medical image fusion is presented. 
Firstly, the medical images to be fused are extracted .Secondly conversion into 
grayscale is carried out before decomposition by the DWT. Then by 
considering the characteristics of human visual system (HVS) and the physical 
meaning of the wavelet coefficients, new different fusion schemes are 
performed on low frequency and high frequency bands separately, i.e. Visibility 
Based Scheme for the low frequency coefficients and Variance Based Scheme 
for the high frequency coefficients are applied. Finally, the fused image is 
constructed by the inverse discrete wavelet transform (IDWT) with all the 
combined coefficients. 

Keywords: Discrete wavelet transform (DWT), Inverse discrete wavelet 
transform (IDWT), Human Visual system (HVS). 

1 Introduction 

In order to better support more accurate clinical information for physicians to deal 
with medical diagnosis and evaluation, multimodality medical images are needed, 
such as X-ray, computed tomography (CT), magnetic resonance imaging (MRI), and 
positron emission tomography (PET) images. These multimodality medical images 
usually provide complementary and occasionally conflicting information. Therefore, 
the fusion of the multimodal medical images is necessary and it has become a 
promising and very challenging research area in recent years. For medical image 
fusion, the fusion of images can often lead to additional clinical information not 
apparent in the separate images. Another advantage is that it can reduce the storage 
cost by storing just the single fused image instead of multi-source images. So far, 
many techniques for image fusion have been proposed in the literature and a thorough 
overview of these methods can be viewed in reference. Since the real-world objects 
usually contain structures at many different scales or resolutions, multi resolution 
techniques for medical image fusion have become very essential. 

1.1 Fusion Techniques 

A generic categorization of image fusion methods is the following: 1) linear 
superposition 2) nonlinear methods 3) optimization approaches 4) artificial neural 
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networks 5) image pyramids 6) wavelet transform 7) generic multi resolution fusion 
scheme. 

1.2 Wavelet Transform 

A signal analysis method similar to image pyramids is the Discrete Wavelet 
Transform. The main difference is that while image pyramids lead to an over 
complete set of transform coefficients, the wavelet transform results in a non 
redundant image representation. The discrete 2-dim wavelet transform is computed by 
the recursive application of lowpass and high pass filters in each direction of the input 
image (i.e. rows and columns) followed by sub sampling. Details on this scheme can 
be found in the reference section[2]. One major drawback of the wavelet transform 
when applied to image fusion is its well known shift dependency, i.e. a simple shift of 
the input signal may lead to complete different transform coefficients. This results in 
inconsistent fused images when invoked in image sequence fusion. To overcome the 
shift dependency of the wavelet fusion scheme, the input images must be decomposed 
into a shift invariant representation. There are several ways to achieve this: The 
straightforward way is to compute the wavelet transform for all possible circular 
shifts of the input signal.  

2 Proposed System 

In this system after decomposition by DWT, the coefficients of low frequency 
portions and high frequency portions are processed with different fusion schemes 
providing enhanced visual information. The image reader used is based on Sinkhorn 
scaling algorithm which makes the system flexible to the size of the input image[1]. 
The multimodal medical images usually contain complementary and conflicting 
medical information, i.e., the same object in the multimodal medical images may 
appear very distinctly. Hence, when the source images are decomposed by wavelet 
transform, the approximation images (low frequency band) and the detail images 
(high frequency bands) must have quite different physical meaning in different 
images. On the other hand, as we know in most applications, the ultimate user or 
interpreter of the fused image is a human. So the human perception should be 
considered in theimage fusion. According to the theoretical models of the HVS, we 
know that the human eyes have different sensitiveness to the wavelet coefficients of 
low resolution band and high resolution bands[5]. Based on the above analysis, this 
paper presents a new fusion rule which treats the low frequency band and high 
frequency bands with different schemes separately.  

Step 1: Image Extraction using Sinkhorn Scaling Algorithm 
Step 2: Gray scale conversion 
Step3: Performing discrete wavelet transform 
Step4: Fusion schemes 
Step5: Fused image creation by IDWT 
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3 Conclusion 

Thus a novel DWT based technique for medical image fusion is presented. The 
method is developed by not only considering the characteristics of HVS but also 
considering the physical meaning of the wavelet coefficients. Different fusion 
schemes are then performed on the coefficients of the low frequency band and high 
frequency bands with simultaneous computation of IDWT. We have compared the 
proposed method with some existing fusion approaches.Our application is intended to 
be useful for physicians who need to fuse multi-modality images for support in 
diagnosis.  We can integrate the fusion process into a distributed Application. As 
technology keeps developing new and efficient filters can be used to obtain better 
fusion results through z-transform, Laplace transform or DWT. Instead of performing 
multilevel DWT which can affect the overall processing speed we can apply other 
methods that yield an equivalent result in a single level of decomposition. We can 
also use the simple Haar’stransform to obtain efficiency.  
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Abstract. Web service is an emerging technology in recent years due to its 
open standard specification. The World Wide Web Consortium (W3C) defines 
a web service as a software system designed to support interoperablemachine-
to-machine interaction over a network [11]. These web services can be 
composed together with the help of composition operation called web service 
composition. The web service composition can be achieved with the help of 
Business Process Execution Language (BPEL). In this paper, we have proposed 
an architecture for web service composition through Intalio business process 
designer.  

Keywords: Web service, Web service composition, Business processes, 
Service composition, BPEL. 

1 Introduction  

The current enterprise is focusing on the development of platform independent 
software components called, web services. The web service is a self-contained 
function, which depends on Service Oriented Architecture (SOA) for its design, 
development and deployment as per W3C proposed guideline [1]. The web services 
which follow the SOA architecture can be composed through the process of web 
service composition [5]. The web services can be created with the help of Jdeveloper, 
Eclipse, NetBeans etc. There exist various tools for web service composition such as, 
Intalio business process designer, Microsoft Biztalk server and Bea weblogic [5].Web 
service composition can be achieved in two ways, i.e. static and dynamic [4]. The 
dynamic composition is achieved with the help of OWL-S language and semantic 
mechanism whereas, in static composition, the web services can be composed using 
BPEL or BPEL4WS language and with Orchestration and Choreography mechanism. 
There are two main approaches for web service composition, i.e., industry approach 
and semantics approach [4]. In industry approach, the WSDL file can be created for 
each web services and perform the composition of the services. Whereas the semantic 
approach mainly focuses on semantics of services or keyword based searching. There 
are various composition languages such as, Web Service Choreography Interface, 
Business Process Modeling Language, BPEL and Darpa Agent Markup Language [6].  
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The web services can be composed in sequential as well as in parallel manner. There 
exists different architecture for sequential composition of web services [12]. In 
sequential composition, a web service will not start its execution until the previous web 
service will finish its processing. But in parallel web service composition, set ofweb 
services can be processed at the same time in an independent manner [12]. Thus, there is 
a need of combing set of web services in parallel as business processes to fulfill 
business requirements. We have proposed an architecture for web service composition 
with the help of Intalio business process designer. The proposed framework will helps 
the end user to evaluate the functionality of different web services at the same time. The 
set of web services can interact at run time in order to complete the service request. The 
rest of the paper is organized as follows. The web service composition architecture 
involving BPEL will be discussed in Section 2. The working example of business 
process and web service composition will be illustrated in Section 3. Finally, conclusion 
and future research directions will be described in Section 4. 

2 Web Service Composition Architecture  

The architecture for web service composition is proposed, which is developed with 
the help of Intalio business process designer. The working model of web service 
composition is illustrated in Fig. 1. The BPEL process is published over central 
repository so that it could be available for service consumers publicly. The central 
repository is having collection of web services or business processes, which are 
categorized on their domain. The set of domains related to different fields are 
managed in central repository such as entertainment, education, jobs, crimes etc. The 
central repository used in the proposed framework is Universal Description Discovery 
and Integration (UDDI).  The set of UDDIs are available in private and public domain 
of internet as a freeware or on payment basis.  

 

Fig. 1. Web Service Composition Architecture 

Also, we have focused on the development of user interface for providing the 
interaction with BPEL process. The user interface can be used by service consumers 
to access all the available BPEL processes in public domain. The working of central 
repository is such that the service consumer will search BPEL process in UDDI on the 
basis of their respective domain and the available processes or services will be 
provided to the consumers. Finally, service consumer will start interaction with the 
BPEL process directly and use the functionality of web services through business 
processes. The BPEL process manager manages the BPEL processes that can interact 
with different web services, which may be developed by different service providers. 
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3 Working Example 

The proposed architecture is illustrated for two web services, i.e., PVR_WS and 
INOX_WS for different multiplexes. Once the web service is developed, we have 
managed WSDL files for each web service because WSDL files will work as interface 
for web services. Thereafter, business process will be developed from different web 
services, which will be responsible for interaction with the web services and 
retrieving movie time in parallel, and make available the coming outputs to the 
service consumer.  

3.1 Implementation  

The Jdeveloper is a tool used for deployment and development web services with the 
help of SOA architecture. The PVR web service (PVR_WS) and INOX web service 
(INOX_WS) are demonstrated in Fig. 2 and Fig. 4, respectively. The Fig. 3 and Fig. 5 
are providing the tested output.  

  

Fig. 2. PVR_WS Deploy Fig. 3. PVR_WS Result Fig. 4. Inox_WSDeploy Fig. 5. Inox_WS 
Result  

The business process diagram is developed in Intalio business process designer as 
shown in Fig.6.  Web services are called here with the help of Invoke1 and Invoke2 
operations of BPEL process. The client application is also developed for invoking 
BPEL process. Each invoke operation will call the different web services.  

 

Fig. 6. Web Service Composition through Intalio 

3.2 Testing and Deployment  

BPEL is deployed on Intalio server for testing of above illustration. For testing, the 
movie name is provided as input to the BPEL process available on Intalio server. 
These BPEL process will call different web services such as PVR_WS and 
INOX_WS, respectively for same input as shown in Fig. 7. The output coming from 
business process through PVR and INOX web services is shown in Fig. 8 and Fig. 9, 
respectively. We have two different outputs corresponding to the different web 
services, which are composed by BPEL process. These outputs are having time of 
movie currently running in both the multiplexes. 
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Fig. 7. BPEL Testing                Fig. 8. BPEL Output 1                 Fig. 9. BPEL Output 2 

4 Conclusion and Future Work 

The paper has focused on development and deployment of BPEL processes with the 
help of Intalio business process designer. The developed BPEL process is having 
movie time running in different theaters through different web services. The BPEL 
process requires process manger for processing the different BPEL processes. The 
BPEL process manager does not have support for security issues [8][9]. The future 
research will focus on the development of secure framework for BPEL processes, 
which will provide the support for authorization, XML encryption and XML 
decryption etc.  
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