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Abstract. In the literature, collaborative filtering (CF) approach and
its variations have been proposed for building recommender systems. In
CF, recommendations for a given user are computed based on the rat-
ings of k nearest neighbours. The nearest neighbours of target user are
identified by computing the similarity between the product ratings of the
target user and the product ratings of every other user. In this paper,
we have proposed an improved approach to compute the neighborhood
by exploiting the categories of products. In the proposed approach, rat-
ings given by a user are divided into different sub-groups based on the
categories of products. We consider that the ratings of each sub-group
are given by a virtual user. For a target user, the recommendations of
the corresponding virtual user are computed by employing CF. Next, the
recommendations of the corresponding virtual users of the target user are
combined for recommendation. The experimental results on MovieLens
dataset show that the proposed approach improves the performance over
the existing CF approach.

Keywords: Electronic commerce, Recommender systems, Collabora-
tive Filtering, Mass-customization, Classification, Customer loyalty,
Cross-sell, Up-sell.

1 Introduction

A recommender system for an E-commerce site receives information from a cus-
tomer about which products he/she is interested in, and recommends products
that are likely to fit his/her needs. Today, recommender systems are deployed on
hundreds of sites, serving millions of customers. For example, recommender sys-
tems are employed to suggest books on Amazon™™ (www.amazon.com).
Currently, recommender systems have become a key component of modern
E-commerce applications. Several research efforts are going on to investigate
efficient algorithms for building recommender systems [1I23].

In the literature, collaborative filtering (CF) approach has been proposed to
build recommender systems [4]. There are two types of CF approaches: memory-
based and model-based. Model-based CF approaches compute predictions by
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Table 1. Sample of transactions in a book store

User/Category S1 S2 S3 Sy C1 C2 C3

Ux 1110110
Uz 1000111
Us 1101000
Ua 1011001
Us 0100111
Us 0010110

modeling user and item and memory-based CF approaches compute recommen-
dations based on the purchase history of products and users. Improving the
performance of CF approach is one of the research issue [I].

In this paper, we make an effort to propose the improved memory-based CF
approach by exploiting the categories of products.

The CF approach works by building a database of product ratings given by
customers. It recommends products to the customer based on the ratings of
other customers who gave similar product ratings. To recommend products to a
target user, finding other users who have similar preferences with the target user
is an important step. In CF, the recommendation for a target user is computed
based on the ratings of k£ nearest neighbours. Under CF, the product ratings
of the target user are compared with the product ratings of other users, and
the nearest neighbours are computed based on the similarity values. We have
observed the fact that there is an opportunity to improve the performance of
CF if we process the ratings of the user by grouping them category-wise. In CF,
during the neighbourhood formation step, the similarity values of the product
ratings between two users are computed by considering the product ratings of
each user as one unit. Normally different sub-groups, based on categories, exist
in the set of products rated by a user. It means that users may rate products
similarly with respect to certain categories and dissimilar with respect to other
categories. In this situation, if we carry out comparison at the user-user level,
there is a possibility to miss the close neighbours with respect to categories. So, if
we find the neighbourhood by comparing the ratings at the category-level, there
is an opportunity to improve the performance of CF. We explain the proposed
idea through Example 1.

Ezample 1. Let Uy, Us, Us, Uy, Us and Ug be the users and S, Sz, S3, and Sy
are story books and C7, Cs and C5 are the books related to computer science.
Table [Il shows the user-book matrix where the value ‘1’ indicates that the user
has purchased the corresponding book (rating = 1) and a ‘0’ indicates that
the user hasn’t purchased the book (rating = 0). Let U; be the target user. If
we find the similarity of other users with Uj, the top two neighbours selected
for U; will be Us and Us. The similarity is computed based on the number
of common books purchased. If we compare category-wise, the neighbours of Uy
computed by considering only story books are Us and Uy. In this way, the notion
of neighbourhood changes if we find the similarity by considering entire user as
one unit and each category as one unit.
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In the proposed approach, each user ratings are divided into different sub-users
by exploiting the categories of products. We consider that the ratings of each
sub-group are given by a virtual user. For a target user, the recommendations of
the corresponding virtual user are computed by employing CF. Next, the recom-
mendations of the corresponding virtual users of the target user are combined
for recommendation. The experimental results on MovieLens dataset show that
the proposed approach improves the performance over the existing CF approach.

The rest of the paper is organized as follows. In the next section, we discuss
the related work. In section 3, we briefly explain CF. We present the proposed
approach in Section 4. Experimental results are presented in Section 5. The last
section consists of summary and conclusions.

2 Related Work

A survey on the approaches used for building recommender systems is carried out
in [I]. The survey paper discusses various limitations of recommendation methods
and suggests possible extensions. These extensions include, among others, an im-
provement of understanding of users and items, incorporation of the contextual
information into the recommendation process, support for multi-criteria ratings,
and a provision of more flexible and less intrusive types of recommendations.

The CF approach is a popular recommendation approach and several varia-
tions have been proposed in the literature. The user-based CF is proposed in
[4] and the item-based CF is proposed in [5l6]. A fusion framework of both
user-based and item-based approaches have been proposed in [2]. Wang [7] has
shown how the development of CF can gain benefits from information retrieval
theories and models, and proposed probabilistic relevance CF models. Horting
[8] is a graph-based recommendation technique in which nodes are consumers,
and edges between nodes indicate degree of similarity between two consumers.
Bell and Koren [9] have used a comprehensive approach to improve the perfor-
mance of CF by removing global effects in the data normalization stage of the
neighbour-based CF and working with residual of global effects to select neigh-
bours. A user-based CF which is based on an analysis of prediction errors is
presented in [I0].

A rate-item-pool-based (RIP-based) approach has been proposed in [11]. The
RIP-based approach refines the contribution of the global neighbourhood by
weighing the impact of global neighbours with a fine-grained similarity metric
based on RIPs, and subsets of item ratings in the active user’s profile. Ensemble
method has been proposed to improve the performance of CF algorithms [12]
which combines the predictions of different algorithms (the ensemble) to obtain
the final prediction.

In [I3], two approaches based on CF namely latent factor models and neigh-
bourhood models are exploited to propose an effective recommendation algo-
rithm. A recursive prediction algorithm is proposed in [14] which suggests that
if a nearest-neighbour user has not rated the given item, it’s value is estimated
based on his/her own nearest neighbourhood. Next, the the estimated rating
value is used in the the prediction process for the final active user.



140 M. Sharma et al.

An alternative method to find neighbourhood by exploiting lower-bound sim-
ilarity is proposed in [I5]. A preference-based organization technique has been
proposed in [I6] to accelerate users’ decision process. It suggests that rather than
explaining each item one by one, a group of products can be explained together
by a category title, provided that they have shared tradeoff characteristics com-
pared to a reference product. A prediction algorithm is discussed in [I7] which
predicts the ratings of items that they have not rated for every user. The al-
gorithm proposed in [I§] visualizes the problem as node selection on a graph,
giving high scores to nodes that are well connected to the older choices, and at
the same time well connected to unrelated choices.

In this paper, we have made an effort to propose an improved recommendation
approach by exploiting the categories of products. The proposed idea is different
from the preceding approaches as it exploits a notion of “virtual user” for finding
efficient neighbourhood.

3 Collaborative Filtering Framework

In this section we explain CF. It [4] consists of three sub-tasks: data represen-
tation, neighbourhood formation and recommendation generation.

1. Data representation
The input data is a collection of products purchased or rated by a user.
Assume that there are m users and n products. It is usually represented
as a m X n user-product matrix, R, such that r; ; is ‘1’ if the i*" user has
purchased the j** product, and ‘0’, otherwise.

2. Neighbourhood Formation

The main goal of neighbourhood formation is to find, for each user u, an
ordered list of k£ users N={Ny,Na,...,N;} such that u ¢ N and sim(u,N;)
is maximum, sim(u,Nz) is the next maximum and so on. The most exten-
sively used similarity measures are based on correlation and cosine-similarity
[BIT9120]. After computing the proximity among users, the next task is to ac-
tually form the neighbourhood. Different kinds of neighbourhood formation
approaches can be employed. The Center-based [4] approach forms a neigh-
bourhood of size k for a particular user ¢ by simply selecting the & nearest
other users.

3. Generation of Recommendation

In this step, top-N recommendations (N > 0) are computed for a given user.
For this, Most-frequent Item Recommendation method can be used. The pro-
cedure is as follows. It looks into the neighbourhood and scans through the
ratings data for each neighbour and performs a frequency count of the prod-
ucts rated. After sorting the products according to their frequency count, it
returns the N most frequent products that have not yet been purchased by
the target user as recommendation.
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4 Proposed Approach

It can be observed that the neighbourhood formation process plays a key role in
improving the performance of recommender system. Under CF, a fixed number
of neighbours for the target user are selected by considering the ratings of the
one user as a single unit. This is appropriate if a typical user rates/purchases the
products in all categories in a uniform manner. However, a user may not purchase
or rate the products in all categories in a uniform manner in certain kinds of
applications. That is, a typical user rates more number of products in certain
categories and rates few products among other categories. So, if we consider the
ratings of one user as a single unit and find similar users, there is a possibility
of missing genuine neighbours. There is a scope to improve the performance, if
we divide the user ratings into sub-groups by exploiting categories and build an
algorithm by computing neighbourhood at category level.

Similar to CF, the proposed category-based CF (CCF) consists of the fol-
lowing steps: data representation, neighbourhood formation, and generation of
recommendation.

The CCF approach divides a target user into several virtual users by consid-
ering that each category of products of user are rated by a virtual user. We find
neighbours for each virtual user of a target user by employing CF. Next, the rec-
ommendations to the target user are computed by combining recommendations
of the corresponding virtual users. We explain these steps in detail.

1. Data representation in CCF
In CCF, a user is fragmented into virtual users on the basis of the categories
of the purchased products. For instance, a particular user u has purchased
n products which can be classified under ¢ categories. The transaction of
a user u is divided into ¢ virtual users. Let m, p, ¢, and v represent the
number of real users, products, categories and virtual users respectively.
Then, v = m X ¢. So, (v X p) virtual user-product matrix will be formed.

2. Neighbourhood Formation in CCF
In CCF, neighbourhoods are formed by processing the ratings of virtual
users. For a given real user, neighbourhood is formed for all the corresponding
virtual users. The proximity and neighbourhood methods of CF can be used.

3. Generation of recommendation in CCF
The process of recommendation generation in CCF is different from CF. At
first, we have to generate recommendation for each virtual user of the corre-
sponding target user. We can follow the most-frequent item recommendation
method for this step. Next, recommendations have to be combined to gen-
erate final recommendations to the target user. Several options are possible.
We present two approaches.
(a) Random Approach: We combine all the recommended products into one

set. To find top-N recommendations for a particular user, we randomly
select N recommendations from this set.
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(b) Ranking Approach: In this algorithm, we select top ranked P (P > 0)
virtual users and follow random approach. The ranking approach is as
follows. At first, the virtual users of a target user are ranked based on the
number of products rated. The virtual user who rates the large number
of products receives higher rank. To find top-N recommendations for

N
a particular user, we randomly select | PJ recommendations from the

corresponding top-P virtual users.

5 Experimental Results

We conducted experiments on the data set provided by MovieLens (http://www.
grouplens.org/) project. We selected 943 users to obtain 10,0000 ratings on 1682
movies. All ratings follow the 1 (bad) - 5 (excellent) numerical scale. The data
set was converted into a user-movie ratings matrix R that had 943 rows (i.e., 943
users) and 1682 columns (i.e., 1682 movies). There are total 18 genres available.
The initial dataset was divided into five distinct splits. All the experiments are
performed on each of the five splits and average value is reported.

Dataset (each split) was divided into two parts: the training set and the
test set. Experiments have been done on the training set, and generated a set of
recommendations, we call the top-N set. We then look into the test set and match
products with our top-N set. Products that appear in both sets are members of
a special set, we call the Hit Set and each match is known as a Hit.

We employed recall, precision, and F1-metric [3] as performance metrics. The
definitions of precision, recall and Fl-metric are as follows.

— Precision. It is defined as the ratio of hit set size to the top-N set size, i.e.,
size of hit set

recision = hich can be written as
b size of top — N set b A
test(top — N
precision = [tes m|1\(7)|p | (1)

— Recall. It is defined as the ratio of hit set size to the test set size, i.e.,
size of hit set

recall = . which can be written as
size of test set
test (top — N
recall = [test(top | (2)
|test]

— Fl-metric. It is a combined effect of both recall and precision.

2 x recall * precision

Fl1= (3)

recall + precision
Using the genres of a movie as the categories of a product, 943 users have been
fragmented into several other virtual users. The neighbours of a virtual user have
been formed using center-based neighbourhood method. The most-frequent item
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recommendation is used for generating recommendations to the virtual users.
The total number of recommendations for a virtual user and to a target user has
been set at 10, i.e., N = 10.

We have conducted experiments by fixing k=70 (number of neighbours for
virtual users) and varying the number of virtual users from 1 to 18 (there are
only 18 genres in the dataset). So each virtual user can only be split into maxi-
mum of 18 virtual users. Figures 1(a), 1(b), and 1(c) show the precision, recall
and Fl-metric performance of CF, CCF with random and CCF with ranking
approaches respectively. It should be noted that the performance of both CF
and CCF with random method does not vary with the number of virtual users.
The performance curve of CCF with random method indicates the recommen-
dation performance obtained by selecting final recommendations randomly from
the recommendations of 18 virtual users. It can be observed that CCF with ran-
dom method improves the performance over CF. It is due to the fact that by
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computing neighbourhood at the category level, the proposed approach is able
to get the efficient neighbourhood as compared to CF. It can be noted that the
performance of CCF with ranking method varies based on the number of virtual
users. As we increase the number of virtual users, the performance increases
gradually to the peak. It then gradually decreases and coincides with the ran-
dom approach as expected. The results show that the performance of CCF with
ranking method is significantly higher than CF. It indicates that by computing
the recommendations from the top ranked virtual users, it is possible to capture
the neighbourhood based on user interests in an efficient manner.

We have also conducted experiments by fixing number of virtual users to five
and varying number of neighbourhood virtual users from 10 to 150. Figure 2(a),
2(b), and 2(c) shows the precision, recall and F1-metric performance respectively.
As we increase the number of virtual users in neighbourhood, the performance of
CF, CCF with random, and CCF with ranking approaches increases gradually
and saturates. It can be observed that CCF with random method improves the
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performance over CF. Also, the results show that the performance CCF with
ranking method is higher than the other two approaches.

Overall, the experiment results show that the proposed approach improves
the performance over CF.

6 Conclusion and Future Work

Recommender system is the main component in E-commerce systems. In this
paper, we made an effort to improve the performance the CF approach which
is being used to build recommendation systems. We have proposed a framework
in which each user is divided into virtual users based on the categories of the
products rated. The proposed approach divides each user into corresponding vir-
tual users, computes recommendations for each virtual user and combines these
recommendations to give recommendations to the target user. Through experi-
mental results, it has been shown that it is possible to improve the performance
of recommender systems using the proposed approach.

As a part of future work, we are planning to conduct extensive experiments
by employing different neighbourhood formation and similarity methods. We
are planning to investigate improved methods to combine the recommendations
computed for virtual users for giving final recommendations to the user. We
are also planning to investigate how the notion of virtual user improves the
performance of item-based, model-based and other variations of CF approaches.
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